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Preface

Medicinal Chemistry sits at the heart of the pharmaceutical industry and the medicinal
chemist has one of the most challenging and rewarding jobs imaginable. The medicinal
chemist designs the drug which must balance often conflicting demands of a suitable dose,
by the chosen delivery route, at a desired dose frequency to provide a therapeutic effect while
maintaining margins to adverse effects throughout the dosing period. The drug molecule
may be given to millions of patients all of whom may respond to the drug differently, and all
of whom must be treated safely and effectively. Whilst drug discovery is undoubtedly an en-
deavour involving a wide range of scientific disciplines, the medicinal chemists are critical to
the design and progression of a drug molecule. It is the medicinal chemist who integrates
and balances the diverse inputs into a single chemical structure which has the potential to
become a new medicine.

This is an enormously difficult task. Our advances in synthetic organic chemistry mean that
we can respond well to the challenges of preparing and purifying new molecules and chemists
can be trained in these skills during undergraduate and graduate studies. In contrast, com-
pound design is far harder to control and requires extensive experience and knowledge to take
the sometimes subjective decisions to arrive at a potential drug candidate. There are few uni-
versal rules in drug design, and barely any universally accepted guidelines, and it sometimes
seems success is more a matter of chance. But, as Louis Pasteur said, ‘‘chance favours the
prepared mind’’. However, given the current challenges and high attrition during the devel-
opment phase, and the acceptance that many reasons for failure are directly attributable to the
chemical structure of the drug candidate, medicinal chemists have a duty to design the best
molecule possible to advance from research into development and beyond.

The aim of this book, through a series of monographs by leading scientists from across the
world, from major pharmaceutical companies, biotechnology companies, contract research
organisations and academia is to prepare the medicinal chemist to spot the good chances.

The book covers the whole R&D process from target validation through to late stage clinical
trials, through descriptions of the background science, the process, learnings, case studies,
leading references and even hints and tips.

The foreword has been written by one of our industry’s most respected scientists, Simon
Campbell CBE FRS, FMedSci. Simon Campbell joined Pfizer as a Medicinal Chemist in 1972,
and was a key member of the teams that led to such blockbuster drugs as Cardura, Norvasc and
Viagra. He went on to become Pfizer’s Senior Vice President for World-wide Drug Discovery and
Medicinal R&D in Europe. He was President of the Royal Society of Chemistry from 2004 to 2006
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and maintains a very active and influential role in our industry. With his considerable experi-
ence Simon provides us with his personal learnings, and the undoubted opportunities for
medicinal chemistry looking forward.

The early chapters describe the tools of the medicinal chemist’s trade such as physical or-
ganic chemistry, computational chemistry and QSAR, library design, fragment based lead
generation and structure based design.

The middle section of the book covers the supporting scientific disciplines, including assay
development, receptor pharmacology and in vivo model development, drug metabolism and
pharmacokinetics, molecular biology, toxicology and translational science, computational
biology and of critical importance, intellectual property.

The later sections of the book describe the overall research and development process from
target generation, lead identification and optimisation through to pharmaceutical develop-
ment, clinical development and chemical development, including the importance of efficient
project management.

Due to the high levels of failure faced during drug development, case studies of successful
R&D are hard to find, but are invaluable as a touchstone for pathways to success. So the last
three chapters provide case studies of drugs that made it into the later stages of clinical de-
velopment and/or onto the market, Brilinta, Aleglitazar and Lapatinib. Even during the prep-
aration of this book, one of our case studies was unfortunately halted during Phase III trials. As
sad as Phase III failure is, few drugs reach this stage of clinical development and there are many
lessons to be learnt in this story that justify its esteemed place in this section.

The book began as life as a proposal to update to a 3rd edition the Royal Society of
Chemistry’s long running publication ‘‘Principles and Practice of Medicinal Chemistry’’.
The first edition was published over 20 years ago, and was a spin-out from the biannual
Royal Society of Chemistry Medicinal Chemistry Summer Workshop, which itself has been
running for over 40 years and has been the training ground for many of our industry’s leading
medicinal chemists. The 3rd edition proposal retained some distinctive features of its pre-
decessors, being highly practitioner focused, but grew to incorporate a broader context and
to reflect the changing reader demographic reflected in the changing industry and drug
discovery environments. It also grew to incorporate new opportunities that did not exist
20 years ago.

Paper publishing is as valid today as it has ever been, but mobile computing and e-publishing
are changing the way information can be used and presented. E-publications allow interaction
with the content which cannot occur with paper. App-stores allow easy access to sophisticated
software that can be delivered and updated with ease. Many tools potentially useful to medicinal
chemists do not exist in an easily accessible and secure manner. So for the 3rd edition we wanted
to develop, as a companion to the print book, a set of useful medicinal chemistry apps to run
locally on tablet computers, and also a fully interactive e-book version to complement the paper
copy. The apps would bring to life concepts described within the book chapters and allow
chemists to quickly and easily find help in their design challenges.

While even 10 years ago protein structure visualisation and small molecule modelling re-
quired high-end workstations and costly software, nowadays this can be accomplished on a
tablet computer. Indeed, the frontispiece image of this book was designed inside the freeware
app iMolview from Molsoft on an Apple iPad3. Similarly static pictures of X-ray crystal structures
within the chapters can be brought into high resolution reality, and the reader can interact with
the exact data that the original medicinal chemist used in the documented design. Structures
can link to ChemSpider or even Wikipedia and other online resources providing deeper context,
and hyperlinks to regulatory guidance mean the medicinal chemist has access to primary in-
formation sources relevant to each chapter.

vi Preface
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So while this 3rd edition was inspired by its predecessors, with the companion apps and the
e-book format, it was time to change the book’s name. We hoped the book would become an
everyday companion for the practicing medicinal chemist, and so the title ‘‘Handbook of
Medicinal Chemistry’’ seemed appropriate. With both print and electronic format and
companion apps we hope that, with this handbook, we can more fully prepare the mind of the
medicinal chemist to pick the right chances.

Andrew Davis and Simon E Ward

viiPreface
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Introduction

I am delighted to have been invited to write an introduction for The Handbook of Medicinal
Chemistry: Principles and Practice. The editors and authors have played an outstanding role
in covering all of the major components of modern medicinal chemistry in an expert and
timely manner, within a comprehensive handbook relevant to newcomers and experienced
scientists alike. This volume will be a pleasure to read through, and then to pick out relevant
sections for in depth consultation. I am sure Principles and Practice will be in constant use,
as different problems arise in drug discovery projects almost on a daily basis, and will be-
come essential reading for medicinal chemists of whatever background and experience.

An overview of the dramatic progress we have made with healthcare quality shows that life
expectancy has consistently risen over the past century with an increase from 60 to over 85 years
for women in most industrialised nations. Similar trends are evident for men and equally
importantly, the developing world is now moving in the same direction. While improved
standards of hygiene, nutrition, housing and other factors are obviously important, it is esti-
mated that 40% of the recent increase in life expectancy in the US is due to modern medicines
largely discovered by the pharmaceutical industry:1 powerful antibiotics are available to treat
life-threatening bacterial infections; hypertension (the silent killer) can be controlled by any
number of once-daily therapies; elevated cholesterol which is a major cardiovascular risk factor,
is well managed with statins, while H2 antagonists and even proton pump blockers are available
over the counter to treat gastric ulcers. When HIV/AIDS appeared on the scene in the early
1980s, it was considered a death sentence and control was thought to be beyond our reach due
to facile transmission and potential for resistance. Today, over thirty drugs from six mechanistic
classes are available, and those in the West who contract the virus have enjoyed much improved
quality of life and longevity. Importantly, similar benefits are now emerging in the developing
world where for example, life expectancy in Kwa Zulu-Natal has risen from 49 in 2003 to 60 years
in 2011 as affordable anti-retroviral combinations became available in the public healthcare
system. Hopefully, recent headlines from The Economist such as: ‘‘The end of AIDS? How 5
million lives have been saved and a plague could be defeated’’ are now within sight, and a fair
balance between drug pricing and health benefits will become commonplace.

Despite such outstanding success, there are still tremendous healthcare challenges facing
medicinal chemists and the whole drug discovery community. We all know that cardiovascular
disease (CVD) is a major risk factor responsible for over four million deaths in Europe each year,
but few realise that 80% of global CVD mortality actually occurs in low- to middle-income
countries which are disproportionately affected. The prevalence of obesity in US adults will grow

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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to 50% by 2030, and it is also estimated that 92 million Chinese already suffer from Type 2
diabetes. While malaria, TB and HIV are still scourges in many parts of Africa, non-com-
municable diseases killed 36 million people in 2008 which represents 63% of total deaths, with
the majority occurring in emerging nations. In any one year, 40% of Europeans will be affected
by some type of brain disorder with total annual costs of care around Euro 800 billion, more
than CVD, cancer and diabetes combined. Mental depression is responsible for 38% of all
morbidity and 23% of Quality-Adjusted Life Years (QALYs) lost, whereas the corresponding
figures for cancer are 3 and 16%, respectively. The WHO has forecast an impending disaster due
to unchallenged increases in antimicrobial resistance, but only four new classes of antibiotics
have been introduced over the past 40 years. In response to these major threats to health and
well being, the demand for new medicines will continue unabated, albeit with different em-
phasis on quality of life or longevity depending on regional differences in economic and social
development. However, new paradigms for research focus, organisation, cooperation and
funding will be required, as we adjust to an ever changing scenario of contracting Pharma and
withdrawal from major therapeutic areas. This introduction offers a personal perspective on
some factors that may influence success and failure in drug discovery, and suggests how the
sector might learn from the past and evolve in the future.

Size and organisation are key factors for innovative drug discovery which have been over-
looked in endless rounds of mergers and acquisitions over the past decade, and the relentless
drive to international research conglomerates. During the period when we were most productive
at the Pfizer research laboratories in Sandwich, our total staffing was probably around two to
three hundred, but that period witnessed outstanding discoveries such as amlodipine, diflucan,
doxazosin and sildenafil. Our research was driven by dedicated scientists working together in
multidisciplinary teams towards common objectives within a supportive, but focussed en-
vironment. Unusually, drug metabolism experts were also integral members of discovery pro-
jects which provided a significant competitive edge, as we did not have to beg, borrow or steal
from development which was the norm throughout Pharma at that time. While we fully
understood the need to compete internationally, we operated largely on a local and personal
scale where a trip to the US was an annual treat, not a weekly routine. We all knew each other,
managers and directors walked the job, and we were not distracted by administration. Scientists
were constantly in and out of each other’s laboratories as we had a hunger to generate, share
and exploit new data that would drive our projects forward. Face to face discussions were the
norm, and stimulated a level of intellectual challenge far beyond impersonal e-mails and text
messages. The current journals section of the library was a focal point for discussions where we
swapped ideas as we jostled for the latest articles, but paper copy has largely disappeared and
individual online access may not generate the same thought- provoking synergies unless al-
ternative communication networks are established. In addition, we valued our ‘‘Tribal Elders’’
who had ‘‘been there, done that’’ and freely shared their experience, but successful role models
have largely disappeared in today’s cost cutting climate. However, the added value generated
through a mentoring and supportive culture coupled with institutionalised learning cannot be
over estimated.

As we grew we had to adapt, and I became drawn to the concept of the Roman Centurion who
traditionally leads and cares for 100 soldiers which seemed a sensibly sized unit, particularly in
a research environment. When there were 100 chemists in my discovery group, I knew them all
and what they were doing, and I was also able to engage at a personal level. However, as the
group expanded it became more difficult to maintain that level of interaction, and informal
discussions were diluted. Dunbar’s number of 150 is an estimate of the social contacts humans
can cope with, obviously at differing levels of engagement, which is roughly in line with the
Centurion concept. The average size of a village in the Domesday Book of 1086 was also around
150, and any further increase stimulated migration to form new settlements. These numbers
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intuitively feel right as they reflect the importance of personal contact, and also address the
critical mass necessary for survival. Similar considerations should underpin drug discovery
organisations where large groups should be broken down into nimble, multidisciplinary units
that can be managed and led on a personal scale. Teams should be largely autonomous but
accountable, with innovation and a data-driven culture recognised and rewarded, rather than
the consensus management and upward decision making that has ossified Pharma in recent
years.

Critical mass is probably more important than size per se as the ability to respond rapidly to
breaking science can make the difference between success and failure. For example, we quickly
realised that half a dozen chemists on a lead optimisation project would not be competitive,
whereas 12 to 15 could hold their own. However, we could never manage the teams of 20 to 40
that others mobilised as duplication, poor communication and a loss of personal responsibility
inherent in such large groups compromised productivity and motivation. Innovative scientists
often want to be different, but some can drift into peripheral activities with a lack of focus and
commitment to team objectives. Crucially, the concept of critical mass and nimble research
units became confused with absolute size in the fruitless drive to build the largest R&D or-
ganisations. Even before the merger with Wyeth, Pfizer had an annual R&D budget of nearly $8
billion with thousands of staff spread over eight centres on three continents, which may not be
conducive to a personal or nimble approach. The negative impact of mergers and acquisitions
on productivity is well documented2 as research simply cannot be effectively managed in such
massive units, nor can innovation survive, particularly with multiple locations, cultures and
ever changing leadership. Technology can be expanded in a modular manner and centralised
facilities for HTS, gene sequencing and other service operations are efficient and cost effective,
but innovation simply does not scale. If readers were to take one key message from this
introduction, it would be my strong conviction that drug discovery is a personal and shared
experience, not a metrics-focused, mechanical event. So many times, successful projects are
driven by a small core of dedicated champions with a burning desire to address particular
medical needs, working together in a research-friendly environment not dominated by
numbers.

Hype and premature over-investment in new technologies are other examples of how Pharma
lost its way with the drive towards ‘‘faster, cheaper, better,’’ but quality was lost in the pursuit of
numerical goals. Most companies thought that industrialisation of drug discovery was the way
of the future and that attrition need not be improved if the number of candidates entering
development was significantly increased. Numbers and metrics became key drivers and in-
novation and personal accountability were lost in the process. Gone were the days of research
proposals that laid out a biological rationale and thoughtful chemistry plans that were subject
to rigorous challenge, and HTS assumed the default mode for new projects. HTS became a
macho competition across Pharma with migration from 96 to 384 to 1536 well plates, and the
drive to generate millions of data points over the shortest time frame. However, assays were
often not robust, and quality control was poor. Compound collections contained everything
chemists had registered, and it took some time to weed out frequent hitters, reactive inter-
mediates and undesirable structural flags that were never intended to included in screening
files in the first place. Unfortunately, re-building these collections also became numbers driven
as it was easy to impress senior managers with the claim to synthesise millions of peptides
overnight, but without adding that these compounds had little utility for drug discovery.
Combinatorial libraries constructed from simple, non-peptide building blocks suffered a
similar fate as focus on ‘‘what we can make’’ rather than ‘‘what we should make’’ led to large
collections of closely related compounds with low value for screening, particularly as mixtures.
Some Pharma companies responded by investing up to $100 million in building diverse, multi-
million compound collections, but such large files are rarely screened routinely as
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representative sub-sets usually provide an idea of the relevance of the overall library to a par-
ticular target. However, it is encouraging that HTS has matured considerably over the past
decade, where greater attention to assay reproducibility and compound quality has been re-
warded with viable hit matter identified much of the time. More recently, advances in com-
putational chemistry and structural biology have led to the integration of virtual screening with
smart HTS which has further increased success rates. Such improvements are a tremendous
advance, but the time-scales and resources required for new technologies to reach maturity are
quite sobering.

Of course, the allure of HT-everything drove massive investments in numerous other tech-
nologies including every ‘‘omics’’ under the sun, often through fear of losing out to competitors
rather than an appreciation of real value or time scales involved. The Gartner Hype Cycle neatly
summarises new initiatives passing through a technology trigger, peak of inflated expectation,
trough of disillusion, slope of enlightenment and plateau of productivity that we have all ex-
perienced. Multiple external collaborations often proved a distraction from drug discovery, and
some major investments from the 1990s are still way off delivery. For example, billions have
been invested in DNA- and RNA-based therapies as interest shifted from antisense to ribozymes
to RNA interference, although it was obvious that delivery would be a common problem that still
has not been solved generically. However, the first systemic antisense drug was approved in
2013, some 23 years from ‘‘a blank sheet of paper to market’’ which again brings home the
timescales required for new technologies to bed-in and mature. Gene therapy involves the
simple concept of introducing a gene into a cell to express a particular protein involved
in disease, but the few regulatory approvals to date are limited to niche indications with return
on investment still a long way off. Perhaps the highest hopes were raised over the sequencing of
the human genome which was announced in draft form in 2001, with ambitious claims that this
would revolutionise healthcare diagnosis and treatment. This may turn out to be the case, but
more than a decade later, millions of gene sequences are in hand with ‘‘the dream’’ still far from
reality. Maybe the fundamental thought processes outlined by James Watson in The Double
Helix put such numbers-driven approaches into context. However, some genes and SNPs have
shown a weak association with disease but there has been little impact on target validation or
patient selection, except for particular cancers. In the latter case, identification of genetic
markers of drug sensitivity has proved to be extremely powerful in patient stratification for
clinical trials and targeted therapies, but there has been little progress with other diseases.

Improved candidate survival is another key issue, as the enormous cost of bringing a new
medicine to market is unacceptable since it also includes wasted investment in the numerous
failures that occur throughout the drug discovery and development process. Alarmingly, recent
surveys suggest that less than 10% of preclinical candidates that enter development reach the
market, and it is difficult to imagine that any other business sector would accept such an ap-
palling failure rate. Reducing attrition must be a major priority for Pharma in general and
medicinal chemists in particular, since even modest improvements would have a significant
impact on the cost-effective output of new medicines

The individual reasons for candidate failure have been well documented, but the dual themes
of mechanism- and compound-related attrition are particularly relevant during the discovery
phase. Validating a new target in the laboratory is a daunting task even with today’s sophisti-
cated technologies and realistically, only a certain level of confidence can be established that a
particular pathway or mechanism will be relevant in man. To mitigate risk, mining gene
families has received particular attention on the assumption that experience with one clinically-
relevant member could be extended to close relatives. While this may apply to druggability,
there seems to be a high level of biological redundancy such that seemingly attractive targets
may not be involved in physiological or pathophysiological processes. For example, despite
convincing rationale for disease relevance and the discovery of potent ligands for numerous
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members of the adenosine and PDE families, only a handful of drugs have actually resulted.
Clearly, animal experiments are still poorly predictive of the clinical situation, particularly for
CNS and cancer where above average attrition is par for the course. Mechanism-related failures
may also be a consequence of evaluating new drugs in heterogeneous patient groups such that
efficacy signals from responsive subsets are lost in the noise.

Reducing mechanism-related failures calls for greater innovation and investment in target
validation, but animal models always have limitations and rapid progression of quality candi-
dates to the clinic may be more informative. This will require developing robust biomarkers that
confirm drug activity in relevant tissues, identifying patient sub-groups that respond to a par-
ticular mechanism of action and establishing definitive clinical end points. Overall, a much
better understanding and interpretation of PK/PD relationships will be required, and early
enough to influence discovery projects. Some consider that these initiatives will fragment
markets, but the cost of clinical trials and attrition will be significantly reduced, and surely
targeting patients with a high chance of response must be a key objective? Pre-competitive
collaborations for both target validation and patient selection will become more common, and
there are encouraging signs that Pharma is moving in this direction.

Given such significant investment in biological and clinical sciences, medicinal chemists
have a key role to play in designing high quality candidates capable of completing definitive
Phase 2 proof of concept studies where full dose–response relationships can be explored. Their
challenge is to optimise the physicochemical and molecular properties they so well understand
to eliminate compound-related failures such that decisions on candidate progression can be
made on efficacy and safety data alone. 30% of all candidate failures are due to inadequate
clinical efficacy, but probing new mechanisms with sub-optimal compounds provides minimal
learning at significant cost. Indeed, analysis of 44 Phase 2 programmes at Pfizer3 confirmed that
the majority of failures was due to lack of efficacy, but in 43% of those cases it was not possible
to conclude that the mechanism had been properly tested due to limited exposure and target
engagement.

The Lipinski Rule of Five is now part of the fabric of drug design since these data-driven
guidelines summarise the physicochemical parameters that influence permeability and
oral absorption. While there are exceptions, medicinal chemists who push the guidelines to the
limit usually bequeath compound-related deficiencies to their colleagues at some stage in the
discovery and development process, and which often come home to roost in the clinic.
Various analyses have shown that molecular weights of drug candidates decrease along the
development pathway which must raise at least an amber flag to those pursuing lead series with
molecular weights above 400. Increasing molecular weight and lipophilicity is seductive as this
allows introduction of structural diversity and novel substituents that improve potency and
allow differentiation from prior art. However, while low oral doses are obviously preferred for
clinical candidates, the median target affinity for current small molecule drugs is around
20 nM, so the goal of continually driving down absolute potency may be less important than
focussing on ligand efficiency which reflects the average binding energy per heavy atom. Ligand
lipophilicity efficiency may be even more relevant for lead optimisation as this provides a
constant reminder that SARs should be developed without compromising physicochemical
properties.

For compounds with high molecular weight and lipophilicity, solubility is almost invariably
compromised and is often not improved during lead optimisation such that bioavailablity may
be low and variable. Such compound-related limitations are significant barriers to exploring
dose–response relationships in the clinic and may also have a negative impact on eventual
commercialisation. Compounds at the fringes of the guidelines tend to be more susceptible to
CYP oxidation/induction, which can reduce bioavailability through first pass metabolism,
generate biologically active and/or toxic metabolites and lead to significant drug-drug
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interaction liabilities. Encouragingly, medicinal chemists now have a greater understanding of
the scientific principles that control absorption, distribution and metabolism, and failure
during development for pharmacokinetic factors has been reduced from 40 to below 10%.4

Entropy driven, non-specific interactions are important for binding between small molecules
and proteins so compounds with high molecular weight and lipophilicity tend to be pro-
miscuous with significant off-target activities. Given that safety issues in animals and man are
responsible for some 30% of candidate losses, medicinal chemists should work within physi-
cochemical parameters associated with success, not failure. Of course, there are exceptions such
as natural products and some anti-virals for example, and larger, more complex molecules may
be required to block protein-protein interactions, but passive drift outside the guidelines should
be avoided.

The challenges to medicinal chemists are clear: physicochemical property inflation should be
reduced; compound-related failures eliminated; and attrition significantly improved. We have a
unique responsibility for discovering new drugs that will meet future medical needs and to
ensure the viability of industry-based research in years to come, but personal accountability can
be eroded as the drug discovery processes is broken down into compartments with ‘‘experts’’
assigned to artificial stages from design to candidate selection. Such fragmentation may sim-
plify metrics, but may be personally unrewarding and less productive than a holistic approach
where chemists have target laboratory and clinical profiles in mind even as they consider early
hit structures.

Phenotypic screens were common in the 1970s when I joined Pfizer, and the rigorous
mechanistic approach pioneered by Sir James Black was only just starting to make an impact.
I became a member of the antihypertensive project where we were trying to improve on pra-
zosin, a diaminoquinazoline derivative discovered by our colleagues in Groton. It had been
suggested that prazosin acted as a PDE inhibitor, but the biological target was unknown so our
screening sequence was alarmingly simple: synthesis then oral administration to spontaneously
hypertensive rats, which actually was common practice at that time. Of course, a fall in blood
pressure confirmed oral availability and perhaps our compounds were hitting a single target,
but negative results were difficult to interpret and we abandoned the project. Some time later,
Sandwich pharmacologists showed that prazosin was the prototype for a new mechanistic class
of post-synaptic a1-adrenoceptor antagonists and we immediately understood why these com-
pounds lowered blood pressure. Screening switched to functional blockade of noradrenaline-
induced vascular contraction through a1-receptors which enabled us to rapidly identify the
basic pharmacophore responsible for affinity and selectivity, while interrogation of the prior art
suggested how SARs could be developed in an innovative fashion. Almost immediately, we
synthesised UK33,274 (doxazosin), a potent and highly selective a1-adrenoceptor antagonist that
was later marketed as Carduras, a once-daily antihypertensive agent that attained annual sales
of over $1 billion.

When we started our calcium antagonist project to seek a once-daily follow on to nifedipine
for the treatment of angina and hypertension, we screened compounds in guinea pig hearts as
we thought we should target the cardiac rigour that occurs during an ischeamic attack. We did
indeed discover a novel series of anti-rigour agents, but without a trace of calcium antagonist
activity. Again, when we moved to specific binding and functional screens, we made rapid
progress with the discovery of UK48,340 (amlodipine), a potent and selective calcium antagonist
with complete bioavailability and a 30 hour half-life in dogs. This compound is marketed as
Norvascs (Istins in the UK) for the once-daily treatment of angina and hypertension and be-
came the World’s fourth most popular drug with annual peak sales of $5.5 billion. I am con-
vinced that neither amlodipine nor doxazosin would be bringing benefit to patients today if we
had not moved from such crude and inappropriate phenotypic screens to defined mechanistic
targets, but of course one size does not fit all.
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Our attempts at phenotypic screening at the animal or organ level were poorly considered and
were not productive, and like most of the industry we became attracted to mechanism-based
approaches. This was driven not only by difficulties in rational prosecution of lead matter, but
also from our experience that ‘‘no mechanism’’ candidates had higher failure rates in devel-
opment. In addition, there was always a lingering fear that unexpected side effects might appear
in the clinic when biological targets were not defined. Accordingly, one might assume that
rational, target-based approaches would dominate today’s landscape but surprisingly, in my
view at least, 37% of first in class NMEs approved by the FDA over the decade up to 2008 ori-
ginated from phenotypic screening. A defined mechanism of action may be preferable, but it is
not essential for regulatory approval where agencies focus more on efficacy and safety. Some
consider that phenotypic assays are more relevant for a complex disease condition than
screening against a single molecular target, but follow-up can be challenging as activity reflects
multiple parameters such as access, distribution and promiscuity. In addition, Structure-Based
Drug Design is not relevant and ‘‘ligand efficiency’’ has limited value, and the richness of prior
art is often lost when targets are unknown. Despite these caveats, innovative medicinal chemists
have a fine record in overcoming such challenges and translating phenotypic hits into suc-
cessful clinical drugs. Traditionally, there has been a poor and well-documented return from
HTS against single antimicrobial targets, and phenotypic screening has proved more appro-
priate. For example, the Medicines for Malaria Venture has recently coordinated screening of
Pharma libraries in a phenotypic, blood-stage malaria assay where numerous, attractive leads
were identified, some of which have been transformed into high-quality clinical candidates.
Wider use of carefully defined phenotypic screening should be expected in future as newer
technologies such as chemical proteomics have significantly facilitated target identification,
and some claim up to a 70% success rate within months or even weeks.

The relative merits of small molecules and biologicals are regularly debated as if it were one
class or the other, whereas both will play important roles in meeting future medical needs. It is
expected that up to eight of the top ten drugs in 2014 will be biologicals which is taken by some
to mark the end of small molecules, but this may be an artefact of timing in that Biotech was
initially some way behind Pharma, and these products have taken time to mature. Indeed,
several leading biologicals have passed or are near the end of their patent life and ‘‘The Cliff’’
does not respect particular molecules. Generic biosimilars will make an increasing impact,
although there are still hurdles particularly in the US, but revenues may not be eroded as rapidly
as for small molecules. While biologicals have been outstandingly successful for the treatment
of arthritis, cancer and diabetes, for example, these molecules are expensive to make and can
cost thousands of dollars each month, without offering the convenience of oral administration
for chronic diseases. Dose simplification has been an important driver for the widespread ac-
ceptance of statins and for the success of anti-retroviral therapies in the developing world for
example, which would be impractical with biologicals. Regenerative medicine and stem cell
therapies will also find a place for some diseases, but such approaches are likely to focus on
specific patient populations, given potential high cost and specialist administration. Pressures
on healthcare budgets will increase as the population ages, but there should be a continuing
role for novel, small molecules that provide cost effective therapies that can be conveniently
taken by mouth. Indeed, 26 of the 39 NCEs approved by the FDA in 2012 are small molecules
with only two monoclonal antibodies which may be a pointer to the future, or simply a re-
flection of a ‘‘one off’’ mix of research projects initiated some ten or more years ago. Whatever
the future holds, medicinal chemists will be key players addressing clinical needs not only
through small molecules but also with the design and production of hybrid biological therapies,
and full participation in new chemical and synthetic biology initiatives.

Pre-competitive collaborations will become more important in the future in order to reduce
cost, risk and duplication. Most pharma portfolios probably share 70–80% similarity with
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multiple and parallel investments in the same targets, and often molecular scaffolds. For ex-
ample, several companies took neurokinin and endothelin antagonists to the clinic over similar
periods but with little reward, while the cumulative time and effort committed to renin in-
hibitors was absolutely staggering. Such duplicative failures might be avoided through pre-
competitive collaborations between industry and academia for target validation, particularly
given the alarming claim that far less than 50% of biological publications can be repeated by
third parties. Surely, we are past the point where individual Pharma/Biotech companies can
continue to make parallel investments to reach the same negative conclusions given the tre-
mendous pressures the industry is facing? Identifying patient populations that respond to new
mechanisms of action is also essential, but this will require cooperative investment from in-
dustry, academia, health services and regulators. If validated targets and patient sub-sets do
enter the public domain earlier than at present, then responsibility for establishing a com-
petitive edge and robust IP will depend largely on innovative medicinal chemistry which will
simply become too valuable to contract out. There are signs that the community may be moving
towards precompetitive collaborations with the Structural Genomics Consortium championing
more open interactions and providing wide access to chemical tools to probe new targets.
Medicinal chemists play a central role in such initiatives by designing prototype molecules and
developing analytical capability to build our understanding of biological pathways and mech-
anisms, and for target validation. Strict criteria for compound potency and selectivity should be
demanded for proof of concept studies, and a further frame shift in chemical innovation will be
required to exploit receptors and enzymes currently considered undruggable, and for those yet
to be discovered.

On a broader precompetitive front, the EU Innovative Medicines Initiative has launched a new
Euro 224 million programme jointly funded with industry to channel academic and industry
partners towards new classes of antibiotics that address antimicrobial resistance. A further EU
Public Private Partnership will invest nearly Euro 200 million to bring together multiple part-
ners to create a Lead Factory comprising a European Screening Centre and compound col-
lection. Access to HTS and 0.5 million diverse structures could enhance the rate of lead
generation across the community, particularly for academic researchers who have previously
had difficulty in identifying tractable chemical matter. In the US, a National Centre for Ad-
vancing Translational Sciences has been established with focus on facilitating translation from
the laboratory to clinic which could have significant pre-competitive impact, although there are
vociferous critics of both mission and budget. Ten pharmaceutical companies have formed a
non-profit organisation called TransCelerate BioPharma to accelerate the development of new
medicines, while DataShare aims to create a repository of information from cancer trials carried
out by Pharma, academia and public institutions that can be shared across the community.
More broadly, an international AllTrials initiative is campaigning for industry and regulators to
make full Clinical Study Reports available, and GSK has taken the lead amongst large Pharma by
agreeing to participate. Such precompetitive collaborations in drug discovery and development
not only have the potential to reduce costs and risks, but also to bring significant patient
benefit.

Economic conditions will become harsher than in the past with unflinching pressures on
budgets at national, regional and local levels. Healthcare costs overall and drug prices in par-
ticular will be under the closest scrutiny as we move more towards an ageing society. Continued
rises in health investment as a percentage of GDP will simply not be sustainable worldwide. New
medicines will have to demonstrate positive outcomes over existing treatments, with hard
evidence of reduced mortality and morbidity, improved quality of life and savings in overall
healthcare budgets. There will be high expectations, or more likely demands, for innovative and
cost- effective medicines that will transform treatment paradigms and justify reimbursement.
Although NICE in the UK has led the way in relating treatment benefits and costs to QALYs and
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Disability-Adjusted Life Years, such agencies are now commonplace throughout the world and
criteria for reimbursement are becoming more stringent. Indeed, 2012 may prove to be a
watershed with respect to pricing and reimbursement as five orphan drugs approved by the FDA
have annual prices between $100 000–300 000 while several new anti-cancers will cost from
$7000–10 000 per month, and there is already significant pushback from oncology experts.
Healthcare systems may not be able to offer such expensive new therapies unless significant
clinical benefit can be demonstrated, but earlier industry-agency agreement on target efficacy/
safety criteria could minimise negative reimbursement decisions currently taken after years of
costly investment. Encouragingly, the FDA has introduced a ‘‘breakthrough’’ status for fast
tracking innovative new medicines based on Phase 2 data which resulted in the approval of
ivacaftor for cystic fibrosis in 2012.

There have been high expectations that the developing world would provide a more wel-
coming environment as living standards rise, but leading countries such as China and India are
driving down drug costs even more aggressively than in the West, and are tending to favour
local manufacturers. Bringing cost-effective healthcare to the general population is their first
priority, although expanding middle classes may be willing to pay higher prices for some new
medicines. However, these markets are currently not robust enough to support investment in
R&D at historical levels and few new drugs have emerged from generic companies. Given
the mantra that ‘‘innovative R&D follows premium priced markets’’ it is unlikely that high-
investment pharmaceutical research will make a major shift eastwards in the near future,
particularly given worrying threats to IP that had previously been secured elsewhere. However,
China has announced a five-year plan to invest $7 billion in academic projects that might lead
to new drugs and eventually spawn an innovative pharmaceutical industry, although the need to
build expertise and depth is openly accepted.

So what of the future? Some ten years ago, I suggested to a sceptical audience that the future
pharmaceutical industry would be largely located in the US with outposts in Europe and Japan,
which may well come to pass. However, even the US is in flux as budget deficits and pressure to
reduce healthcare expenditure continue to force down drug costs and R&D investment. Con-
sequently, traditional organisations are consigned to the past as the number of leading
pharmaceutical companies in the US has declined from 42 in 1988 to 11 today, and all have
undergone significant downsizing with major site closures. In the UK, international players
such as AstraZeneca, GSK, Pfizer, Merck, Novartis, Organon (Merck/Schering) and Roche have
abandoned modern research facilities, there have been thousands of job losses and the overall
situation is probably still meta-stable. Indeed, decentralisation of R&D organisations is in full
flow, as Pharma continues to minimise fixed costs by externalising routine research activities to
CROs, and by working more closely with the academic community. For example, AstraZeneca
has significantly reduced resource on neuroscience research and has moved to a virtual model
where a small internal team collaborates with leading academic centres to share reward and
risk. Pfizer has established Centres for Therapeutic Innovation in Boston, New York, San Diego
and San Francisco to facilitate interactions with academic institutions, and has placed their
own staff in collaborator laboratories. While these initiatives should provide early access to new
biology, translation to successful drug discovery projects still has to be realised, and there will
be the inevitable trade off between publications and IP. In addition, core expertise within
Pharma, particularly medicinal chemistry, cannot be eroded too far, as successful collabor-
ations require complementary intellectual contributions from both partners, and coherence on
objectives.

Simple arithmetic suggests that given the significant scale of Pharma contraction and re-
duction in R&D investment, the number of new drugs reaching deserving patients will decrease,
and there are also concerns that whole therapeutic areas are being abandoned. Historically,
around five First in Class new medicines have been approved each year and any decline would
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leave major clinical needs unsatisfied. This shortfall will probably not be compensated for by
Biotech where investment in early stage companies has been severely scaled back, nor is it clear
that continued Pharma investment will be sustainable even at today’s levels. Alternative models
for R&D funding will be required involving academia, charities, governments, industry and
private investors. However, given the time-scales and uncertainties traditionally inherent in
drug discovery programmes, there may be pressure from funding bodies to reduce costs and
risks through increased emphasis on target validation, attrition, predictive toxicology, and
patient selection, and to develop more open collaborations. Funders may also need to be
convinced that lessons from the past have been learned, and that cost effective and sustainable
models for drug discovery can evolve to provide acceptable returns on investment.

Now would be an opportune time to strengthen drug discovery capabilities in the public
sector by co-localising industry-experienced medicinal chemists alongside world class biologists
and clinicians with a real commitment to the discovery of new medicines. In many cases, a
fundamental change in mind set will be required for medicinal chemists to be accepted as equal
partners, rather than as a service function. It will be important to build up chemistry to a critical
mass as simply adding a few experienced scientists to established academic groups would not
be effective. Of course, there are already research institutes and academic centres focused on
drug discovery but not on the scale now required, and integration of Pharma veterans within the
wider community will take time as there is little appreciation of the skills base required for
medicinal chemistry. However at steady state, barriers between ‘‘academic’’ and ‘‘industry’’
researchers may soften and there would be increased permeability across previously defined
disciplines and sectors. Of course, broadening individual skill sets should not be allowed to
compromise quality control. Drug discovery centres would be more output-focussed than tra-
ditional academia with set objectives and goals, but rigid metrics would not be appropriate; the
traditional industry dichotomy of ‘‘scientists’’ and ‘‘managers’’ would disappear, and a culture
of innovation and scientific excellence would flourish. Long-term investment in the most
challenging disease areas such as antibacterials and neurosciences would be encouraged and
supported. There will also be important roles for Public Private Partnerships some of which
have attracted significant funding for drug discovery, and have appointed scientists with in-
dustry experience who are building real and virtual R&D portfolios with multiple projects
ranging from early hits to regulatory approval. These organisations and charities have tradi-
tionally focused on diseases of the developing world and cancer, but similar commitments to a
wider range of therapeutic areas will be required in the future. Overall, there is a strategic and
pressing need to strengthen competitive drug discovery initiatives outside Pharma and Biotech,
and concerted efforts from interested parties will be required to ensure research capabilities are
commensurate with future medical needs.

Drug discovery organisations will be more heterogeneous in the future, but research units
could be roughly scaled in multiples of 50–100, with say a total of 200–300 multidisciplinary
scientists providing an optimal balance of critical mass, personal interactions, individual ac-
countability and potential for commercial success. Multidisciplinary teams would have disease
and project focus, and would be closely integrated with clinical and academic colleagues.
Medical need and scientific excellence would be fundamental drivers for project selection,
which would be owned by teams through target validation, hit discovery, lead optimisation,
candidate selection, biomarker PK/PD to clinical proof of concept. All team members would be
actively involved in science right up to the limit of their abilities, including project leaders and
directors. Skilled laboratory scientists would be recognised and rewarded with proper career
progression. There would be ready access to the most relevant technologies such as HTS,
protein crystallography, computational chemistry, fragment screening etc., which would be
expertly exploited as enablers rather than constraints or solutions per se. Of course, goals would
be defined at group and personal levels and decisions taken with respect to portfolio priorities
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rather than individual preference, but the driving force would be quality not quantity. This
would engender a culture of innovation and realism in which knowledge transfer and training
of future generations were also highly valued. ‘‘Think global, act local’’ would recognise a
fiercely competitive external environment, but focus on personal interactions and knowledge-
based decisions would be much more effective than continual multi-site meetings, transatlantic
travel and late night video conferences.

Medicinal chemists have never been in such a strong position to meet the challenges that now
face drug discovery given the major scientific advances we have experienced over the past
decades. We have unprecedented knowledge to design and synthesise new molecules, under-
stand protein structure and function, and to appreciate the physicochemical factors that control
delivery, efficacy and safety. We have the tools we need to exploit the massive worldwide in-
vestment in biomedical sciences, and to be more innovative and effective in execution and
decision making from idea to proof of concept. Our challenge is to work with biology and
clinical colleagues within a research-driven, but sustainable environment to integrate and apply
our skills to discover innovative molecules that will meet the medical needs of the twenty-first
century.

S. F. Campbell, Kent, UK
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CHAPTER 1

Physicochemical Properties and Compound
Quality
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a Department of Chemistry, Faculty of Science, Kasetsart University, 50 Phaholyothin Rd,
Chatuchak, Bangkok 10900, Thailand; b GlaxoSmithKline Medicines Research Centre,
Gunnels Wood Road, Stevenage, Hertfordshire, SG1 2NY, United Kingdom; c 14 Rue de la
Rasclose, 66690 Saint Andre, France, E-mail: han.vandewaterbeemd@orange.fr
*E-mail: paul.gleeson@ku.ac.th; paul.d.leeson@gsk.com; paul.leeson@virgin.net

1.1 INTRODUCTION

Currently the pharmaceutical industry is facing a severe productivity crisis. The rate of attrition
from candidate drug nomination to the market place is 96% or higher.1 In the preclinical phase,
toxicity is the major cause of termination, and efficacy is the major single cause of Phase II and
Phase III clinical failure (Figure 1.1). These top level reasons for failure are informative and
useful, but the clinical attrition data fail to tell the full story because there are multiple reasons
for efficacy failure. Digging deeper into the underlying causes of Phase II clinical attrition, where
the success rate is markedly lower than other phases, revealed that as many as 43% of the
molecules entering Phase II in Pfizer during 2005–2009 did not adequately test the clinical hy-
pothesis.2 These molecules did not have sufficiently convincing evidence that they reached the
desired concentrations (exposure) to occupy the biological target in the clinical study. Despite
coming from a single organisation, these observations ask some hard questions of the decision-
making processes used by the industry. Are robust pharmacokinetic–pharmacodynamic
relationships present in the candidate drug and how will they be confirmed in the clinic?
And, of most relevance to this review, why take molecules with potential liabilities forward to
costly clinical trials, when it would be preferable to further optimise them at the preclinical
stage?

In this chapter we will first provide some background definitions to the key physicochemical
properties, then look at the evidence for drug-like physicochemical properties as measures of
compound quality in drug discovery. It has been clear for some time that molecules patented by
medicinal chemists, as well as those in early clinical phases, have physical properties that are
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distinct from marketed drugs (Figure 1.2). We go on to explore reasons for this discrepancy, and
suggest that the drug discovery processes used may be unknowingly introducing molecular
property bias.

1.2 PHYSICOCHEMICAL PROPERTIES

The fundamental physicochemical properties most often used in defining compound quality
are shown in Table 1.1. Of these, log P, pKa, log D7.4, together with solubility and hydrogen
bonding descriptors are of critical importance.
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Figure 1.2 The distribution of calculated clogP in oral drugs launched since 198384 and in patent targets
filed by 18 major companies in 2000–2010.95

Data supplied by Phil Miller, Thomson Reuters
© CMR International, a Thomson Reuters business
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Figure 1.1 Industry success rates and causes of attrition, 2006–2010.
We thank Dr Phil Miller of Thomson Reuters for providing these data.
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1.2.1 Lipophilicity

The terms lipophilicity and hydrophobicity are often used interchangeably, but IUPAC provides
distinct definitions:3

Hydrophobicity is the association of non-polar groups or molecules in an aqueous environment, which
arises from the tendency of water to exclude non-polar molecules.

Lipophilicity represents the affinity of a molecule for a lipophilic environment.

For many years the standard system in which to measure lipophilicity has been the n-octanol/
water partition system. The equilibrium of a neutral compound between n-octanol and water is
measured, normally at 20 1C and the partition coefficient reported on a log10 scale.

log P¼ log10

½drug�n-octanol

½drug�water

� �

The solvent n-octanol became the standard lipophilic phase for the partition experiment, as it
is almost non-water miscible, UV-transparent, and due to its hydroxyl group, many drug mol-
ecules can dissolve in it, unlike more hydrophobic alkane phases. It was the solvent system
chosen by Corwin Hansch in the 1960s in his seminal paper at the birth of QSAR. Since then many
compounds have had their log Ps measured, and large compilations exist. These databases
provided the basis for prediction algorithms to calculate log P, in particular one of the first, and
most popular, CLOGP. Other solvent systems have been used to define a lipophilicity scale in-
cluding alkanes, chloroform, phospholipid membrane vesicles, and even retention times on
various HLPC column stationary phases. But n-octanol is still the dominant system, because of
the large and growing database of measurements and the now highly developed predictive

Table 1.1 Distribution of common molecular properties for a dataset of oral drugs. Based on a dataset of
B2000 oral drugs (data from reference 84 updated with drugs launched since 2011).

Descriptor Mean Minimum Maximum Std. Dev.

Percentile Range

68% 95% 99%

MWT 341.0 42.0 1526.7 139.6 201.4–480.5 61.8–620.1 0.0–759.7
clogP 2.5 � 9.1 20.4 2.5 � 0.1–5.0 � 2.6–7.5 � 5.2–10.1
log D pH 7.4 1.2 � 15.9 17.2 2.7 � 1.5–3.9 � 4.2–6.6 � 7–9.4
HBA 5.3 0.0 51.0 3.4 1.9–8.7 � 1.6–12.1 � 5–15.6
HBD 1.6 0.0 19.0 1.7 � 0.1–3.3 � 1.8–5.0 � 3.6–6.8
TPSA 72.9 0.0 772.2 53.0 19.9–125.9 � 33.1–178.8 � 86.1–231.8
RotB 4.5 0.0 31.0 3.5 1.0–8.0 � 2.5–11.5 � 6.0–15
Carbo Ar ring 1.1 0.0 7.0 0.9 0.2–2.0 � 0.6–2.8 � 1.5–3.7
Hetero Ar ring 0.4 0.0 6.0 0.7 � 0.2–1.1 � 0.9–1.8 � 1.6–2.5
Ar ring 1.5 0.0 8.0 1.0 0.5–2.6 � 0.5–3.6 � 1.6–4.7
Neg 0.3 0.0 4.0 0.6 � 0.3–0.8 � 0.9–1.4 � 1.4–1.9
Pos 0.5 0.0 6.0 0.6 � 0.1–1.1 � 0.6–1.6 � 1.2–2.2
Chiral atoms 1.7 0.0 21.0 3.0 � 1.3–4.7 � 4.3–7.7 � 7.3–10.7
Fsp3 0.4 0.0 1.0 0.2 0.2–0.7 � 0.1–0.9 � 0.3–1.2
C atom 17.7 1.0 67.0 7.7 10.0–25.4 2.2–33.1 � 5.5–40.9
Csp3 7.8 0.0 48.0 6.3 1.5–14.1 � 4.8–20.4 � 11–26.7
Ar atom 8.7 0.0 46.0 5.8 3.0–14.5 � 2.8–20.3 � 8.6–26.1
HA 23.7 3.0 102.0 9.7 14.1–33.4 4.4–43.1 � 5.3–52.8
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methods. Note that these databases contain log P values measured for a compound in its neutral
state, as well as log D values measured at a selected pH, often pH 7.4 (see further below).

The standard experimental procedure for measuring partition coefficients is known as the
‘‘shake-flask’’ method. Traditionally this would measure the equilibration of one compound, pre-
dissolved in either the aqueous phase or lipophilic phase depending on its likely log P shaken in a
glass laboratory bottle containing the immiscible partitioning liquids at constant temperature.
The equilibration could be left overnight to achieve equilibrium, and was a highly labour-
intensive measurement. The method has now been automated to run on modern laboratory
automation in 96-well plates removing the throughput bottleneck of the traditional method.4

The n-octanol largely supports only the partition of neutral species. When the drug molecule
contains an ionisable centre, the distribution of the compound between n-octanol and water
becomes dependent upon the aqueous phase pH, and so the equilibrium must be measured at a
particular pH.

For an acid:

log D¼ log P� log (1þ 10pH�pKa)

For a base:

log D¼ log P� log (1þ 10pKa�pH)

A theoretical plot of log D vs pH for an acid with pKa¼ 4 and a base with pKa¼ 9, both of
log P¼ 2 is shown in Figure 1.3. When the solution pH equals the compound’s pKa, the com-
pound is 50% ionised, and the observed log D at that pH will be approximately 0.3 log units
below the log P (log D¼ log P – log 2).

Above the pKa of an acid and below the pKa of a base, for every 1 log unit change in aqueous
phase pH, the log D changes by 1 log unit. As a standard point of comparison, the distribution
coefficient measured at pH 7.4, representing physiological pH, is chosen. Most often meas-
urements of log D7.4 are made rather than measuring the log P. As many drug molecules contain
an ionizing centre, measurement of log P would require a compound by compound choice of
aqueous phase pH to ensure the compound was in its neutral form in the aqueous phase when
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Figure 1.3 Plot of log D vs pH for an acid with log P¼ 2 and pKa¼ 4 (red) and a base (blue) with log P¼ 2
and pKa¼ 9.
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the distribution between the phases was measured, which is a complication for an automated
screening assay, and risks exposing the compound to extremes of pH during the experiment.
The log P can be estimated from a log D and a pKa measurement.

As we shall see lipophilicity is a primary determinant of compound quality, and log D7.4 can
be lowered by either decreasing the log P of the molecule, or moving the pKa of the ionisable
centre further away from pH 7.4 (lower for an acid or higher for a base). But lowering log D7.4

while maintaining a high log P is not a favourable optimization strategy. As we shall see in this
chapter, and apparent throughput the book, high log D7.4 and high log P are detrimental. So
what are good ranges to aim for? For oral drugs log D7.4 values between 0–2 would seem a good
target range, and for log P 2–3.

1.2.2 Calculating log P and log D7.4

Probably the best known log P calculator is the CLOGP algorithm. It was developed at Pomona
College5 and is available through their own software package and also the DAYLIGHT chem-
informatics system.6,7 This empirically derived calculator uses a fragment based approach to
estimate log P based on the 2-D graph of the molecule. The program fragments the molecule
into polar fragments and isolating carbons (an isolating carbon is one which is not doubly or
triply bonded to a polar fragment). The fragmental constants were estimated from simple
molecules in the measured log P database. Where the fragment is unknown, it can be estimated,
historically this resulting in ‘‘missing fragment’’ error. The additive approach includes cor-
rection terms to account for neighbourhood of polar atoms and groups, intramolecular
hydrogen bonding and electronic effects.

A simpler but also widely used clogP algorithm uses atom-based functions, such as that
proposed by Ghose-Crippen.8 Many different log P calculators have been proposed and are in
common use, many being variants on these two fundamental methods. A recent review com-
pares their performance of over 20 currently available algorithms on two public databases and
the Pfizer database of 95809 measurements.9 While many methods produced reasonable results
on the public database, few were successful predicting the in-house dataset. They concluded
that a simple equation based on the number of carbon atoms and number of heteroatoms out-
performed many methods

log P¼ 1.46 (�0.02)þ 0.11ncarbons – 0.11 (�0.001)nheteroatoms

Many companies with their own internal measured log P databases use QSAR approaches to
either ‘‘tune’’ the published methods, by having them as input descriptors to a multivariate
QSAR model, or calculate log P directly from QSAR models trained on their internal measure-
ment databases using their favourite molecular descriptors.

For chemists working in projects the important question is: ‘‘does the algorithm I use predict
my chemistry with acceptable accuracy and precision?’’. The method which is most suitable for
your chemistry may differ from project to project.

In order to calculate log D7.4 from log P, the ionization constants of the molecule must also be
calculated. The physchem suite of ACDLabs has implemented a fully integrated package for
calculating log P, pKa and log D.10 QSAR methods have been used to estimate log D7.4 directly
from chemical structure11 without the need to calculate log P and pKa separately.

Often within a chemical series, structural changes are being made far enough away from the
ionising centre that the ionization constants of the series remain constant. Correlations be-
tween measured log D7.4 and calculated log Ps can then use used to guide further compound
optimization.

5Physicochemical Properties and Compound Quality
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1.2.3 Ionisation Constants

Since biological membranes only really support the passive partition of neutral molecules, the
ionization state of a molecule is an important property. The ionization constant, Ka is normally
recorded as the negative logarithm of the ionization constant, with most drugs with ionisable
centres having pKas in the range 2–12. The pKa is the pH at which the compound in solution is
50% ionized. Ionisation constants can be measured by a number of methods including po-
tentiometric titration, spectrophotometrically or even by NMR. As already described the
ACDLabs software can be used to calculate pKas. ACDLabs software uses a set of Hammett
equations, and an internal database of s-values together with complex structural perception to
identify the electronic environment of the ionizing centre. But pKas can also be calculated using
physics-based approaches of computational chemistry.

Manipulating pKa is an important strategy in drug design, to optimise potency through direct
drug-receptor interactions, manipulation of overall physical properties such as log D7.4, im-
proving solubility by introduction of an ionizing centre, controlling other pharmacokinetic
properties such as lung retention12 and modulating off-target activities such as hERG potency.13

1.2.4 Hydrogen Bonding

Hydrogen bonds are key drug-receptor interactions driving enthalpic binding, but also a key
means of manipulating bulk physicochemical properties. Different functional groups have in-
trinsic different hydrogen bonding abilities, and various hydrogen bonding scales have been
derived. But so far these have found few applications in drug projects. The Dlog P scales,
whereby the difference between the log P in two different solvent systems, often n-octanol/water
and alkane/water, appear to encode for hydrogen bonding capacity of a solute and its uptake
into the brain,14 and Dlog P measurements have been proposed as a way of describing intra-
molecular hydrogen bonding.15

Maybe one of the reasons why the intrinsic hydrogen bonding ability may be less important is
that we are often exchanging hydrogen bonds (between solvent and a protein active site for
example), and so increasing the hydrogen binding ability may favour the formation of the new
bond but disfavour the breaking of another. The overall benefit gained by the exchange may be
difficult to predict. Hydrogen bond counts are, however, widely used, and in particular the
number of hydrogen bond donors appears to be a very important compound quality metric, as
the number of hydrogen bond donors appears to have a large impact on permeability. The
number of hydrogen bond acceptors has a wider tolerated range and is the primary means of
manipulating log P.

The topological polar surface area (PSA or TPSA) descriptor is a means of quantifying the
overall number of polar hydrogen bonding groups contained in the molecule. It has been
suggested that for CNS drugs the PSA should be below 90 Å2 16 while it can be somewhat higher
for peripheral (non-CNS) oral drugs.17 Polar surface area is a key part of Pfizer’s CNS multi-
parameter optimization algorithm for identifying drugs with greater probability of success in
testing hypotheses in the clinic.18

1.2.5 Solubility

In order for a drug to act it must be in solution. Therefore solubility is a key molecular property.
For poorly soluble compounds, dissolution rate is also an important factor, although dis-
solution rate is likely highly correlated to the overall equilibrium solubility, in that poorly
soluble compounds are likely slower to dissolve, as has been demonstrated for a series of
substituted benzoic acids salts of benzylamine.19 Modern formulation techniques can improve
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solubility and dissolution, as will be discussed in the Pharmaceutical Development chapter 22,
but adds complexity, time and costs to the development process.

But what is sufficient solubility? Much is dependent upon dose. Estimates for a 1 mg kg–1

dose gives a minimum acceptable solubility of 5, 50 and 500 mg ml–1 for a low, medium and
highly permeable compound, respectively. The concept of maximal absorbable dose (MAD) is a
useful ranking tool for potential drug candidates.20

MAD¼ (S)�(Ka)�(SIWV)�(SITT)

Where S¼ solubility (mg ml–1 at pH 6.5; Ka¼ trans-intestinal absorption rate constant
(min�1); SIWV¼ small intestinal water volume (approximately 250 ml for man) and
SITT¼ small intestinal transit time (approximately 270 minutes for man).

The Biopharmaceutics Classification System (BCS) of novel chemical entities classifies drugs
based on their permeability and solubility,

BCS class 1 being high permeability high solubility
BCS class 2 being high permeability low solubility
BCS class 3 being low permeability high solubility
BCS class 4 being low solubility low permeability

The FDA has issued guidance allowing applications for biowaivers for BCS class 1 immediate
release solid dose oral drugs from the need for in-vivo bioequivalence testing, as absorption is
unlikely to be dependent upon dissolution and gastric emptying time.21

1.2.6 Measurement of Solubility

The measurement of solubility, while superficially a simple experiment, has many pitfalls and
caveats. The experimentally determined solubility is dependent upon:

Buffer, ionic strength
Temperature
pH
Supersaturation
The starting solid state form, its history and impurities

amongst others. Many experimental protocols try to measure to thermodynamic equilibrium,
but for some compounds this can take extended periods of time. The solubility is often
measured at a particular pH, often pH7.4 and in a particular buffer, although the solubility of
the neutral form can be measured, in which case its known as the intrinsic solubility.

Dissolution rate is an even more involved experiment. In order to control as much of the
potential sources of variability as possible, intrinsic dissolution rate requires a spinning disc of
the solid to control surface area and fluid flow across the surface.

In order to generate solubility on large number of compounds, solubility from a stock DMSO
solution injected in to a buffer, after suitable equilibration can be measured. Solubility can then
be determined from the turbidity threshold, or quantified spectrophotometrically or by HPLC.
In a validation study at AstraZeneca the measured solubilities of 200 compounds showed a good
correlation with a gold standard manual method measured from solid with average-fold devi-
ation of 3-fold.22 Some compounds showed much larger differences. It was noted that the
authors did not expect a perfect correlation within the replicate error of each other’s meas-
urements, as they had changed the solid state form.

7Physicochemical Properties and Compound Quality
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1.2.7 Calculating Solubility

Solubility is difficult to measure accurately and precisely and more difficult to predict. Most
solubility calculators use empirical QSAR equations based on literature data or in-house data-
sets. Their predictiveness for your chemical series should always be tested, as described in the
QSAR chapter.

The Yalkowsky General Solubility Equation (GSE),23 which is not in fact a QSAR model, but a
physically-derived equation, contains a negative coefficient for log P and melting point, as
dissolution would require the breaking and crystal packing interactions and the disruption of
water structure by the hydrophobic nature of the drug.

log S¼ –log P–0.01 mpþ 1.2

Few QSAR models, nor indeed the Yalkwosky GSE for solubility, do better than an average
error of �0.9 log units, a range so wide as to be of limited utility in optimizing solubility for
most projects.

1.2.8 Other Compound Quality Indicators

Alongside molecular weight, and the described physicochemical descriptors, many counted
descriptors are used including hydrogen bond acceptor and donor counts (HBA and HBD),
rotatable bond counts (RotB), aromatic and aliphatic ring counts and other atom-type counts
(Carbo Ar ring, Hetero Ar ring, Ar ring, Chiral atoms, C atom); charge counts (Pos Neg) etc as
indicated in Table 1.1.

1.3 COMPOUND QUALITY AND DRUG-LIKENESS

The influence of a molecule’s physical properties on its behaviour in biological systems has
been recognised since the 19th century. The seminal contributions of Corwin Hansch and co-
workers since the 1960s established lipophilicity (or hydrophobicity) as a key measure to take
account of in drug discovery projects. The lipophilicity measure most frequently employed is the
logarithm of the partition coefficient between water (log P) or buffer (log D) and 1-octanol,
which can be measured or calculated. The importance of an optimal lipophilicity comes from
consideration of both the pharmacokinetic and pharmacodynamic properties of drug mol-
ecules. In gaining exposure to drug targets in vivo (pharmacokinetics), molecules have to be
both water soluble and membrane permeable, while binding to drug receptor targets (phar-
macodynamics) requires desolvation from bulk water. The ionisation constants and ionic class
of molecules are clearly important in these processes.24 As long ago as 1987, Hansch25 had
proposed the ‘minimal hydrophobicity’ hypothesis:

‘‘Without convincing evidence to the contrary, drugs should be made as hydrophilic as possible
without loss of efficacy.’’

This hypothesis has withstood an onslaught of later analyses. A new generation of medicinal
chemists, now employing pharmacokinetic and toxicity optimisation in the discovery phase,
have been busy ‘reinventing’ the role of lipophilicity, as well as seeking other molecular
properties and guidelines that might help to better understand overall drug-likeness. While a
convincing definition of drug-likeness versus non-drug-likeness has proven elusive, we think
that lipophilicity26 remains the single most important physical property to optimise.
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1.3.1 The Rule of Five, and Other Physical Properties

Following the insights provided by Hansch, the ‘rule of five’ (Ro5) published by Christopher
Lipinski in 1997 provided the next step forward.27 Lipinski noted that marketed drugs and
drugs in clinical development had distinctive distributions of physical properties, with 90
percentile values of clogP B5, molecular weight B500, OH and NH count (a hydrogen bond
donor estimate) B5, and O plus N atom count (a hydrogen bond acceptor estimate) B10.
Lipinski suggested keeping below these values as a useful property guideline for obtaining good
permeability in drug candidate molecules. The Ro5 is indeed a powerful indicator, with about
80% of all marketed oral drugs passing all four rules and, more tellingly, o5% failing two or
more rules. It is also easy to remember and to calculate. These facts have contributed to its
continuing wide acceptance (in February 2013, the Ro5 paper had been cited 45400 times
according to SciFinders). There is a danger of improperly using property cut-offs too literally.
For example, it makes no sense to reject a molecule only because it has a molecular weight of
510 (the Ro5 was not intended to be used in this way). Conversely, less desirable molecules may
only just pass all four rules. One approach to overcome this hard cut-off issue uses a ‘quanti-
tative estimate of drug-likeness’ (QED), which scores molecules on a continuous scale, using
desirability functions that are derived from each particular property distribution.28 A number of
drugs that fail Lipinski criteria have QED scores that overlap with drugs that pass the criteria.

Following the Ro5, there have been numerous studies that support the role of physical
properties in ADMET studies, summarised in number of reviews.26,29–33 Notably, studies using
large data sets from pharmaceutical companies reach similar conclusions and insights about
the importance of optimising physical properties, especially lipophilicity.34–38 Additional relevant
physical properties include polar surface (PSA) which influences permeability, bioavailability and
in vivo toxicity; H-bond donors (HBA) which influence permeability; rotatable bond count,
thought to influence bioavailability; the fraction of tetrahedral carbon atoms (Fsp3), which is
correlated with solubility and is higher in drugs than in compounds in the clinical phase;39

aromatic ring40 count, which is related to compound solubility and other ‘developability’ attri-
butes, independently of lipophilicity;41 non-aromatic rings;42 chirality;43 and ionisation.24

It is important to realise that some physical properties are closely inter-correlated. It has been
known for some time that lipophilicity is a composite measure, quantitatively dependent
on molecular size, hydrogen bonding, and polarity.44 There is the fascinating observation that
three-dimensional plots of related physical properties in organic molecules (for example, log P,
molecular weight and PSA) form a plane, dubbed the BC plane,45 from which the underlying
properties, suggested to be ‘bulk’ (B) and ‘cohesiveness’ (C) can be calculated using principal
component analysis (PCA). A PCA model generated on B30 000 pre-clinical compounds34

shows that much of the information contained within commonly used descriptors is redun-
dant (Figure 1.4). Four orthogonal components can describe B81% of the variation in the 12
descriptors used. The analysis indicated that the most meaningful, non-redundant descriptors,
located at the extreme of each axis, can be encompassed by molecular weight, lipophilicity (clogP,
or alternatively PSA, HBA or HBD), HBDs and ionisation state indicators. The principal com-
ponent descriptor approach has clear merit at a fundamental level but has not caught on widely,
perhaps because these parameters are more difficult for chemists to calculate, understand and
use than log P, molecular weight, PSA, hydrogen bond count, etc., in the design of new molecules.

1.3.2 ADME and Physicochemical Properties

The derivation of rules and guidelines for specific ADME assays have been reported in the lit-
erature over many decades and these are commonly used during hit selection and to help guide
optimisation. A PSAo60 Å2 has been reported to be desirable to ensure complete absorption.46

9Physicochemical Properties and Compound Quality
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In addition, the importance of ionisation state has been noted in a number of publications on
bioavailability.34,47 Acidic molecules with low to moderate PSA have a high probability of having
acceptable exposure. The exposure of neutral and basic compounds was found to be largely
controlled by their Ro5 characteristics.47 More recently, a detailed analysis of exposure data has
shed light on the role of log P, MWT and rotatable bonds (RB).48 It was found that higher MWT
significantly impacted the fraction absorbed, while fraction escaping gut wall and hepatic
elimination decreased with increasing lipophilicity. It was also found that a parabolic rela-
tionship existed between bioavailability and polar descriptors. RB and MWT had an overall
negative effect on bioavailability.

The dependence of solubility on lipophilicity has been known for decades.49 Additional factors
such as the presence of functional groups that can provide stabilisation of the crystal lattice are
important terms to consider.50 Large, lipophilic molecules will generally have poor solubility, yet
while polar features are preferred, they can lead to reduced solubility by formation of strong
intermolecular interactions within the crystal lattice. Ionisation is important, with acid and bases
having dramatically higher solubilities.34,51 Further, Young et al. reported on the detrimental ef-
fect that aromatic rings can have on solubility, above and beyond that due to their MWT and log P.41

Lipophilicity is also recognised as one of the key descriptors controlling permeability.52

Fichert et al. propose log D values between 0 and 3 for good permeability.53 A complicating
factor is that the data from some researchers show a linear relationship between log Papp and
log P or log D,52,54 while for others it is parabolic in nature.53–55 Neutral molecules are expected
to be the most permeable on average, followed by bases, zwitterions, and finally acids.53,55 It has
also been noted that as PSA (and MWT) increases, permeability is found to decrease.34,35,52,53,56

Like membrane permeability, penetration of the CNS barrier is also inversely affected by log P
and PSA. Hansch et al. observed that the relationship between CNS penetration and octanol/water
log P was parabolic, with a maximum Papp at a log P of B2.25 The most commonly used guideline
involves PSA, where values o60–70 Å2 are expected to have good CNS penetration.57 Norinder
and Haeberlein58 have proposed the following simple rules: rule 1, if NþO (the number of
nitrogen and oxygen atoms) in a molecule is r5 it has a high chance of entering the brain; and
rule 2, if log P� (NþO) is 40 then logBB is positive (i.e. greater drug concentration in the brain
versus blood). The degree of permeability of a molecule may also be affected by transporter activity
such as at P-gp, causing efflux from the brain. The consensus view is that increasing size and
hydrogen bonding capability lead to increased P-gp substrate activity.34,59,60 These trends are in
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Figure 1.4 PCA loadings plot showing the inter-correlation between common physicochemical para-
meters. Highlighted are the key descriptors that contribute essentially unique chemical
information.
Adapted with permission from (M. P. Gleeson, Generation of a set of simple, interpretable
ADMET rules of thumb, J. Med. Chem., 2008, 51, 817–834.). Copyright 2014 American
Chemical Society.
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line with a recent study of the physicochemical properties of CNS space,61 showing that the
physicochemical parameters associated with CNS drugs were considerably more restrictive than
drug candidates in current development, particularly with respect to clogP and MWT.

Once a compound has been absorbed into the bloodstream it is also necessary to consider how
and where it is distributed. Again, this shows a dependency on simple physicochemical properties.
It is found that the volume of distribution of compounds is of the order bases4neutral B zwit-
terions4acids, with lipophilicity playing an additional role.62–64 The opposite trend exists for
plasma protein binding, with acidic compounds being the most bound (and thus least effectively
distributed), followed by neutral compounds, bases and zwitterions. Both globally, and within
specific series, log P has shown a strong positive correlation with plasma protein binding.65–68

Based on a consideration of the ADMET SAR trends described above and elsewhere,34,51,69–72

it is clear that molecular properties lying outside of those that encompass oral drugs generally
lead to poorer overall ADMET properties. A concern for drug development pipelines dominated
by molecules within less desirable regions of property space (high MWT and clogP) is that many
will fail in more expensive clinical development phases.32,73 A strategy to reduce late stage risk
would be to balance the pipeline with more drug-like compounds with less probability of
ADMET issues (see Figure 1.2). Given the relationships between ADMET and physical prop-
erties, we hypothesise that restraining basic physicochemical properties within drug-like space
should increase the probability of success of a candidate drug portfolio. In Table 1.1 we report
the mean and percentile ranges for physicochemical properties of B2000 compiled oral drugs.
In essence, the area of occupation of the majority of oral drugs lies within rather tight
boundaries; however drug discovery is increasingly encompassing a much larger physical
property space which contains fewer marketed drugs.

1.3.3 Toxicity and Physicochemical Properties

In a study of 245 candidate drugs from Pfizer,74 a key learning point was the observation that
toxic outcomes in rats and dogs were directly proportional to plasma exposure (total or free); a
total plasma concentration of 10 mM resulted in equal incidence of toxic and non-toxic out-
comes. Using the 10 mM exposure criterion, compounds that had clogPo3 and total polar
surface area (TPSA)475 Å2 were six-fold less likely to show toxicity versus compounds with
clogP43 and total polar surface area (TPSA)o75 Å.2 Using clogP alone, there was a 2.4-fold
increase in toxic outcomes when clogP43 versus clogPo3.74 A follow-up study from Lilly75

using 485 compounds in rats provides support, showing that at the 10 mM no adverse effect
level, there was a 3.2-fold increase in toxic outcomes with clogP43 versus clogPo3, but no
significant effect of TPSA. Increasing in vivo exposure, as a consequence of increased volume of
distribution and reduced clearance, were the strongest surrogate measures reported for the
observed lowest no adverse effect levels.76 These two studies74,75 are consistent in showing
increased toxicity risk as both exposure and lipophilicity increase.

The decision to progress a molecule to development is rarely a consequence of ‘no toxicity’ in
animals, but is dependent on the margins between the highest therapeutic exposure and the no
toxic effect exposure (therapeutic index). Calculating these margins is a challenging but ne-
cessary step from lead discovery to late phase clinical studies.77 There are no studies we know of
that have looked at safety margins in relation to physical properties. A study from AstraZeneca76

explored the differences between basic candidates that failed preclinically for animal toxicity
versus those that progressed to the clinic; it is reasonable to assume that the clinical compounds
would have higher safety margins than those that did not proceed. Lipophilicity played no role,
perhaps because the mean clogP was lower in AstraZeneca compounds (3.2) versus the Lilly
compounds (4.0; from the supplementary data in reference 75). A model was derived from
principal least square analysis and was supported by a set of recent marketed drugs. The main
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factors that promoted progression to man are consistent with emerging drug-like themes: small
size, increased three-dimensionality and increased polarity.76

Toxicity can result from unwanted effects of molecules at other biological targets (promiscuity),
as well as from their primary mechanism. A role for lipophilicity in molecule-based in vivo toxicity
is supported by a number of studies, summarised in a recent review30 of receptor promiscuity,
where several studies show that compound lipophilicity, basicity, and some structural features
are important. In vitro cellular toxicity is also indicative of in vivo toxicity risk, and, consistent
with the promiscuity data, cytoxicity increases with increasing pKa (45.5) and lipophilicity
(42).78 Drugs that show idiosyncratic toxicity, and are either withdrawn or have a ‘black box’
warning, have higher doses and exposures than do the top 200 prescription drugs; keeping the
doseo40 mg dramatically lowers the probability of idiosyncratic events.79 Finally, the risk of drug
induced liver injury increases when the dose is 4100 mg and clogP is 43 (the ‘rule of two’).80

Since toxicity is the major cause of preclinical attrition (Figure 1.1), and the bulk of com-
pounds pursued by industry have clogP43 (Figure 1.2), primary recommendations on how to
reduce preclinical toxicity attrition are obvious: aim for low efficacious exposure levels, and
reduce clogP in drug candidates.

1.3.4 Effect of Time on Oral Drug Properties

Drug properties will obviously depend on the initial selection of the molecules, then on the
pressures applied to them throughout the arduous and demanding development process, where
differences in physical properties exist between the development phases.73 One approach to ex-
plore the relative influence of different physical properties is to look at trends over time in
marketed drugs. The hypothesis is that those physical properties of drugs that do not change over
time, or that change the least, are more important ‘drug-like’ attributes. The first such study
looked at FDA approved oral drugs81 launched pre- and post-1983.82 In the post-1983 group, there
were significant increases in molecular weight, hydrogen bond acceptors, PSA, ring count and
rotatable bonds versus the pre-1983 group. In contrast, log P, hydrogen bond donors and %PSA
showed no differences in the two groups.82 More detailed studies, using the year of invention or
publication as well as launch, were consistent in showing that two of the Lipinski parameters,
log P and hydrogen bond donor count, showed much less change over time than molecular
weight and hydrogen bond acceptor count.31,83 Other properties changing little over time in oral
drugs are Fsp3 and Ar-sp3, the difference between aromatic atom and sp3 carbon atom counts.84

The physical properties of oral drugs show a number of differences according to ion class (i.e.
acids, bases, neutrals or zwitterions); however there has been little change in log P by ion class
over 50 years, with the exception of more recent acidic drugs.84 Our updated analysis of the
publication dates of oral drugs versus their molecular properties shows the clear increase in MWT
and total AR rings over time, and the increase in clogP since the 1990s (Figure 1.5).

The mean physical properties of the molecules produced by pharmaceutical companies in
patents from 2000–2010 show little change over this time period, but on average these have
‘inflated’ bulk physical properties versus post-1983 marketed drugs.84 Patented molecules also
have increased mean aromatic ring count, and are less structurally complex in having notably
fewer mean chiral centres and lower mean Fsp3 values than the drug set. Patent data are the
most reliable to use in assessing trends in practice, because they are strategic, being published
by pharmaceutical companies to protect inventions of potential commercial value. In contrast,
literature data, from both industry and academia, are not strategic and are specially selected to
illustrate scientific discoveries. Despite this, a year-by-year study85 of the compounds published
over 50 years in the Journal of Medicinal Chemistry shows marked increases in most physical
properties over time, and is generally consistent with both the changes seen in drug properties
and with patent data. In this study, the mean lipophilicity of published compounds and drugs
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Figure 1.5 Analysis of the variation of three physicochemical properties over time (date of first publi-
cation) for a dataset of B2000 oral drugs (data from reference 84 updated with drugs launched
since 2011).
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are not notably different until after 1990, when the published compounds start to increase while
drugs do not. The synthetic methods commonly used in medicinal chemistry, especially metal
mediated cross coupling of aryl moieties, almost certainly contribute to the more aromatic and
lipophilic molecules found in patents and in the literature in comparison with drugs.86–88

1.3.5 Non-Oral Drug Properties

Drugs given by non-oral routes have differing mean physical properties from oral drugs,81

although 498% of a group of inhaled, ophthalmic and transdermally administered drugs still
comply with the Ro5.89 Intravenous drugs have lower lipophilicity than oral drugs, which can be
explained by the need for the dose to be soluble in relatively small volumes. The mean log molar
solubility of a group of 79 intravenous drugs90 was � 1.57 versus � 2.57 for 512 oral drugs (data
calculated from supplementary material in reference 90).

Since many drugs are used for both non-oral and oral administration, it is fair to say that the
design concepts for specifically targeting some non-oral routes lag behind the better understood
oral approach. This is perhaps best exemplified by inhaled drugs, for the topical treatment of
airways disorders, which in comparison with oral drugs are significantly larger, less lipophilic
and have more hydrogen-bonding groups.91 In this case, designing molecules with low per-
meability and solubility are strategies proposed to increase lung retention and duration of
action. Reducing bioavailability and building in specific soft metabolic sites to limit systemic
exposure are further strategies for inhaled molecule design. The consequences of these tactics
(which appear to be the opposite of oral drug design) for drug safety have yet to be clarified.
There is an extra challenge in inhalation of optimising suitable crystalline physical forms for
use in dry powder devices. The current state of inhaled molecule design is nicely illustrated by
the efforts to find dual action b2 agonists and muscarinic antagonists with long duration, for
treatment of chronic obstructive pulmonary disease.92

1.3.6 Effect of Target Class

Differences between mean physical properties according to their target class have been observed
in drugs,84,93 literature compounds94 and in patented compounds (Table 1.2).84,95 In general,
these differences reflect the differences in physical properties of the target class endogenous
ligands. For example, mean lipophilicity is greatest for drugs acting at nuclear hormone re-
ceptors and lipidergic G protein-coupled receptors and least for proteases; there is a similar
trend in pharmaceutical patents. In general, the patented molecules also show increased
physical properties across most target classes in comparison with oral drugs.95 An interesting
exception is kinase inhibitor drugs, where patents are notably less lipophilic than the first drugs
for this target class. With hindsight, this suggests that early less optimised kinase inhibitors were
chosen for development, most probably driven by competitive pressures and the urgent ther-
apeutic need in cancer treatment. Increases in aromatic atom or ring count are evident in most
target classes versus drugs,84 perhaps a result of favoured synthetic methodology.86

Despite the differences in mean physical properties between target classes, there is
high variability within each target class and it is not possible to predict target class
‘membership’ of a molecule based on physical properties alone.26 The observed differences result
from a combination of real differences between binding sites (‘druggability’), the selection of
chemical starting points, and the subsequent optimisation strategies pursued. If the lead mol-
ecules chosen are based on endogenous ligands or related structures from screening, then this
will likely lead to corresponding target class differences in drug candidates. A key point follows: if
the hypothesis is not challenged that a particular receptor will always require a lipophilic or large
ligand, then a lipophilic or large drug candidate will be a highly probable result.
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Table 1.2 The effect of target class on a range of physicochemical properties. The mean and standard deviation (in parenthesis) values are reported.
Care should be taken not to over-interpret this data given the small numbers in certain categories (i.e. GPCR and Kinase).

Descriptor
All
(N¼ 2108)

GPCR-amine
(N¼ 278)

Ion Channel
(N¼ 151)

Nuclear
Receptor (78)

Protease
(N¼ 50)

Transporter
(N¼ 48)

Kinase
(N¼ 23)

GPCR-peptide
(N¼ 22)

GPCR-lipid
(N¼ 14)

MWT 341 (139.6) 335.5 (85.2) 325.2 (115.1) 379.7 (82.8) 446.2 (138.3) 306.1 (79.8) 467.1 (75) 464.6 (81.3) 394.5 (72.7)
clogP 2.5 (2.5) 2.9 (2) 2.7 (1.7) 4.2 (2) 2.3 (2.3) 3 (1.6) 4.2 (1.3) 4.5 (1.7) 4.2 (2.1)
log D pH 7.4 1.2 (2.7) 1.3 (1.8) 1.8 (1.7) 3.5 (1.5) 0.4 (2.6) 1.4 (1.7) 3.3 (1.1) 2.5 (2.4) 2.7 (2)
OþN 5.3 (3.4) 4.4 (2.1) 5.1 (2.4) 3.8 (1.7) 7.8 (2.6) 3.9 (2.3) 7.1 (1.2) 7.1 (2.5) 5.2 (2.2)
OHþNH 1.6 (1.7) 1.3 (1.2) 1.2 (0.9) 1.2 (1) 2.6 (1.4) 1.3 (1.1) 1.8 (0.8) 1.7 (0.6) 1.9 (0.7)
TPSA 72.9 (53) 52.6 (30.9) 69.4 (34.5) 59.4 (27.3) 110.3 (37.2) 54.4 (39.9) 87.9 (15.6) 93.6 (34.2) 81.7 (25.8)
RotB 4.5 (3.5) 5.1 (2.9) 3.8 (3) 3.2 (2.4) 8.1 (4.4) 4.1 (2.2) 6.1 (2) 6.9 (2.1) 7.9 (3.3)
Carbo Ar ring 1.1 (0.9) 1.4 (0.7) 1.3 (0.8) 0.8 (1.1) 1.2 (0.8) 1.4 (0.6) 1.8 (0.7) 2.1 (0.8) 1.2 (1)
Hetero Ar ring 0.4 (0.7) 0.4 (0.6) 0.3 (0.6) 0.1 (0.3) 0.4 (0.7) 0.2 (0.5) 1.6 (0.7) 1.3 (0.8) 0.5 (0.8)
Ar ring 1.5 (1) 1.8 (0.8) 1.6 (0.9) 0.9 (1.2) 1.6 (1.1) 1.7 (0.7) 3.4 (0.8) 3.5 (1.2) 1.7 (1.6)
Neg 0.3 (0.6) 0 (0.2) 0.1 (0.4) 0.2 (0.4) 0.5 (0.6) 0.1 (0.3) 0.1 (0.3) 1 (0.7) 0.6 (0.5)
Pos 0.5 (0.6) 0.9 (0.3) 0.4 (0.5) 0.1 (0.3) 0.7 (0.6) 0.7 (0.5) 0.5 (0.6) 0.3 (0.5) 0.1 (0.3)
Chiral atoms 1.7 (3) 1.1 (1.4) 0.9 (1.8) 4.1 (3.2) 2.9 (1.8) 1.1 (1.3) 0.2 (0.5) 1 (1.4) 2.1 (2.1)
Fsp3 0.4 (0.2) 0.4 (0.2) 0.4 (0.2) 0.6 (0.2) 0.5 (0.2) 0.4 (0.2) 0.2 (0.1) 0.3 (0.1) 0.5 (0.3)
C atom 17.7 (7.7) 18.8 (5.1) 17.1 (6.8) 22.1 (4.3) 23.2 (7.9) 16.1 (4.9) 23.2 (3.7) 25.4 (4.8) 22.6 (3.3)
Csp3 7.8 (6.3) 8.4 (3.5) 6.2 (4.7) 12.7 (5.9) 11.9 (5.2) 6 (3.4) 5.6 (2.6) 8.1 (3.9) 11 (5)
Ar atom 8.7 (5.8) 10.1 (4.1) 9.2 (5.2) 5.3 (6.8) 9 (6.3) 9.7 (3.9) 18.7 (5) 19 (6) 9.4 (8.4)
HA 23.7 (9.7) 23.8 (6) 22.9 (8.3) 26.6 (4.4) 31.6 (10) 21.2 (5.5) 32.4 (4.7) 33.5 (5.9) 28.3 (5.2)
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1.3.7 Effect of the Individual Chemist and the Organisation

Drug discovery is a highly creative activity that has generated an armoury of 42000 medicines
with a massive positive overall effect on human health. There is no prescribed way to invent a
drug—the selection of a chemical starting point and the path taken to optimise it are prone to
the intuitive, but also subjective, mind-set of the chemists and other scientists involved.
Lajiness et al.96 assessed the consistency of medicinal chemistry decisions by asking a group of
chemists to select a set of drug-like molecules from lists of 2000 molecules. They found that
medicinal chemists were not very consistent in the compounds they rejected as being un-
desirable, due to human subjectivity. The authors noted that this has significant implications
for project decision making since different teams would presumably take forward different
starting points. Kutchukian et al.97 considered the decision making further, going into greater
detail to understand what precise factors are guiding medicinal chemists’ decision making. The
authors assessed what factors (physical properties, scaffold type, functional groups, diversity,
etc.) were behind the clustering a set of B4000 fragments into lead-like and non-lead-like sets.
Interestingly, of the 19 chemists involved, most compound decisions were made taking into
account no more than 2–3 parameters (fewer than they realised), with ring topology and
functional groups being the key factors. In addition, the complexity of the problem was greatly
simplified by each individual to facilitate the selection strategy, and there appears to be greater
consensus between chemists in this study on what constitutes an undesirable versus a desirable
molecule. Further, despite their own assertions, individual chemists are generally unaware of
the factors that impact their decision making, depending mostly on their instinctive feeling or
prejudice about a molecule’s desirability.97

An interesting retrospective study on the numbers of compounds made in lead optimisation
showed that chemists’ activities frequently result in more molecules being synthesised than are
needed.98 In this study, the median numbers of molecules made in candidate-producing
chemical series was 147, with the candidate being the median 19th in the series. In five of the 23
series discussed, the candidate was the first or second molecule; in these cases, a single
modification provided a ‘step-jump’ resulting in candidate criteria being met, with the re-
mainder of the molecule already optimised by earlier efforts. These observations suggest that
work in a series could be stopped if this key progression step is identified. A useful definition of
a chemical series was suggested: ‘a distinct set of compounds that contain a common structural
motif that consistently provides the analogues with the same unique advantage.’98

While individual chemists may have differing perceptions about compound quality, they
generally work in teams, with multiple inputs available to select molecules and to solve problems
in lead optimisation. In addition, computational tools are now widely available for chemists to
use to help predict properties in advance of deciding which molecules to synthesise.99 These
factors might be expected to have had an ‘equalising’ influence on decision making, but there is
strong evidence that a team’s thinking processes are influenced by the local environment. Thus,
significant differences in physical properties in specific projects are seen in the patents pub-
lished by pharmaceutical companies. For example, a comparison of the mean molecular weight
and lipophilicity seen in patents from AstraZeneca, GlaxoSmithKline, Pfizer and Merck Inc.,
showed marked differences between them that were independent of target class.31 Identical
differences were seen at the project level in the prosecution, by all four companies, of the same
C–C chemokine receptor 5 antagonist pharmacophore (a phenpropylpiperidine).31

A further detailed study95 of the patents of 18 pharmaceutical companies, over the period
2001–2010, confirmed the presence of an ‘organisational’ effect influencing drug discovery
activities. The specific targets pursued were taken into account by using the physical property
differences between all possible pairs of companies working on the same target. In fact, there
was a considerable overlap in targets of interest, and target-unbiased property differences in
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companies correlated highly with their average property values, especially with lipophilicity. The
conclusion is that the differences in physical properties between various organisation’s com-
pounds are not influenced very much by the targets or target classes pursued, but rather more
by the different strategies and tactics followed.95 Project teams appear to be more influenced by
their local beliefs, knowledge and experience than by external observations. Perhaps a ‘not
invented here’ syndrome also prevails? Compared to Astex, a specialist fragment-based drug
discovery organisation, pharmaceutical companies had fewer drug-like patented molecules,
except for sp3 and chiral atom counts, on the same shared targets (Figure 1.6).95 In Astex, the
raison d’etre is atom-by-atom modification of fragments, driven by X-ray structure determin-
ation and ligand efficiency optimisation, with essentially the same approach applied to all
targets. It is clearly harder for a large company to drive such a consistent philosophy.

1.3.8 ‘Exception’ Space

Examples of drugs that violate the Ro5 are often cited as examples, accompanied by concerns
that over-stringent application of ‘rules’ will restrict innovation.100,101 In response to the in-
novation concerns, it is arguable that pointing drug design towards more restricted drug-like
chemical space places a premium on innovative problem solving whereas doing the opposite
does not. Physical property ‘exception’ molecules should enter development if alternatives
cannot be found, but equally, if such molecules dominate a pipeline, the risk of failure would be
expected to increase. We think that active management of the physical property profile of an
early stage drug portfolio is an essential step in the war on attrition.

It has not been easy to extract general insights from ‘exception’ drugs which lie outside, or at
the extremes of, Ro5 space. A number of studies suggest that high lipophilicity will be better
tolerated if it is associated with aliphatic moieties (as found in many natural products) rather
than aromaticity.39,41,84 An analysis of 430 000 GlaxoSmithKline compounds used a combined
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Figure 1.6 Impact of fragment-based drug discovery using data derived from Astex Therapeutics
(a company that focuses only on fragment-based drug discovery) and 18 companies.95
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developability score from high-throughput aqueous solubility, artificial membrane permea-
bility, human serum albumin binding and CYP450 3A4 inhibition screens to specifically in-
vestigate sub-optimal chemical space.102 Compounds were divided into quadrants using
molecular weight4or o400 and clogP4or o4.34 The ‘largest and greasiest’ quadrant
(clogP4400 and molecular weight4400) had the lowest developability score, which was pre-
dominantly linked to lipophilicity, not to size. In all clogP/molecular weight regions, ‘com-
posite’ descriptors [clog Dþ aromatic ring count],41 [aromatic atom count minus sp3 carbon
count],84 [clog Dþ (aromatic atom count minus sp3 carbon count)], and [sp3 carbon count/total
atom count]39 were important for developability.

Blocking sites of metabolism can improve pharmacokinetic profiles but this will normally
increase bulk physical properties and reduce solubility. Some natural product drugs do exist in
a different ‘chemical space’ compared to synthetic drugs.103 Steroids, macrocycles, sugars and
vitamins are more ‘three-dimensional’ molecules, with a greater number of tetrahedral (sp3
hybridised) carbon atoms, and fewer aromatic atoms, than other drugs. Cyclosporin is the
benchmark for a complex natural product that is an oral drug, and it has been proposed that the
intramolecular hydrogen bonding it displays may be of general utility in ‘hiding’ the effect of
high numbers of hydrogen bonding atoms in membrane permeation.104 Natural product
screening has had spectacular success in the past but is not used very widely today. Exploiting
the structural motifs found in natural products has much promise in search of novel templates
and scaffolds,105 but progress has been slow because this strategy is burdened by challenging
synthetic chemistry.106

Non-standard formulations can ‘rescue’ poorly soluble molecules, a recent example being the
HCV protease inhibitor telaprevir (Figure 1.7), which violates three of the Ro5 guidelines. Tel-
aprevir requires a special spray-dried dispersion formulation of an amorphous polymorph,107

and dosing with a high fat diet improves absorption. Solving such problems can therefore help
to advance challenging molecules, but also adds very significantly to early development time
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Figure 1.7 Examples of oral drugs that violate the rule of five. Top: Telaprevir,107 molecular weight 680;
clogP 5.4; OþN count 13. Bottom: Lapatinib,108–111,138 molecular weight 581; clogP 5.8.
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and cost.33 In the case of cancer drugs, a higher risk to benefit ratio is acceptable relative to
other therapy areas. An example is lapatinib, a significant new drug for treatment of breast
cancer, which acts as a specific dual inhibitor of EGFR (endothelial growth factor receptor,
ErbB1) and ErbB2 kinases. The molecular weight and lipophilicity of lapatinib break the Ro5
guideline, and it also has five aromatic rings indicating predictable developability risks.41

Lapatinib binds in a novel mode to EGFR where it unexpectedly displays slow off-rate kinetics,
thereby benefiting cellular efficacy.108 On the other hand it carries a ‘black box warning’ because
of a significant risk of drug induced liver injury, which can be explained by the formation of a
number of reactive metabolites.109 Lapatinib also inhibits the hERG (human Ether-à go-go) ion
channel, a well-established cardiovascular risk,110 and has variable bioavailability because of its
high dose (1500 mg) and poor solubility above pH 4.111 Thus the unexpected kinetic advantage
of the structure is offset by a number of disadvantages which would probably be prohibitive in
other therapeutic areas. The point here is that if a project is restricted to sub-optimal chemical
space, one strategy is to actively identify and then optimise advantageous properties, rather
than relying on serendipity.

1.4 THE DRUG DISCOVERY PROCESS: DOES IT UNKNOWINGLY INTRODUCE A
BIAS IN MOLECULAR PROPERTIES?

Drug discovery involves the iterative optimisation of a lead series against a diverse panel of
assays with different dependencies on the key physicochemical parameters. Thus great care
must be taken that the data from particular experimental assays are carefully considered so as to
not unknowingly bias the physicochemical properties of a lead series into an undesirable area
of property space with respect to other parameters.

For example, it has been demonstrated by the early work of Kuntz et al.112 and Andrews
et al.113 that an increase in molecular size will generally lead to an increase in binding affinity.
This is primarily due to favourable van der Waals (VDW) and hydrophobic interactions,
meaning that large lipophilic compounds will be amongst active compounds in most screens.
Without due care, this could lead to the progression of fewer lead-like molecules should potency
considerations dominate decision making.32,114 The recent focus on ligand efficiency provides a
means to mitigate against this effect115,116 and to facilitate the optimisation of potency while
keeping the physicochemical parameters to a region of chemical space more likely to realise
balanced potency and ADMET properties.

1.4.1 Ligand Efficiency

Using measures of ligand efficiency, which provide quantitative estimates of how much
biological potency is obtained for the physical properties of a molecule, have the potential
to supplant the use of physical properties alone. Essentially a ‘bang for your buck’
metric, virtually any property or combination of properties can be used.116 The most popular and
useful ligand efficiency metrics use size and lipophilicity measures, alone or in combination:

� Ligand efficiency (LE)¼pX50�1.37/heavy atom count116

� Lipophilic ligand efficiency (LLE or LiPE)¼pX50� log P (or log D)31

� LELP¼ log P/LE117

� LLEAT¼ 0.111þ (1.37�LLE)/heavy atom count118

Ligand efficiency metrics are especially useful for placing the potency gained into perspective
for the specific target, rather than in an absolute sense. Lipophilic efficiency measures are
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highly relevant in optimisation,118 as exemplified by a set of recent drugs showing mean
potency improvement with little change in mean lipophilicity, and consequently increased LLE,
in moving from lead to drug.119 What are ideal values of LE and LLE? In a compilation of 261
oral drug potencies,32 the mean LE is 0.45 and the mean LLE is 4.43 (calculated from the
supplementary data provided in ref. 32). However, given the differences in druggability and
physicochemical properties of targets, it is appropriate to consider the LE and LLE values of
drugs relative to other molecules acting on the same target.120 A survey of 45 oral drugs acting
on 23 targets examined the fraction of compounds reported in the literature, acting on each
target, which had higher values of both LE and LLE versus the drug molecules.120 The median
was 6.5%; the value for kinases was 22% and other targets 2.7%. Kinase drugs are therefore less
fully optimised than other classes; since they are predominantly used for cancer, a higher risk to
benefit ratio is acceptable, as discussed earlier. For other targets, the majority of drug molecules
are highly optimised, extracting near-maximal potency at their target in relation to their
physical properties. A study of seven VEGF2 kinase inhibitors121 used for treatment of renal
carcinoma provides strong support for the application of ligand efficiency measures. In this
study, LLE values derived from affinities for VEGF2 complete with the juxtamembrane domain
correlated positively with both kinase specificity, and with clinical measures of progression free
survival.

Drug efficiency measures, using potencies and estimates of the free concentration of
the drug dose that is available for interaction at the site of action, have potential in
guiding projects towards drug-like space.122–124 It is important to note that the method
does not involve the optimisation of the plasma protein binding of the drug which is known to
be therapeutically less significant.122 The drug efficiency is estimated from the oral exposure
and the in vitro binding data, which is then assessed in relation to its in vitro target affin-
ity.123–125 Drug efficiency is closely linked to free drug concentration and correlates well with
LLE.

The application of ligand efficiency metrics combined with physical properties is a powerful
means of tracking compound quality, as shown by an analysis of Factor Xa inhibitors126 using a
plot of LLEAT versus a hydrophobicity metric, the ‘property forecast index’41 (PFI) equal to log D
(determined chromatographically) plus aromatic ring count. In this example, the marketed
drugs, rivaroxaban, apixaban and edoxaban had markedly higher LLEAT values and lower PFI
values than other Factor Xa inhibitors.126 This type of analysis can easily be applied to any
target. Some other examples127–129 chosen to illustrate LLE optimisation strategies are given in
Figure 1.8. Essentially, optimising LLE is increasing the relative contribution of polar versus
non-polar binding interactions, and has been suggested by one group to be the most important
efficiency measure for medicinal chemists to use.130

1.4.2 Multi-Objective Parameter Optimisation

The principal issue that can arise during target potency optimisation, which has been shown
almost beyond doubt by numerous researchers using different datasets and methodologies, is
that as molecular size and lipophilicity increase, ADMET parameters will deteriorate.27,34,72 It is
necessary to consider upfront the ‘druggability’ and relevance of the target in question,131 the
biological relevance of the assay being used,132 and what level of affinity is likely to be con-
sidered acceptable. This is necessary since the dominance of one particular parameter will
make meeting other parameters difficult, given the often confounding effects that each of the
physical and biological parameters can have on each other.32,133,134 For example, a highly potent
molecule but with poor physical properties will probably be poorly soluble and permeable, and
have a low unbound fraction in blood; such factors frequently render high potency levels
redundant.
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The ability to effectively manage a large number parameters, some of which can be orthogonal,
correlated or inversely correlated, is absolutely critical in lead optimisation.135 The effective
balancing of diverse parameters is central to the successful iteration between successive design-
make-test cycles within lead optimisation. The team psychology that is required to achieve this
fine balancing act has been discussed in detail by Segal et al.136 The authors have assessed the
psychological barriers that can influence decision including putting inappropriate weight on
certain parameters, being over confident in the program progress (resulting in delayed termi-
nation decisions), or not learning from past experience. The authors note that individuals are
often biased towards recent events and sub-consciously ignore longer term trends. This a di-
lemma often faced in drug discovery, requiring scientists on the one hand to innovate and on the
other hand to remember and follow the lessons of past. In fact knowledge is applied in a very
inconsistent way by medicinal chemists, as we have discussed in detail in Section 1.3.6.

1. Add hydrophilic substituents, e.g. PI3α kinase inhibitors.127

pIC507.0; clogP 4.6; LLE 2.4 pIC50 8.43; clogP 2.7; LLE 5.73 Δ LLE 3.3 

2. C → Non-C: e.g. phenyl to heterocycle, e.g. dual cMET and ALK kinase inhibitor.128

pKi 6.00; clogP 6.48; LLE -0.48 pKi 8.1; clogP 4.29; LLE 3.81 Δ LLE 4.3

3. Fine tune with size control, e.g. inhibition of human rhinovirus capsid binders.129

pIC50 6.0; clogP 4.0; LLE 2.0 pIC50 7.1; clogP 2.0; LLE 5.1 Δ LLE 3.1

Figure 1.8 Illustrations of three useful design strategies in LLE optimisation, where potency is increased
and lipophilicity is successfully reduced at the same time.127–129
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The inherent preference for optimising in vitro potency begins from the outset, at hit iden-
tification.32,95,114 This elevated importance is not only unwarranted, but because the discovery
process is pursued serially, it is very likely to be detrimental to the ultimate goal of finding new
drugs: the quality of the output is fundamentally affected by the criteria used in the earlier
steps. In this case, only hits that reach a sufficient potency threshold are prioritised for further
optimisation (typically oB1 mM) and during lead optimisation a newly synthesised compound
will be assessed in the higher throughput target potency assay first, as other ADMET assays are
typically lower throughput or used only with selected compounds. The outcomes of this ap-
proach can be seen in any cursory analysis of structure–activity relationship (SAR) studies in
medicinal chemistry journals. It is typical for studies to report the target affinity and structures
of novel series for a given target but it is less common for in vitro ADMET, let alone in vivo
ADMET parameters, to be reported. This is confirmed from a recent analysis of the ChEMBL
database, compiled from the medicinal chemistry literature, which contains 41 400 000 unique
compounds and 4350 000 target bioactivities, but just 3644 rat bioavailabilities (quantitative
%F) and just 742 P450 3A4 inhibitions measurements (full IC50 values).32

The speed and relative simplicity of in vitro target affinity assays, coupled with insights from
structural biology, typically make SAR for the target much easier to pursue than that of in vitro
or in vivo ADMET.33 ADMET measurements are typically performed on the most potent mol-
ecules, take longer to obtain,137 generally display less clear SAR, and can require changes to the
pharmacophore that are incompatible with the target SAR. The fact that efficacy is the single
largest failure in the clinic of drug candidates shows that in vitro target affinity receives too
much weight in design-make-test cycles. What level of potency is really required to test a
mechanism? A 1 nM compound in a simple biochemical assay may not necessarily translate to
1 nM in a more relevant cellular, let alone animal or human, model.138,139 Thus, why insist on
obtaining nM potent molecules when there is often no specific evidence that it is required?
Instead, nM potency should only be pursued once all other parameters (Table 1.1) are at least
considered achievable or acceptable.

Bennani reports that in a typical research project, 20–30% of the time is spent fine tuning a
molecule to fit the animal model of disease perfectly.100 Teague cautions against box-ticking
using in vitro assays, suggesting a focus on using more predictive in vivo assays to progress
compounds.140 The key message from these observations is clear: don’t over optimise molecules
based on models known to be imperfect. The ideal approach would be to test the validity of the
disease–target–molecule combination with diverse compounds having (a) different modes of
action (not just high potencies), (b) good ADME properties, (c) different structural templates
and (d) greater exploration of physical property space.

1.5 HINTS AND TIPS

In Table 1.3 we have compiled suggested solutions for improving medicinal chemical quality
and productivity, taken directly from three recent papers by respected scientists in four different
pharmaceutical companies. Their suggestions are surprisingly consistent given the different
sources of information used, and the specific topics being considered. We add to Table 1.3 by
proposing that the human bias displayed in hit selection and lead optimisation can be coun-
tered across all drug discovery disciplines by (a) increased education and use of computational
tools, (b) involving greater numbers of individuals in the hit selection process, (c) a greater
focus on drug-like concepts in terms of both molecular and biological properties (Table 1.4),
(d) assessing the validity of the disease target link earlier in development and (e) improving
confidence in human dose prediction. A summary of some specific hints and tips to use in
optimisation is given in Box 1.1.
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Table 1.3 A list of the recommendations taken from three articles whose authors are based at four companies (AstraZeneca, GlaxoSmithKline, Gideon
Richter and Vertex Pharmaceuticals). Analysis of different datasets and medicinal chemistry aspects give rise to similar overall conclusions.

Leeson et al.: The influence of the
‘organisational factor’ on compound
quality in drug discovery74

Hann et al.: Finding the sweet spot: the
role of nature and nurture in medicinal
chemistry12

Walters et al.: What Do Medicinal
Chemists Actually Make? A 50-Year
Retrospective64

Multi-objective
optimisation

Full adoption of preclinical ADMET
optimisation, problem-solving and
the integration of the scientific
influence of these disciplines into
compound design from hit
identification onwards, in parallel
with traditional optimisation of
biological activity.

Do not be afraid to revert to a series
of lower potency if it has better
physicochemical properties.
Extensive optimisation of a scaffold
that is not amenable to achieving a
desirable balance of potency and
ADME (absorption, distribution,
metabolism and excretion) properties
is likely to be a waste of time and
resources

More informative and higher through-
put in vitro ADME/toxicity assays.
Advances in assay technologies have
led drug discovery teams to increas-
ingly employ additional in vitro
assays. Compounds in drug discovery
programs are now routinely tested in
solubility, CYP and hERG assays.
In vitro systems such as Caco-2 and
parallel artificial membrane
permeation are commonly used as
surrogates for permeability. A
number of cellular systems have been
developed to provide an indication of
potential adverse outcomes. While
many in vitro assays provide benefit,
the correlation with in vivo data can
be inconsistent. Increases in the
quality and applicability of in vitro
assays will enable medicinal chemists
to gain insights earlier and avoid
potential liabilities.

A consideration of
molecular
properties,
particularly when
optimising potency

Avoidance of over-reliance on potency
optimisation without sufficient
consideration of ligand efficiency or
lipophilic ligand efficiency which can
result in property inflation or
‘molecular obesity’.

Consider the chemical tractability
(ligandability) of the target, and if it is
poor then investigate different
mechanisms of action or different
pathways.

More emphasis on ligand efficiency,
particularly in the hit-to-lead process.
This in turn would support a re-
evaluation of screening collections
and perhaps the use of fragment-
based approaches. Greater ligand
efficiency would also tend to lead to
lower log P, which has clearly been
shown to reduce toxicological
liabilities.

The adoption of strategies to enhance
screening collections with fragment-
like, lead-like or chemically ‘beautiful’
compounds, especially removing
chemically ‘ugly’ and highly lipophilic
molecules. 23
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Table 1.3 (Continued )

Leeson et al.: The influence of the
‘organisational factor’ on compound
quality in drug discovery74

Hann et al.: Finding the sweet spot: the
role of nature and nurture in medicinal
chemistry12

Walters et al.: What Do Medicinal
Chemists Actually Make? A 50-Year
Retrospective64

Multivariate
design—improved
understanding of
progression/
termination
strategy

The adoption of lead generation
strategies that set challenging criteria
for progression, resulting in the
timely termination of projects with
unpromising hits or leads.

Select appropriate metrics for multi-
dimensional optimisation; use ligand
efficiency and lipophilic efficiency
metrics in hit-to-lead optimisation
and change to more complex metrics
emphasising dosage to support lead
optimisation.

A return to the mind-set of simul-
taneous multivariate optimisation.
The ultimate goal of a drug discovery
program is to generate a compound
that is safe and efficacious in
humans. In order to develop such a
compound, teams must optimise
many criteria including affinity,
selectivity, activity, properties, and
pharmacokinetics. These criteria are
often optimised in a serial fashion.
Teams will optimise a single criterion
like enzyme potency and then
sacrifice these gains to optimize a
second property like solubility. The
process of trading off one property for
another can repeat for dozens of
cycles. A number of approaches can
be applied to support multiobjective
optimisation. One is to employ
visualisation software that enables
teams to appreciate the entirety of the
data. A number of groups have
recently developed visualisation tools
oriented toward drug discovery
programs. Another approach is to
apply multiobjective optimisation
algorithms and attempt to
simultaneously optimise multiple
criteria. While multiobjective
optimisation has been successfully
applied in a number of other fields,
the primary limitation in drug
discovery is the limited accuracy of
computational models.

Leave suboptimal scaffolds early.
Extensive optimisation of a scaffold
resisting the balanced optimisation of
potency and ADME properties wastes
chemistry resources in inappropriate
property space.
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Use of more
advanced computa-
tional methods and
rules to incorporate
drug-likeness

– An awareness of and improving
understanding of the molecular
features associated with toxicity
and reactivity risks.

– The application of computational
models (at a global or project-
specific level) and property
calculation in advance of
chemical synthesis, so that
predictably poorer molecules are
never synthesised.

– Deeper understanding of true drug-like-
ness. Simple numerical rules of thumb
are helpful only to a degree. Rather, we
need to develop an improved under-
standing of what makes some mol-
ecules drug-like despite having physical
properties outside the usual ranges.
These rules can be global (applicable to
all molecules) or local (fine-tuned for
each chemical class or target tissue)
and will be especially valuable for
tackling ‘‘undruggable’’ targets.

Increasing the
diversity of
chemical syntheses

A willingness to take on more
challenging, complex synthetic
chemistry and to introduce new
synthetic templates and scaffolds.

Evaluate available chemistries when
entering extensive optimisation;
prepare what you designed and really
want rather than what you can readily
synthesise; design, synthesise and use
proprietary building blocks rather
than depend on chemistry catalogues.

Reduced reliance on ‘‘easy’’ chemistry.
While Pd-mediated sp2_sp2
couplings and amide bond-forming
reactions have their place, we believe
that a greater emphasis on the art of
synthesis in medicinal chemistry
would dramatically improve the
physical properties of our molecules.

Consider past
precedent and
avoid unnecessary
behavioural biases

Learning from past experiences and
from recently marketed drugs;
remembering the lessons learnt from
the pre-genomic drug discovery
period.

– Stay focused on the ‘sweet spot’
and committed to delivering high-
quality compounds, but remain
open-minded to the many ways
this can be achieved.

– Cultural changes are difficult and
need supporting throughout an
organisation and at all phases.
Exchange of views and access to
data-driven knowledge are
important and could help reduce
behavioural ‘addictions’. In-depth
analysis of drug discovery case
studies and success stories
contributes substantially to these
efforts, and towards the
understanding of true compound
quality.

– Resist timelines that compromise
compound quality.

–
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1.6 CONCLUSIONS

It has been shown that oral drug physicochemical properties are rather restrictive. Yet we ob-
serve that the industry is pursuing fewer drug-like molecules, which appear to be increasingly
failing to progress through clinical development. We acknowledge that drugs can be found
outside the space represented by the Ro5 and related guidelines. However, we hypothesise that a
portfolio comprised of such molecules would suffer greater attrition than a portfolio with a
drug-like property distribution, and its success would require greater serendipity. A rational
approach should focus on the area of property space with the highest probability of success, but
would not exclude venturing beyond in specific cases, especially if there are strong therapeutic
reasons, no solutions can be found in drug-like space, and advantages of being in suboptimal
space are identified and optimised.

We have discussed how the serial application of reductionist models of human disease and
pharmacokinetics can prove challenging. Each assay system has associated experimental error
and variable biological relevance, making its application in progressing individual compounds
challenging. It is our belief that a careful balance of properties should be pursued in drug
discovery and due weight should be placed on each parameter, based on the best available

BOX 1.1 OPTIMISATION HINTS AND TIPS

� Do not increase pX50 by increasing lipophilicity or size alone. Optimising LE
(pX50�1.37/heavy atom count; ideally 40.4) and LLE (pX50 – log P/D; ideally 45) is
much more important.

� Chemical starting points should be lead like, with potential for progression, ideally
LE40.3 and LLE41–2.

� In optimisation: use plots of pX50 versus clogP, log D, or PFI (log Dþ aromatic ring
count) and MWT. Aim to expand and populate the ‘north west’ boundary (high po-
tency and low log P or log D) by designing compounds with appropriate physical
properties.

� In optimisation: use plots of LE versus LLE, adding in literature molecules active at
the desired target. Aim to expand and populate the ‘north east’ boundary.

� Measure and optimise solubility and in vitro metabolic stability from hit identifi-
cation onwards.

� Obtain in vivo pharmacokinetic data and conduct human dose prediction with early
lead compounds.

� Aim to optimise lead compound dose and dose frequency, not just the pX50.

Table 1.4 Ideal optimised oral physicochemical and ADMET property ranges.

Physical properties Ligand efficiency ADMET

� log D 0–2; log P 2–3
� HBD r 2; PSAo60–70 Å2

� MWTo450

� LE Z 0.4
� LLE Z 5

� Human dose prediction from at least
two species o100 mg (ideally o40 mg to
avoid idiosyncratic toxicity)

� PK–PD established in one species
� 4100-fold selective in cross screening

� Aromatic rings r 3
� No undesirable functional groups
� Lack of overt covalent binding

(excluding target-specific design)
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understanding of the disease. Great care should be taken not to adopt practices that bias the
progression of compounds or unfavourably prioritise optimisation of some parameters over
others. A primary focus on target affinity is not recommended, since this will risk introducing
ADMET-unfriendly physicochemical properties.
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CHAPTER 2

Parallel Synthesis and Library Design

ANDY MERRITT

MRCT Centre for Therapeutics Discovery, 1-3 Burtonhole Lane, Mill Hill,
London NW7 1AD, UK
E-mail: Andy.Merritt@tech.mrc.ac.uk

2.1 INTRODUCTION

Why do companies build and maintain large chemical libraries? Often described as the most
important asset of a pharmaceutical company’s research arm (the ‘crown jewels’1) they are
typically the product of a large number of man years for internal synthesis plus a significant
(multimillion dollar) spend on external compound acquisition from an ever widening range of
commercial sources. Significant overhead is spent annually on selecting, acquiring, synthesising,
maintaining and analysing compounds and the investment in facilities to curate, protect and
distribute collections,2 with direct equipment costs estimated to fall in the $1–2 million range.3

The answer to the initial question in the previous paragraph is clear—to increase the chance
of finding something novel. For any company progressing lead discovery and optimisation
programmes, if enough is known about a particular target and the type of molecules capable of
interacting with it (in a pharmacologically relevant manner) then as long as there is novelty
inherent in that knowledge, a curated and diverse collection of compounds is not required. All
that is demanded of a compound management process in that situation is the shepherding of
new compounds through any required assays to support project progression. However for other
targets, often early stage and novel, but also fast follower targets where an organisation is trying
to catch and overtake the known state of discovery, a compound collection becomes an in-
valuable source to potentially find something novel (usually a small molecule start point, but
also target validation tools) that can be used to initiate a medicinal chemistry discovery
programme. Where little or nothing is known about the requirements of the target active site in
terms of preferred interacting molecules then that search may most likely be based on complete
sampling of as much variety of chemical space as possible. If there is predetermined knowledge
of the target (specific protein structure or knowledge of closely related proteins) then it may be
possible to sample the compound collection to produce a set of compounds with a predeter-
mined bias towards that target. However, whether the target structure is known or not, the main
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element of the screening exercise is the same—to find something new by accessing and sam-
pling the best possible selection of hit, lead or drug like compounds available. Of course such
an approach should not be considered in isolation for any new target, and should be carefully
considered alongside other more rational design and established empirical medicinal chem-
istry approaches that are highlighted in many sections of this book. But it is true to say that
there are now many examples where well designed arrays associated with high throughput
screening methods have led to compounds that are now into the clinic.4 For example, Sorafenib
(Bayer/Onyx)5 and Dasatinib (BMS)6 are both tyrosine kinase inhibitors discovered in part from
initial high throughput screening (in 1994 and 1997, respectively) followed by targeted array
synthesis (Figure 2.1).

So what could be defined as a well-designed library? Like the old story of economists, put five
chemists into a room and ask that question and the likelihood is that you’ll get at least six
separate answers. Indeed, studies have shown in some cases just asking the same chemist twice
on separate occasions can provide differing results. In a 2004 study by Pharmacia7 when
chemists were asked to select/reject compounds from a set of 2000, the average pairwise
agreement within the 13 chemists included was only 28%. Moreover nine chemists were sub-
sequently given the same set of compounds to repeat the rejection process, with a result of only
51% consistency. But putting personal subjectivity aside there are some underlying principles
that can be applied and are independent of any one favourite algorithm for selecting A over B or
grouping X with Y instead of Z. It was during the initial development of combinatorial chemistry
approaches to collection design in the 1990s, and the associated explosion in chemical tech-
nologies (design, synthesis, purification and analysis) that many key concepts of successful
application of library design to drug discovery were learnt (or in many cases relearnt after
having been forgotten!). The next sections of this chapter will briefly review the historical de-
velopment of key approaches to library synthesis and construction to illustrate how we have got
to our current stages of compound library and screening collection design. The remainder of
the chapter will then focus on design strategies for general compound libraries and larger
targeted arrays aimed towards specific protein classes. The development of the concepts and
specific technologies of combinatorial chemistry and the application of combinatorial ap-
proaches to specific target prosecution (sometimes through equally large libraries) is beyond
the scope of this chapter and has been covered in detail elsewhere.8

2.2 THE START OF COMBICHEM IN DRUG DISCOVERY

The development of miniaturised screening leading to high throughput approaches was a
significant advancement of drug discovery.9 The standardisation of assay format into microtitre

CF3
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Figure 2.1 Examples of marketed drugs where high throughput screening and optimisation were part of
the discovery process.
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plates, initially 96 well format, alongside the development of automated processing, radically
changed the opportunity for screening to deliver new leads into drug discovery programmes.
Automation of plate movement, liquid handling and plate reading processes meant that where a
few 10s of compounds may have been tested in a day by manual techniques, suddenly 1000s
were possible in enzyme, (membrane bound) receptor and even whole cell assay format. Further
enhanced by the miniaturisation of wells on the plates, from 96 to 384 (and subsequently 1536),
high throughput screening of compound collections of 100 000s or more became clearly feas-
ible, and when run alongside mechanism and knowledge/structural based targeted screening
approaches provided much greater opportunity to identify novel lead series and structural
classes.

As high throughput screening developed rapidly in the late 1980s and early 1990s attention
was turned to the feedstock for such efforts—company compound collections. These had
typically built up by a combination of ‘file’ compounds from previous and ongoing lead opti-
misation programmes and natural products, sourced either from in house fermentation or
through external acquisition of samples, be they soil, microbe or plant derived. A compound
collection of one to two hundred thousand such compounds was not atypical, but the potential
for further growth through these traditional routes would always be limited. A ‘traditional’
medicinal chemist was likely to add no more than 40–50 compounds in any year, and perhaps
even more significantly any file collection built on past programmes would clearly only repre-
sent those chemical areas that had been of interest. Many collections were significantly
populated by specific structural classes, for example b-lactams or steroids. Meanwhile natural
products were often complex structures, difficult to work with in lead optimisation, and be-
coming harder to source with exclusivity. International treaties correctly limited the ability to
source natural products from countries without due regard to intellectual property ownership10

and even when novel active natural products were identified, it was possible for more than one
company to independently and concurrently identify the same structural series.11,12

So if high throughput screening presented the opportunity to screen 100 000s of compounds
in a matter of days whilst collection sizes were still limited, alternative mechanisms to grow the
collections were targeted. Collection sharing deals were struck between companies13 and this
concept was effectively continued in the mergers of the 1990s14 where the formation of com-
binations such as GlaxoWellcome, Smithkline Beecham, AstraZeneca, Novartis, and Aventis, for
example, provided immediate increases in corporate collection size. A recent analysis15 of the
combination of compound libraries from Bayer Healthcare AG and Schering AG following the
takeover of the latter by Bayer showed a very low direct overlap of chemical structures between
the two organisations (0.04% for in house synthesised and 1.5% in total) and reached the
conclusion that collaborative screening efforts between companies (either through consortia or
the result of more commercial takeovers) would be an effective means of increasing diversity
coverage of screening libraries.

In addition, acquisition of compounds from external sources was increased, both from
commercial and academic sources. Commercial suppliers provided compounds that could be
added to screening collections, though these were available to all companies, thus raising
concern over intellectual property control, and at that time were limited to only a few suppliers
of fine chemicals. Access to more varied chemistry was available through academic collabor-
ations, and many academic groups found they could fund several aspects of their research with
money from compound selling, however a combination of structural integrity, purity, and
sustainability of resupply were all potential issues for the pharmaceutical companies using this
approach.

The optimum solution for companies appeared to be a combination of the above, but en-
hanced with an even greater component derived from a significant increase of productivity from
their own chemists. Such internally derived compounds would be proprietary, exclusive and
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could be targeted if necessary to areas of most interest to the company concerned. Knowledge
would be retained for further synthesis, follow up and analogue work thus providing confidence
downstream of any initial positive results. The rapid development of high throughput screening
had demonstrated that technology and rethinking of strategies could in combination provide
major increases in productivity, and drug companies began to consider whether this could be
also true for chemistry.

Fortunately such ideas and approaches had already been developed, though not in the field of
synthetic organic chemistry but in peptide chemistry. The technology and methodology of solid
phase chemistry had been developed by Merrifield16 in the 1960s and subsequent automation of
the approach, maximising the advantages of forcing conditions (through excess reagent) and
purification (through filtering), was well developed by this time.17 Indeed, some solid phase
work with non-peptide structures had been developed by the 1970s18 though had not achieved
widespread use in mainstream synthetic chemistry.

The ability to carry out peptide chemistry on support in parallel was demonstrated by
Geysen19 with the development of polystyrene coated pins. Using this methodology synthesis
could be carried out in spatially addressed arrays so that common steps (deprotection and
activation steps for example) could be performed using bulk reagents and reaction vessels. At
around the same time Furka20 was developing the approach of split and mix using resin beads
to allow synthesis of large numbers of peptides (albeit as mixtures) in very few reactions (Figure
2.2). Houghten21 introduced the compartmentalisation of resin beads as ‘‘teabags,’’ thus
allowing a more efficient and scaled up handling of the process, and introducing the idea
that packaged resin could then be traced through the synthetic sequence thus allowing iden-
tification of the resulting compound (or compound mixture depending on the approach
adopted).

Figure 2.2 Polymer supported strategy of split-mix synthesis in the production of screening compound
libraries.
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These initial developments focused on manufacturing large numbers of small peptide frag-
ments, used for example to evaluate protein–protein interactions (epitope mapping)22 or en-
zyme23,24 and antibody25 specificities. The mixtures produced using the split mix approach
needed to be deconvoluted to single active compounds, and a number of methods were de-
veloped, including iterative deconvolution26 (fixed positions in mixtures and subsequent
sub-library synthesis), positional scanning27 (replicated synthesis of same library but with a
different fixed position in each mixture) and orthogonal pooling strategies28 (replicated syn-
thesis with orthogonal chemistries allowing different pooling strategies) (Figure 2.3).

Figure 2.3 Deconvolution strategies to identify single compound hits from pooled samples out of split-
mix libraries.

36 Chapter 2
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For readers interested in the statistical effectiveness of such strategies and the subsequent
development of these approaches for HTS, especially with implementation into post synthesis
pooling, the review by Kainkaryam and Woolf is worth reading.29 The authors explore the
concepts of adaptive versus non adaptive pooling strategies and provide several further ex-
amples of the effectiveness of the approaches.

2.3 FROM PEPTIDES TO SMALL MOLECULES

The ability of combinatorial chemistry to make large numbers of peptides, combined with
various new screening approaches did not escape the attention of those involved in early hit
identification programmes. Although peptides were not suitable compounds for lead identifi-
cation, analysis of drug discovery literature confirmed what many practitioners were aware of,
that the large majority of drug discovery programmes involved amide bond formation or related
reactions (including heterocycle formation through subsequent dehydration). As such, many of
the drug discovery compounds should be accessible using similar chemistries to those of
peptide synthesis.

The first ‘small molecule’ combinatorial library was published by Ellman,30 who demon-
strated that a library of 40 benzodiazepines could be produced using solid phase approaches,
with three points of diversity, or variation, on the core structure (Scheme 2.1). Ellman expanded
this work, using the pin method of Geysen to give 192 compounds,31 and further expanded this
to several thousand compounds in later publications.32 De Witt described the preparation of
array compounds on solid phase using the ‘Diversomer’ approach,33 coupled with simple
automation that was the first of many automated synthetic approaches to be introduced. That
De Witt was based in industry was significant—the approach of combinatorial chemistry was
clearly applicable to issues of drug discovery where obtaining data to make the next structural
series decisions was the driving component of the research rather than the development of the
core discipline.

Over the following few years the two main strategies of split and mix (to generate large lib-
raries using solid phase approaches) and parallel synthesis (focused on smaller libraries) were
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Scheme 2.1 The first published example of a small molecule array synthesised on solid phase—Ellman’s
benzodiazepine synthesis.30
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refined and developed. The main focus for lead discovery split and mix approaches was on
means of identifying compounds without the need for resynthesis or deconvolution stages,
which typically took too long for fast moving lead discovery projects to allow simple mixture
libraries to have an impact.34 Tagging approaches were developed, where the solid phase was
orthogonally reacted with molecules that could be ‘read’, typically using mass spectrometric
approaches (Figure 2.4).35 At the same time the ‘‘teabag’’ concept of Houghten was further
developed, both with advancements of the container system, but more importantly with the
inclusion of inert radiofrequency tags.36 These then allowed the synthetic history of any con-
tainer to be either tracked or directed, thus combining the potential of split and mix with both
the potential scale and single product outcome of parallel methods.

At the same time there were also rapid developments in both the range of chemistry ap-
plicable to solid phase and in alternative approaches looking to maximise the advantages of
solid phase techniques whilst keeping those of solution phase. The range of chemistries on
solid phase became almost as broad as traditional solution chemistry,37–39 though in the
context of this review it is worth noting (perhaps discouragingly) that a recent review40 of the
current ‘medicinal chemistry toolbox’ showed a similar prevalence of amide chemistry in drug
programmes. Considering just ‘constructive’ reactions (excluding protection/deprotection and
oxidation/reduction processes) then 24.4% of reactions were simple acylations, whilst an add-
itional 11.3% were N-heterocycle formations primarily through dehydration of intermediate
acylated amines. N/O alkylation (including reductive amination methods) accounted for an
additional 26% of reactions.

Attempts to get the solid phase ‘in solution’ included soluble polymers (e.g. polyethylene
glycol monomethyl ethers,41 non-cross-linked polystyrenes42) that could be precipitated for
purification purposes, and the combination of fluorocarbon fluids and perfluorinated sub-
strates43 to allow separation from both aqueous and organic solution when required. The most
applicable development to address the combination of solid and solution phase approaches was

Figure 2.4 Introduction of encoding tags and strategies to split-mix synthesis.
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in supported reagents, either as scavengers to remove excess reagents or unreacted substrates44

or as removable reagents to catalyse specific reaction steps.45 These approaches have achieved
widespread use in mainstream synthetic chemistry as well as in the combinatorial research area,
and have been extensively reviewed elsewhere.46,47 Further examples specifically associated with
array library design will be discussed later in the chapter in the section on realising a collection.

2.4 MY LIBRARY’S BIGGER THAN YOUR LIBRARY—THE ‘UNIVERSAL’ LIBRARY

Before considering current best practices and use of high throughput and parallel chemistry in
drug discovery and lead optimisation it is important to understand how the initial promise of
combinatorial chemistry failed to deliver, and the subsequent backlash against large com-
binatorial approaches that heralded the start of the 21st century. As has been described above,
high throughput screening had rapidly developed as a key component of drug discovery, to be
utilised where possible alongside other lead seeking strategies to maximise the chances of new
serendipitous results. The need for ‘feedstock’ for the screening regime was compelling a push
to maximise the scale of compound collections. New elements of diversity driven design were
exploring a whole range of new ideas on compound structures.48–53 In this light the power of
combinatorial chemistry to generate potentially millions of compounds could not be over-
looked. Pharmaceutical companies rapidly followed each other in building in-house com-
binatorial groups, whilst external new companies were developed to focus on the technology of
delivering large numbers of compounds. Many of these were subsequently acquired by
pharmaceutical companies, often accompanied with the expressed intent to allow these new
technology companies to continue to operate independently of the mainstream world of drug
discovery.

Thus by the mid to late 1990s there were many groups using combinatorial chemistry to
generate large numbers of compounds, either within pharmaceutical companies or standalone
companies operating fee for service provision of libraries. The range of chemistry and structural
motifs expanded, and groups were able to make libraries of hundreds of thousands of com-
pounds with a wide variety of structures, extremely rich in functionality.

The pinnacle of such approaches were the ‘Universal Libraries’, a concept that developed under
a range of titles in many groups.54,55 The hypothesis was a simple and powerful one. By using a set
of core templates with several differentially protected functionalities and decorating these in a
comprehensive combinatorial fashion with sets of compounds rich in potentially pharmaco-
logically relevant functional groups displayed in directionally controlled manners, it should be
possible to devise a single library that would cover all of ‘pharmacological space’ as relevant to
target proteins in drug discovery. Some groups suggested this could be achieved with only a small
number of cores series, whilst others argued that greater central variety would be needed. How-
ever all had one thing in common—the technology of synthesis, the concepts of spatial design of
the molecules and the power of combinatorial numbers had driven the development rather than
any real consideration of the nature of the resultant structures, which had to be viable structures
for drug discovery optimisation programmes. Indeed at that time the belief was expressed by
some that the need for optimisation itself would be mostly eliminated—after all, from such a large
and comprehensive library surely the drug itself would be present in the first screening.

2.5 FROM COMBICHEM TO HIGH THROUGHPUT CHEMISTRY—REMEMBERING
IT’S ALL ABOUT DRUGS

‘‘The pharmaceutical industry has benefited. . .from rapid access to a large number of novel com-
pounds and related biological data though combinatorial chemistry and high throughput screening.
However this plethora of data has yet to translate into clinical success.’’

39Parallel Synthesis and Library Design
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The above extract from Oprea’s review56 of the impact of combinatorial chemistry is just one of
many that could be used at this point. Clearly the generation of millions of compounds, not to
mention the investment of significant resources into developing technologies, strategies and
expertise had not reaped the hyped dividends so readily promised in the early days of com-
binatorial chemistry. So where did it go wrong?

One of the most fundamental issues was a misconception around the scale of synthetic
compound numbers as they related to all of potential chemical (or biological chemistry) space.
Traditional medicinal chemistry and drug discovery had been a discipline where, once bio-
logical data had pointed the direction, the next compound for test used to take a week to
prepare, and a medicinal chemist was seen as prolific if they added 100 test compounds over the
lifetime of a particular project. The promise of 100 000 or more compounds from a small team
and a few weeks’ effort was therefore clearly a step change. Multiply that by concerted planning
and the promise of hits every time from a library of maybe 1–2 million compounds appeared to
be a reasonable supposition. In short, the naive view was that this step up in compound
productivity was bound to yield success in screening campaigns and optimisation work.
However, as computational chemists had been pointing out all along, the reality of druggable
chemical space was in a completely different dimension. Final numbers vary between advocates
of different techniques, but certainly the number of potential compounds to fill that space can
be measured in numbers vastly greater than could ever be made (indeed greater than the
number of atoms in the universe).57,58 In a conceptual world of perhaps 1070 potential drug
molecules then 106 is never going to deliver every time!

Even if the design of a library meant the potential blockbuster drug compound was intended
to be in the library, the possibility of it actually being present was limited by the quality of the
chemistry of the early libraries, and moreover the means of assessing whether it was in there did
not exist. Although analytical (and purification) tools and capabilities have become much more
powerful (vide infra) in the early days it was only possible to assess quality through extensive
validation of the chemistry on sample sets and then build confidence by sampling a subset of
final compounds, though even this step was not viable if split mix approaches yielding mixtures
of compounds were being pursued. Solid phase methods especially were prone to producing
varied yields in parallel steps, and the final cleavage of compounds often could generate un-
expected and indefinable products due to the often forcing nature of cleavage conditions.59

The combinatorial chemists of the 1990s set themselves up as the new force in drug discovery.
Although other areas of chemistry saw and utilised the potential of combinatorial approaches60

it was in drug discovery that the practitioners viewed their way as revolutionary, leading as it
would to a complete change in approaches to lead identification. As such, those who got in-
volved in the field were often excellent scientists who were driven by the development of
technology and the strategies of maximising the value of those technologies. Attempts to spread
combinatorial approaches into mainstream drug discovery were at best of limited impact.61 The
belief that they were developing a whole new, and more effective, science for drug discovery is
well illustrated by the publication challenges and how they were overcome. As the early prac-
titioners of combinatorial chemistry looked to publish work they found the mainstream jour-
nals reluctant to accept manuscripts, demanding as they did levels of quality assurance and
data than were not only not being gathered but due to the nature of the techniques of the day
were not even feasible. Rather than work within the established literature constraints to refine
how combinatorial chemistry could be adapted the result was the establishment of new journals
dedicated to the science of Combichem.62

The separation of combinatorial technology approaches from mainstream drug discovery had
a most significant impact on the design of libraries. Driven as it was by the desire to produce
large numbers and to make maximum use of the associated technologies, it was almost
inevitable that the libraries produced would have large, highly functionalised structures.63
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In addition, the production of large numbers of compounds around similar core structures
created an illusion of diversity but in reality exacerbated the issue identified so much earlier
within compound collections being dominated by common core motifs.

The rehabilitation of combinatorial chemistry (as high throughput chemistry) was enabled by
a number of analyses of problems associated with the earlier approaches (leading to several
strategies such as described below), alongside the more widespread development of under-
standing of factors critical in limiting attrition in potential drugs across all aspects of drug
discovery. Three particular strategies are worth noting here as they have had major impact on
the design of combinatorial approaches; the physicochemical properties of drug structures and
their ability to cross biological membranes; the size of lead molecules and subsequent opti-
misation impact; and the incorporation of experience and knowledge into targeted library
approaches.

The first of these is the seminal publication of Lipinski,64 outlining the ‘rule of 5’ as criteria to
determine to likelihood that a particular compound will pass through biological membranes,
and therefore have potential to act as a drug substance. Early library structures typically had a
profile of properties with mean molecular weight well above the Lipinski limits of 500, and high
functionality counts (especially amide bonds) that inevitably leads to too high a level of both
H-bond acceptors and donors.65 Therefore screening such libraries in any lead discovery phase,
or using such design templates in lead pursuit and optimisation is fraught with developability
issues and, not surprisingly, initial results from such libraries did not become successful
development candidates. As all the Lipinski parameters can be calculated from compound
structures it was simple to incorporate such factors into any design approach, for example using
weighted penalties in a design strategy or just setting hard limits on molecular weight and other
properties.

Extending the physicochemical property limitation further, Teague and colleagues from
AstraZeneca published an analysis that showed that for lead compounds these parameters
needed to be even stricter,66 as lead optimisation consistently added both molecular weight and
lipophilicity to any series as it progressed towards development candidate status. On a similar
note, Hann67 demonstrated that success rate of lead discovery was inversely related to the
complexity of the screening structures, and that for more complex designs the likelihood of
finding a successful hit against a target were very low.

Finally, the application of knowledge of past success has been brought into the design of
libraries, most effectively for large targeted libraries for protein family screening. One example
of this is the work of Lewell and Judd68 where the knowledge of known active compounds
against classes of related 7-TM structures was used to design library building block sets in-
corporating ‘privileged’ substructures. Computational algorithms looked for common feature
motifs across a range of active structures, using chemically intelligent fragmentation ap-
proaches to identify real substructures that could be introduced into new designs.

2.6 REALISING A COLLECTION—TECHNOLOGY DEVELOPMENT AND
COMMERCIAL OFFERINGS

Alongside the development of strategies of design and selection the development of com-
binatorial chemistry and subsequent movement to high throughput chemistry approaches has
driven a number of technological advances. Many of these have been ‘of the moment’; for ex-
ample a number of high level automation approaches were extremely effective in producing
large numbers of compounds but now exist only in archives of scientific equipment. Others
however have become commonplace approaches, as have many of the developments in parallel
analysis and purification, initially driven by the challenge of large number synthetic
approaches.

41Parallel Synthesis and Library Design
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Synthetic automation is perhaps the most notable example of such short lifetime technolo-
gies. As in other sections of this review, fully comprehensive reviews of the wide range of
synthetic automation equipment are available elsewhere,69 and only illustrative examples
are used here. For example, three synthetic automated technologies were in use within
GlaxoWellcome in the late 1990s, all of which are now ‘retired’ (and indeed examples of all have
been donated to the Science Museum in London). Initial solid phase work was driven by ‘Ad-
vanced Chemtech’ ACT machines.70 Based around liquid handling robotics, and using pro-
prietary designed reaction blocks there were a number of designs supporting solid phase
chemistry. At the same time split mix approaches incorporated through the acquisition of
Affymax by GlaxoWellcome were carried out on Encoded Synthetic Library (ESL) synthesisers,71

automation based around adaption of peptide synthesisers with the ability to mix and re-
distribute resin to reaction vessels. Finally an arm of solution phase based work was supported
by the development of synthetic robotics on a Tecan liquid handling bed with adaption for
solvent removal through gas enhanced evaporation.72 Between these three technologies mil-
lions of compounds were synthesised during the late 1990s, however all were to be subsequently
overtaken by the development of RF-encoded encapsulated resin in the IRORI system.73 Using
automated directed sorting with capacity for up to 10 000 vessels this became the workhorse of
large number synthesis, but was itself superseded by IRORI development of the X-Kan,74 with
2D bar-coding replacing the RF tag approach. In the period of only 10 years, within just one
company therefore we have seen the introduction and subsequent displacement of over four
separate automated synthesisers, and in reality several more systems (e.g. Myriad,75 Zinnser
Sophas,76 Argonaut Trident and Quest systems77) were also in use during the same period, again
most of which are now no longer in use.

The type of automated synthetic equipment outlined above has typically remained as tools of
the dedicated diversity chemist, with the development of expertise around synthetic automation
technology, and several groups continue to develop extensions to these approaches.78 Of much
greater impact and lasting effect was the development of simpler parallel reaction equipment,
much of which was developed in pharmaceutical laboratories and subsequently commercial-
ised through equipment manufacturer partnerships.72 Many examples are available and in use
today, but examples include parallel tube based reaction blocks introduced by companies such
as STEM,79 allowing controlled stirring and heating of arrays of solution based reactions at
significant scale, whilst Radleys introduced equipment based on commercialising the common
practices of having several reactions on a single stirrer hotplate.80 The carousel took advantage of
the magnetic field created by a stirrer, whilst the greenhouse allowed reactions to be carried out
readily under inert conditions. For solid phase chemistry a number of block based clamped filter
based systems were introduced, including Bohdan Miniblocks,81 which took advantage of a layout
format identical to microtitre plates, thus facilitating subsequent transfer to assay plates.

As discussed earlier, the development of polymer supported reagents and sequestration
agents has made solution phase approaches to parallel chemistry viable, allowing filtration and
work up approaches to be used in parallel using filtration reagent blocks. This area has recently
been reviewed82 and includes resin capture and release approaches, tagged reagents and sub-
strates. The following examples illustrate how these approaches have been applied in library
syntheses. Strohmeier and Kappe83 used resin capture and release steps in the preparation of
1,3 thiazine libraries (Scheme 2.2). Parlow84 reports the use of 2 different tagged reagents to
support purification by removal of reagent by-products in Suzuki coupling reactions
(Scheme 2.3). Wang85 describes the use of polymer supported phosphines in the wide ranging
syntheses of triazolopyridines (Scheme 2.4). Perhaps the ultimate demonstration of the power
and flexibility of polymer supported reagents and reactions is in the synthetic work of the
Ley group, who has produced several publications of total syntheses of natural products
(Scheme 2.5)86 as well as a number of approaches to library and array syntheses.87
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One now commonplace technique that developed alongside the high throughput chemistry
techniques has been the use of microwaves to heat and accelerate reactions.88 Although it was
initially thought that microwaves could have a specific effect on reaction trajectories and rates,
it is now generally agreed that the primary impact is the same as thermal acceleration, albeit a
much faster and energy efficient one.89 There are specific exceptions where homogeneous re-
actions may be affected by localised heating of solid catalysts90 and recent designs of reaction
vessels incorporate microwave absorbing materials to maximise the effectiveness of microwave
heating.91 However generally microwave technology has the main advantage of rapid heating,
combined with being linked to automatic processing equipment that allows array chemistry to
use this approach as a very specific tool for rapid compound synthesis. For example, a recent
synthesis of dihydropyrimidone libraries using stepwise multi component Biginelli chemistry
and Pd/Cu mediated cross coupling reactions, both accelerated and in high yield, illustrates
some of the range and impact of microwave assisted synthesis (Scheme 2.6).92

Alongside parallel synthesis developments, the ability to analyse and purify large number of
compounds has also developed extensively. The use of scavenger reagents and supported se-
questration approaches, alongside catch and release methodologies certainly improved the
purity and quality of combinatorial chemistry reactions. However it has been the development
of fast, automated LC-MS analysis systems93 and the more recent development of fast, parallel,
mass directed preparative LC94 that has allowed the approach of purifying all synthesised
compounds to take over from previous triage processes,95 whereby moderate to good purity
compounds were typically progressed into screening without additional purification, and only
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Scheme 2.5 Multi step total synthesis of (�)epibatidine using supported reagents and/or scavengers at every step, and with no additional purification
steps.
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the less successful reactions were purified. The ability to estimate concentration using LC
methods96,97 has added a further level of quality into library compound in screening, as assay
level concentrations can now also be determined with greater confidence rather than assuming
only a single concentration across an entire collection.

The development of equipment and technologies to deliver novel chemical libraries within
pharmaceutical companies as illustrated above was driven by the intent to create novelty within
a company’s collections. However, the lack of a wide variety of chemistry applicable to such
approaches, combined with a limited internal resource meant that this could only be partially
successful. As indicated above, some companies addressed this further through the acquisition
of small synthesis companies, whilst others commissioned the external creation of companies
to focus more closely on pure synthesis of collection compounds. However, the opportunity for
alternative external support of collection development was not missed by others, and companies
offering compounds for sale, often acquired through collaborative approaches with academic
institutions, became more prominent. Initial issues of compound quality and of access to
material for follow up studies plagued this process, but as more companies became involved
and began to offer higher quality assured products the option to build collections though
purchase of compounds became more prominent. In particular the opening up of the former
Soviet states in Eastern Europe and Russia allowed the rapid development of a number of
companies offering compounds, initially brokering academic sourced material but rapidly
moving towards commissioned and designed libraries. Today there exists a highly competitive
supply market built on a long tradition of good organic chemistry in these regions that offer
screening sets targeted to particular proteins, general screening sets with the ability to cherry
pick bespoke selections, custom synthesis of novel structures around array formats and full
contract research services.98 This market has developed in response to the needs and quality
demands of the customers, typically the large pharma organisations, though many academic
grant applications have been built around a component of library purchase for novel target
investigation in universities. Many of the companies are now correctly regarded as design
leaders in their own right, developing algorithms and approaches to defining novel chemistry
and chemical space. As an illustration of the most well-known and valued companies, Table 2.1
shows a breakdown in percentage coverage terms of the top eight suppliers that MRCT used in
an exercise in 2011 to build a representative diversity set suitable for screening in academic
laboratories with modest HTS capacity.

In addition, the suppliers have continued to take note of the developing understanding of
undesirable structural types and properties. Knowledge of many of these has only developed
through screening and (failed) follow up across a number of targets, and publications such as

EtS
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Scheme 2.6 Microwave assisted synthesis of a library of dihydropyrimidones.
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the PAINS paper from Baell and Holloway99 are now used to help define desirable chemical
space by suppliers. However, the onus still rests with the purchaser (caveat emptor) to ensure
that any process of compound acquisition has robust mechanisms of analysis and filtering that
are maintained to current knowledge to maximise the likelihood of quality hits from any screen,
and such approaches will be outlined in the following sections.

At the time of writing the total commercial offering of screening compounds is in the excess
of 20 million compounds and the efficiency of compound delivery, cherry pick selection and
variable quantity supply at modest cost per unit item means that purchase of compounds is the
preferred route for rapid collection development for the majority of parties interested in de-
veloping libraries for screening. Sub-selection from the commercial offering for initial library
preparation also supports initial follow up of screening results through purchase of similar
structures—‘analogue by catalogue’ (vide infra). There is still some question however over the
absolute breadth of coverage of commercial offerings, in the same way that combinatorial
‘universal libraries’ were once believed to represent all of chemical space. In a follow up paper to
the PAINS publication Baell has postulated that the commercial offering of millions of com-
pounds is a ‘shallow pool’ that can be represented with fewer than 350 000 compounds,100 and
undoubtedly there are many more regions of chemical space that could be opened up and
explored by alternative chemistries (and indeed technologies, such as the DNA encoding ap-
proaches that can increase the compound count to billions—more on that later)—the question
beyond this chapter (though picked up in other sections of this book) is how much of that is
truly ‘drug space’.

2.7 DESIGN STRATEGIES

As highlighted in the introduction to this chapter, a compound collection can be broadly cat-
egorised as supporting two types of investigation—either looking for start points for discovery
programmes where little or nothing is known about the target or for maximising the chances of
finding novel results for targets where we believe we do have some understanding of the
underlying requirements for that target (usually but not exclusively structurally derived). The
first approach requires a focus on diversity and as wide a selection of compounds exploring
chemical (or drug like) space as possible, though there are limitations that need to be con-
sidered around structures carrying unwanted liabilities that may potentially limit the devel-
opability of a particular series. The second approach needs to rely on structure guided
knowledge to allow the library to focus down to advantageous regions of chemical space (often
around ‘privileged’ motifs and structures). A good chemical collection design strategy can and
should encompass both components (at least for collections intended for broad usage—an
organisation whose whole focus is on one particular protein target class would do best to focus

Table 2.1 Top eight suppliers of compounds used in a recent 10K library
construction at MRCT.

Supplier Compounds % of library

Enamine Ltd. 3117 31
ChemDiv Inc. 1530 15
ChemBridge Corp. 1459 15
Vitas-M Laboratory Ltd. 1026 10
Maybridge (Thermo Fisher Scientific) 960 10
Life Technologies Corp 619 6
Asinex 606 6
InterBioScreen Ltd. 382 4
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towards maximising coverage around knowledge based design for that target class). However for
the sake of clarity the two types of use (and relevant design) will be considered sequentially in
this review.

2.8 DIVERSITY COLLECTIONS

Approaches to diversity, with extensive focus on the algorithms behind computational, che-
minformatic and mathematical modelling, and the comparative analysis of the effectiveness of
such design strategies, have been extensively discussed elsewhere101–104 and are covered in
other chapters of this book; a relatively high level appreciation is all that is necessary to illus-
trate the issues relevant to this chapter. Indeed, the effectiveness of any particular diversity
model and design strategy is difficult to quantify objectively, as by the very nature of the use of
such diversity libraries sparse data sets are created as primary outcomes, with the majority of
data based on single point biological measurements that even when positive are not exhaust-
ively followed through to confirmation. Potential chemical structures of interest are typically
rapidly reduced down to a small number of compounds through cascades of counter screening
(again often single point), calculated physical properties, and structural evaluation based on
chemist intuition and it is this smaller subset that then may have more detailed data measured
and evaluated. The objective of any novel target drug discovery screening campaign is to reach a
decision point on ‘hit identification’ as fast as possible preferably generating a few good
structural series for further medicinal chemistry development rather than on statistical valid-
ation of the effectiveness of any particular design strategy. A screening campaign is expensive in
both time and consumable costs (often under close scrutiny to remain tight to budget and
timelines) even when focused as rapidly as possible towards the hit finding goal and it is not
surprising that experiments to understand why a design strategy may be effective or otherwise
are not considered worth pursuing.

Although objective result based evaluation of a collection design is therefore rare, the im-
portance of applying good design principles, especially around those learnt through the mis-
takes of the earlier days of chemical libraries, is clearly understandable. A good design must
first and foremost try to limit the presence of undesirable compounds (why have them if they
will never be followed up) whilst working to the physical constraints of the collection itself and
the means of generating such collections (for example, it is easier to achieve a very favourable
property profile through individual purchase of compounds but may be more cost effective and
efficient to generate compounds through a combinatorial synthesis approach that will generate
a wider profile of properties, even though this will produce a small number of undesirable
structures). The overall size of a collection should reflect the constraints set by physical capacity
(how many compounds can be held and processed by a particular group or organisation), level
of automation in both compound handling and screening (what capacity of screening is actually
achievable) and the cost per well of particular screening targets (is the focus on high
throughput, low cost biochemical assays or higher cost cell based or complex reagent based).

Once the realistic limits of the size of a collection have been decided, then the next stage is to
determine the highest quality selection of compounds to use as the potential library selection
set. This could be defined from commercially available compounds and/or based on virtual
libraries from available and reliable synthetic transformations available to the library designers
(again the synthesis of these libraries may be from commercial suppliers as well as in house
resources). The use of virtual libraries based on parallel and combinatorial synthesis ap-
proaches brings additional constraints of practicality, as sparse synthesis of representatives of a
matrix of compounds is often much more labour intensive than blanket synthesis of all, but
again this is a balance that needs to be considered for each case in turn and cost/value analysis
carried out for each synthesis design and sub-selection strategy. For the sake of this process
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however this review will focus on the commercial purchase strategy, but all the decision pro-
cesses can and should be equally applied if using a synthesis driven approach.

All commercial compounds available need to be collated together and then analysed to re-
move those compounds that would not be wanted in a general diversity screening campaign—
that is anything that can be predicted to have toxicity or promiscuity effects, plus all compounds
where the molecular properties and physicochemical parameters mean that the compounds
would be very unlikely to be successfully progressed to a small molecule drug candidate. Once
again the actual values of for example molecular weight cut-off or polar surface area value are
subjective decisions based on the strategy and previous experience of the designer and the
organisation involved, and many different views will exist, though in a study on using the
wisdom of crowds to develop compound libraries Agrafiotis105 found some strong common held
understanding of important properties and parameters. This study involved medicinal chemists
from six different Johnson and Johnson Pharmaceuticals R&D sites across the US and Europe,
and examples of the findings are shown in Table 2.2. One overall finding was that it appears
easier for chemists to agree on molecules that they do not like rather than on those that they
may all favour.

Many exclusion filters applied at this stage are well understood and include historic con-
siderations such as those based on known reactive and toxic functionailities;106,107 these will
include structures such as alkylating agents (epoxides, aziridines, activated alkyl halides etc.),
acylating agents (acyl halides, anhydrides, sulfonyl halides etc.) reactive carbon–heteroatom
multiple bonds (aldehydes, ketones, imines, 1,2-dicarbonyls etc.) and heteroatom–heteroatom
single bonds (disulfides, perethers etc.). Others are those that have been learnt through several
years of high throughput screening99 (and having been the repeated subject of failed hit to lead
prosecutions). The actual mechanisms by which these compounds may interfere with screens
are varied, and will include off target effects through promiscuous activity, false screening re-
sults due to protein aggregation, non-stoichiometric non-specific binding or interference with
assay read out technologies. It should also be remembered that knowledge around problem
structural types and functionalities is continually developing and regular reanalysis of a
screening collection based on updated filters is to be recommended. A single structural type to
illustrate these issues is shown in Figure 2.5.

Rhodanines and related thiohydantoin structures have been identified in a multiple of
screens across a wide range of target classes. A comprehensive review108 of this class of com-
pound concluded that many of the results could be put down to aggregation effects, reactivity to
proteins (through a conjugate addition mechanism) and the generation of reactive compounds
through photochemistry during assays. However in another study,109 a large library of rhoda-
nines and other related structures were synthesised and analysed for their propensity to hit
multiple targets. Structures containing an exocyclic sulfur double bond and with a benzylidene
substitution (thus creating an extended aromatic system) were identified as ‘frequent hitters’.
However further studies precluded both aggregation and protein reactions as mechanisms

Table 2.2 Preferred compound properties identified by ‘crowd
sourcing’ methodology within Johnson and Johnson.

Property Preferred Disliked

Molecular weight 300–400 o250 or 4425
Rotatable bonds 4 o3 or 46
H-Bond donors 1 42
H-Bond acceptor 3 o2 or 44
ALogP Dependant on

target location
44
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involved—the authors concluded that the electronic and hydrogen bonding potential of these
structures led to the formation of a wide range of weak/moderate molecular interactions. As
such the compounds were acting in a specific manner, but were able to do so with a wide range
of proteins.

A typical process to define a diversity based screening collection can therefore be summarised
in Figure 2.6.

In brief, an initial collection of commercially available compounds is drawn together from
reliable suppliers (another aspect that in reality is developed through experience of ordering
compounds—it is important to use suppliers that have the track record of delivering com-
pounds to order, as any design will be compromised if suppliers cannot supply their catalogue
compounds). This set is then subjected to filters to remove undesirable and reactive structures
and functionalities. Additional property limits will also be applied, such as molecular weight
and lipophilicity ranges to ensure the set falls within a desired range of properties (again de-
pendant on the type and use of the set—for example, focus on CNS targets may have a different
lipophilicity profile), yielding a final set of available and acceptable structures. At this point the
application of a selection method is required to reduce the numbers down to a final level that
can be accommodated in the physical limitations of the collection housing. This will typically be
a two-step process, with firstly some form of structural based algorithm applied which places
the available compounds into clusters of ‘like’ compounds—the definition of like being based
on the algorithm applied (most commonly based on Tanimoto similarity indices).110,111 A
second stage sampling method is then applied to the clusters to select representation of the
clusters. Statistical methods112 have been developed to consider the optimum number of
compounds that need to be selected to maximise the potential of finding a hit from a cluster

SNH

S

O R

SNH

S

O R

NHNH

S

O R

NHNH

S

O R

Rhodanines

Thiohydantoins

Figure 2.5 Rhodanine and related heterocycles—frequent hitting PAINS or viable hit to lead start points?

Figure 2.6 Typical process flow in the design and selection of a screening library from commercial
sources.

49Parallel Synthesis and Library Design

08
:3

6:
02

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
00

32
View Online

http://dx.doi.org/10.1039/9781782621836-00032


(assuming that there is a hit in that cluster), but in simplistic terms the intention is to obtain a
sufficient density of coverage of each cluster to maximise the chances of finding a positive from
that cluster whilst at the same time allowing reasonable sampling across all the clusters. Within
the MRCT collection, for example, the range is variable but an aim during the initial con-
struction and subsequent refinement has always been to achieve between 10 and 20 repre-
sentative cluster members for each substructure.

The advantage of using the cluster-selection approach is that it allows the design of an op-
timum representation of a full set of compounds within the constraints applied to the screening
set (most typically size and cost driven). Though used typically to generate screening libraries
that range from 10’s of thousands up to millions of compounds, the approach can be used to
support other diversity based strategies. For example, if the ability to carry out a large (100 000
plus compound) HTS campaign is limited for a particular target (possibly by reagent cost or
technical capability) then sampling of the clustered diversity screening library can be used to
define smaller ‘index’ sets of compounds, based on a sparser selection of compounds from the
original clusters in the initial screening collection build. Clearly such an approach may limit the
statistical likelihood of finding hits for any given cluster (as sampling is much more sparse) but
it may be a pragmatic necessity that allows for a target to still be explored through screening
approaches, and should any hits be found then there is immediate available follow up from the
larger screening set which may then allow rapid assessment of the potential of a particular
structural series.

Sampling of the wider cluster should also be the preferred first steps for following up any hits
resulting from a full diversity HTS. Any hits from a screen should be analysed to identify
whether there are multiple hits from a particular structural cluster. Follow up confirmation
screening should be applied not only to the compounds that were found in the initial screen but
also to other nearest neighbours in the same cluster. Assuming this initial rescreening confirms
interest in the structural series then the next stage should be to return to the larger com-
mercially available cluster that the screening set was drawn from and near neighbours should
then be purchased for screening and the establishing of any early SAR trends (often referred to
as ‘analogue by catalogue’). Although there will never be perfect coverage of all the substituted
analogues a good SAR design would demand, this approach is a highly efficient and time
effective means of rapidly assessing a series’ potential for further SAR development and allows
for comparison between series rapidly. Testament to the (cost) effectiveness of such an ap-
proach (initial screen, confirm close neighbours, explore SAR by accessing wider cluster com-
pounds) is the adoption of similar approaches by many large pharmaceutical companies to
sample their in house diversity compound decks. Often several million compounds in size, the
economics of screening such large collections has become challenging, and smaller sets rep-
resenting the large set are now often screened, with the equivalent of ‘analogue by catalogue’
then being carried out on their in house large set (and also externally with commercial com-
pounds). In one example an exercise based primarily on elimination of molecular redundancy
within a screening file has allowed Pfizer to reduce their primary screening deck by almost 1.5
million compounds.113

Building a diverse screening set based on commercially available ‘lead like’ small molecules is
the most common approach adopted for building and developing a screening capacity.114

However alternative approaches towards diverse sets are used and these can be particularly
valuable for some classes of targets, especially if the outcome of a screen is focused towards the
generation of tool compounds for target validation and biological understanding of a particular
target or pathway rather than the specific identification of a potential small molecule drug
discovery start point. A number of smallish sets of pharmacologically active compound sets are
available, some from commercial sources (e.g. Sigma Aldrich Lopac115 or the Prestwick
screening collection116) whilst others have been built by charitable groups to support specific

50 Chapter 2

08
:3

6:
02

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
00

32
View Online

http://dx.doi.org/10.1039/9781782621836-00032


areas of disease biology (e.g. NINDS set117). Such sets can be used to interrogate biological
pathways, for example in whole cell or in vivo phenotypic screens, as many of the compounds in
the set will have well described pharmacology and underlying target information (albeit often
developed in alternative indication studies). Such sets can also be used for studies looking at
repositioning known compounds for new indications, identifying previous unseen pharma-
cology in novel systems that have the potential to become therapeutic intervention points.

Sets of natural products can serve a similar purpose to the pharmacologically active sets, and
many are available as well defined and characterised sets of isolated compounds (as opposed to
earlier natural product screening approaches based on fractionated uncharacterised extracts). It
has been argued118 that natural products should have a greater success rate in screening for
biologically active compounds given that they are generated in a ‘biological selection environ-
ment’ and certainly hits found from natural products can often serve as tool compounds for
valuable target validation exercises (assuming they have a good level of selectivity) even if they
are not obvious start points for drug discovery programmes due to complexity or limited
availability. In an extension to just accessing and screening natural products, the biosynthetic
pathways themselves can in some cases be used to generate diversity compounds. For example,
the polyketide biosynthesis pathways have been studied and modified to generate compound
sets for biological evaluation.119 Taking the idea one step further and into the synthetic
chemistry domain, the concept of Diversity Oriented Synthesis (DOS)120,121 has been developed
to allow synthetic chemists to focus on delivering structures similar to natural products in their
complexity. This approach allows synthetic chemistry groups to exploit their established
chemistry methodology to generate screening compounds, though it is worth noting that to date
the majority of these efforts have been limited to screening within the local generating groups.

Before moving on to more focused library design it is worth considering the concept of
fragment screening and dynamic combinatorial libraries as parts of the whole spectrum of
diversity screening approaches.

Fragment screening represents an alternative approach to lead discovery and subsequent
optimisation by accessing the widest possible diversity of chemical space using smaller mol-
ecules. Rather than sampling chemical space through a large number of discrete compounds,
fragment screening covers wide areas with few compounds in a very nebulous manner, with any
interactions likely to be weak but still identifiable, and that can subsequently be optimised
through structure guided synthesis and design. Fragment screening has become a significant
approach to diversity screening122 and is covered in much greater detail in the dedicated
chapter of this volume.

The related approach of dynamic combinatorial libraries typically uses a fragment like ap-
proach, but instead of following lead discovery programmes using iterative structural based
design, the concept relies on the protein target itself building directed larger molecules of
interest from a cocktail of fragments present in an assay mixture, using reversible bond forming
reactions.123 Astex have described the extension of fragment screening to generate larger lead
like molecules bound to CDK2.124 Mixtures of aryl hydrazines and isatins were soaked into
individual crystals of CDK2, and under equilibrating conditions reacted in a condensation re-
action to form hydrazones. These were then examined in situ using X-ray crystallography, before
the most promising compounds were resynthesised and fully profiled in typical assays. The best
compound had an IC50 of 30 nM (Scheme 2.7).

Another dynamic combinatorial approach using the target protein to template the chemistry
was described by Sunesis pharmaceuticals.125 In this example, the target Aurora Kinase was
initially modified by site directed mutagenesis to present a cysteine SH close to the putative
binding site. This handle was then exploited in a dynamic combinatorial chemistry strategy
using mixtures of disulphide building blocks, which under the equilibrating conditions
underwent S–S cleavage and reformation of disulphide bonds. Any building block favoured to fit
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in the binding site of the kinase was therefore held close to the cysteine handle in a favourable
position to form a disulphide bridge. The initial series of monomers incorporated a second set
of disulphide links, thus allowing a second round of equilibration with another set of mono-
mers, and finally yielding compounds with activity in the single micromolar range (Scheme 2.8).

An alternative approach to performing reactions directly in the presence of a protein is to
allow the dynamic mixture to equilibrate before introducing the target protein. Therascope have
described such an approach to target novel neuraminidase inhibitors, using reductive amina-
tion chemistry on a scaffold related to known inhibitors.126 In this example the initial imine
formation was performed in the absence of the neuraminidase, and the resulting mixture re-
duced to yield a set of amines that could be profiled by LC-MS. The same reaction sequence was
then repeated, this time with the introduction of neuraminidase during the initial imine
equilibration and following the reduction step the amine profile was again analysed. A specific
number of ketone examples were dramatically amplified by the addition of the enzyme, with all
subsequently shown by resynthesis to be potent inhibitors of the enzyme, the most potent
having a Ki of 85 nM (Scheme 2.9).
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Scheme 2.7 Using reversible dynamic combinatorial chemistry in screening an extended fragment library
in situ during crystal soaking experiments against the protein kinase CDK2.
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Scheme 2.8 Disulfide equilibration in dynamic combinatorial chemistry and subsequent optimisation of
compounds active at Aurora Kinases.
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2.9 TARGETED LIBRARIES

The design of targeted sets of compounds against specific protein classes can be approached
from two complementary approaches akin to other design methods used in computational
approaches to single target drug discovery, either protein structure based or ligand/substrate
based. However, with the intent in designing such sets being to target future as yet unknown
family members of the same protein family, additional care needs to be taken in selecting the
most experimentally validated targets and ligands to build from, and to ensure any alignment of
structures (protein or ligand based) is undertaken with an eye to class related common features
wherever possible. However, even the best designed arrays can provide surprising results as
demonstrated in the design of novel arrays targeting the kinase CDK2127 and related family
members. Based on crystallographic structural data using active oxindole compounds novel
structures were designed around an aza indole structure, with the intent to maximise the
interaction with the hinge region of the active site by picking up additional binding. However,
analysis of the active compounds from the subsequent arrays using crystallography showed that
rather than just picking up additional binding, the novel structures had adopted two new
binding poses, with one even having reversed the direction of the core scaffold in its binding to
the hinge region (Figure 2.7).

Rational design of targeted libraries based on protein structures is likely to be most effective
where a significant amount of structural information around the protein family is known. The
kinase family128 and several protease family sub-classes129 are good candidates for such ap-
proaches, sharing as they do significant active site structural homology between members of the
same family. Perhaps surprisingly, another class of drug targets that has received similar
structural attention is protein–protein interaction targets. In this case it is structural motifs that
are the product of the protein secondary structure that are targeted, for example mimetics of the
spatial arrangement of alpha helix side chains.130

Where limited structural knowledge of the protein class is available then ligand based
screening sets have often been designed around trying to define privileged structures and
motifs from active ligands and inhibitors of related proteins which can then be incorporated
into targeted library designs, approaches that have been outlined by both AstraZeneca131 and
GSK.68 As a simple illustration of the concept, the selection of a tricyclic biphenyl motif to
include as a monomer building block would come from the analysis of known serotonin/
adrenergic reuptake inhibitors (Figure 2.8).

There are however some issues with using this approach to define targeted sets and libraries.
By designing a library around known structural motifs then there is a built in risk that any
results from that library will sit in close structural space to known compounds, which in turn
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Scheme 2.9 Target protein driven amplification of dynamic combinatorial chemistry to identify
favoured constructs for inhibiting neuraminidase following reduction to non-reversible
products.
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brings issues around patentability and freedom to operate. Moreover the grouping of some
common protein structures is often at a superficial and broad level, leading to very generic
designs (for example, libraries purportedly focused for ion channels or GPCRs rather than sub-
classes of these targets). A limited number of studies have shown that for many of these ‘tar-
geted’ library approaches, outside of kinase and some family A GPCR focused libraries, the
statistical results of screening campaigns are no different from using general diversity based
high throughput screening,101 which if done at full scale also brings the potential for moving
into truly novel chemical space for a target class. There are however published examples where
targeted libraries have been used to successfully identify novel start points for drug discovery
programmes, including kinases,129 voltage gated ion channels132,133 and serine/cysteine
proteases.129

2.10 COMBINATORIAL POWER IN DESIGN

The original drive behind the development of combinatorial chemistry to support high
throughput screening was the potential to access very large numbers of compounds using ef-
ficient synthetic paradigms. The limited success of early screening approaches using mixtures,
either synthesised as such or through pooling strategies, combined with the increasing capacity
of screening campaigns meant the focus shifted significantly to one assay one compound
strategies, and this has remained the standard approach to screening in most companies to
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Figure 2.7 Three distinct modes identified for (aza)oxindoles binding to the hinge region of protein
kinases.
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date. However as illustrated in the historical review earlier in this article, a significant pro-
portion of screening has shifted to more targeted approaches, either to specific protein families
or to more refined means of interrogating diverse chemical space. This has been the result of a
number of factors, with the cost of screening large numbers of compounds being a key
component.

The alternative approach to controlling costs whilst still maximising the scale of combina-
torial chemistry would be to return to the screening of compounds as mixtures, and approaches
to support this have continued to develop in parallel to the mainstream developments in single
compound screening. Houghten has continued to use and develop combinatorial libraries
screening methodologies to maximise the effectiveness of compound mixture screening,134

with extensive use of computational135 and mathematical136 modelling to support lead
identification.

Finally, in an approach that takes the art of combinatorial synthesis back to its initial be-
ginnings and focus on very large numbers, the use of DNA encoding to allow the rapid
screening of extremely large mixtures of compounds has been described by several
groups,137,138 illustrated here by the production of 7 million triazine compounds by the
Praecis group (Figure 2.9).139 Making use of the sensitivity of PCR approaches to rapidly
amplify a particular code, libraries of multiple millions of compounds have been prepared,
screened and deconvoluted, though the range of chemistry associated with the small molecule
still carries the same potential restrictions and liabilities associated with previous polymer
bound and tagged approaches. Now part of GSK, this group recently published140 the dis-
covery of highly potent and selective ADAMTS-5 inhibitors using this technology, with the
identification of compounds that did not carry the usual type of zinc binding motif (e.g.
hydroxamic acids) that typically create selectivity issues across other zinc containing metal-
loproteinases (Figure 2.10).

Figure 2.8 Illustration of the process that ReCap uses to identify privileged monomers from known active
compounds.
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2.11 CONCLUSION

Combinatorial practices, be they large library purchase, syntheses or focused efforts of parallel
chemistry around SAR generation, have become widespread throughout the drug discovery
process. The initial promise of Combichem, leading as it did in the 1990s to the development of
specialist teams and companies, has gone through a process of expansion, realisation, dis-
appointment and reassessment, to reach a point where it is a valuable tool, part of the overall
armoury of drug discovery to be used alongside other approaches. Compound collection
numbers, very much the initial driver of the combinatorial explosion, are still significant factors
in defining how drug discovery can be prosecuted. However, rather than the in house (or
commissioned) combinatorial approach it is as much through purchase of compounds that
these numbers are built.114 Whereas 15 years ago purchasing compounds was very often a
lottery of quality, availability and pharmaceutical relevance, it is now possible to build very large
high quality diverse screening sets from commercial sources.

Figure 2.9 Preparation of a three point diversity triazine library with DNA encoding.
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Figure 2.10 Selective and potent ADAMTS-5 inhibitor identified through the screening of a 4 billion
member DNA encoded triazine library.
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So what should be the take home messages from the last 15–20 years of combinatorial ap-
proaches to drug discovery? Well established understanding and due reflection on the multi
parameter complexity of drug discovery should never be displaced by the technological chal-
lenges of a new strategy—after all it is still about finding an active compound that will elicit the
correct response in a physiological system, not about the technology. Universal approaches will
almost certainly never exist, and application of knowledge about the target proteins can
maximise the effectiveness of one design over another. The application of derived drug/lead like
properties at the start of any design strategy will save a lot of time at the screening stages of any
program.

Combinatorial chemistry began as a tool for understanding biological processes. The appli-
cation to drug discovery and the generation of small molecule drug compounds became a
dream that for many developed into a nightmare of over investment and limited return. But
20 : 20 hindsight is always right, and we should not be so quick to condemn the work of the
earlier combinatorial pioneers. Without those pushing the boundaries of the science we
wouldn’t now have an approach that when applied correctly can enormously shorten the dis-
covery cycle and maximise the opportunity to optimise in parallel across a wider range of
parameters than could ever have been imagined. Pick up any copy of the Journal of Medicinal
Chemistry or Biological and Medicinal Chemistry and randomly open to an article—the odds
are now very strong that one of the descriptors ‘parallel’, ‘array’, ‘high throughput’ or even
‘combinatorial’ will be prominent. The hype came and went but the processes embedded and
stayed.

HINTS AND TIPS 1

Typical Equipment for the Parallel Synthesis Chemist

There are many varieties of parallel equipment available on the market, supporting synthesis,
analysis, purification and final characterisation, and it would be impossible to provide a
comprehensive listing here. The following suggestions are those which the author and his
group have found to be useful, reliable and where relevant user friendly. This should not be
viewed as a specific endorsement and many equivalent products are available. Moreover
there is much to be recommended in a pragmatic approach of adaptation of normally
available equipment—the development of some of these pieces of hardware that are now
commercial products began life as elastic band and sealing tape prototypes in the author’s
laboratories back in the early 1990s.

Synthesis equipment: Adaptation of a normal magnetic stirrer to allow parallel reactions
with varying levels of heating cooling and inert atmosphere control can be achieved using
equipment such as the suite of reaction stations supplied by Radleys (www.radleys.com);
including the simple Starfish multiple reaction station, the range of carousel stations and the
greenhouse parallel synthesisers. The latter two series also have the advantage of companion
workup stations that allow for simple work up procedures in a matching format to the re-
action numbers. For more dedicated parallel reaction stations then either the Metz heater
shaker system (also available from Radleys) or the STEM RS series reaction stations
(www.electrothermal.com) provide dedicated parallel tube systems. More specialist equip-
ment, typically relying on sequential flow reactions rather than parallel reactions, is also
available, either for general reaction conditions (see www.syrris.com) or specialist gas re-
actions (H-Cube; www.thalesnano.com/h-cube). Finally the use of microwave heating has
radically changed parallel chemistry capabilities over the past decade, and either CEM
(www.cemmicrowave.co.uk) or Biotage (www.biotage.com) equipment is readily usable in the
research laboratory.
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Work up and purification: Parallel filtration and aqueous extraction processes are avail-
able to match the reaction stations as described above, and parallel evaporation systems such
as the range of Genevac centrifuge systems (www.genevac.com) or gas evaporation systems
such as the FlexiVap work stations (www.glascol.com) allow rapid concentration of multiple
reactions. Filtration cartridges can be used either as simple clean up filters or by careful se-
lection of resin content can allow selective removal or sequestration of various functionalities—
for the range of solid phase extraction (SPE) and filtration cartridges available see suppliers
such as Agilent (www.chem.agilent.com). For more complex purification and separation then
parallel column chromatography such as the Isolera system from Biotage (www.biotage.com)
can process up to four samples in parallel through automated column chromatography.

HINTS AND TIPS 2

Compounds and Functionalities to Avoid—the PAINS of Hit Discovery

As discussed in the main chapter, there have been a number of publications describing the
issues of ‘frequent hitters’ and trying to understand why some structural motifs are best
avoided in any hit to lead follow up program. There are a number of grey areas, and it is not
for this author to state categorically that any particular class of molecule, even if pursued
carefully, will never yield a viable lead compound for further optimisation. However, there are
several classes of compounds that, through repeated evaluation, have clearly been identified
as ‘problem’ structures that should be progressed only with open eyes and an awareness of
the history of similar strategies. That list is ever changing and, as more is understood about
underlying mechanisms of biological non-specific activity, changes in both increasing and
reducing directions. However, the types of core structures highlighted in the PAINS paper99

are always worth treating with care (Figure 2.11):
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Figure 2.11 Illustrative core cyclic and heterocyclic structures identified as having ‘frequent hitter’
potential by Baell and Holloway in the PAINS paper.99
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HINTS AND TIPS 3

Compounds and Functionalities to Avoid—the AZ approach

Perhaps easier to identify and avoid are more specific functional groups and reactive
structures. AstraZeneca has identified a wide range of such functionalities in a recent
paper,141 including several of the following motifs:

Class 1: Bland structures
� Compounds containing atoms other than hydrogen, carbon, nitrogen, oxygen,

sulfur, fluorine, chlorine, bromine and iodine
� Fewer than four carbon atoms
� Fewer than 12 heavy atoms
� No polar atoms (nitrogen, oxygen, sulfur)
� Straight or unbranched structures
� Positively charged atoms (for example, quaternary nitrogen)
� Compounds with three or more acidic groups
� Alkyl or aryl amine (with no other heteroatom)
� Hydroxyl or thiol (with no other heteroatom)
� Only hetero atom is one acid or derivatives

Class 2: reactive structures
� Michael acceptors: C¼C–C¼O, C¼C–CN, C¼C–SO2, C¼C–NO2

� Reactive ester or thioester
� Anhydride
� Alpha halo ketone
� Halo methylene ether
� Acid halide and thio acid halide
� Aliphatic and aromatic aldehyde
� Peroxide
� Epoxide, aziridine, thiirane or oxazirane
� Thiocyanate
� Isocyanate, isothiocyanate
� Isocyanide, isonitrile

Class 3: frequent hitters
� More than two nitro groups
� Dihydroxybenzene
� Nitrophenols

Class 4: dye-like structures
� Two nitro groups on same aromatic ring, including naphthalene
� Diphenyl ethylene cyclohexadiene

Class 5: unlikely drug candidates or unsuitable fragments
� Large ring ZC9
� C9 chain not in any rings
� Crown ethers
� Multi-alkene chain: C¼CC¼CC¼C or N¼CC¼CC¼C
� Diyne: –C�C–C�C–
� Annelated rings such as phenanthrene, anthracene and phenalene
� Two sulfur atoms (not sulfones) in 5-membered rings or 6-membered rings
� Triphenylmethyl
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Class 6: difficult series or natural compounds
� Steroids
� Penicillin or cephalosporin
� Prostaglandins

Class 7: general ‘ugly’ halogenated structures
� Di- or trivalent halogens
� N–, S–, P– and O–halogens
� Sulfonyl halides
� Triflates: SO3CX3

Class 8: general ‘ugly’ oxygen
� Five or more hydroxyl groups
� p-,p0-dihydroxybiphenyl
� p-,p0-dihydroxystilbene
� Formic acid esters

Class 9: general ‘ugly’ nitrogen
� Hydrazine (not in ring)
� Three or more guanidines
� Two or more N-oxides
� Azo (N¼N) or diazonium (N�N)
� Carbodiimide
� N-nitroso groups
� Aromatic nitroso groups
� Cyanohydrin or (thio)acylcyanide
� Nitrite
� Nitramine
� Oxime

Class 10: general ‘ugly’ sulfur
� Five or more sulfur atoms
� Disulfide
� Sulfate
� Sulfonic acid
� Thioketone
� Sulfonic ester (except for aryl or alkyl–SO3–aryl groups)
� Sulfanylamino groups
� 1,2-thiazol-3-one
� Dithiocarbamate
� Thiourea, isothiourea, thiocarbamic acid or thiocarbonate
� Isocyanate or isothiocyanate
� Thiocyanate
� Thiol
� Dithioic or thioic acid

HINTS AND TIPS 4

How to Build a Diverse Collection–The 5 Minute Practical Guide:

The main body of text contains a significant discussion on the steps and processes in de-
signing a collection–but the basic principles and steps can be summarised in a few short
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bullets (and referring back to Figure 2.6 in the main chapter):

� Identify as many viable commercial compound collections as possible
� Collate into a single data set in a format best suited to downstream analysis
� Apply initial exclusion filters based on strategic considerations to reduce to only com-

pounds that would be acceptable in the collection
� Identify any cost and storage constraints to which the overall collection must comply to

determine any size and/or format limitations
� Analyse the compound set using a relevant similarity and clustering protocol to generate

a clustered available dataset
� Select representation from the cluster analysis to meet the number constraints of the

compound collection whilst maximising coverage of the clustered dataset
� Allow chemist analysis of the selected compounds to ensure best options from cluster

selections have been chosen by algorithm
� Spend the money. . . . . . . . .
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CHAPTER 3

Useful Computational Chemistry Tools
for Medicinal Chemistry

DARREN V. S. GREEN

GlaxoSmithKline Medicines Research Centre, Gunnels Wood Road, Stevenage, Hertfordshire
SG1 2NY, UK
E-mail: Darren.vs.green@gsk.com

3.1 PHYSICS BASED VS. EMPIRICAL MODELS

The underlying physical laws necessary for the mathematical theory of a large part of physics and the
whole of chemistry are thus completely known, and the difficulty is only that the exact application of
these laws leads to equations much too complicated to be soluble.

P. A. M. Dirac1

Key to the application of computational chemistry to medicinal chemistry is the calculation of
energy. Accurate calculation of absolute energies, for example the change in free energy upon
binding of a small molecule to a protein, remains an unfulfilled aspiration of computational
chemists. Figure 3.1. Illustrates the complexity of ligand binding when expressed in free energy
terms, involving changes in both enthalpy and entropy, and explains why it is that prediction of
binding energy has been found to be so difficult.

This is a scientific Grand Challenge and it is therefore fortunate that components of the free
energy of binding that are applicable to drug discovery, for example the relative energies of
molecular conformations, or tautomers in heterocyclic rings, are computationally tractable to a
degree of accuracy that is useful in the design of new molecules (see Table 3.1 for selected key
milestones in the development of Computational Chemistry as a scientific discipline).

The key difference between computational chemistry and QSAR modelling is in the
atomistic level of detail that is modelled, with properties of molecules predicted from
first principles study of the atoms that comprise them. This chapter will explore the various
techniques available, outline the approximations which are made in order to enable the calcu-
lation and discuss what these might mean in real life application to medicinal chemistry problems.

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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3.2 MOLECULAR MECHANICS AND MOLECULAR ORBITAL THEORY

Central to all computational chemistry methods is the assumption that the Born–Oppenheimer
approximation holds, that is that the mass difference (a proton is 1836 times heavier than an
electron) between nuclei and electrons is sufficient, so that their motions can be considered
separately.29,30 This assumption then allows quantum mechanical methods to focus on the
electronic state of the molecule given a fixed position for the nuclei, whilst molecular mech-
anics may focus on the nuclear coordinates of a molecule in its ground electronic state.

3.2.1 Quantum Mechanics

The key concept in molecular quantum mechanics is the wavefunction, most often denoted as
C. The wavefunction completely describes the properties of a quantum mechanical system, and
has a value at every point in space. The square of the wavefunction yields the electron density at
that point, and integration of the electron density over a volume gives the probability of finding
an electron in that volume. That the localisation of electron density is not fixed, but can be
computed, is an important result from quantum mechanics, introducing concepts for mo-
lecular recognition such as partial atomic charges and polarisability.

Figure 3.1 The free energy of binding of a ligand to a protein comprises many components. Although
enthalpic binding from direct molecular interactions receives most attention from chemists,
the numerous entropic terms can come to dominate the energetics and these need to be
considered with as much care.
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All properties of the system (molecule, or collection of molecules) may be calculated by the
application of various mathematical operators on the wavefunction (Figure 3.2).

The operator of most interest to us in the energy operator, or Hamiltonian Ĥ, which give rise
to the familiar Schrödinger equation:

ĤC¼EC (3.1)

Unfortunately it is not possible to analytically solve the Schrödinger equation for systems with
more than one electron (the hydrogen atom). It can be argued that this fact spawned the

Table 3.1 Key milestones in the development of computational chemistry as a discipline.

1924 Lennard-Jones proposes the Lennard-Jones6–12 interatomic potential2

1926 Schrödinger develops the ‘‘wave equation’’ that mathematically describes the distribution of
an electron through space.3

1928 Mulliken develops a ‘‘molecular orbital’’ theory where electrons are assigned to orbitals across
an entire molecule4

1929 Lennard-Jones introduces the linear combination of atomic orbitals approximation for the
calculation of molecular orbitals.5

1930 London explains van der Waals forces as due to the interacting fluctuating dipole moments
between molecules.6

1938 Coulson makes the first accurate calculation of a molecular orbital wavefunction for the
hydrogen molecule.7

1946 Westheimer publishes calculations on a series of hindered biphenyls which demonstrate that
observed molecular properties could be rationalised through the use of computed geom-
etries and energies.8

1950 Barton lays down the foundations of Conformational Analysis in a study of steroid chemistry.9

1956 The first ab initio Hartree–Fock calculations on diatomic molecules.
1961 Hendrickson publishes the first use of a computer for force field calculations in a study of ring

conformations.10

1965 The semi empirical method CNDO is published by Pople and co-workers.11

1965 Wiberg employs a Steepest Descent algorithm for geometry optimisation with a molecular
mechanics forcefield.12

1965 The molecular structure drawing program ORTEP developed at Oak Ridge National
Laboratory.13

1970 Gaussian70 made freely available via the Quantum Chemistry Program Exchange (QCPE).14

1970 The term ‘‘Computational Chemistry’’ first used to describe the new scientific discipline:
‘‘It seems, therefore, that ’computational chemistry’ can finally be more and more of a reality.’’15

1972 Wiberg and Boyd describe the dihedral driver method for systematic conformational
analysis.16

1973 Cambridge Crystallographic Data Centre makes its 3D structure files widely available.17

1973 N. L. Allinger describes the modelling of hydrocarbons with a new force field, MM1.18

1975 The first molecular dynamics simulation of a protein is published by Warshel and Levitt.19

1980 The Carbo Index described for the quantitation of molecular similarity based on the 3D
electron density distribution in molecules.20

1982 Kuntz and co-workers lay down the foundations for the DOCK algorithm, the starting point for
a multitude of researchers in the area of virtual screening.21

1983 The Connolly Surface algorithm enables real time visualisation of high quality coloured
molecular surfaces on desktop computers.22

1985 GRID is published by Peter Goodford. A computational procedure for determining
energetically favourable binding sites on biologically important macromolecules.23

1987 Free Energy Perturbation predictions made for the potency of novel Thermolysin inhibitors.24

1987 The Concord automatic 3D structure generation program developed.25

1993 Zanamivir, an inhibitor of the influenza neuraminidase enzyme, is discovered with the as-
sistance of GRID in one of the first examples of protein structure based drug discovery.26

1997 First geometry optimisation of an entire protein using semi-empirical quantum mechanics.27

2010 The first millisecond simulation of a protein is performed using Anton, a computer designed
specifically for high speed molecular dynamics.28
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discipline of what is known as Computational Chemistry and the majority of the key milestones
relate to the 50þ year quest for accurate solutions. The most common technique used is the
Hartree–Fock method, in which each electron is considered to move in a static field of all the
other electrons. This is an iterative calculation which exploits the Variational Principle (the true
energy of a system is always lower than that produced when the Hamiltonian is applied to an
incorrect wavefunction). The wavefunction is first estimated and then iteratively modified to
minimise the energy. In order to make the calculations tractable, the wavefunction itself is
comprised of multiple molecular orbitals, c, each represented by a Linear Combination of
Atomic Orbitals (LCAO) centred on each atom:

c¼
Xn

i¼ 1

ciji (3:2)

Each atomic orbital ji is modelled by mathematical functions designed to mimic the shape of
s, p, d and f orbitals whilst being mathematically efficient (as solving the Schrodinger equation
involves integrating across the overlap of these atomic orbitals). The most accurate atomic
orbitals mimic those derived analytically for the hydrogen atom and are known as Slater Type
Orbitals (STOs). The STO for a 1s orbital centred on an atom is given by:

�SF
1s ¼

z3

p

� �1=2

e� zr (3:3)

Where z is an exponent which varies according to the atom type, the larger the exponent
the smaller the 1s orbital (for hydrogen atom z¼ 1, for the helium atom z¼ 1.69). However,
Hartree–Fock calculations involve computing the overlap between orbitals, and for STOs this is
slow. The best combination of shape and efficiency is achieved by using multiple Gaussian-type

Figure 3.2 The power and versatility of quantum mechanics. All molecular properties of interest to
medicinal chemists can be computed from the wavefunction of a molecule.
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orbitals (GTOs) for each atomic orbital, chosen to provide a best fit to an STO. The form of an
atom centred GTO is:

�GF
1s ¼

2a
p

� �3=4

e� ar2
(3:4)

As GTOs do not describe atomic orbitals well, particularly near the nucleus, normally it re-
quires a combination of at least 3 of these functions to provide a reasonable representation
(Figure 3.3).31 The advantage of using GTOs is that the overlap of two Gaussians is itself a
Gaussian, and this overlap can be computed very quickly. How many and what type of Gaus-
sians are applied to each orbital are collectively referred to as a ‘‘basis set’’.

There are many such basis sets to choose from, but the split-valence basis sets of Pople32 have
been the most successful at modelling the type of molecular systems of interest here. As most
intermolecular interactions are dominated by the valence electrons, more attention is paid to
those atomic orbitals than to the inner shell. Basis sets have a nomenclature all of their own, for
example the popular 6-31G** has the inner shell represented by a single basis function con-
structed from six GTOs, whilst the valence orbitals are represented by two basis functions, one
of three GTOS and the other of just one. The ‘‘**’’ indicates that polarisation functions are
added to both heavy (so d-type orbitals for C, N and O atoms) and hydrogen atoms (p-type
orbitals); these functions allow the electron density on an atom to become anisotropic in re-
sponse to, for example, a directional hydrogen bond. A ‘‘þ ’’ would indicate diffuse functions
(larger s and p functions which tail off slowly as the distance from the nucleus increases) are
added, for example in order to model an ionised carboxylic acid.

These approaches are sufficient to calculate many properties of interest to drug researchers—
dipole moments, charge distributions and bond orders—and can be combined with opti-
misation algorithms to produce energy minimised molecular conformations. A significant de-
ficiency of so-called Restricted Hartree Fock methods (RHF) is the neglect of electron
correlation. As the RHF method considers the movement of an electron in an average, static,
field on all the other electrons in the molecule it cannot model the observed behaviour that
electrons tend to avoid each other where possible. There are many methods developed
to overcome this, such as Møller–Plesset Perturbation theory which obtains a more accurate
estimation of the true energy by writing the true eigenvalues as a power series of ever
more complex wavefunctions, where the basic HF energy is given by the sum of the zeroth- and
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Figure 3.3 In order to fit the mathematical form of a Slater Type Orbital (STO), which is a fine description
of an atomic orbital, multiple Gaussian Type Orbitals must be combined. In this case three
GTOs are used to produce a close match to a single STO.
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first-order energies. To improve on the HF energy it is therefore necessary to add the second
order wavefunction and this level of theory is referred to as MP2. MP2 includes the excitations
obtained by promoting electrons into higher energy orbitals. It is, however, computationally
expensive and is therefore normally used as a single point energy calculation, once the geometry
of the molecule has been minimised using HF methods.

The time required for HF calculations scale at the rate of N4 (where N¼number of electrons
in the molecule) and therefore quickly consume available computing resources (even today).
Therefore, techniques were developed which would allow quantum mechanical calculations
whilst reducing the number of integral evaluations. Incorporation of experimental data and
parameterisation are key to the success of such methods, and give rise to the term ‘‘semi-
empirical quantum mechanics’’ to describe them. For example, the energy of a carbon 1s orbital
can be taken from experimental data rather than computed. The most successful methods focus
on the reduction of calculations required for differential overlap, that is, the interaction be-
tween two orbitals centred on different atoms. The first method, CNDO11 (Complete Neglect of
Differential Overlap) led to a variety of successive improvements (INDO, NDDO), which the most
successful being the MNDO (Modified Neglect of Differential Overlap) methods. These neglect
interactions between certain orbitals, based on atom and orbital type, but allow inclusion of, for
example, the interaction of p orbitals in the C and O of a carbonyl bond. Although conjugation
in such systems is therefore included in the model, the lack of a full inclusion of electron
interactions across a conjugated bond does lead to lower estimates of, for example, rotational
barriers in a molecule such as formamide. There are various forms of MNDO model in use, the
most popular being AM133 and PM334 (or PM6), the difference between these being not in the
level of theory used, but in how the empirical parameters are derived. The advantage of these
methods is that they scale well—modern codes scale linearly with the number of electrons in
the system, whilst providing results which are competitive with moderate basis set HF calcu-
lations (due to the inclusion of experimental and parameterisation, semi-empirical calculations
also include some consideration of electron correlation).

In recent years, quantum mechanics practice has been heavily influenced by a third class of
theoretical approach—Density Functional Theory (DFT). In contrast to HF theory, which is
concerned with determination of the set of single electron wavefunctions (from which electron
density distributions can be derived), DFT directly calculates the electron density distribution
and the total electronic energy. Although the Thomas–Fermi model of 1920s heritage contained
many of the key concepts, it was not until the 1960s that Hohenberg and Kohn35 demonstrated
that the ground state energy and other properties of a system were uniquely defined by the
electron density distribution. This finding gives rise to the language of DFT—the energy of the
molecule is a unique functional of the electron density distribution. There are many advantages
of DFT, in particular the explicit inclusion of electron correlation and many of the methods used
to implement DFT calculations are very similar to those used in HF theory, for example the
iterative procedures to achieve self-consistency. Most of the difficulty in implementation is in
the derivation of the best mathematical function, and in this regard DFT resembles semi-em-
pirical methods. For example, to compute the electron exchange and correlation contributions
to the energy, it is necessary to estimate the electron density, for example the commonly applied
local density approximation (LDA) is based on a model of a uniform electron gas.

Chemists are most likely to encounter DFT as a hybrid calculation with HF methods which
add a correlation term based on electron density to the electrostatic and configuration terms
computed by HF. A popular combination is B3 LYP (Becke’s three parameter functional36 which
combines HF and DFT terms for electron configuration; the Lee Yang and Parr correlation
functional).37 These methods are implemented with traditional basis sets, and therefore a
calculation will often be described as B3LYP/6-31G*. DFT allows the inclusion of electron cor-
relation at a reasonable computational cost, scaling at BN3. However, for the purposes of drug
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discovery, DFT has some serious deficiencies. In particular, hydrogen bonds can be too short,
and van der Waals interactions are poorly handled.38 In contrast to HF theory, where the so-
lution is to increase the level of theory and increase the basis set, improving the performance of
DFT requires the empirical derivation of an improved functional.

3.2.2 Molecular Mechanics

The technique of molecular mechanics (MM) originated with the vibrational spectoscopy
community, who determine the forces holding molecules together from knowledge of the
molecular structure and the observed vibrational frequencies. In vibrational spectroscopy,
electrons are not studied and are assumed to adopt an optimal distribution around the nuclei.
Application of the Born–Oppenheimer approximation then allows the energy of the molecule to
be defined in terms of the nuclear positions.

Due to its origins, in MM the energy of the molecule has contributions from bond-stretches,
angle stretches, out of plane bending and torsional energies with additional terms to describe
non-bonded terms for van der Waals and electrostatic interactions (Figure 3.4).

A common mathematical form for a simple MM method is:

EðrNÞ¼
X

bonds

ki
2
ðli� li;0Þþ

X
angles

ki
2
ðyi� yi;0Þ2þ

X
torsions

Vn

2
ð1þ cosðno� gÞÞ

þ
XN

i¼ 1

XN

j¼ iþ 1

4eij
sij

rij

� �12

�
sij

rij

� �6� �
þ

qiqj

4pe0rij

� � (3:5)

Where r denotes the positions of a set of atoms N. The first term is the bond stretch of two
bonded atoms, which increases as the bond length li deviates from the reference value l0, and in
this implementation is modelled by a harmonic (symmetrical) potential as described by

Bond Stretch

Angle Bend

Bond (torsion) rotation

Electrostatic interactions
van der Waals interactions

Figure 3.4 The fundamental molecular motions and interactions encoded in a molecular mechanics
force field.
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Hooke’s Law. Similarly, the second term describes the energies associated by deformation of a
bond angle from its reference and again is modelled by a harmonic potential. The third, tor-
sional, term describes how the energy changes as a bond rotates and this, necessarily a more
complex term, comprises the cosine of the torsional angle. The final term is a composite
function to describe the non-bonded interactions between atoms and in this instance uses a 6–
12 Lennard-Jones potential for van der Waals energies and a simple Coulomb charge potential,
modified by the dielectric constant, e of the environment (1 for a vacuum, 78.4 for water,
approximately 2 for the interior of a protein).

The reference bond lengths, angles and torsional terms, van der Waals radii and atomic
charges all need to be provided in order for a calculation to be performed. The combination of
the mathematical energy function and the set of required parameters together define a force
field. The first accurate and common purpose force field for hydrocarbons was Allinger’s
MM1.18 Since then, ever more complex schemes have been invented,39,40 adding better bond
stretch and angle terms and so-called cross terms between them (for example, as a bond angle
decreases, adjacent bonds stretch to minimise the 1,3 atomic interactions).

All force fields make use of atom typing. Typically each atom is defined by its hybridisation
state (e.g. sp2, sp3), number or type of substituents (e.g. OH), formal charge (N41) and some-
times bond type (N-amide). Parameters are then assigned to bonds between atom types to re-
produce bond lengths, angles and torsions. A force field can therefore contain hundreds of
parameters.

For applications in drug discovery, such as conformational analysis and protein–ligand
interactions, the most important terms are the non-bonded interactions, which are also the
most difficult to parameterise. There is a multitude of force fields available and is not always
easy to select the most appropriate for a molecule.40 There is certainly no ‘‘universal’’ force field
that reliably models all molecules. Unlike quantum mechanics, where a result can usually be
improved by an increase in theory, poor behaviour with a MM force field is difficult to improve,
as it is not easy to identify a single parameter as the ‘‘fault’’ and even harder to rebalance a force
field after having made a change. It is most common to swap force fields completely in an
attempt to get a better result.

3.2.3 Electronic Distribution and Electrostatic Isopotentials

One of the most challenging set of parameters to derive are the coulombic terms. The energy
function itself is straightforward, but requires that there are charges for each atom. Atomic
charges are one of the major deficiencies in the MM method. Quantum mechanics tells us that
the charge distribution in an atom is anisotropic (uneven); for example, the water molecule
has two lone pairs (high electron density) and two hydrogen atoms (low electron density) ar-
ranged in a tetrahedral configuration. Many force fields, however, use a single charge centred
on each atom, a ‘‘monopole’’. There are a variety of methods for determining partial charges.
Quantum mechanics calculations are now the method of choice, with the earliest method due to
Mulliken,41 who proposed that each atom receive half of the electron density where that was due
to contributions from two atoms. However, this method neglects differences in electronegativity
between atoms, and is also highly dependent on the basis set used. Other, more empirical,
methods were adopted, such as the widely adopted Gasteiger–Marsili method.42 This is an it-
erative approach, based on electronegativities of atoms. Each atom is allocated a starting partial
charge (based on atom types) which is then modified by the difference in electronegativities of
the bonded atoms. As this is a pairwise comparison, these changes are iterated until the charges
no longer change (the process has reached convergence). Once ab initio quantum mechanics
calculations were sufficiently accessible, a new method came to dominate: fitting atomic
charges to reflect the electrostatic potential of the molecule.
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The valence bond model of molecules has been hugely successful. It allows an orderly de-
piction of molecules where electrons are assigned to bond orders of whole numbers (single,
double, triple), where formal charges are assigned to atoms (e.g. Nþ ) and where chemical re-
actions occur by movements of whole electrons between bonds, rationalised by the drawing of
curly arrows. None of this is real, of course, with only the complexity of the—quantum mech-
anical—truth preventing wholesale rejection of this over-simplified model of chemistry. How-
ever, if we wish to model molecular recognition, we are forced to abandon representations that
are useful to human minds, and to adopt representations that are closer to what a molecule
‘‘sees’’, and feels, about other molecules. The molecular electrostatic potential43 of a molecule
can be calculated at any point in space, for example, at the location of a protein atom even if the
molecule is far away. As electrostatic forces are relatively long range, and are large at short
range, the MEP of a molecule is an excellent description of how the molecule is ‘‘seen’’ by other
molecules and the magnitude of the MEP at any point describes how forcefully its potential
energy might be ‘‘felt’’ by another molecule. The MEP can be calculated from the wavefunction
by placing of a unit positive charge at a point in space and summing the coulombic interaction
energies between it and the electrons and nuclei in the molecule (therefore, one can also cal-
culate an MEP from a molecular mechanics force field). An MEP at a single point in space is not
in itself particularly useful, therefore it is usual to calculate the MEP surface of a molecule on a
surface, typically chosen close to the van der Waals radii of the atoms, or at constant electron
density. This surface is an excellent visualisation of the molecule (Figure 3.5), but can also be
used to derive accurate partial charges for a molecule for use with a force field, which by def-
inition cannot pre-define partial charges for all possible molecules. In the standard CHELPG
algorithm,44 a regular grid of points are placed around the molecule, extending to 3 Å further
than the van der Waals radii of atoms in the molecule. A set of atom-centred partial charges are
derived using a procedure that minimises the error function (difference between the electro-
static potential values from the quantum mechanics calculation and that produced by the
partial charges) subject to constraint that the partial charges sum to the total molecular charge.

3.2.4 Dimensional Molecular Similarity

If the molecular electrostatic potential is a good representation of how a protein sees a ligand,
then two molecules with similar MEPs should share similar biological properties. The similarity
between two MEPs can be defined using the Carbo index:20

RAB¼
Ð

PAPBdvÐ
P2

Adv
� �1=2 Ð

P2
Bdv

� �1=2
(3:6)

Figure 3.5 The molecular electrostatic potential of Zantac mapped onto a surface of constant electron
density.
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Where P denotes the MEP for molecule A or B integrated over the 3D space surrounding the
two molecules. The potential, Pr at a point r for a molecule of n atoms may be calculated directly
from the electron density or from point charges:

Pr ¼
Xn

i¼ 1

qi

r�Rið Þ (3:7)

Where (r�Ri) is distance from atom i to the point r in 3D space and qi is the partial charge on
the atom. By assigning partial lipophilicity constants to atoms, a molecular lipophilic similarity
can also be calculated in the same way.45

As computational chemistry makes common use of Gaussian functions to model electron
distribution, it was realised that the Carbo index could be used to provide a measure of shape
similarity, and this could be made fast enough for general use by use of atom-centred Gaussian
functions to fit the curve of electron density against distance from the nucleus.46 These
methods are at the heart of most modern methods of computing 3D shape similarities.47

3.2.5 Energy Minimisation

Using a force field allows the calculation of the molecular energy for a particular set of nuclear
positions. In the very first studies, these atomic positions were taken from physical molecular
models!48 In order to realise the full potential of the methods, it is necessary to be able to
compute the atomic positions which give rise to the lowest potential energy. This is termed
energy minimisation, and there are a variety of techniques employed. One of the simplest and
earliest methods is that of Steepest Descents.49 Think of the potential energy surface of a
molecule as a hill with a ball on it. If we start halfway down the hill, the force on the ball (gravity)
will point down the slope. The Steepest Descents algorithm will move the ball parallel to the
force on it, i.e. straight down the hill. The algorithm does not know where the hill ends and
therefore needs to know how far to move the ball down hill before recalculating the potential
energy. The most common way of doing this is to use a fixed ‘‘step size’’. If we extend our
analogy from a hill slope to a valley, there is now a more complex minimisation. Steepest
Descents will ‘‘tack’’ down the valley (Figure 3.6) using a series of orthogonal steps. The fixed
step size may not be the most efficient, but avoids overshooting the energy minimum at the
bottom of the valley. A more efficient method is Conjugate Gradients,50 which takes into ac-
count the previous step and the current forces on the ball, to produce a much better idea of the
true nature of the potential energy surface and will minimise using fewer steps, and therefore
fewer energy calculations. Even more complex minimisation methods are the so-called second
derivative methods, which take into account not just the gradients (as in Conjugate Gradients),
but the curvature of the energy surface. One popular method is the Newton–Raphson,51 which
will find the energy minimum for a quadratic function in one step.

The great benefits of MM over QM methods are the ability to directly incorporate experi-
mental data on molecular structure (bond lengths, angles, torsions) and the sheer speed of the
calculations which, with modern computers, allow studies on drug like molecules in seconds.
This speed allows the study of large molecules such as proteins, and the motion of molecules in
time, an area of computational chemistry generally referred to as molecular simulation.

3.3 MOLECULAR SIMULATION AND DYNAMICS

Energy minimisation allows us to generate individual energy minima on the potential energy
surface of a molecule. However, as the laws of thermodynamics tell us, properties of interest
(binding energies, solvation energies, movement of a molecule through a membrane, etc.) are
the product of all of the energy states in a system, including the vibrational and conformational
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energy minima. For a protein–ligand system, a full quantification of all the possible energy
states of the system is infeasible. Techniques which sample the possible energy states in order
to approximate the true ensemble of states are commonly referred to as molecular simulations.
Simulations are also able to model time-dependent behaviour, providing a detailed represen-
tation of, for example, how a molecule changes conformation upon binding to a protein.

The first published simulation method, the Monte Carlo technique,52 uses a random sam-
pling of states of the system (for example, conformations) to build up a representative ensemble
from which the properties (e.g. binding energy) can be calculated. A new conformation is
generated, for example by rotating a random torsional angle by a random number of degrees.
The energy of the conformer is calculated, and then accepted in to the ensemble of represen-
tative conformations according to a probability (p) which is modified by the energy (E) of the
conformation:

p¼ e�E/kT (3.8)

Therefore, low energy conformers have a much higher probability of being accepted into the
ensemble of states than would a high energy conformer, but these will have at least some
representation in the model.

It was recognised that the equations of motion could be harnessed to describe the behaviour
of a real system, and this begat the technique of molecular dynamics.53 In contrast to the
sampling strategy of Monte Carlo methods, molecular dynamics is a deterministic method,
which means that any future state of the system can be predicted from the current state. Given a
starting configuration of a molecule, or collection of molecules, the forces on the atoms are
determined, typically using a MM force field.54 Newtonian mechanics are then applied to the
system in order to move the atoms for a particular time. After each time step, the forces on the
atoms are recalculated and combined with the current positions and velocities of the atoms to
produce new atomic coordinates, directions and velocities. For typical molecular systems,

Figure 3.6 A comparison of the convergence of a steepest descent algorithm (green) and the corres-
ponding performance of the conjugate gradients method (in red) for minimizing a quadratic
function associated with a given linear system. Conjugate gradient, assuming exact arithmetic,
converges in at most n steps where n is the size of the matrix of the system (here n¼ 2).
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bearing in mind how quickly non-bonded forces can change as atoms become close to each-
other (e.g. using the Lennard-Jones 6–12 potential) the time step between calculation must be
very short, of the order of 1–10 femtoseconds (10�15 to 10�14 s). In this way, molecular dynamics
produces a trajectory which describes the change on molecular motion over time.

There are subtle theoretical differences between Monte Carlo and molecular dynamics
methods. Monte Carlo is typically performed under conditions of constant number of atoms,
volume and temperature (‘‘NVT’’) whilst dynamics uses constant energy but not temperature
(‘‘NVE’’). Therefore, the temperature in a MD simulation can be varied, and this is often ex-
ploited to put more energy in the system to allow, for example, high energy conformational
changes, to be seen in a shorter time than would usually be observed, so that the simulation
would be possible using available computational resources (CPU time is proportional to the
number of time steps required for evaluation in the simulation).

Both MC and MD methods require significant compute resources, as the number of con-
figurations of a system, particularly for larger molecules, is extremely large and the number of
non-bonded terms to be evaluated in the MM force field scales by the square of the number of
atoms in the system. There are a number of common approximations applied in order to make
the simulations feasible. A non-bonded cut-off is generally applied: the Lennard-Jones potential
declines rapidly with distance (at 2.5 times the vdW radius s the potential has just 1% of the
value at s). Electrostatic terms, in contrast, have a much longer range and generally require
calculation up to at least 10 Å distance. It is also useful to keep a list of atom pairs which are
included in the calculation—the non-bonded neighbour lists. This prevents the recalculation
of interatomic distances on every atom pair in the system at every time step in the simulation.
The neighbour lists are typically updated every 10–20 time steps.

Molecular simulations allow the study of conformational ensembles. As such they allow the
inclusion of entropic contributions to calculations, where previously we have spoken only about
enthalpic energies. However, particularly for MD, it is unlikely that the sampling of high energy
states is always comprehensive.

Simulations hold out the tantalising possibility of being able to predict the free energy of
binding for a novel molecule to a protein. There are many reasons why this is not yet, and may
never be, possible, but for a time it seemed that the computational community was on the brink
of a revolution in how drug discovery was performed. Calculation of the absolute free energy of
binding of a ligand to a protein is fraught with difficulty, and to compare calculated free en-
ergies for two different molecules would normally produce small differences from very large
numbers, where any differences are swamped by the errors in the large numbers. The Free
Energy Perturbation (FEP) method24 uses a non-physical application of the thermodynamic
energy cycle to compare the binding energies of two different ligands to the same protein
(Figure 3.7). DG1 and DG2 are respectively the free energies of binding of Ligand 1 and Ligand 2
to the protein. As stated above, accurate calculation of this free energy may not be compu-
tationally feasible. The key to the method is to calculate the relative free energies between the
systems. Because the value around a thermodynamic cycle must be zero, the difference in free
energies of binding, DG2�DG1, must equal DG4�DG3. DG3 is the difference in free energy
between the ligands in solution, and DG4 the free energy difference of the two ligand–receptor
complexes, neither of which can be observed in the laboratory. However, the FEP method, being
theoretical, can exploit the non-observable changes DG3 and DG4. The calculation starts with
one of the ligands x, and gradually changes it into the other ligand y via a gradual perturbation,
l, of the molecular mechanics parameters. For example, the van der Waals energy term in the
calculation can be written as the sum of the contributions from the partial ligands x and y:

nLJ
ij lð Þ¼ 4 1� lð Þex aLJ6� 12

x

� �
þ 4ley aLJ6� 12

y

� 	
(3:9)
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Where aLJ6� 12
x is a modified Lennard–Jones 6–12 potential for ligand X, to ensure that

the system behaves well as X disappears to nothing, i.e. the mutation from ligand X to ligand Y
is complete.

Initial FEP calculations were encouraging—relative free energies of binding could be calcu-
lated within experimental error for drug-like molecules. Unfortunately, further experience with
the method served to highlight the many difficulties of simulating complex molecular inter-
actions with simple force fields, approximate methods and insufficient computing resources.55

A semi-empirical alternative is the Linear Response method,56 which attempts to compute
absolute free energies of binding from just two simulations, one for the ligand in solution and
one for the protein–ligand complex. The electrostatic and van der Waals interaction energies
from these simulations are then combined to produce an estimate of the free energy of binding:

DG¼ bðhgel
ligand�proteini� hgel

ligand�solventiÞþ aðhgvdw
ligand�proteini� hgvdw

ligand�solventiÞ (3:10)

Where b and a are parameters. Initially it had been hoped that some generic values of b and a
could be derived from existing data, but it soon became clear that this is not the case.

Although many improvements have been published and new approaches invented, numerous
experts doubt that the reliable, high throughput prediction of free energy of binding is a
tractable problem for computational chemistry.57

3.4 MODELLING SOLVATION

The previous sections concentrate on the energy surface of a single molecule and many com-
putational studies are conducted without consideration of the environment of the molecule—in
the active site of an enzyme, in a membrane or in solution. Such studies are termed in vacuo or
‘‘gas phase’’ calculations. The environment of a molecule may have a profound effect on the
energetics. For example, the preferred tautomer state of pyridone is reversed from gas phase to
aqueous phase (Figure 3.8).58 In the gas phase, the internal hydrogen bond from the hydroxyl
proton to the nitrogen lone pair stabilises that tautomer. However, in water, this coulombic
attraction is screened by the dielectric, whilst in the keto-form, the resonance structure allows
electrons to be drawn from the ring towards the electronegative oxygen, yielding a strong
electrostatic interaction with the polar solvent, at the same time increasing the dipole of the
molecule and hence adding further to the large solvation energy.

L1 + R

L2 + R

L1 R

L2 R

ΔG1

ΔG2

ΔG3 ΔG4

Figure 3.7 The thermodynamic cycle for the binding energies of two protein–ligand complexes which is
exploited by the Free Energy Perturbation method. By using the purely theoretical energy
changes DG3 and DG4, the difference in free energies of binding between the ligands can be
computed.
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The intuitive method of modelling solvation is to include explicit solvent molecules in the
calculation and immerse the ligand in a ‘‘water bath’’. This is the method of choice for
modern simulation methods. However, inclusion of explicit solvent molecules is impractical
for quantum mechanics calculations (remember the N4 or N3 scaling) and even for molecular
mechanics, the need to evaluate all the molecular interaction terms for each pair of water
molecules adds significantly to the computation required. Hence, simplified models of water
were sought, one of the most successful being Jorgensen’s TIP3P (Figure 3.9) model.59 This
model has charges centred on the oxygen and both hydrogens. The water molecule is kept
rigid during the simulation, and water–water van der Waals terms are computed via a single
Lennard-Jones term centred on the oxygen of each molecule. In order to reproduce the
properties of bulk water (effective dipole moment of 2.6 Debyes), the atomic charges are large.
The TIP3P model does not adequately describe the directionality of electron density on a water
molecule, which is towards the oxygen lone pairs. There are more realistic models available,

Figure 3.8 Solvent effects can have profound impacts on molecular structure. In the gas phase, and in
non-polar solvents, the dominant form of 2-pyridone is the hydroxyl tautomer. However, in
water, the large solvation energy of the keto-form makes it the dominant form.

TIP3P ST2
r(OH) 0.9572 Å 1.0 Å
HOH 104.52° 109.47°
q(O) –0.834 0.0
q(H) 0.417 0.2375
q(LP) –0.2375
r(O-LP) 0.8 Å

Figure 3.9 A comparison of two water models used in molecular simulations. The TIP3P was an early
standard, even though it did not reflect the tetrahedral hydrogen binding preference of water.
More recent models such as ST2 provide a more accurate representation, albeit at a higher
computational cost.
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such as the ST2 system60 which uses a more realistic tetrahedral geometry with ‘‘lone pair’’
point charges on the oxygen atom. However, the increased computational effort required to
use these has meant that the simpler models are more likely to be used. These models have
been proven very effective and can even be polarised by their environment by use of a fluc-
tuating charge model.61

A simpler solution is to utilise classical reaction field theory.62 Here, the solvent is con-
sidered as a bulk continuum and characterised by the dielectric constant. The solute model is
considered as being embedded in a cavity within the solvent, in the simplest case a spherical
cavity is used. The solute charge distribution and dipole cause a reaction field in the solvent
(as, for example, water molecules orientate to hydrogen bond with a carboxylic acid solvate)
and the interaction of these fields produces the electrostatic energy of solvation. Such models
are known as continuum solvation models, are simple to compute and surprisingly accurate
for simple solutes. More sophisticated solutions involve the construction of more realistic
cavity shapes by interlocking spheres,63 or using an isoelectronic electron density surface to
describe the shape of the cavity.64 In these models, the solute molecular electrostatic po-
tential is calculated at points on the surface, and these charges then represent the solvent
reaction field which is used to compute electrostatic interactions with the solute. An alter-
nate, but related, approach is the use of Poisson–Boltzman methods65 which allow a better
description of the ionic strength of the solvent and the change in dielectric from molecule to
bulk solvent.

Other terms, such as the energy to create the cavity in the solvent, and van der Waals
interactions, are generally computed in a much more approximate fashion, for example in the
GBSA (Generalised Born Surface Area) method:66

DGsol ¼DGelþ 7:2�SA cal=mol=A(
2

(3:11)

Where the electrostatic term is calculated from a continuum solvent model and the other
terms abstracted to a relationship with the solvent accessible surface (SA) of the solute.

The surface area terms are important, as for non-polar molecules they model the observed
behaviour that hydrophobic molecules prefer to minimise the amount of surface area that
interacts with water, preferring instead to self-associate or adopt appropriate conformations.
Although still a contentious topic, this phenomenon known as the Hydrophobic Effect67 is
thought to be entropy driven (Figure 3.10).

This phenomenon is known to affect binding of ligands to proteins, increasing the affinity via
non-specific binding. The majority of drug molecules are moderately lipophilic, exploiting the
effect to help adhere to the target of choice, without incurring penalties associated with too
much lipophilicity (poor solubility, low levels of absorption, promiscuous binding to other
proteins, toxicity).68 Recent studies with isothermal calorimetry confirm a relationship between
lipophilicity and entropic binding energies,69 whilst at the same time highlighting that our
ability to decompose free energy contributions and use them in prospective design remains
imperfect.70

Being entropic in nature, this effect is also very hard to model with the methods described
here, the most successful methods being those based on measurements and QSAR techniques,
for example the many log P models that are available.71

3.5 CONFORMATIONS, CONFORMATIONAL ENERGY AND DRUG DESIGN

The biological and physicochemical properties of a molecule are determined to a large extent
by the three dimensional structures, or conformations, which are accessible. The scientific
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field of conformational analysis can be said to have originated in a study by Barton,9 who
related the reactivity of substituted cyclohexanes to the equatorial or axial orientation of the
ring substituents. Molecular mechanics calculations allowed theoreticians to take the prin-
ciples of conformational analysis and reduce it to routine practice.16 Conformational analysis
necessitates a conformational search for accessible conformations of a molecule. The pre-
ferred conformations can then be determined through calculation of relative energies of
the accessible conformations. For simple molecules, a systematic search is facile: each ro-
tatable bond is systematically rotated via a fixed amount (say, 30 degrees) whilst the bond
lengths and angles are kept constant. Energies may be computed at each point, or energy
minimisation conducted starting at low energy conformers. The objective is to discover all the
accessible conformations, which will lie at energy minima. Ideally, the global energy min-
imum will be determined, which will describe the dominant conformation. This systematic
conformational data can be used to produce a map of the potential energy surface for a
molecule. Possibly the most famous example of this type of analysis is the Ramachandran
plot72 for the alanine peptide, a model for the accessible conformations of amino-acids in
proteins (Figure 3.11).

However, systematic searches become problematic when dealing with drug size molecules, in
that the number of conformations to be computed scales by ON where N is the number of
rotatable bonds. For example, a small molecule with three rotational bonds, sampled at 301
intervals, has 1728 conformations. A molecule roughly twice the size (six rotatable bonds) would
have 2.9 million conformations, and adding a single atom to that molecule could lead to 36
million conformations! At 1 second per conformer, the analysis would take over a year. For-
tunately, search algorithms have been developed which reduce the size of the problem by
avoiding unproductive areas of conformational space.73 Search trees allow the early recognition
of, say, a high energy torsion, and then ignore all conformers in that branch of the search. As
conformational analysis is such a fundamental technique, many other methods have been in-
vented: fragment based building,74 random and Monte Carlo searches,75 molecular dynamics/
simulated annealing, genetic algorithms76 and distance geometry.77 This last method is useful
in the generation of conformers which satisfy experimentally determined distance information,
for example from NMR experiments. Distance geometry uses matrices of distances between

Figure 3.10 A representation of the Hydrophobic Effect. Two organic molecules are dissolved in water.
Between them is a water network that cannot hydrogen bond with the lipophilic molecules,
and therefore adopt an ordered network of hydrogen bonds. As the two organic molecules
come together, reducing the hydrophobic surface area exposed to the solvent, the ordered
water molecules are released to bulk solvent, therefore increasing entropy, and lowering the
free energy of the system.
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atoms alongside rules from trigonometry to parse randomly generated conformations and weed
out those that are geometrically impossible. Those that cannot be ruled out are refined until the
conformation better satisfies the distance constraints and finally a force field minimisation may
be employed on the smaller numbers of remaining conformers.

Relative conformational energies are crucially important in drug discovery. A difference in
energy of only 1.4 kcal/mol results in a ratio of 1 : 10 in the populations of two conformers.

Returning to the relationships of Gibbs free energy introduced in Section 3.1, we can
write:

DH�TDS¼ � 2.3RTlogK (3.12)

From this we can use conformational properties to increase the enthalpy of binding (DH) or
reduce the entropic penalty of binding (DS). Both of these require us to use the technique of
Conformational Constraints. If we are able to constrain a molecule to have a better geometric
match of the functionality of the ligand with the complementary groups on the receptor, this
will increase DH. This requires much precision in design and is challenging even with protein
structure data. A more forgiving approach is to increase the concentration of the binding
conformation of the molecule in solution, which reduces the entropic penalty upon binding.
Take a simple molecule with three accessible conformations arising from one rotatable C–C
bond.

We exploit the Boltzman relationship between the number of states in a system and its
entropy:

S¼ k lnW (3.13)

180

0

–180
180–180 0 + phi -phi

+ psi

- psi

Left handed
alpha-helix

Right handed
alpha-helix

Beta-sheet

Figure 3.11 The famous Ramachandran plot for peptides. The torsion angles phi and psi (shown here for
the amino acid alanine) are systematically rotated and close contacts between atoms noted.
Any combination of phi and psi which result in steric clashes are disallowed, and are re-
sponsible for all the white space in the graph. These regions are therefore not accessible to
any amino acid except for glycine, which is unique in that it does not have a side chain. The
darkblue areas are those which can be accessed if the van der Waals radii are slightly re-
duced, and this allows the emergence of the left handed helix region, which is sometimes
observed in protein structures. The light blue areas are the low energy conformers, and
correspond to the commonly observed beta-sheet and alpha-helix conformations.
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Comparing the change from a molecule with a freely rotating C–C bond (W1, 3 conforma-
tional states) with that where the C–C bond has been constrained (W2, 1 state), the change in
entropy is:

DS¼Rln(W1/W2) kcal/mol (3.14)

TDS¼RTln(1/3) kcal/mol¼ � 0.6 kcal/mol (3.15)

This is a gain of Bfour fold in affinity, and is comparable to that gained from a strong
hydrogen bond.78

Conformational constraints are a familiar tactic in small molecule drug discovery, offering
predictable gains in affinity from small changes to molecules without requiring detailed
understanding of the receptor site.

Figure 3.12 shows two successful examples of conformational constraints, one by use of a
ring system to constraint the rotation about an important bond vector,79 whilst the other

(a)

(b)

Figure 3.12 (a) The successful introduction of a conformational constraint in Gastric Hþ /Kþ ATPase
inhibitors. (b) An example of the use of intramolecular hydrogen bonds to constrain a
conformation in D2 receptor antagonists.
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example uses intramolecular hydrogen bonding constrain the accessible conformations of the
molecule.80 Modern computational chemistry methods are quite capable of predicting the
geometries and energetics of this type of system.

Figure 3.13 illustrates that it is quite possible for conformational constraints to fail if one has
insufficient knowledge of the receptor environment or binding conformations of the molecule.
The small molecule crystal structure of baclofen was determined and used to design analogues
which would lock the molecule into the observed low energy conformation.81 None of these
were active, meaning that either the binding conformation of the molecule is different to that
seen in the solid state, or that the atoms providing the conformational constraint may not be
tolerated in the active site of the receptor.

3.6 QUANTIFYING MOLECULAR INTERACTIONS FROM
EXPERIMENTAL DATA

There is a significant body of experimental data that can be used instead of, in conjunction
with, or to train computational approaches. One of the most useful of these is the Cambridge
Structural Database (CSD, www.ccdc.cam.ac.uk/) of small molecule crystal structures.82

Starting from a straightforward repository of data, the Cambridge Crystallographic Data
Centre (CCDC) have developed a number of analysis tools which reveal a treasure trove
of information about small molecule conformation and functional group interaction
geometries.

IsoStar83 (www.ccdc.cam.ac.uk/Solutions/CSDSystem/Pages/IsoStar.aspx) is a tool that gives
access to a library of the intermolecular interactions found within the CSD (and some from the
PDB). Searches of the CSD have been carried out for over 12 000 particular intermolecular
interactions. The data can be analysed by functional group, and a picture of how that group
interacts with others can be displayed in various forms. For example, Figure 3.14 shows the
interaction patterns of an ester group with any hydroxyl group (phenolic, aliphatic or water).

These plots can be reduced to a contour plot to reveal underlying distributions. In Figure 3.15
two contours have been computed to represent the density of observed observations per unit
volume of space. This method clearly shows the preference of an ester to use the carbonyl to
hydrogen bond, and the geometrical preference to have the hydrogen bond directed towards the
oxygen lone pairs.

Figure 3.13 An unsuccessful application of conformational constraints in GABAb receptor ligands.
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The CCDC data provides geometric preference and likelihood statistics, but the observational
data does not provide insight into the strength of hydrogen bonds nor of the binding energy
that might be afforded by making such interactions with the protein. For many years re-
searchers relied on the elegant work of Abraham et al.84 which yielded a set of standard
hydrogen bond strengths for common organic functional groups and rings. It is also possible to
use quantum mechanics calculations to produce such values for novel fragments, and to do so
using quite straightforward methods such as computing the MEP.85

3.7 DOCKING AND SCORING FUNCTIONS

Perhaps the most familiar application of computational chemistry is that of structure based
design, where the crystal structure of the protein has been determined. Computational
methods offer the possibility of virtual screening to discover leads in an existing collection of
molecules, or to select from possible molecules which could be synthesised as part of a lead
optimisation program. It is useful to think of this problem in two parts, that of docking
(generation of plausible poses of the ligand and protein) and scoring (selecting the correct
binding mode and conformation for a single molecule and correctly ranking molecules
against each other).

The generation of ligand poses within a protein is a similar problem to that of conforma-
tional analysis, with the added complexity that we must also take account of the orientation of

Figure 3.14 Example output from IsoStar for an ester fragment interacting with hydroxyl groups.
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the ligand to the protein. The two most common approaches may be categorised as systematic
and random. A systematic search seeks to sample all the possible conformations and orien-
tations of the molecule, but faces the same problems as for conformational analysis, multi-
plied by the fact that calculations are needed on every conformer to test the interaction with
the protein. A common strategy, as employed by the popular methods Dock21 and FlexX,86 is
to fragment the molecule and dock the largest or most rigid part of the molecule into the
protein. Other parts of the molecule are grown onto the successfully docked fragments, until
the whole set of plausible docking poses have been generated for the molecule. Alternative
approaches often employ stochastic (random) methods to generate poses. The popular GOLD
algorithm87 uses a genetic algorithm, with the bond torsions encoded in the chromosome
which is allowed to mutate and breed, with better scoring (‘‘fitter’’) solutions being more
likely to pass on their DNA to new poses. Monte Carlo approaches are also effective at ex-
ploring possible binding modes.

Plausible docking poses need to be compared to each other, and to those of other ligands, in
order to perform a useful virtual screen. Even if the correct binding poses are produced, this
cannot be used unless a scoring function can distinguish it from the other possibilities. Scoring
functions are best categorised into three classes.88 The first, and earliest, are the physics based
methods, using the first principles methods described in this chapter, typically using molecular
mechanics force fields (although there are some studies using QM). The seminal GRID pro-
gram23 employs a molecular mechanics force field, which is used to calculate the potential
energy of the protein at points on a grid thrown over the protein active site. GRID uses atom type
probes to generate interaction energy contours for visualisation, and the approach is readily
adapted and used for whole molecules. AutoDock89 employs the AMBER force field.90 A problem
with the use of force fields to score docking poses is the ‘‘hardness’’ of the Lennard-Jones 6–12
potential. A small error in positioning of a molecule in close proximity to the protein can result

Figure 3.15 The IsoStar output contoured according to the density of observations, illustrating how the
ester fragment prefers to make hydrogen bonds with its p orbitals.

86 Chapter 3

08
:3

6:
06

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
00

66
View Online

http://dx.doi.org/10.1039/9781782621836-00066


in very large repulsion energies, and therefore some methods such as G-Score91 utilise a softer
potential, for example an 8-4 term which is more forgiving.

Pure force field based methods were not found to be satisfactory, and require significant
compute time, and therefore empirical methods emerged. These methods derive scoring func-
tions which reproduce experimental data such as binding energies and observed binding geom-
etries as extracted from the CCDC database. The LUDI scoring function92 involves the number of
hydrogen bonds made (which need to be of an orientation and geometry consistent with those
observed in crystal structures), lipophilic contact surface and the number of rotatable bonds:

Log 1/Ki¼ 1.4�ionic hydrogen bondsþ 0.83�neutral hydrogen bonds
þ 0.030�lipophilic contact surface area
� 0.25�number of rotatable bonds� 0.91 (3.16)

Subsequent empirical schemes utilised different methods to encode the non-bonded inter-
actions, for example ChemScore93 replaces the hydrophobic surface area with contacts between
hydrophobic atom pairs, and the F-Score86 adds a specific term for aromatic interactions. One
advantage of empirical methods is the ability to add fitted terms for phenomena that are dif-
ficult to compute from first principles, for example entropic components (often based on the
number of rotatable bonds) and desolvation energies.

The third category is knowledge based scoring functions. These attempt to encode observed
information from protein–ligand crystal structures in a way that can be employed to good effect
on novel systems. Typically, this entails extraction of all pairs of atoms seen to interact in a
crystal structure (for example, a ligand carbon atom in an aromatic ring contacting an aromatic
carbon atom in the protein). The geometries and configurations of all examples of each atom
pair are combined to define the optimal position, and allowable deviation for that type of
interaction. A score for a docking pose is then the sum of all the atom-pair interactions. Ex-
amples of these methods are the Potential of Mean Force,94 DrugScore95 and SMoG.96 A sig-
nificant advantage of such methods is the speed by which they can be computed, however like
QSAR models, the predictions can be suspect when applied to molecular systems which are
unlike those in the training set.

There are dozens of scoring functions in the literature, none of which can be relied on to
work for every problem.97 It is also difficult to predict when a particular method might work well.
This problem gave rise to the development of consensus scoring schemes, whereby several
scoring functions are employed at the same time and the results combined. Typically, a set of
complementary scoring functions are chosen, for example the X-CSCORE98 model uses force field
based (GOLD, DOCK, FlexX), empirical (ChemScore) and knowledge based (PMF) functions. The
hope is that by combining the models, consistent high performing docking poses will be raised to
the top, and good molecules will be penalised less by a poor prediction in one method.

Although much intellectual firepower has been deployed in the quest for reliable docking and
scoring methods, the problem remains stubbornly resistant to the best efforts of the compu-
tational community. The same issues that prevent reliable predictions of free energy changes
with the most sophisticated computer models reappear, and are amplified, as we try to compare
the properties of very diverse ligands. As a general rule of thumb, generation of plausible
docking poses is less of a problem than having a scoring function that recognises the right
answer when it has been found.

3.8 EXAMPLES OF IMPACTFUL COMPUTATIONAL CHEMISTRY ON DRUG DESIGN

It is rare to see examples of computational design which are primarily responsible for a drug
molecule. This is because drug discovery is a very difficult occupation, and although
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computational techniques might help with binding affinity or solubility, application to areas
such as predictive toxicology is in its infancy.99 In recent years, the proportion of drugs de-
rived from protein structure based approaches has increased and therefore these have had
computational input. One of the cleanest examples of computational impact is the Neur-
aminidase inhibitor, Relenza (Figure 3.16). The introduction of the key 4-amino and then the
4-guanidine substituent was prompted by the use of the GRID program, which enabled the
chemistry team to gain multiple orders of binding affinity whilst making only tens of
molecules.26

A less successful example, but one which provides many excellent touch-points, is the work of
Lam et al. on inhibitors of the HIV-1 Protease (Figure 3.17).100 Starting from a linear peptide
which was seen to bind to the protein via a water molecule, a 3D database search yielded some
ideas that a six membered ring could deliver a water mimetic in the right geometric orientation
whilst at the same time positioning a key hydroxyl group to bind with the active site aspartic
acid residues. Using knowledge from the peptide SAR, where two hydroxyls provide better
binding affinity, a seven membered ring was postulated. As a ketone has poor hydrogen bond

Figure 3.16 The discovery of Relenza. Starting with a crystal structure of the neuramidase enzyme and
a the weak inhibitor, 2-deoxy-2,3-didehydro-N-acetylneuraminic acid (DANA), the GRID
program was used to guide medicinal chemistry. First the 4-amino substituent was intro-
duced which increased affinity for the enzyme. The image shows the crystal structure of the 4-
amino analogue, with the blue area directly below the amino group clearly indicating the
predicted increase in potency with the introduction of a larger positively charged moiety.
Following this prediction, the 4-guanidino group was one of several functional groups
introduced and was found to be a potent inhibitor of the enzyme, yielding the anti-influenza
drug Relenza.
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strength, this was substituted for a urea. With the idea taking shape, the challenge was to
predict the correct stereoisomers and substituents that would produce a low energy conform-
ation of the ring and deliver all the substituents to the correct binding pockets. This was de-
cided using computational approaches, and the resulting molecule synthesised. The team was
successful in designing a non-peptidic ligand, and the subsequent protein–ligand crystal
structure confirmed the predictivity of the design. However, the molecular structure and as-
sociated substituents is very lipophilic, which gave rise to insurmountable DMPK issues and the
series did not deliver a drug.

(a)

(b)

(c)

3D database search

Figure 3.17 The design of non-peptidic inhibitors of HIV Protease. Starting from crystal structures of
peptide inhibitors, a 3D database search was used to identify molecular architectures which
could replace a key water molecule and position a hydroxyl group which was required to bind
to the catalytic aspartic acids in the protein active site (shown in the first crystal structure
image). This search yielded the tri-phenyl moiety shown which inspired the team to design a
six membered ring which might better position the functionality whilst incorporating some
synthetic routes to add substituents which could interact with the protein’s other recognition
pockets. The initial idea was refined to a seven membered ring (so as to incorporate two
hydroxyl groups, known to be better inhibitors in the peptide analogues) and the ketone was
replaced by a urea to incorporate a stronger hydrogen bonding group, and also to allow
further points of diversification. Only then was ‘‘pure’’ computation invoked, to determine
the precise stereochemistry required to fit the active site and position the key functional
groups with a low energy conformation of the ring template. The design can be seen to be
correct in the second protein structure image.
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An example of how molecular electrostatic potentials can be applied in lead optimisation is
given by Bamford et al.101 in the design of novel inhibitors of squalene synthase (Figure 3.18).
The calculations were first used to aid interpretation of the structure activity relationships in a
series of carboxylic acid and methyl ester analogues, and then applied to aid design of het-
erocyclic isosters of the methyl ester.

Finally, a fine example of the successful application of ligand based modelling is the design
of selective 5HT-1D agonists for the treatment of migraine by Glen et al.102 The con-
formationally restricted agonist methysergide was used to map the 3D positions of critical
binding motifs, such as the basic amine, using the Active Analog method.103 By this method, a
3D pharmacophore was developed and used to screen potential ligands. The design process
involved conformational analysis of potential ligands using molecular mechanics, with
charges derived from AM1 semi-empirical QM calculations. Low energy conformations found
from the molecular mechanics calculations were then superimposed onto the 3D pharma-
cophore using constrained molecular mechanics minimisation with a simplex algorithm.
There were concerns over potential intra-molecular hydrogen bonds which might prevent
adoption of the preferred conformation, and these were examined with molecular dynamics
simulations. One of the key design criteria was selectivity for the 5HT-1D receptor over the
related 5HT-2A, and therefore a ‘‘selectivity site’’ was computed by the differential volume
occupied by ligands selective for 5HT-1D over 5HT-2A versus those with no selectivity, and the
volume added to the pharmacophore model. This computationally based design strategy
yielded the drug zolmitriptan (Figure 3.19).

Figure 3.18 The use of molecular electrostatic potential maps to design inhibitors of squalene syn-
thase.101 Analogues with a carboxylic acid (a) or tetrazole (b) substituent are more potent
than the inactive imidazole (c). The MEP maps of (a) and (b) show a similar pattern of charge
density which is not shared by (c), but is shared by the active methyl ester (d) and sub-
sequently designed 3,5-dimethyl-1,2,4-oxadiazole (e).
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HINTS AND TIPS

The application of computational chemistry to a drug design problem is not a simple matter
of installing a software package and pressing some buttons. Nor is it a case of always running
the most complex simulation available to you. What this chapter has sought to impart is that
computational chemistry involves approximations, and it is vitally important to have an
appreciation of how those approximations impact the ability of a calculation to answer the
question to hand. If a molecule has the potential to form an intramolecular hydrogen bond,
then it is more useful to include solvation effects in the calculation than to use expensive
electron correlation methods. On the other hand, if there is a potential for a ligand to be
polarised by adjacent residues in an active site, it may be more useful to run quantum
mechanics calculations than to use molecular dynamics simulations of the entire complex.

Sumatriptan

Methysergide

Hydantoin series

Zolmitriptan

Figure 3.19 The discovery of zolmitriptan employed rigorous molecular mechanics conformational an-
alysis combined with a 3D pharmacophore. Known 5HT-1D agonists such as methysergide
and sumatriptan were used to define a 3D pharmacophore and selectivity volume. A series of
hydantoins were designed using systematic conformational analysis and superimposition
onto the 3D model (shown for zolmitriptan).
The molecular graphics image is adapted with permission from Glen et al.102 Copyright 1995
American Chemical Society.
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In particular, with modern molecular graphics packages it is important to remember that
what you see on the screen is not real, it is a model. Proteins move, often in surprising ways.
Hydrogens are only observed in very high resolution crystal structures, most of the time they
are assigned to a position by the crystallographer, as are many water molecules. Indeed, the
use of crystallography data is not always as straightforward as it might seem.104

Always consider how solvation is treated in your system, especially when thinking of
hydrogen bonding. Are you taking entropy into account, particularly if using flexible chains
to bridge two apparently important binding motifs?

Hydrophobicity, being entropic in nature, is very hard to model with the physics-based
methods, the most successful methods being those based on measurements and QSAR
techniques, for example the clogP and alogP algorithms. However, molecular simulations are
beginning to show value in understanding of the role of water in structure based design and
this is an area full of promise for the future. The physics based methods and empirical based
methods therefore both have a complimentary role in trying to understand drug–receptor
interactions.

Finally, remember that internal ligand energies have the same contribution to the free
energy of binding as does protein–ligand interaction energies. Always model the ligand in
solution as well as in the protein.
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CHAPTER 4

Structure-Based Design for Medicinal
Chemists

JEFF BLANEY*a AND ANDREW M. DAVISb

a Small Molecule Drug Discovery, Genentech, 1 DNA Way, South San Francisco, CA 94080,
USA; b AstraZeneca Respiratory and Inflammation Innovative Medicines, Pepparedsleden 1
Mölndal, 43183, Sweden
*E-mail: blaney.jeff@gene.com

4.1 INTRODUCTION

Medicinal chemistry is the most expensive part of pre-clinical research.1 Hit-to-lead optimiza-
tion to a clinical development candidate is an iterative, empirical process that frequently re-
quires the design, synthesis, and testing of several thousand compounds by large research
teams over several years. Identifying the best compounds as early as possible through efficient
selection and optimization is critical. Understanding structure–activity relationships (SAR) is
the key to designing new analogues with better properties. Structure-based design uses high-
resolution X-ray co-crystal structures and models of analogue series members bound to the
target protein to interpret SAR and help create new, testable design hypotheses.

Structure-based design is an essential part of medicinal chemistry. The availability of X-ray
crystal structures for many drug discovery targets and improvements in molecular modeling
software makes it practical for medicinal chemists to do their own modeling and design. X-ray
crystal structures for most non-membrane proteins can be routinely accessible with sufficiently
high resolution (r2.5 Å). A well-supported project can deliver co-crystal structures within two
weeks from request, which is fast enough to help drive iterative design. Structure-based design
is used during hit identification, hit-to-lead optimization, and late-stage optimization. Its most
obvious applications are for improving potency and selectivity, but it can also help guide later-
stage optimization of pharmacokinetic, toxicity, solubility, or other challenges by modeling
small molecule scaffold or substituent changes which are likely to retain activity.

We will focus on how we’ve seen structure-based design performed during many medicinal
chemistry projects in industry. Structure-based design relies on a solid understanding of physical
organic chemistry, iterative determination of X-ray co-crystal structures, accurate assays to
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measure binding affinity, and experienced use of molecular modeling software, structure and
physical property databases, and associated data-mining and analysis software. The most suc-
cessful approaches evolved from trying to drive design primarily through computational ap-
proaches to focusing instead on iterative, hypothesis-based designs by expert scientists
supplemented by computer modeling.2 The recent review by Bissantz, Kuhn, and Stahl3 and
book chapters by Klebe4,5 are excellent additional sources to learn about structure-based design.

Predicting the three-dimensional structures of proteins from their primary sequence (the
protein folding problem) is neither reliable nor accurate enough for structure-based design.
Predicting the structure of a specific target protein from the crystal structure of a highly similar
protein (homology modeling), where the sequence identity is Z 30%, can provide structures
that are helpful, but co-crystal structures of relevant ligands bound to the target protein are
much more valuable.

Structure-based design can be started based on publicly available structures if you are lucky
enough to have relevant structures with similar ligands already in the Protein Data Bank (PDB,
www.rcsb.org)6 but it will be difficult, if not impossible, to make progress without consistent,
iterative feedback of new co-crystal structures determined with inhibitors you have designed
and synthesized complexed with your protein. This requires a robust crystallographic system
and is usually done by soaking pre-formed protein crystals in a solution containing the small
molecule inhibitor. Co-crystallization is sometimes required and can be practical if the crystals
grow quickly enough. Teague and Davis reviewed issues and recommendations in interpreting
protein crystal structures for use in structure-based design.7,8

Computational methods are still inadequate to predict potency (related to affinity and
binding free energy) with sufficient accuracy to drive medicinal chemistry in most cases, but
they provide useful qualitative guidance. We usually rely on computational methods to elimi-
nate designs that are unlikely to succeed, rather than to pick the top compounds. Free-energy
perturbation (FEP) approaches have improved to the point where they can predict relative af-
finities of closely related analogues in some cases,9 but these are very challenging calculations
to perform and are not routinely applied yet in most industrial medicinal chemistry projects.
We propose which molecules to synthesize next empirically, guided by observations of preferred
non-covalent interactions and supplemented with qualitative docking and other calculations.

Why is predicting protein–ligand affinity so hard? The relationship between the Gibbs
free energy and the binding constant shows that each ten-fold change in potency is only a
1.4 Kcal/mol (5.9 kJ/mol) change in binding free energy:

DG¼DH�TDS (4.1)

DG¼� 2.3 RT log K¼� 1.4 log K (4.2)

Small changes in binding energy cause exponential changes in binding affinity. A medicinal
chemist may be thrilled to improve potency by two-fold (0.4 Kcal/mol, 1.7 kJ/mol), but the
current practical computational predictive accuracy in the best cases, for closely related anal-
ogues, is 10–100-fold (1.4–2.8 kcal/mol, 5.9–10.8 kJ/mol). Affinity does not correlate with the
number of hydrogen bonds formed, the buried surface area of hydrophobic interactions, or
many other simple first and second-order terms. X-ray crystallography provides high-resolution,
time-averaged pictures of how molecules interact, but can’t label interactions by their relative
importance. For example, a shorter protein–ligand hydrogen bond doesn’t necessarily provide
higher affinity.

Structure-based design is done by proposing hypotheses based on observed SAR, co-crystal
structures of relevant series with the target and related proteins, database searches and analysis,
and modeling. A typical hypothesis would be to improve potency by modifying a known ligand
to fill a pocket or make a specific interaction. We use X-ray crystallography, biochemical, and
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biophysical assays to test the hypothesis: did the compound bind as expected and achieve its
structural design goal? If so, did it actually improve potency, selectivity, or other desired out-
comes? Do unexpectedly active or inactive compounds bind like their close analogues?

4.2 HISTORY

Beddell et al. designed small molecules from scratch (de novo design) to bind to an allosteric site
on haemoglobin in the first structure-based design publication in 1976.10,11 They performed this
impressive feat of de novo design with wire Kendrew models of haemoglobin’s crystal structure!
This is particularly amazing given how difficult it still is to design now with much higher
resolution X-ray structures, vastly improved modeling tools, and much greater knowledge of
protein–ligand interactions. Enthusiasm for de novo design peaked during the 1980s and early
1990s. However, de novo design was not reliable: most designs were inactive. We learned that it is
relatively easy to design a molecule that fits into a binding site; the challenge is recognizing
which apparently complementary molecules actually bind to their target and to rank-order their
affinities. Predicting free energies of protein–ligand binding has proven to be far more difficult
than most of us realized. We still cannot predict relative free energies of binding reliably and
accurately enough to drive design and synthesis during hit-to-lead optimization.

The first protein–ligand docking paper was published in 1982.12 Docking predicts the pose
(the ligand’s orientation in the binding site and its conformation) and relative affinity of
compounds selected from a database of available or virtual small molecules. Many docking
programs have been developed since then, but they all struggle to predict affinity (scoring).13–17

Docking has had modest success in virtual screening and typically provides hits in the low mM
(IC50, Ki, Kd, etc.) affinity range, especially if guided with prior SAR knowledge of active mol-
ecules.18,19 Docking is more successful at predicting poses and is commonly used to qualita-
tively test whether a proposed molecule binds as designed. Shape and feature-based methods
are competitive with docking for virtual screening.16,20 This is surprising since these methods
usually ignore the protein and only include the ligand: this suggests there is more exploitable
knowledge in the bound ligand structure than in the protein site. Swann et al. developed a
shape/feature protocol focused solely on pose prediction that can provide a more reliable result
when co-crystal structures of similar analogues are available during a hit-to-lead optimization
project.21

The Protein Data Bank6 has over 75 000 protein structures, of which about 50 000 are protein–
ligand complexes. High-resolution (r2.5 Å) X-ray crystal structures are now routinely available
for most drug discovery targets, except for membrane-bound proteins (for example, GPCRs and
ion channels). They are becoming tractable in many cases, but they are still extremely chal-
lenging.22,23 The Cambridge Structural Database (CSD)24 contains about 700 000 small molecule
crystal structures and increases by about 40 000 molecules per year, with about 140 000
high-quality structures that are relevant for medicinal chemistry.25 The PDB and CSD crystal
structure databases have been studied extensively to understand the geometric preferences of
non-covalent interactions3,26–31 and small molecule conformational preferences.25,32,33 Protein
crystal structures typically contain about 40–60% solvent by volume (mostly water), while small
molecule crystal structures are dry (some are solvates, with one to a few molecules of solvent per
organic molecule). Small molecule crystal ‘‘packing forces’’ were previously believed to induce
conformational strain on small molecules, but recent analysis of the much larger PDB and CSD
databases shows that such cases are rare:34 the CSD does in fact provide a reference set of
preferred small molecule conformations (in particular, preferred torsion angles) that are rele-
vant for structure-based design.25 However, the small molecule X-ray crystal structure con-
formation is typically only one of many possible preferred conformations and is unlikely to
represent the conformation bound to a drug target.
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4.3 INTERPRETING X-RAY CRYSTAL STRUCTURES

Teague, Davis, Kleywegt and co-workers, through a number of reviews7,8,35 reminded us that
‘‘An X-ray crystal structure is one crystallographer’s subjective interpretation of an observed
electron-density map expressed in terms of an atomic model.’’ While the crystallographer will
have done his best to fit the atomic structure into the observed electron density map, the atomic
model will have regions of high or low confidence, depending upon the quality of the electron
density in that region. But a chemist might interpret the atomic coordinates as if they are at
perfect resolution, irrespective of the quality of the original electron density. The ambiguities
within the model maybe at the level of atoms, residues, or even whole regions of the protein,
and without forewarning these ambiguities can misguide design hypotheses. So how can a
chemist protect himself from basing design hypotheses on ambiguous regions of the structure?
Together with the coordinates, atoms in the model also include a ‘‘temperature factor’’ (also
known as the B-factor or atomic displacement parameter), which models the effects of static
and dynamic disorder in the crystal. B-factors provide very useful information about the relative
reliability of different parts of the model. The isotropic temperature factor of an atom is related
to its mean-square displacement. If they are high, e.g. for a lysine side chain, this usually means
that little or no electron density was observed for the atoms in that side chain, and that the
coordinates are therefore less reliable. Except at high resolution (typically, better than B1.5 Å),
where there are sufficient observations to warrant refinement of anisotropic temperature factors
(requiring six parameters per atom), temperature factors are usually constrained to be isotropic
(requiring only one parameter per atom). There are other ambiguities within the model that
may be more difficult to identify, even considering the reliability of the model in that region of
space. Examination of the atomic model together with its electron density minimizes the am-
biguities, but does not remove them. Common ambiguities include the positions of N and O
atoms in the side chains of glutamine and asparagine, since they are isoelectronic. Even the
position of nitrogens and carbons in histidines, imidazoles and pyridines can be ambiguous.
Since the presence of hydrogen atoms is inferred rather than observed, the tautomeric state of
bound ligands cannot be determined directly. The protonation state of ionizable residues on the
protein or ligand cannot be assigned directly from the structure, as the pKas of ionizable residues
can be drastically shifted from their aqueous values in the microenvironment of the protein. The
crystallographer makes informed guesses in these cases when placing molecular features within
the density, considering potential hydrogen bonds, but this decision is often made before the
water molecules in the model have been added. Waters are particularly difficult. Unless at high
resolution (typically r2.5 Å), the presence of a water molecule in a structure cannot be deter-
mined with certainty, and it becomes quite a subjective matter whether a feature in the electron
density map is a water molecule or noise. Any small molecule also present within the protein
structure poses different problems for the crystallographer. Whereas high quality dictionaries of
bond lengths, angles and torsions are available for amino acids and nucleic acids, the same is
not true for small molecules. This is critical because the electron density usually lacks sufficient
information to completely determine the atomic positions, so a molecular mechanics force field
is used to help refine both protein and small molecule atoms. If appropriate terms are lacking or
wrong for the small molecule, the fit of these atoms into observed electron density may be wrong.
Finally, protein flexibility is often underestimated, and the assumption of a rigid receptor may
limit the pharmacophoric space that can be explored. Collaborate closely with your crystal-
lographer, so the uncertainties in the structure are considered within your design hypotheses.

4.4 VISUALIZING SHAPE COMPLEMENTARITY

Focus design on shape complementarity between the binding site and ligand first. Most mo-
lecular graphics programs provide a variety of display options. The clearest way to view and
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interpret protein–ligand interactions is to display the stick model (bonds) of the ligand and the
protein binding site, along with the transparent solvent-accessible surface36 (also called the
‘‘interaction surface’’) of the binding site, for example, by selecting all protein atoms within
r10 Å of any ligand atom. The solvent-accessible surface is calculated 1.4 Å beyond the van der
Waals surface of the protein (1.4 Å is the radius of a water molecule if it is treated as a sphere,
slightly smaller than the radius of carbon, nitrogen, and oxygen). The resulting smooth surface
touches ligand atoms if they are in van der Waals contact. Ligand atoms intersect the surface if
they make a hydrogen bond or ionic interaction; otherwise, intersection indicates a steric clash.
If you observe this in an X-ray co-crystal structure, inspect the electron density map and consult
with your crystallographer to determine whether the structure needs additional refinement. If
you observe this in a model, the ligand is unlikely to bind as modeled unless either it or the site
can ‘‘relax’’ and open up. The shape and size of unfilled pockets and larger regions in the site is
much easier to see with this solvent-accessible surface than with the more familiar Connolly
molecular surface.36 Non-planar ligand features provide opportunities to improve solubility37

and new vectors for design: solvent-accessible surfaces make it easier to spot where non-planar
groups can fit. Figures 4.1 and 4.2 compare the solvent-accessible and Connolly surfaces of a
chymotrypsin-inhibitor complex (PDB 3VGC). The solvent-accessible surface makes chymo-
trypsin’s specificity for aromatic rings much more obvious. The Connolly surface is displayed at
the actual surface of the protein, so that viewing the complementarity of a ligand in the site also
requires displaying the surface of the ligand (or an unusually good three-dimensional im-
agination). Displaying both protein and ligand surfaces is straightforward in molecular mod-
eling software, but visually interpreting the fit of the two complicated, three-dimensional
surfaces is much more difficult than comparing the protein solvent-accessible surface with the
stick model of the ligand.

3D stereoscopic display makes it much easier to visualize the shape of a binding site and
interpret intermolecular interactions. All molecular modeling programs support a variety of 3D

Figure 4.1 Solvent-accessible or interaction surface of a chymotrypsin-inhibitor complex (PDB 3VGC).
The protein solvent-accessible surface is color-coded by simple properties: carbon (hydro-
phobic)¼ gray, hydrogen bond acceptor¼ pink, hydrogen bond donor¼ cyan, Asp/Glu nega-
tively charged side chain oxygens¼ red, Arg/Lys/His positively charged side chain
nitrogens¼ blue, Cys/Met sulfur¼ yellow. Divalent sulfur attached to an aromatic ring is
‘‘invisible’’ from a logP perspective (logP PhSCH3¼ 2.74, logP PhCH3¼ 2.73), but it is
hydrophilic in an alkyl chain (log P CH3CH2SCH3¼ 1.54, log P CH3CH2CH3¼ 2.3689). All
molecular graphics were done with PyMOL.90
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display methods, including very effective options for laptops or computers with standard
graphics cards. Anaglyph red/blue or magenta/cyan 3D work well with inexpensive plastic
glasses. Many programs also support FPR (film pattern retarder) 3D, which requires an in-
expensive FPR 3D monitor (available from LG and other companies) and uses cheap, passive
polarized glasses (FPR 3D is also referred to as ‘Zalman 3D’, although Zalman no longer makes
these monitors).

4.5 WHAT DRIVES BINDING?

Gas-phase non-covalent association is driven by polar and electrostatic interactions; van der
Waals interactions are weak. The situation reverses in water, where hydrophobic interactions
drive protein folding and intermolecular interactions. Fersht et al.38 used site-directed muta-
genesis to show that, in general, binding is driven by shape complementarity and hydro-
phobicity, while polar interactions drive specificity. Water is 55.5 M and dominates all aspects
of aqueous non-covalent binding. Water is an excellent hydrogen bond donor and acceptor: a
free small molecule and unbound protein site are solvated prior to binding. Water must be
removed from the ligand and protein during binding. The desolvation penalty incurred by a
highly polar substituent, such as a hydroxyl group, may cost more than the energy of its
interaction in the protein–ligand complex. Polar interactions only improve potency if they im-
prove upon the interactions between the free ligand and water, and the protein binding site and
water: it’s difficult to form better interactions than water.

High-resolution X-ray crystal structures identify many bound waters. The electron density
map only ‘‘sees’’ the oxygen atom of the water; hydrogen atoms are not visible. Hydrogen bonds
are inferred based on the hydrogen bond donors and acceptors between water and the site,
water and the ligand, and between different water molecules. Some parts of a binding site are
not optimal for binding water and waters in these regions will be easier to displace. Some waters
are also tightly bound and very difficult to displace. A common problem is to decide whether to
design a compound to interact with a bound water molecule or to displace the water. Crystal-
lographic B-factors indicate the relative level of order and disorder for atoms and are sometimes
mistakenly interpreted as a surrogate for water affinity, such that waters with low B-factors are
deemed to bind more tightly and therefore harder to displace. Well-ordered waters may be

Figure 4.2 Connolly molecular surface of the same chymotrypsin-inhibitor complex.

101Structure-based Design for Medicinal Chemists

08
:3

6:
10

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
00

96
View Online

http://dx.doi.org/10.1039/9781782621836-00096


trapped in an energetically suboptimal orientation and displaceable. For example, most kinase
inhibitors bind to the classic kinase hinge with one to three hydrogen bonds, and most frag-
ment hits bind to the hinge. Why do small molecules bind so frequently to the hinge? Com-
putational analysis suggests that the waters which hydrogen bond to the hinge are
thermodynamically unstable: they are trapped by the hydrophobic floor and roof of the planar
binding site and cannot make their full set of possible hydrogen bonds,39 so they are easily
displaced by a ligand with the appropriate shape and hydrogen bond donor and acceptor
geometry. Recent computational methods provide qualitative guidance about the relative
thermodynamic stability of waters in a binding site26,39–44 and can be used to help decide which
waters to interact with or to displace.

Proteins are flexible and their binding sites may change conformation in response to different
small molecule ligands, other interacting proteins, temperature, pH, and ionic strength. Ligand
binding modes can change dramatically due to changes in crystal conditions. For example, co-
crystal structures of trypsin with an inhibitor containing a weakly basic pyridine (pKa¼ 7.5) were
determined in two different crystal forms, at pH 7 and 8. The inhibitor binds with its pyridyl
group in the S1 specificity pocket in one crystal form, but completely flips over end-for-end in
the other crystal form and places its neutral chloronaphthyl group in the S1 pocket.45

A single X-ray crystal structure of a protein with an empty binding site (apo form) is not
necessarily a good model for a bound conformation; the active or binding site may change
conformation when a ligand binds. Flipped binding modes can occur between similar small
molecules, whether they are weakly bound fragments (Ki4100 mM) or tightly bound larger in-
hibitors (Kio100 nM). Rather than interpret such observations as evidence of unstable binding
leading to confusing SAR, consider viewing these different binding modes as separate starting
points for the design of a new series: in structure-based design, series membership should be
viewed as a combination of the chemical series (e.g. scaffold) along with its binding mode.
For example, adding a group to a ligand to fill a pocket in the site can lock in a binding
mode, prevent subsequent flipping, and differentiate one binding mode from the other. See
Figure 4.9, Section 4.12, for an example, which compares compounds 2 (IC50¼ 15 nM) and
5 (IC50¼ 350 nM) in the active site of iNOS.

4.6 ENTHALPY–ENTROPY COMPENSATION

Biochemical, biophysical, and cell biology assays measure a ligand’s Ki or IC50 to estimate the
Gibbs free energy of binding. Computational chemistry approaches usually estimate enthalpies
of binding. X-ray crystal structures tell us about structure, but provide no information about
binding enthalpies or free energies. The observation of an interaction tells us nothing about its
strength.

Modern biophysical techniques can factor the free energy changes upon binding into their
enthalpic and entropic contributions. In principle this provides a greater level of detail for
structure-based design, although prospective case studies are lacking. Freire et al. analyzed a
number of well-known structure-based lead-drug optimizations and suggested enthalpy-driven
binders are more likely to make drugs.46–48 This has prompted the experimental study of en-
thalpy and entropy within drug discovery programs, and suggested a paradigm of selecting
enthalpic-driven binders as far back as the lead selection phase. But it is still unclear how to use
enthalpy/entropy data to help drive iterative, structure-based drug design due to the complexity
of enthalpy–entropy compensation.

The simple concept that hydrophobic binding is driven by entropy, and polar interactions
such as hydrogen bonds are due to enthalpy, is not supported by an increasing number of
studies. There are examples of entropically-driven hydrogen bonds, and enthalpically-driven
hydrophobic interactions, and while these two parameters are mathematically independent,

102 Chapter 4

08
:3

6:
10

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
00

96
View Online

http://dx.doi.org/10.1039/9781782621836-00096


and potentially independently optimizable, the cooperative nature of protein–ligand binding
resulting in enthalpy–entropy compensation complicates the original simple concept.

Klebe used isothermal calorimetry together with X-ray crystallography to analyze the SAR of a
series of thrombin inhibitors.50 Confusingly, cyclopentyl and cyclohexyl analogues, while very
similar in DG, showed completely opposite behavior in DH and DS. The cyclopentyl analogue’s
binding was more entropically driven, while the cyclohexyl analogue’s binding was enthalpically
driven. The differences in DH and DS were large, but resulted in nearly identical overall free
energy of binding for two analogues, which only differed by one methylene group. Close
examination of the X-ray co-crystal structures showed well-resolved density for the cyclohexyl
ring, but the cyclopentyl ring was disordered. While a retrospective rationalization can always
be made, this level of subtlety is impossible to predict with our current level of understanding of
drug–receptor interactions. Klebe also studied the binding of a set of congeneric inhibitors of
thermolysin.51 Through the series H, methyl, i-Propyl, n-Propyl, sec-butyl, i-butyl, and benzyl,
the binding became increasingly entropic, although with substantial enthalpic compensation,
so overall across the series the change in Gibbs free energy was small, compared to substantial
changes in entropy or enthalpy. These changes in thermodynamic signatures were rationalized
with changes observed in high-resolution X-ray structures. As they highlighted, the analyses
worked at the limit of accuracy in current protein crystallography, and required considerations
of details not usually considered in computational chemistry, simply because we are not aware
of their importance in protein–ligand structure activity relationships. Klebe, Ladbury, and
Freire have suggested that enthalpy measurements could even be used to select leads.48 Using
case studies of statins and HIV protease inhibitors as illustration, they indicate that best-
in-class drugs may have enthalpy-driven rather than entropy-driven binding. While the prop-
erties of follower drugs depend on much more than affinity, enthalpy-driven potency may be
just another indication of the importance of selecting compounds with high ligand lipophilic
efficiencies, and a further indicator of compound quality.49

4.7 SMALL MOLECULES BIND IN THEIR LOWEST ENERGY, PREFERRED
CONFORMATIONS

Small molecules rarely bind to proteins outside of their preferred minimum energy conform-
ations. However, the literature is confused on this subject. Earlier work argued that a significant
number of bound ligand conformations in the PDB were strained and had high energy, in some
cases, even higher than the total free energy of binding (the total free energy of binding of a
protein–ligand complex is 1.4�pKi, for example, a complex with a Ki¼ 1 nM has a free energy of
binding of 1.4�9¼ 13.6 kcal/mol or 56.9 kJ/mol). These studies suffered from ligand refinement
errors in PDB X-ray co-crystal structures,52 molecular mechanics force field issues, and other
problems. More recent work with higher resolution, higher quality co-crystal structures and
more careful computational analysis concludes that most ligands bind in one of their preferred,
low-energy conformations, if not their minimum energy conformation.53 A protein dissipates
strain energy through small changes across its many degrees of freedom much more easily than
for the ligand to adopt an unfavorable conformation by straining its few rotatable bonds.

‘‘Soft’’ or low-energy torsion barriers are important: for example, anisoles (ArOCH2R) and
anilines (ArNHR) prefer coplanar conformations, while alkylaryls (ArCH2R), arylsulfonamides
and arylsulfones prefer a perpendicular conformation (Figure 4.3). These preferences must be
considered and exploited when designing linkers between aryl rings; even small deviations are
seldom observed and cost binding free energy. Linker atoms control both distance and dir-
ection. Brameld et al.32 provide an excellent survey of conformational preferences for small
molecule linkers and groups encountered in medicinal chemistry. Schärfer et al.25 analyzed the
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torsion angle distributions from the CSD and PDB to develop an expert system complementary
to the CSD’s Mogul software.24

There are surprisingly large geometric differences between the substituent exit vectors on five-
membered heterocycles. Replacing carbon, nitrogen, or oxygen with sulfur obviously alters the
ring geometry and orientation of substituent exit vectors, but the various C, N, O heterocycles
are typically presumed to be isosteric, with similar substituent vector orientations. Salonen
et al.54 probed the SAR of Factor Xa inhibitors in the S1 pocket by comparing three heterocycle
linkers in inhibitor 1 (Figure 4.4): 3,5-disubstituted isoxazole 1a, 2,4-disubstituted oxazole
1b, and 2,5-disubstituted oxazole 1c. Oxazoles 1b (146 nM Ki) and 1c (1620 nM Ki) were much
less potent inhibitors than isoxazole 1a (9 nM Ki). X-ray co-crystal structures determined at
1.25–1.33 Å resolution revealed that the oxazoles 1b and 1c flipped over 1801 relative to the
isoxazole 1a. Searching the CSD showed surprising differences between the substituent vectors
in these three heterocycles (Figure 4.4). The 15- to 180-fold lower activity of 1b and 1c is likely
due to a combination of the different steric requirements (due to the different exit vector angles)
of the oxazoles vs. the parent isoxazole, different preferred conformations of the heterocycle
linker relative to the main inhibitor scaffold, and also their different dipole vectors. 1a, 1b, and 1c
stack face-to-face against peptide bonds lining the Factor Xa S1 pocket. Harder et al.27 studied the
face-to-face packing of aromatic heterocycles to peptide bonds and concluded the optimal
interacting dipole vectors should be antiparallel, consistent with the improved activity of 1b vs. 1c.

4.8 PREFERRED PROTEIN–LIGAND INTERACTIONS

Conquest, Relibase, Isostar, and Superstar programs from the CSD24 are the best available tools
for studying intermolecular interactions in X-ray crystal structures. Conquest performs 2D

NH

O
30°

HN
O

O

HN 0, 180°

0, 180°

0, 180°
90°

(a)

(b)

(c)

(d)

(e)

(f)

N
O 0, not 180°

(g)

90°S
O

O

N, C

Figure 4.3 The most frequently observed torsions32 in the CSD and PDB for (a) benzamides, (b) aryl-
sulfonamides and arylsulfones, (c) arylalkyls, (d) anisoles, (e) anilines, (f) anilides, and (g) 2-
alkoxypyridines, which have a very strong preference for a coplanar torsion with the alkyl
group syn to the pyridine N, so that the pyridine N and alkoxy O lone pairs are anti.
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substructure searches of the CSD with 3D geometric constraints. Relibase performs similar
searches for the PDB. IsoStar and SuperStar summarize preferred interactions and their dis-
tributions from the CSD and PDB for about 300 functional groups with 48 different contact
groups. We use ConQuest and Relibase to search for interactions similar to those observed in
co-crystal structures of protein–ligand complexes during structure-based design projects; these
searches can provide ideas for how to optimize the ligand.

The comprehensive structure-based design review from Bissantz, Kuhn, and Stahl3 provides
detailed examples with preferred geometries for the common classes of protein–ligand inter-
actions: hydrogen bonds OH � � �O¼C, OH � � �N(¼)-, NH � � �O¼C, NH � � �N(¼)-, halogen
bonds, multipolar interactions C¼O– amide, C–F–O¼C (peptide backbone), cation–Pi, hydro-
phobic contacts, aromatic face-to-face (also analyzed more recently by Huber et al.55), aromatic
edge-to-face, aromatic ring face-to-face with amide, and sulfur–aryl. Kuhn et al.26 took this
qualitative study another step to develop ViewContacts,56 a software tool to annotate protein–
ligand complexes with each of these interaction types and also highlight favorable and un-
favorable interactions (Figures 4.5 and 4.6).

Neutral hydrogen bond distances range from 2.7–3.2 Å, while charged hydrogen bonds with
carboxylates range from 2.6–3.0 Å. The hydrogen bond angle donor–hydrogen–acceptor is most
frequently observed 41501, with the hydrogen bond oriented to approach the lone pair of the
acceptor. Sulfonamide and sulfone oxygens are weak hydrogen bond acceptors and prefer to
orient their hydrogen bonds linearly along the S¼O bond. Hydrogen bonds to acceptors in
aromatic rings or carbonyl groups lie within 301 of the plane of the aromatic ring or carbonyl
group. Aromatic hydrogens (ArH) in aromatic rings with electron-withdrawing groups or in
aromatic heterocycles are weak hydrogen bond donors; ArH hydrogen bonds are frequently
observed between kinase inhibitors and one of the kinase hinge backbone carbonyl oxygens.

N

O

157°
(153-162)°

130°
(127-137)°

145-149°
(132-152)°

N O

O

N

(a) (b) (c)

N
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H

N+

O

O

S

Cl

Br-

Het

1

Figure 4.4 CSD search results from Salonen et al.54 for the angle between the two substituent vectors of
isoxazole 1a, and oxazoles 1b and 1c in Factor Xa inhibitor 1. The most frequently observed
angles are shown in bold and the range of angles is shown in parentheses. These angular
preferences are reproduced by MOE91 with the MMFF94 force field.92,93

105Structure-based Design for Medicinal Chemists

08
:3

6:
10

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
00

96
View Online

http://dx.doi.org/10.1039/9781782621836-00096


Figure 4.5 PAK4 kinase-inhibitor complex (PDB 2X4Z) interactions highlighted by ViewContacts:56 three
hydrogen bonds (green) between the kinase hinge and an inhibitor, an aromatic face-to-face
interaction (magenta) with the peptide backbone, and a probable repulsive interaction (red)
between a phenyl ring and the hydroxyl of Thr-332.

Figure 4.6 Bromodomain CREBBP-inhibitor complex (PDB 4NYW) interactions highlighted by View-
Contacts56 show a hydrogen bond (green) between the inhibitor’s amide carbonyl oxygen and
the alpha carbon proton of Pro-1110, and an aromatic face-to-face interaction (magenta) with
the guanidinium group of Arg-1173.

106 Chapter 4

08
:3

6:
10

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
00

96
View Online

http://dx.doi.org/10.1039/9781782621836-00096


ArH hydrogen bond lengths vary from about 3.1–3.6 Å. The hydrogen on the alpha carbon of the
peptide backbone can also be a weak hydrogen bond donor (Figure 4.6).

Halogen bonds occur between aromatic chlorine, bromine, and iodine substituents in aro-
matic rings with electron-withdrawing groups, and a carbonyl oxygen from the protein back-
bone, Asn, Gln, Asp, or Glu side chains. Halogen bonds are counterintuitive: instead of the
halogen behaving as though it has a partial negative charge, it acts as a surrogate hydrogen-
bond donor. This is due to the ‘‘sigma-hole’’ at the end of the bond between the aromatic
carbon and the halogen, which creates a partial positive charge on the halogen for on-axis
interactions.57 Increasing the electron-withdrawing power of substituents on the halogen’s
aromatic ring (e.g. increasing their Hammett sigma constant) enhances the halogen bond. The
halogen-oxygen distance is much shorter than the normal van der Waals contact distance and
becomes progressively shorter as the halogen gets larger. The preferred halogen bond C–X–O
angle is linear. Halogen bond interaction strengths also increase with the size of the halogen.
Halogen bonds are frequently observed, but very challenging to design. Hardegger et al. de-
signed halogen bonds for inhibitors of MEK1 kinase and cathepsin L, where they compared ArX
interacting with a backbone carbonyl oxygen for X¼H, F, Cl, Br, and I.58 Halogen bonds for Cl,
Br, and I improved IC50 relative to H by 2–13-fold, 7–24-fold, and 26–45-fold for MEK1 and
cathepsin L, respectively. Fluorine does not form halogen bonds, but can interact orthogonally
with the carbonyl carbons of amides, where the C–F bond is oriented perpendicular to the plane
of the amide bond and oriented such that the F contacts the carbonyl carbon with a range of
3.0–3.7 Å. This orthogonal dipolar C–F � � �C¼O interaction can contribute several-fold to
binding affinity. Aromatic rings and peptide bonds pack against each other with T-shaped,
edge-to-face or parallel-displaced, face-to-face interactions (Figure 4.5).27,31 Aromatic rings also
make face-to-face interactions with the guanidinium group of arginine (Figure 4.6).

4.9 HYDROGEN BONDS

Affinity does not correlate with the number of hydrogen bonds. The goal is to identify which
observed or potential hydrogen bonds are most important and try to optimize them. Individual
protein–ligand hydrogen bonds contribute zero to about 3 kcal/mol (13 kJ/mol) to binding
free energy.59 Quantitative prediction of hydrogen bonding strength is still extremely difficult;
empirical rules based on geometry and network coordination through software such as View-
Contacts56 provide qualitative help.26 The CSD software tools IsoStar and SuperStar provide
useful tools for retrieving and analyzing specific geometric preferences and distributions for
different hydrogen bond donor–acceptor interactions.24

What other clues can we use to design and optimize hydrogen bonding? Bissantz et al.
suggested that hydrogen bonding is energetically asymmetric: donors are more important to
target than acceptors.3 This is based on affinity data from several protein–ligand systems
showing that not satisfying a donor (with an acceptor from an inhibitor or water) costs more
than ignoring an acceptor, and analysis of PDB kinase-inhibitor complexes which also shows a
strong preference for satisfying the kinase hinge’s central backbone NH with an acceptor, but
that many inhibitors ignore one of the hinge’s backbone carbonyl oxygens, leaving it desolvated.
This is also qualitatively consistent with the asymmetry of Lipinski’s ‘‘Rule of 5’’, which allows
up to 10 acceptors, but only five donors.

Laurence et al. developed the experimental pK(BHX) scale to measure the relative strengths of
over 1100 different hydrogen bond acceptors (HBA).60 This is the most self-consistent and
comprehensive database available of relative hydrogen bond acceptor strengths. It is an ex-
cellent reference for choosing HBA groups in structure-based design. Bissantz et al. found a
good agreement between pK(BHX) acceptor strength and the frequency of hydrogen bonds to
OH groups observed in the CSD.3 Hydrogen bond-accepting ability does not correlate with
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proton basicity. HBA strengths tend to decrease in the order amides/sulfoxides/pyridines/
N-methylimidazoles4ketones4esters/alcohols4sulfones/sulfonamides/ethers, but there are
large variations depending on cyclization and substituents. Some of the pK(BHX) results seem
counter-intuitive. For example, sulfonamide and sulfones are very hydrophilic based on their p
values and might also seem similar to amides and ketones, but they are weak hydrogen bond
acceptors on the pK(BHX) scale. This is consistent with the observation that only about 30% of
the sulfonamides in the CSD or PDB form hydrogen bonds, but 75–80% of them are in close
contact with an aliphatic carbon.3 Green and Popelier recently published a quantum chemical
approach to calculate pK(BHX), which should be practical to predict values for those groups
missing from the database.61

4.10 ELECTROSTATICS

The detailed electrostatics inside a binding site is poorly understood. The local dielectric
constant inside a protein binding site is believed to vary from two to four, and increases to bulk
water’s dielectric (80) outside of the protein.62 Mutagenesis experiments by Fersht et al.63

showed that the pKa of side chains in binding sites could vary over 1 pKa unit due to per-
turbations over 10 Å away, which suggests that charged groups at similar distances from a
bound ligand could also influence its binding and selectivity. Long-range electrostatics are
clearly significant, but are seldom deliberately exploited in structure-based design, where we
typically focus on simpler direct and water-mediated protein–ligand contacts. Tidor described
an elegant approach to designing inhibitors that includes long-range electrostatics.64,65 Why
does the classic ‘‘fluorine walk’’ work sometimes? Fluorine causes the maximum electronic
perturbation with minimal steric change and can empirically probe the local dielectric en-
vironment in a binding site.

4.11 HYPOTHESIS-BASED DESIGN

Most structure-based design is iterative, based on co-crystal structures and SAR from previous
molecules. We recommend the following guidelines for approaching a structure-based design
program. Review all available high quality co-crystal structures and models for your target and
similar proteins by aligning them based on structurally conserved regions of their active or
binding sites, and displaying them with consistent visualization features (surface, colour-
coding, annotation, etc.), such that you can easily view and compare each structure super-
imposed on one or more other structures. Any observed binding site conformation is a viable
target for inhibitor design. Look for conserved features in structures, including bound or
computationally predicted waters that may differentiate the target from off-targets, and co-
operative motions or other conformational changes, which might be exploited during design.
Search the CSD and PDB for molecules that make similar interactions to those observed in your
co-crystal structures or models; matches in these databases can provide valuable clues to how to
improve existing interactions and also identify similar groups that might also fit your site. Focus
on shape first: optimal ligands match the binding site’s solvent-accessible (interaction surface)
very closely, with few unfilled areas or pockets. Shape-based methods20,66 find molecules with
similar shape to bound ligands can also provide good ideas for ‘‘scaffold-hopping’’: swapping
cores or other features of lead molecules to identify new compounds with improved properties.

As your design-synthesize-test cycle begins, consider each new design as a probe to interro-
gate the protein: a well-designed molecule will provide useful feedback even if it is less potent
than its reference analogue. Each design should test a specific hypothesis, for example, to fill a
pocket, stabilize a conformation, or make a hydrogen bond. Designs should also test protein
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flexibility by pushing into pockets to learn whether they can expand. Long timescale (milli-
second) molecular dynamics simulations are beginning to access significant conformational
change,67–69 but it is still not practical to predict conformational change of a protein in response
to ligand binding. An X-ray co-crystal structure can determine whether the structural design
objective was met. As the SAR within a chemical series develop, and confidence in the under-
standing gained from the structural information grows, compounds whose biological data
appear as outliers within the SAR should ideally be followed up by crystallography. These
outliers can sometimes identify new binding poses that could lead to improved designs.
Structure-based design considerations are part of the medicinal chemistry multiparameter
optimization process and need to be balanced against the many other terms covered in Chapter
21 on Lead Optimization.

4.11.1 Polar Interactions

Hydrogen bonds do not necessarily improve binding free energy, but they are critical for spe-
cificity. Hydrogen bond donor/acceptor mismatches are usually not tolerated and will cost
substantial binding free energy; you might be able to exploit a mismatch with a related off-target
protein to increase selectivity. Burying a polar group in a hydrophobic region or vice-versa will
also hurt binding. However, remember the goal is not to make as many hydrogen bonds or polar
interactions as possible, but rather to attempt to identify critical opportunities for polar
interactions and optimize them. The observation of Bissantz et al. that hydrogen bonding is
energetically asymmetric suggests that design should focus first on satisfying hydrogen bond
donors.3 The pK(BHX) scale is valuable for selecting and comparing potential ligand hydrogen
bond-accepting groups.60

Compounds that are ionized at physiological pH are likely to reduce membrane permeability,
so it’s usually best to minimize the overall charge of the small molecule to zero or one, avoid
strong acids and bases (pKaso3 or 410, respectively), and to focus on using neutral sub-
stituents (or at least those with pKa close to 7.4) to interact with charged side chains on the
protein. Where part of your ligand points to solvent, this may be a good region to incorporate a
solubilizing group, while not compromising potency.

4.11.2 Interactions at the Entrance to a Binding Site

Surprising changes in SAR are occasionally observed at the entrance to a binding site (the
solvent front), where ligand atoms contact protein atoms in a highly exposed region. These
interactions usually have little effect on affinity, due to the groups in this region being highly
solvated and flexible. However, protein–ligand interactions at the solvent front can be im-
portant. Two different groups independently discovered a strong enzyme-inhibitor interaction
at the surface of Hepatitis C Viral Polymerase (HCVP). Antonysamy et al. optimized a weak
14 mM Kd fragment screening hit using parallel synthesis with small libraries to a 0.46 mM Kd

lead compound.70 The most potent members of the series had a tertiary carboxamide that
bound through a face-to-face interaction between the plane of the amide and the imidazole of
His-475 on the protein’s surface (Figure 4.7). His-475 accepts a hydrogen bond from the ad-
jacent Ser-476 OH and donates a hydrogen bond to the backbone carbonyl oxygen of Asp-375.
His-475 and Ser-476 are rigid across the many co-crystal structures determined during this
project. This face-to-face interaction appears to have been responsible for improving Kd by 30–
70-fold. Li et al. also discovered a similar face-to-face interaction with an aromatic, fused ring
heterocycle from a different chemical series binding at the same site.71

There is surprisingly little literature on protein–ligand interactions at the solvent front, but
this example shows that the same intermolecular interactions that contribute to affinity in the
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interior of a binding site can also make similar contributions on the protein surface. Face-to-
face interactions between planar, polarizable groups such as His, Trp, and amide and aromatic
rings of inhibitors may be good design targets for interactions at the solvent front: these groups
are apolar perpendicular to the plane of their aromatic rings or amide and presumably are
poorly solvated. The rigidity of His-475 and Ser-476 may also be a critical factor, as protein side
chains on the surface are usually very flexible and frequently disordered. Understanding how to
design interactions at the solvent front will improve our ability to design inhibitors for protein–
protein interactions.

4.11.3 Self-Fulfilling Prophecy: The Local Minimum Problem

Molecular modeling programs for structure-based design provide features to build, modify, and
energy-minimize small molecules within the protein binding site, along with interactive
graphics visualization. They include options to constrain the entire protein or the protein
outside of the binding site. We recommend the latter in most cases, since allowing limited
flexibility in the site can alleviate steric clashes, optimize interactions, and simulate the small
conformational changes in the protein backbone, side chains, and ligand that are frequently
observed between co-crystal structures of closely related inhibitors. A skilled modeler can
usually fit any designed ligand into a binding site using the powerful features in the top
modeling programs, which can lead to a self-fulfilling prophecy: designs need to be tested to
ensure their designed binding mode is in one of the ligand’s preferred conformations. Energy-
minimizing the protein–inhibitor complex finds the nearest local minimum conformation of
the inhibitor in the site, which may have higher energy than the free inhibitor’s preferred
conformations. The modeled, bound inhibitor conformation should always be compared to the
free inhibitor’s preferred conformations, identified by thorough conformational search of the
inhibitor without the protein. Start by taking by the modeled, bound inhibitor conformation

Figure 4.7 The white HCVp inhibitor’s tertiary amide70 makes a face-to-face interaction with His-475 on
the surface of HCVp (PDB 3CJ5). The cyan inhibitor’s aromatic heterocycle71 makes a similar
face-to-face interaction (PDB 3FRZ). Dashed yellow lines indicate hydrogen bonds between
His-475, the adjacent Ser-476, and the backbone carbonyl oxygen of Asp-375. The solvent-
accessible surface of the protein is light gray.
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and minimize its energy without the protein: if its conformation changes substantially, the
bound conformation is high-energy and should be modified. Even if this simple test succeeds,
you should perform the complete conformational search to ensure that your designed, bound
conformation is close to a preferred, low-energy conformation. How close? Bound conform-
ations seldom deviate significantly from preferred, low-energy conformations of the free small
molecule, but there is no hard acceptance threshold we can provide for either the geometric (e.g.
RMSD) or energetic difference, due to differences in force fields, uncertainty in crystal struc-
tures, and other factors mentioned in Section 4.3. We recommend as a general guideline that
the bound conformation should be within 5 kcal/mol (21 kJ/mol) of the lowest energy con-
formations found in the conformational search, and that its torsion angles should vary by no
more than 101 from the closest conformer. The inhibitor’s modeled torsion angles should also
be compared with the observed distribution of similar torsion angles in the CSD and PDB using
software such as the CSD program Mogul24,72 and/or the torsion analyzer from Schärfer et al.25

4.12 CASE STUDY: NITRIC OXIDE SYNTHASE

Structure-based design of inducible nitric oxide (iNOS) synthase inhibitors highlights several
key points in this chapter. Nitric oxide synthases (NOS) catalyze the conversion of arginine to
nitric oxide (NO) and citrulline. The released nitric oxide is an important signaling and cytotoxic
agent. Neuronal NOS (nNOS) and endothelial NOS (eNOS) are constitutively expressed and play
important roles in gastrointestinal (GI) motility, memory, and vascular tone, respectively. iNOS
is induced by a variety of cells at sites of inflammation and can produce large amounts of NO.
The uncontrolled production of NO is thought to contribute to the pathology of a number of
inflammatory conditions, which makes iNOS a very interesting anti-inflammatory target. The
three NOS isoforms have highly conserved binding sites and very similar structures, so gaining
selectivity for iNOS was likely to prove difficult.

Most of the known iNOS inhibitors contained a basic amidine that mimics the substrate
arginine’s guanidinium group by stacking over the active-site heme and forming a charged,
bidentate interaction with the carboxylate side chain of an invariant glutamate, Glu-377.
AstraZeneca scientists optimized several amidine series: quinazolines, aminopyridines, or
bicyclic thienoxazepines (Figure 4.8).73,74

The program was supported by iterative crystallography, with over 70 co-crystal structures
determined. Potent inhibitors were synthesized, but all suffered from poor pharmacokinetics.
Chemists optimized potency by growing into the iNOS pocket, building in hydrophobicity and
attempting to make new polar interactions, for example by interacting with residues important
for binding the arginine substrate. Potency was improved and 10 nM IC50 iNOS inhibitors be-
came common. Through this process, computational chemistry was able to rule out medicinal
chemistry designs that didn’t fit the active site, but was rarely able to confidently predict po-
tency within the series. However, detailed structural investigations driven by a close dialog
between medicinal chemists, crystallographers, and computational chemists were critically
important in unraveling SAR and guiding design hypotheses. As the iNOS active-site pocket was
filled, SAR began to identify iNOS inhibitors with selectivity over eNOS and nNOS (Figure 4.8).
X-ray structures showed that iNOS-selective inhibitors displaced an invariant glutamine residue,
Gln-263, and opened a new pocket (Figure 4.9).

Gln-263, although common to all three NOS isoforms, provided a valuable source of select-
ivity.73,74 Its movement induced further movements up to 20 Å away and opened a new iNOS
selectivity pocket; sequence differences outside the active site were thought to be the likely
cause of selectivity. Gln-263 adopted different conformations, depending upon the ligand. Some
conformations introduced n/e NOS selectivity, but at the expense of iNOS activity, while other
glutamine conformations increased iNOS potency and increased selectivity over n/e NOS.
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Selectivity through perturbation of the invariant Gln-263 residue proved to be a very valuable
design lesson, and the ‘‘Gln pocket’’ became design dogma. However, even with potent and
selective inhibitors, pharmacokinetic limitations prevented further optimization of the amidine
or aminopyridine series. A different starting point was required.

The project team had been aware of a number of published, non-basic iNOS inhibitors75

similar to compound 8 (Figures 4.10 and 4.11), but they were weak, lacked the charged,
bidentate interaction with Glu-377, and were therefore considered non-specific inhibitors since
they did not fit the project SAR dogma. They were overlooked for many months, but out of
desperation for a new starting point the team decided to use iterative X-ray crystallography to

Selectivity

N

H3C

CH3

NH2

O

N
NH2

H3C

S

O

N
NH2

O

S

HN

N

HN

NH2

F

S

N

HN

NH2

F

F

N

O

32

4

76

N

CH3

H
N

N
COOEt

5

N

NC

iNOS
IC50(mM)

 eNOS/
iNOS

 nNOS/
iNOS PDB

2 0.015     2.3   1.5 3E6N

3 0.04     5   1.2 3EAH

4 0.4   125   2.5 3EBF

5 0.35   166  57 3E7G

6 0.01   250 100 3E7I

7 0.035 >2860  23 3E7T

Figure 4.8 Part of the iNOS inhibitor series studied by AstraZeneca, their iNOS IC50s, selectivity vs. eNOS
and nNOS, and PDB codes for their X-ray co-crystal structures.73
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Figure 4.9 Non-selective aminopyridine 2 (cyan, PDB 3E6N, mouse iNOS) makes a charged, bidentate
interaction (dashed cyan lines) between its amidine and Glu-377. The 2-aminopyridine of a
selective analogue, 5 (yellow, PDB 3E7G, human iNOS), flips over 1801, but still makes a
similar bidentate interaction (dashed yellow lines) with Glu-377. The N-carboxyethylpiperidine
group of 5 displaces Gln-263, which rotates its side chain to a different conformation and
opens a new pocket, shown by comparing the solvent-accessible surfaces of the side chains of
the two Gln-263 conformers.

Figure 4.10 The X-ray co-crystal structure of compound 8 (white PDB 4UX6) in mouse iNOS reveals that it
stacks its neutral aromatic ring over the heme,74 similar to the basic amidine 2 (cyan, PDB
3E6N, mouse iNOS),73 and displaces Glu-377 from its position observed with amidines. The
solvent-accessible surfaces of the sidechains of Gln-263 are similar. Both compounds have
little selectivity.
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explore the surprising SAR of these weak inhibitors. The new X-ray crystal structures were an
eye-opener.74 They showed that an aromatic ring in the non-basic inhibitors stacked over the
heme, similar to the basic amidine inhibitors, and displaced the active site Glu-377 instead of
interacting with it (Figure 4.10).

This was a turning point for the project. These inhibitors were no longer dismissed as weak,
non-specific starting points; they were now a priority opportunity for a new series. Design
progressed through a sequence of hybrid structures using previously learned SAR, starting with
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Figure 4.11 Optimization of iNOS inhibitors proceeded rapidly to exploit the ‘‘Gln pocket’’ for potency
and selectivity.74
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the neutral heme binder, displacing the glutamate, reaching for the arginine’s amino acid
binding site initially with a zwitterion, building into the glutamine pocket for selectivity, and
then replacing the zwitterionic amino acid with a basic group to improve cell permeability
(Figures 4.11 and 4.12). Chemistry focused on neutral heme binders that improved potency
while decreasing log P to improve ADMET properties. But metabolism was still a problem for
this new chemical series. Metabolite identification showed that oxidation para to the ether
oxygen on the aromatic heme binder was a particular metabolic soft spot. Analysis of the X-ray
crystal structure suggested there was enough space to block metabolism by fluorination. Un-
surprisingly, N-demethylation of compound 10 was also observed, but the resulting primary
amine was still acceptable for potency and selectivity. Through this sequence, the original mM
inhibitors were optimized to nM potency with high n/e NOS selectivity and good in vivo sta-
bility.74 Drug discovery is seldom this straightforward, and other problems remained to be
solved. The series showed some binding to noradrenaline and serotonin transporters, and also
inhibited CYP2D6. Additional structure-based design learning led to the removal of these li-
abilities. The design strategy was to further reduce lipophilicity, while maintaining the im-
portant enzyme-inhibitor interactions already identified. The interactions with the heme and
Gln pocket were considered to be lipophilic, and so it was felt unlikely that polarity could be
introduced successfully in these regions. But while heterocycles are considerably more polar
than phenyl rings, they are only polar around their edges, apolar perpendicular to the ring
plane, and can form face-to-face stacking interactions. Hence, replacing the phenyl ring
stacking over the heme (compounds 8–12) with a pyridine (compound 13), and replacing the
‘‘Gln pocket’’ phenyl with isoxazole, resulted in reduced overall lipophilicity and the removal all
three off-target liabilities, while maintaining potent iNOS inhibition. The project continued to
use these design lessons to further develop the series.74

This case study reinforces key points in this chapter. Computational chemistry could not
predict potency, but was used extensively to filter design lists for compounds that were unlikely
to bind. Amino acid changes distal from the active site had profound effects on potency and

Figure 4.12 X-ray co-crystal structures of poorly selective compound 8 (white) and highly selective com-
pound 11 (pink, PDB 2Y37) in mouse iNOS, showing the different Gln-263 residue positions
influenced by the Gln-pocket substituent.74 Solvent-accessible surfaces for the side chain of
Gln-263 highlight the extra volume opened up by compound 11.
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selectivity. Determining X-ray co-crystal structures of compounds with unusual SAR, particularly
those that challenged the pharmacophore dogma within the project, provided key insights and
new pharmacophores. Protein flexibility and induced fit were critical to potency and selectivity,
and led to the discovery of a completely new pharmacophore. Finally, combining the structural
information with consideration of physicochemical properties and ADMET properties under-
pinned the whole design strategy.

HINTS AND TIPS

The clearest way to view and interpret protein–ligand interactions is to display the stick
model (bonds) of the ligand and the protein-binding site, along with the transparent solvent-
accessible surface. Ligand atoms intersect the surface if they make a hydrogen bond or ionic
interaction; otherwise, intersection indicates a steric clash.

While the crystallographer will have done his/her best to fit the atomic structure into the
observed electron density map, the atomic model will have regions of high or low confidence,
depending upon the quality of the electron density in that region. View the electron density
map along with the structure model.

Collaborate closely with your crystallographer, so the uncertainties in the structure are
considered within your design hypotheses.

Flipped binding modes can occur between similar small molecules, whether they are
weakly or tightly bound. Treat these different binding modes as separate starting points for
the design of a new series: series membership should be viewed as a combination of the
chemical series along with its binding mode.

Each design should test a specific hypothesis. Most successful structure-based design is
iterative, based on previous X-ray co-crystal structures and SAR, plus modeling to test the
feasibility of a hypothesis.

Designs should occasionally attempt to push into protein pockets to learn whether they
can expand.

Compounds that are unexpectedly active or inactive should be prime candidates for
structure determination: outliers sometimes contain surprises that lead to new designs.

Focus design on shape complementarity between the binding site and ligand first and
polar interactions second.

Polar interactions only improve potency if they improve upon the interactions between the
free ligand and water, and the protein binding site and water: it’s difficult to form better
interactions than water. However, well-placed polar interactions can make very large
differences.

Ensure that protein hydrogen-bond donors make good hydrogen bonds with ligand ac-
ceptors or water: satisfying protein donors appears to be more important than satisfying
acceptors.

The pK(BHX) scale is an excellent reference for comparing and rank-ordering relative
hydrogen-bond acceptor strengths for common functional groups: acceptor strengths tend to
decrease in the order amides/sulfoxides/pyridines/N-methylimidazoles 4 ketones 4 esters/
alcohols 4 sulfones/sulfonamides/ethers.

Computational methods provide useful qualitative guidance to eliminate designs that are
unlikely to succeed, but are too unreliable to predict relative activities among proposed,
apparently well-designed compounds.

The CSD and PDB databases provide excellent sources of data for preferred conformations
and interactions. Ensure your bound conformation is close to a preferred low energy
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conformation using computational methods to search for the lowest energy conformations
and by comparison with molecules with similar torsion types in the CSD.

Small molecules rarely bind to proteins outside of their low energy conformations. A
protein dissipates strain energy through small changes across its many degrees of freedom
much more easily than for the ligand to adopt an unfavorable conformation by straining its
few rotatable bonds.

Minimize the overall charge of the small molecule to zero or one, avoid strong acids and
bases (pKas o 3 or 4 10, respectively), and use neutral substituents (or at least those with
pKa close to 7.4) to interact with charged side chains on the protein.

Binding selectivity between protein isoforms can come not only from sequence differences
within the active site, but also from differences further away.

4.13 SUMMARY

Many marketed drugs can trace a key design decision in their discovery to a structure-based
approach, including the neuraminidase inhibitors zanamivir76 and oseltamivir,77 the first
marketed renin inhibitor aliskiren,78 the carbonic anhydrase glaucoma drug dorzolamide,79

many HIV protease inhibitors,80 the HCV protease inhibitors telaprevir,81 boceprevir,82 and
simeprevir,83 and various kinase inhibitors including imatinib,84 nilotinib,85 gefitinib,86 and
vemurafenib,87 to name but a few examples. Even membrane proteins are now amenable to
crystallography, particularly GPCRs, and the first clinical candidates targeting GPCRs designed
using X-ray crystal structure information are now emerging.88

Almost 40 years since it began, structure-based drug design is still qualitative, with many
surprises. We are still learning how to model and understand non-covalent aqueous inter-
actions. Our knowledge and practice have advanced dramatically during the last 10–15 years
due to the advent of high-throughput crystallography, which makes it practical to determine
many co-crystal structures during a drug discovery project. The PDB and CSD databases and
companion software have grown tremendously. They provide comparative structures to test
designs for preferred conformations and interactions. A protein–ligand X-ray structure is a
highly provocative and valuable tool to stimulate new design hypotheses in the minds of drug
discovery scientists. Together with physical organic chemistry concepts, considerations of
compound quality, and excellent synthetic chemistry to carry out ambitious designs, structure-
based design is now a fully established and validated medicinal chemistry tool.
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CHAPTER 5

Fragment Based Lead Discovery

RODERICK E. HUBBARDa,b

a YSBL, University of York, Heslington, York, YO10 5DD, UK; b Vernalis (R&D) Ltd,
Granta Park, Abington, Cambridge, CB21 6GB, UK
E-mail: roderick.hubbard@york.ac.uk

5.1 INTRODUCTION

The starting point for small molecule drug discovery programs is to identify initial ‘‘hit’’
compounds that bind to the target and which have the potential for optimisation to clinical
candidates with the desired therapeutic effect. For many organisations, the preferred way of
identifying such compounds has conventionally been by screening large numbers (often mil-
lions) of compounds in some cellular, biochemical, or target binding assay (High Throughput
Screening, HTS). Usually, these compounds are of molecular weight 300 to 450 Da and are
selected to have appropriate drug-like1 or lead-like2 properties. There are two major issues with
such approaches. The first is that these initial hits usually need substantial and often chal-
lenging modification to introduce the required properties. The second is that HTS often gen-
erates no tractable hits, particularly for new target classes. Even with many millions of
compounds, HTS only samples a very small fraction of available chemical space and the col-
lection is usually dominated by compounds from previous drug discovery campaigns.3

The essential feature of fragment based methods is that drug discovery begins with screening
of a relatively small library (typically 1000s) of compounds of low molecular weight (average 190
Da) that are more likely to bind.4 The fragment hits are then evolved, usually guided by the
structure of the compounds bound to the therapeutic target, to larger lead compounds which
can then be optimised by conventional medicinal chemistry methods. There have been great
advances in the methods of fragment based lead discovery over the past 15 years, and there are
now many compounds in the clinic (reviewed5–8) and the first fragment derived drug has now
been approved and is on the market.9

This chapter provides an overview of the current practice of fragment based lead discovery
(see also previous reviews6,10–14). The emphasis is on practical aspects of the methods. Although
there are some examples of fragments binding to other targets (such as nucleic acids15), the
methods have been mostly applied to protein targets, which will be the focus of this discussion.

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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In addition, I include a section describing some of the history of the evolution of fragment
based discovery.

5.2 THE GENERAL FEATURES OF FBLD

Figure 5.1 is a summary of the general approach to fragment based discovery that has been
developed at Vernalis over the past 10 years.12,16 Most practitioners have a similar approach: a
fragment library is screened, usually by a biophysical method. Information about fragments is
combined with other hits from virtual or experimental screening of conventional libraries (such
as by HTS) and from the literature. The binding of the various hits is usually validated by one or
more orthogonal biophysical methods while attempts are made to determine a structure,
preferably by X-ray crystallography, but if necessary, using NMR and other methods to generate
models of ligand binding.

Finding fragments that bind to most binding sites on most targets is relatively straight-
forward: the challenge is knowing what to do with the fragments—both in choosing which
fragments to progress and how to evolve them to compounds which can be advanced like any
other compound in lead optimisation. An important first step is to optimise the fragment core
itself, exploring SAR by purchase (often called SAR by catalog) or limited synthesis to test
binding hypotheses and to identify the key vectors for optimisation. There are two key char-
acteristics that fragments bring to the fragment to hit to lead optimisation process. The first is
that for most targets, fragment screening provides choice in the number and diversity of
chemical starting points. The second is that the medicinal chemist has a small start point; with

Figure 5.1 A schematic representation of the overall fragment based drug discovery process at Vernalis.
See text for details.
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careful design, this gives opportunities for developing highly efficient, lower molecular weight
lead compounds while optimising the required drug-like properties.

The following four sections summarise the key features of these different steps.

5.3 FRAGMENT LIBRARY

The main difference between a fragment and any other hit compound in drug discovery is that
the fragment is small (and thus needs to evolve) and binds with a low affinity to the target. The
low affinity means that sensitive methods are needed (discussed later) to detect such weak
binding. Both the screening technology and the method for growing the fragments need to be
taken into account in designing the library.

As with any screening approach, the quality of the hits obtained depend on the quality of the
compounds in the fragment library. There has recently been a considerable amount of literature
published on library design.17–22 Most practitioners have adopted a similar approach which is
summarised in Figure 5.2. The available compounds (either commercially available or from the
corporate collection) are filtered to identify compounds with the desired molecular weight,
excluding those that contain functional groups that are predicted to be toxic or reactive and
excluding compounds that do not have identified sites for synthetic elaboration. This step also
includes a filter on predicted solubility. Some libraries have an additional step, selecting
compounds predicted to be suitable for a particular target class, either through requiring a
particular pharmacophore or through virtual screening. The remaining set of compounds is
then usually assessed on some measure of chemical diversity—in the case of the Vernalis
fragment library, we have used the three point 2D pharmacophore method. The final selection
of compounds usually involves a manual inspection step, where medicinal chemists triage the
list of compounds to identify the chemotypes that they feel should be progressed. The com-
pounds are then purchased and checked for purity and solubility.

The maintenance and curation of a fragment library takes considerable effort. The fragments
are screened at relatively high concentrations (100s of mM for most biophysical screens; many
mM for crystallographic soaks), so the solubility and purity of the compounds needs to be
regularly checked, particularly when the libraries are maintained in high concentration stock
solutions. This is not only to ensure that the compounds are still in solution, but also to check
for aggregation or stability issues. A small percentage of some contaminants can have a marked
effect in a high concentration assay. The physicochemical requirements of a library are a major
factor that constrains the contents of a fragment library, in particular the solubility which is
usually linked to the lipophilicity.

At Vernalis, the library is assessed and updated about every 9 months. Compounds are re-
moved if they show lack of solubility or stability, or when stocks are depleted and the compound
is no longer available. In addition, fragments that have proven particularly difficult to progress
or demonstrated liabilities (metabolic etc.) are removed to make way for new fragments. All
compounds synthesised within the company that meet the general criteria for fragments are
considered for inclusion; in addition, novel scaffolds are often synthesised based on ideas from
the literature or understanding of a particular target class. The overall size of the library is
maintained between 1100 to 1500 compounds—primarily because of the overhead of library QC
and maintenance.

There are a number of published variations on these general principles. The first of these are
libraries that have been constructed to include particular elements to aid the screening method.
Dalvit et al.23–25 are enthusiastic proponents of using 19F as a probe; the main advantage is that
the 19F nucleus is particularly sensitive in the NMR experiment and also the isotope is 100%
abundant. This markedly increases the sensitivity compared to 1H NMR spectra, such that as
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Figure 5.2 A typical workflow to design a fragment library. The numbers are the number of compounds
which remain to be considered and are taken from a fragment design protocol followed at
Vernalis in 2003.20

aThe database of available compounds rCAT.103

bSMARTs strings were used to remove compounds that had:

� Four aliphatic carbons except if also contains X–C–CC–X, X–C–C–X, X–C–X with X¼O or N
� Any atom different from H, C, N, O, F, Cl, S
� –SH, S–S, O–O, S–Cl, N–halogen
� Sugars
� Conjugated system: R¼C¼C¼O, with R different from O, N, or S or aromatic cycle
� (C¼O)–halogen, O–(C¼O)–halogen, SO2–halogen, N¼C¼O, N¼C¼S, N–C(¼S)–N
� Acyclic C(¼O)–S, Acyclic C(¼S)–O, Acyclic N¼C¼N
� Anhydride, aziridine, epoxide, ortho ester, nitroso
� Quaternary amines, methylene, isonitrile
� Acetals, thioacetal, N–C–O acetals
� Nitro group
� 41 chlorine atom

cSMARTs strings were used to accept compounds that had:

� R–COOMe, R–COOH; R–NHMe, R–N(Me)2, R–NH2
� R–CONHMe, R–CON(Me)2, R–CONH2; R–SO2NHMe, S–SO2N(Me)2, R–SO2NH2
� R–OMe, R–OH; R–Sme
� Z 1 ring system

dThis filter was not included for the example numbers used here.
eFor NMR screening (see later), the compounds are stored at 200 mM in d6-DMSO and need to
be soluble aqueous at 500 mM ; the requirements differ for other methods of screening.
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low as 5 mM fragment is required, dramatically reducing the solubility constraint. One of the
early proponents of structure-based design, the company SGX, designed a library containing Br
atoms as electron dense atoms to aid identification in crystallographic screening;26 one group
went as far as designing a paired set of libraries where a fragment with a Br could be used for
crystallographic screening with a non-Br fragment available for other assays. An issue with both
of these approaches is that the atom introduced as a probe can itself be important for inter-
action, complicating the pathway to fragment optimisation.

A second variation is to enrich the fragment library with fragments derived from known drugs
(so-called privileged scaffolds) or to use virtual screening or a pharmacophore (as described
above) for a particular target class. Usually, these approaches will increase the hit rate, but by
definition, are not providing any new insights into the chemotypes which will interact with the
target. For these reasons, most practitioners aim for the library to be generic and suitable for
most targets.17,20–22

A final variation to note is to construct a fragment library that is representative of the
available compounds. This could be through analysis of the available compounds18 or to syn-
thesise libraries of compounds based on the fragments; this type of approach ensures there are
near neighbours of fragments available for rapid generation of SAR.

There has recently been some discussion about how important it is for drug molecules to include
sp3 carbon atoms giving a more three dimensional shape.27 Such considerations have led to the
proposal that 3D fragments may also be important, particularly for some of the new target classes
(protein–protein interactions, carbohydrate processing proteins). To date, there have been two main
challenges for such ideas. The first is that such complex shapes usually require more atoms; in
addition, the chemical suppliers have not focussed on this area. For these reasons, there are only a
small number of such 3D compounds commercially available which meet the MW criteria. The
second is that the subsequent evolution of molecules with (usually) quite complex stereochemistry
is synthetically challenging. It remains to be seen whether the current interest in the idea of 3D
fragments really leads to any new chemical entities and thus useful lead compounds.

A concern expressed by some is that many drug discovery campaigns will begin from
screening the same fragment library and so the same fragment hits will be considered. Anec-
dotally, there is remarkably little overlap in the exact chemical structures selected to be in
different fragment libraries—it appears that there is enough diversity in the commercially
available compounds less than 250 Da that the chance of choosing exactly the same fragment
for a particular chemotype is quite low. However, it is the case that rather similar fragments are
found by different project teams; what is important is the optimisation of the fragments. As we
will see later in the analysis of various HSP90 projects in Section 5.9, this is the difficult part of
fragment-based discovery and where real discovery is made.

Finally, a comment on the molecular weight of the compounds in the fragment library. A key
feature of fragment screening is that a small number of compounds samples a potentially huge
chemical space—i.e. a small fragment is representative of many more compounds that can
incorporate or be inspired by that fragment. The scaling of the chemical space with number of
compounds is nicely illustrated by the work of Reymond.28 His group has developed algorithms
to enumerate the compounds that can be generated using standard chemical protocols and
which fit within what can be termed drug-like space. Although there are many approximations
in the analysis, the main message is that chemical space increases approximately 8.3-fold for
the addition of each heavy atom. This means that a library of 1000 fragments of molecular
weight 190 is equivalent to 107 compounds of molecular weight 280 and 1018 compounds of
molecular weight 450. This emphasises the need to keep the fragments within a library as small
as possible, while still having sufficient mass and functionality to register in an assay.4 For these
reasons, it is usual to think of fragments as less than 250 Da, and calling compounds between
250 to 350 Da scaffolds.
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5.4 FRAGMENT SCREENING APPROACHES

For a simple binding event of a ligand (L) to a protein (P), the equilibrium can be represented as
shown in Equation 5.1.

PL (aq) P(aq) + L (aq) 

koff

kon

KD

koff= =
[P(aq)] [L(aq)]

kon [PL(aq)]

ΔGo =  ΔHo − TΔSo =  −RT lnKD

(a)

(b)

(c)

Equation 5.1 Equation 5.1 For the simple equilibrium in Equation 5.1(a), the dissociation constant 
(KD) is the ratio of the off rate (koff) divided by the on rate (kon), as shown in Equation 
5.1(b). KD is related to the standard Gibbs free energy (ΔGº) and the enthalpy (ΔHº) and 
entropy (ΔSº) of binding as shown in Equation 5.1(c) at temperature (T); R is the molar gas 
constant.

There are now many examples where small fragments that bind to a target with a dissociation
constant in the mM range can be progressed to lead compounds. The need to detect binding at
such low affinity has inspired the development of many techniques for screening fragments.
These have relied not only on the development of more sensitive equipment but also an in-
creased understanding of how to set up and validate the assays and the limitations and
advantages of the different methods.

Figure 5.3 summarises the range of affinities which are usually accessible by these techni-
ques, based on experience at Vernalis.12 The following is a brief summary of the main char-
acteristics and considerations for each of the screening approaches.

Affinity

10 mM 1 mM 100 μM 10 μM 1 μM

Fragments MW 110–250

Scaffolds MW 250–350

Lead Compounds

X-Ray crystallography

Ligand-observed NMR

Surface Plasmon Resonance (SPR)

Enzyme / binding assays (HCS)

Isothermal Titration Calorimetry(ITC)

Hit Compound MW 250–500

Protein-observed NMR

Differential scanning fluorimetry (DSF / TSA)

Weak affinity chromatography (WAC)

Mass spectrometry (MS)

Figure 5.3 A schematic representation of the sensitivity range of the different techniques presented in the
text for detecting binding of compounds to protein targets. The affinity scale is for the dis-
sociation constant for the equilibrium PL¼Pþ L. For all techniques, there will be exceptions
to these sensitivity limits; the diagram summarises the general experience in most projects,
presuming that all components are soluble and do not interfere with the detection method.
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5.4.1 Protein-Observed NMR

This is the screening method used by the NMR group at Abbott, used in the first published
fragment based discovery project29 and used in most of the subsequent fragment campaigns at
that company.7,30 The main NMR pulse sequence used is known as HSQC (Heteronuclear Single
Quantum Coherence) which is a 2D NMR experiment, most often where transfer of signal be-
tween 1H and 15N in the isotopically labelled protein results in a spectrum where each amide
yields a peak; the position of each peak depends on the local chemical environment and is
sensitive to ligand binding (see typical spectrum in the top right panel of Figure 5.1). Although
more sophisticated NMR experiments are possible for larger proteins, the usual limitation is for
proteins less than 35 kDa (otherwise the peaks are too broad due to the slower tumbling time).
Usually, the experiments are performed with protein at a concentration of 20–50 mM to give
sufficient signal. This solubility requirement increases the amount of protein needed for
screening; as it is the protein that is being observed, this also makes screening with mixtures
more complicated (see ligand-observed NMR below). The dynamic range of HSQC measure-
ments is quite broad, mainly limited by compound solubility. Hits (that is some change) can be
seen for compounds up to mM in affinity.

There has been limited use of the method for screening of fragments at other organisations;
to some extent, this is because of the patent that Abbott gained on some of the methods, but
mainly because of the limitations outlined above. However, protein-observed NMR is used more
widely for characterising fragment binding. An advantage of the method is that it can identify
fragments that bind to alternate regions of the protein—this would be seen in a different
pattern of amide shifts in the HSQC spectrum.31

5.4.2 Ligand-Observed NMR

This is regarded by many as the most robust of the biophysical screening methods, because of
the dynamic range of the assay (hits can be identified with KD between 100 nM and 10 mM) and
because there is quality control within each experiment—the NMR signals report that the ligand
is intact and in solution and that the protein is still folded and in solution.

Figure 5.4 summarises the experimental design. Typically, these experiments are performed
with 10 mM protein and with mixtures of up to 10 fragments at 500 mM each; as long as there is
not one fragment which has a particularly strong residence time on the target, the experiment
should be able to detect when more than one fragment in a mixture binds to the target. The
selection of fragments for each mixture is not too onerous—the only checks are that there is one
peak for each fragment in the mixture that is distinctive and that the fragments do not associate
with each other in the mixture. A number of different NMR experiments are used with the most
widely applied being Saturation Transfer Difference.32 In this experiment, the protein sample is
irradiated at the chemical shift of the protons of the hydrophobic core; this radiation is
transferred to any ligand which touches the protein during the timescale of the experiment,
which is measured as the difference seen in the 1D spectrum recorded for the ligand. Additional
experiments that are used by some are the water-logsy33 (which involves transfer of radiation
from solvent molecules) and CPMG34 (measuring differential relaxation of the ligand in solution
and bound). Each of these experiments has a different physical basis, so a hit in all three of the
experiments is more reliable. The general experience at Vernalis is that a hit in all three NMR
experiments has a 70% success rate in giving a crystal structure, falling to 40% if only a hit in
two of the experiments and rarely if a hit in only one experiment. The main limitation for de-
tection is the solubility of the ligand; at Vernalis (see Figure 20.5 in reference 12), fragments
have been reliably identified between 100 nM and 5 mM binding. The high concentration of
fragments needed to observe such low affinity binding can sometimes result in non-specific
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binding. To control for this, a competitive step is used where a known ligand (which can be a
peptide or a tool compound) is added and the spectra reacquired to see if the signal disappears.

Such a competitive experiment identifies fragments whose binding is effected by such a
competitor ligand and so, in principle, would identify a true allosteric site as well. However,
many alternate, cryptic sites (sometimes functional, often not) elsewhere on the protein active
site can only be probed if the experiment is constructed to look for them. For example, the
primary active site can be blocked by incubation with a high concentration of a known tight
binding (i.e. slow kinetics) inhibitor during screening.

A variation of the ligand-observed NMR screening is the proprietary TINS method. Here, the
protein is immobilised on a column and ligands flowed past.35–37

5.4.3 Surface Plasmon Resonance (SPR)

SPR is a technique which measures changes in molecular weight. The experiment is based on
immobilising one component (either protein or ligand) on a surface; the change in properties of
an optical beam shining on this surface reflects the mass of what is attached. It is then possible
to observe the change in mass as the binding partner is flowed over the surface. There are two
main configurations: direct mode and indirect mode.

Figure 5.5 is a sketch of the direct binding mode which provides the most information on the
kinetics of binding (see Equation 5.1). The protein is immobilised to the surface and the ligand
flowed over. As the ligand binds, there is a change in the response of the detector; the on rate or
kon for binding can be calculated from this initial slope. When the ligand is no longer injected
over the surface, the ligand dissociates from the surface and the off rate or koff can be measured
from the resulting change in the response. For most targets, the fragments bind with a low
affinity, with rapid on and off rates, so it is not possible to make a great deal from the kinetics
(see the SPR trace in the panel at the top right of Figure 5.1). However, the off rate is usually

Figure 5.4 A schematic representation of fragment screening by competitive ligand-observed NMR
spectroscopy. See text for details.
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what changes as a ligand is optimised. SPR can thus be an effective way of detecting progress in
compound optimisation. In addition, slow off-rate compounds can be of great benefit in some
therapeutic indications (such as oncology), as a long half-life on the target (or residence time)
can be associated with increased efficacy.38

In indirect mode, a good ligand is immobilised to the surface, usually through an extended
linker which needs careful design so as not to impede binding to the protein. The protein is
then injected over the surface. As the protein binds, there is a large change in signal—inclusion
of a high concentration of a fragment that binds to the protein will prevent binding. In this
case, it is not possible to directly measure kinetics of binding but binding affinities can be
extracted.

This technique has been available for many decades following the introduction of the first
instrument (the initial manufacturer/trade name is Biacore). Although more sensitive equip-
ment now allows weak fragment binding to be observed, the major advances have come with
experience in the attachment methods, in the software that analyses the response traces, and
importantly, a wider understanding of how to validate the binding and how to recognise when
there are anomalies.39–42 It is now generally found that fragment hits of 120 Da can be seen;
although some practitioners have pushed the limit on affinity into the mM range, most find that
it is challenging to reliably measure fragments binding with an affinity worse than 500 mM,
mainly for reasons of solubility and interference with the chip surface and equivalent failures.

There are a variety of attachment strategies—many use kits that biotinylate free lysine resi-
dues on the surface of the protein43 or use direct amine coupling reactions. There are protocols
for establishing the best conditions, but this can result in a chip where the protein is randomly
oriented; in addition, it is not possible to regenerate the chip once it has been used with a tight
binding compound (and they are quite expensive consumables). Another alternative is to couple
via the histidine tag usually attached to most over-expressed proteins for purification pur-
poses—and immobilise on a Ni21 surface. The standard hexa-his tag can be too weak to give a
stable chip surface (the protein leaches off) but a double his tag44 can provide a stable surface
which has the advantage that it can be cleared to regenerate the rather expensive chips for
different proteins.

5.4.4 Thermal Shift Analysis (TSA) or Differential Scanning Fluorimetry

In this method, a solution containing the target protein and the possible ligand or fragment is
slowly heated up in the presence of a fluorescent dye. As the protein unfolds, there is a change
in fluorescence as the dye binds to the hydrophobic surfaces; a change in the so-called melting
temperature (or Tm) indicates that the ligand has bound and stabilised the protein. The top
right panel of Figure 5.1 shows some representative traces.

Figure 5.5 A schematic representation of surface plasmon resonance (SPR). See text for details.
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The method was initially developed for screening of compound libraries45 and very powerfully
applied to select ligands which could increase the chance of crystallisation46 or improving the
stability of proteins.47 For such ligands (usually better than a KD of 1 mM) the method is rea-
sonably robust as the ligands will tend to provide a clear stabilisation of the protein. A number
of groups (particularly academics) have exploited the technique for fragment screening. As
documented by many (e.g. reference 48), there are challenges in recognising the very small Tm

shift seen for fragments. Because such small molecules give little stabilisation of the protein (if
any) there can be many false negatives if TSA is used as the primary screening method.12,48

The main advantage of the technique is the relatively small amount of protein material re-
quired for screening and that standard laboratory equipment (such as a PCR machine) can be
used.

5.4.5 Biochemical Assay

This category includes any assay that depends on readout of enzyme activity or any assay where
a spectrophotometric readout (such as fluorescence or UV/visible light) monitors binding or the
displacement of a labelled ligand. The advent and investment in High Throughput Screening
(HTS) has stimulated the development of a range of robust screening approaches and platforms
for measuring such activity or binding. The main issues for such assays for screening fragments
are their detection limits and their sensitivity to the high concentrations needed to observe such
low affinity binding; this has led to a wide literature on the origins of frequent hitter com-
pounds and false positives.49,50 For some classes of target (such as kinases), such assays are
reasonably robust, particularly where the binding site being inhibited has a good ligandable
shape and chemistry. In such cases, it is possible to screen a fragment library with reasonable
confidence and minimal false positives and negatives. However, for some targets, the assays
either lack sufficient sensitivity or are susceptible to interference (e.g. fluorescence). A recent
article12 summarises experience with fragment screening for a number of different targets.
Validated hits identified by NMR screening and for which crystal structures are available were
assessed for binding in the relevant wet assay. Whereas the false negatives in the wet assay were
minimal for kinases and ATPases, there were some targets for which very few of the fragment hits
would have been identified if only a wet assay had been used (see Figure 20.4 in reference 12).

5.4.6 Crystallography

An early emphasis in fragment-based methods was to use X-ray crystallography to identify
fragment hits (see the discussion later). To some extent, this was because many of the early
adopters and adapters of the methods had a strong background in structural biology and
crystallography (see section 5.7) but the main advantages are that an immediate picture is
obtained of how the fragment is binding and it is possible to obtain discrete structures for very
weak ligand binding. However, the main challenge is whether the protein crystal is suitable,
that is whether the crystal will withstand soaking in high concentrations of ligands and still
diffract and whether crystal packing makes it difficult for low affinity ligands to readily soak into
the binding site. The latter constraint emphasises that observing a ligand binding from a crystal
soaking experiment is as much about kinetics as thermodynamics. It can take a number of
attempts (varying soaking time, temperature etc.) before a structure of a complex is obtained.

Generating a suitable crystal system for ligand soaking can be a real challenge. Sometimes,
modifications to the protein construct and/or crystallisation conditions will generate a suitable
crystal form; however, requiring this can limit the types of projects for which fragment screening
can be performed. In addition, as many protein crystals are formed with protein produced from
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truncated or mutated constructs, the cryptic sites are not always natural or functional. However,
there are a number of examples where soaking into a crystal identifies unexpected cryptic
(occasionally allosteric) binding sites on the protein (see examples reference 51–53).

Notwithstanding these caveats, a crystal structure of a fragment bound to the target protein
validates fragment binding and provides important information to aid the design of improved
compounds.

5.4.7 Mass Spectrometry

There have been great advances in mass spectrometry instrumentation for detection and
characterisation of non-covalent complexes and this has delivered real insight into the com-
position of multi-protein assemblies (e.g. reference 54) and have been successfully used in
detecting protein–ligand binding when the ligand binds with affinities better than 100 mM (e.g.
reference 15). However, this is not an appropriate range for fragment screening, although the
technique has found application when there is covalent fragment binding,55 such as in the
tethering approaches of Sunesis.56

5.4.8 Isothermal Titration Calorimetry (ITC)

This technique is based on measuring the heat (enthalpy in Equation 5.1(b)) that is taken up or
released on binding of a ligand to a protein. There are two main limitations to the dynamic
range of affinities that can be monitored—the amount of heat that is released and the solubility
of one or other of the protein or ligand. The usual configuration is to inject small amounts of a
concentrated solution of the ligand into a sample of protein; if the ligand is poorly soluble and
the protein very soluble, then the protein can be injected into the ligand sample. The instru-
ment compares the heat difference between the cell containing the protein (or ligand) and a
blank sample; this is recorded as spikes of heat; the total heat is obtained by integration. As
increasing amounts of ligand and protein bind, so the amount of heat reduces, and a sigmoidal
curve such as seen in the top right panel of Figure 5.1 is observed. The concentration at which
equilibrium is achieved allows the equilibrium constant to be calculated; it is then possible to
calculate the entropy change on binding.

The detection limit is generally for a KD in the 500 mM to 5 nM range; however the main
limitation is the amount of protein required to generate sufficient heat. This means the method
has limited application to fragment screening, but is a reliable method for validating fragment
hits and subsequent optimisation of compounds.

5.4.9 Other Ideas and Approaches

The success and investment in fragment-based discovery has coincided with recognition of the
importance of compound properties in lead optimisation. Taken together, these have en-
couraged the development of a number of other technologies for detecting and characterising
protein–ligand interactions. Some of these methods are proprietary such as the fluorescence
based interferometry method from the company Evotec57 and the capillary electrophoresis
methods from the company Selcia.58 A recent method from an academic group in Sweden may
be more accessible—weak affinity chromatography or WAC.59 In this technique, the protein is
attached to a silica gel and loaded onto a chromatography column; a mixture of fragments is
flowed over the column. The retention time reflects the binding to the protein and the ligand
can be identified if the column is connected to a mass spectrometer. As with any
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immobilisation technique, the main challenge is to fix the protein to the support, while
retaining its folding and binding integrity.

5.4.10 Validating Fragment Hits—Comparing Methods

It is important to validate any fragment hits found in a screening campaign. Although the false
positive rate for some targets (such as kinases) is relatively low for well conducted, competitive
binding screens, it is useful to remove any false hits before investing too much time and re-
source. Validation is crucial for more challenging targets—such as protein–protein interaction
targets—where the screening techniques can report incorrectly for all sorts of reasons.

There has been some debate (and reports) of the differences between the biophysical tech-
niques both in hit rates and the nature of the hits. In principle—all the methods should give the
same results, provided that the conditions are equivalent. However, it is the case that the
sensitivity between the methods varies and in particular the differences in buffer conditions
required for the different assays may have a differential effect on compound solubility or ag-
gregation, or on the binding affinity itself.

5.5 FRAGMENT HIT RATES

5.5.1 Hits vs. Non-Hits

35% of the Vernalis fragment library is a hit against at least one target whereas 65% of the
library has not yet been a hit against any target. To date, it has not been possible to find any
combination of physicochemical or other properties that differentiates a hit from a non-hit
sufficiently to be used as a criteria for removal of that class of compounds from the library. An
analysis of hit rates and properties17 showed that the hits are slightly more hydrophobic (higher
lipophilicity, calculated as SlogP60) than non-hits, with slightly fewer rotatable bonds and more
rings. However, these differences are subtle. The description of the Pfizer library design pro-
cess21 included a preliminary report on hit rates for the first library of 2592 fragments (so-called
GFI-I) screened against 13 different targets by STD-NMR. 766 fragments hit at least on target,
with only one fragment hitting all 13 targets—about 30%. The hit rates reported by AstraZeneca
are more difficult to compare, as a number of different screening strategies were used.22

5.5.2 Hits for Different Types of Target

The Vernalis analysis17 also found slight variation in the nature of the hits found for con-
ventional targets such as kinases compared to the hits found for protein–protein interaction
(PPI) targets which tend to have larger, flatter and more hydrophobic binding cavities. The hits
for PPIs were of higher molecular weight, with more rotatable bonds and rings compared to
those for other targets.

5.6 DETERMINING STRUCTURES OF FRAGMENTS BOUND

X-ray crystallography is the most information-rich method for providing a detailed picture of
how a fragment is binding to a target. In some organisations, a fragment does not qualify as a
true ‘‘hit’’ to be considered for progression until a crystal structure of the target is obtained
with the fragment bound. Although other structural information (such as from NMR or from
molecular docking) can provide enough information, the details of solvent and protein con-
formation provided by an X-ray structure gives a more robust framework for designing modi-
fications to evolve the fragment. There are some caveats on the detailed interpretation of the
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structures—nearly all structures are determined from crystals immersed in cryoprotectant and
frozen at liquid nitrogen temperature to protect against damage from the x-ray beam. In add-
ition, some crystal packing can affect the detail of the conformation.

There are two ways of obtaining a protein–ligand crystal structure—either soaking or co-
crystallisation. Co-crystallisation can be resource consuming—the crystallisation conditions
may vary from ligand to ligand and it can take time and protein to identify new conditions for
each ligand. In general, soaking provides the same structures (though there are exceptions,
where the ligand can induce a conformational change). In most projects, the approach is to do
soaking for speed, with occasional co-crystallisation attempts to cross-check the structures.

There are variants in the soaking protocols. The ligand can be added to the crystallisation
solution or added to the cryoprotectant. For some crystals, it is not possible to obtain an apo
structure (that is unliganded); one approach is to generate crystals with a moderately weak
ligand binding (an example would be ADP-PNP binding to a kinase) and then soak out the
ligand with the fragment solution which then binds. This approach is how the PDPK1 example
in Figure 5.19 was achieved.

With the exception of the SAR by NMR approaches of Abbott (see Figures 5.7 to 5.9) all of the
successful fragment optimisation campaigns have relied on X-ray crystal structures. In general,
determining the structure of individual complexes by NMR is very time consuming—both in the
time taken to collect the various NMR spectra, but also in assigning the spectra.

5.7 THE EVOLUTION OF THE IDEAS AND METHODS—A HISTORICAL
PERSPECTIVE

As with most areas of science, it is possible to track the emergence over time of the main results
that underpin current practice. The following is a selective discussion of the origin of some of the
underlying principles and early applications of fragment-based methods, see also reference 14.

5.7.1 Some Early Ideas

Most discussions of fragment-based discovery begin with the papers from Jencks.61 He re-
minded the community that for the simple equilibrium describing the dissociation of a pro-
tein–ligand complex (Equation 5.1), the Gibbs free energy relationship means that a doubling of
the energy of interaction between protein and ligand will square the binding constant, KD.

This means that if two functional groups each bind with a 1 mM KD (equivalent to
� 17 kJ mol�1) then a molecule containing both groups making the same interaction will have a
binding energy of � 34 kJ mol�1, equivalent to a KD of 1 mM. The Jencks paper also discusses
how the binding of one group will overcome the rotational and translational entropy for the
interaction, so any subsequent interactions are contributing to binding affinity alone.

The notion of different functional groups making a distinct contribution to binding was
explored by Andrews in 1984.62 In this paper, he performed a simple analysis of the average
energy of interaction that is achieved by a particular functional group. This paper was to a large
extent ignored on first publication; it was not until the mid-2000s that the ideas of functional
group efficiency were formalised and more widely accepted.

One of the central features of many fragment screening campaigns is the determination of
large numbers of crystal structures of the fragments and subsequent evolved hits binding to the
protein. Perhaps the first recorded example of multiple crystal structures with potential ligands
bound was the work by Perutz and Abraham63 who looked at the structure of haemoglobin with
various compounds such as bezafibrate bound, to understand the structural basis of their
potential to affect the conformation of the protein and be used as anti-sickling agents.
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5.7.2 The Emergence of De Novo Structure-Based Design

During the 1980s and early 1990s, the computational chemists developed series of ideas on how
to exploit the structure of a protein to identify potential interaction sites for ligands. The first
widely used example was the GRID program.64 Here, a virtual grid of points is placed over the
binding site of interest and a simple energy of interaction (van der Waals and electrostatic)
computed for a particular probe—say a methyl group or a water molecule. The resulting grid of
points can then be contoured to generate a very graphical representation of the regions of the
binding site which would favour such an interaction. An early demonstration of the simplicity
and power of this approach was the optimisation of the sialic acid analogue, Neu5Ac2en for
binding to the influenza enzyme neuraminidase, to introduce a guanidinium group, guided by
GRID calculations.65 The resulting compound became zanamivir, marketed by GSK as Relenza.
Further examples of such computational mapping approaches were the programs MCSS
(Multiple Copy Simultaneous Search66) —where molecular dynamics calculations identify
binding poses (that is a conformation, position and orientation) for larger functional groups
(such as acetamide or benzene) and LUDI67—which used the pattern of functional group
interactions seen in small molecule structures to predict hot spots for binding on the surface of
a protein. Together, these computational approaches reinforced the idea that there are discrete
binding sites for small functional groups on the surface of proteins.

The development of the MSCS approach (Multiple Solvent Crystal Structures) by Ringe68 as
extended by others69,70 was the first attempt to map the binding site of a protein experimentally.
These structures emphasised that the binding sites of proteins have evolved to be chemically
attractive and that discrete binding poses can be observed even for very weak binding
molecules.

As well as identifying functional group binding sites, the computational community also
developed a number of different programs that attempted to link the observed or computed
functional groups together—examples include the Caveat approach,71 Hook122 and the linking
components in LUDI.67 Although intellectually attractive and computationally elegant, these
approaches did not gain widespread acceptance. The approaches can generate many millions of
possible molecules and the main issue (which in many respects remain today) is the inability to
accurately predict the energy of interaction of an evolved molecule. In addition, the programs
would often generate compounds that were synthetically intractable. Ironically, the maturing of
fragment based discovery has generated many thousands of crystal structures of fragments
bound to a protein—a rich dataset on which these computational approaches could be revisited
and refined.

5.7.3 The Emergence of Fragment-Based Lead Discovery

The first published example of the successful use of fragment-based methods to generate potent
lead compounds is the pioneering work of the Abbott group in the mid-1990s. The first paper29

coined the phrase ‘‘SAR by NMR’’ and described the discovery of nanomolar inhibitors of the
FK506 binding protein. The approach relies on NMR spectroscopy for detecting fragment
binding (using HSQC measurements, see above) and for determining the structure of protein–
fragment complexes. Five separate stages can be identified as sketched out in Figure 5.6(a):

� Screen 1: a library of fragments (in Abbott’s case, up to 10 000 of average MW 210) is
screened for binding to the target by HSQC NMR;

� Optimise 1: selected hits are optimised for binding by limited chemistry;
� Screen 2: a second screen is performed of the protein with the optimised fragment bound,

usually with smaller molecular weight fragments;
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� Optimise 2: this second fragment is then optimised for binding to the target. The struc-
ture(s) of the target with the fragment(s) bound is determined by NMR and this infor-
mation is used to guide linking;

� Linking: the linking of the fragments together to give higher affinity hits.

This initial paper on FK506 inhibitor discovery was followed by further work from this group,
including stromelysin,72 E2 from papilloma virus,73 urokinase74 and metalloproteases.75

However, there were few reports of successful application of this same SAR by NMR approach
from other organisations; this perhaps reflects the challenge of organising the appropriate
medicinal chemistry resource around the biophysical methods, ensuring that such low affinity
starting points are exploited by what can be quite challenging chemistry. In addition, there were
not many targets where this strategy of linking multi-site fragments was appropriate.

As well as NMR, Abbott were the first (and sometimes forgotten) proponents of the use of
X-ray crystallography for screening of fragments; the work of Nienaber et al.76 established
the approach which many others then went on to exploit.

The late 1990s saw variations of the methods developed in various large pharma such as
the work at Roche77 on crystallographic screening—the so-called Needles approach exemplified
on DNA gyrase. However, the most significant growth in development and use of the methods,
as well as increasingly vigorous campaigning for the approach, came from within the small,
structure-based discovery companies such as Astex, Vernalis, SGX and Plexxikon that were es-
tablished in the late 1990s and early 2000s. The core rationale for these companies was to build
medicinal chemistry around a structure-based platform. Fragments (or in the case of Plexxikon,
scaffolds focussed on a particular chemogenomic space78,79) provided a way for these smaller
companies to obtain the initial hits without the investment in multi-million member com-
pound libraries and the automation required for HTS. Some of the important method devel-
opments and examples from the early days of these companies were:

� Development of high throughput crystallography for screening and structure determin-
ation. Astex focus on developing a crystal system suitable for soaking of fragment mixtures
and have invested heavily in developing the crystallographic and data analysis tools to
analyse the resulting structures.80,81 SGX (and also a company called Syrrx)82–84 developed
and exploited high throughput crystallisation coupled with dedicated synchrotron
beamlines.

� Development of fragment libraries—Vernalis published one of the first detailed de-
scriptions of how to select fragments for a library.20 Astex developed some ideas on the
characteristics of compounds that were hits in fragment screens and coined the ‘‘rule
of 3’’.85,86 Although most libraries are now closer to 180 Da average weight, the phrase was
a useful marketing tool in establishing the field, though not without its critics,87 as
acknowledged in a recent perspective.85 In addition, various analyses of the characteristics
of fragments emerged which helped to guide further library design.17,88,89

5.7.4 Some Important Underpinning Concepts

An important early concept for fragments comes from the discussion of molecular complexity
by Hann and co-workers.4 They argued that a compound needs to be of a certain size (and
complexity—that is number of features capable of interaction) to bind to a target, but if it gets
too large then it is more likely to have features that prevent it from binding. A second important
concept which has had a major impact on medicinal chemistry in general, and fragment evo-
lution in particular, is that of ligand efficiency,90 which built on some earlier ideas about the
maximal affinity attainable by ligands.91 These ideas have merged with others from
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retrospective analyses of the properties of successful drug-like compounds92–94 to give a whole
raft of different efficiency metrics.95 There is a danger that these metrics can be applied too
rigorously—for example, an early fragment may have much potential once optimised but low
ligand efficiency to begin with. However, they do provide a useful monitor of compound
properties to advise the chemist/modeller and a useful metric with which to persuade the
fragment sceptic that these low affinity starting points are efficient.

5.8 FRAGMENT EVOLUTION

Quite a lot of time (and space) has been used in this article describing the design of fragment
libraries and the methods for detecting fragment binding. However, it is relatively straight-
forward to find fragment hits for most sites on most protein targets. The real challenge is de-
ciding which fragments to choose for optimisation and evolving those fragments to effective
hits and leads. There have been a number of reviews of published fragment based
evolution.11,96,97

Figure 5.6 is a schematic summary of the three main approaches to fragment evolution.
The initial ideas were to identify fragments binding to different sites on a protein and link
them together using SAR by NMR as discussed above. Although there are some striking ex-
amples from the Abbott group, there are few other examples of fragment linking from other
groups (some examples are reference 98, 99). Most examples in the literature are of fragment
growing—where the structure of the initial fragment guides the addition of functional groups to
achieve the required affinity and selectivity. Fragment merging is where information is used
from a number of different sources (fragments, virtual screening, literature compounds) to
design new scaffolds.

Figures 5.7–5.19 provide a summary of a set of fragment evolution stories, chosen to reflect
these different approaches. The captions to the individual examples include notes on some of

Structure-guided
growth

SAR by catalog

Screen

Known Ligands
Virtual Screening hitsScreen

Detailed Design

Screen 1 Optimise 1 Screen 2 Optimise 2 Link
(a) Linking

(b) Growing

(c) Merging

Figure 5.6 A schematic representation of the different strategies for fragment evolution.
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2 100 µM
Fragment in site 2

1 2 µM
Fragment in site 1 3 49 nM

Hit from linked fragments

Figure 5.7 SAR by NMR: FKBP.29 Compound 1 was identified by HSQC NMR from a screen of a fragment
library as binding to a 15N labelled sample of the protein FKBP. A subsequent screen by HSQC
NMR of FKBP with a library of fragments in the presence of compound 1 identified compound
2 binding to an alternate site. Structures determined by NMR identified the appropriate
vectors for linking the two fragments and compound 3 was identified as one of the more
potent hits. The activity numbers are the reported KD from the NMR HSQC titrations.

4 0.3 mM
Fragment in site 1

6 0.02 mM
Optimised Fragment in site 1

5 7 mM
Fragment in site 2

7 25 nM
Hit from linked fragments

Figure 5.8 SAR by NMR: Stromelysin.72 Compound 4 was identified by HSQC NMR from a screen of a
fragment library as binding to a 15N labelled sample of the metalloprotease, stromelysin.
Subsequent optimisation led to compound 5; a subsequent screen by HSQC NMR of
stromelysin with a library of smaller fragments in the presence of compound 5 identified
compound 6 binding to an alternate site. Structures determined by NMR identified the
appropriate vectors for linking the two fragments and compound 7 was identified as one of the
more potent hits.
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the lessons that can be learnt. A more general comment is on ligand efficiency. As discussed
above, this idea plays an important role in fragment and lead optimisation. The calculation
keeps the design focussed on achieving the maximal potency possible with the addition of
heavy atoms. This principle is nicely illustrated in the CHK1 example (Figure 5.11) where the
fall in ligand efficiency highlighted that a particular modification was not optimal—and could
be corrected. The CDK2 example (Figure 5.12) emphasises another aspect of fragment evo-
lution: if the ligand efficiency is kept as high as possible during the early optimisation, then

8 KD 0.3 mM
Fragment in site 1

9 KD 4.3 mM
Fragment in site 2

10 Ki < 1 nM
Linked and
optimised
compound

Figure 5.9 SAR by NMR: Bcl-2/Bcl-xL.104,105 Compound 8 was identified by HSQC NMR from a screen of a
fragment library as binding to a 15N labelled sample of the pro-apoptotic protein, Bcl-2. A
subsequent screen by HSQC NMR of Bcl-2 with a library of smaller fragments in the presence
of compound 8 identified compound 9 binding to an alternate site. A combination of NMR
structure determination and substantial chemistry effort led to the clinical candidate, ABT737,
compound 10. The KD values were reported from an HSQC titration; the Ki value estimated
from inhibition of BH3 domain binding in a wet assay. The projects summarised in Figures
5.7 and 5.8 are striking examples of linking two fragments where the initial fragments are very
clearly present in the linked compounds. In this Bcl-2 example, there has been substantial
evolution. However, the fragment methods provided starting points for chemistry which were
not obtained from high throughput screening. Although considerable chemistry effort (and
time) is needed to generate leads against such targets, the fragments at least provide a starting
point.
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some of that efficiency can be ‘‘spent’’ in making modifications to improve drug-like potency
and efficacy.

5.9 FRAGMENTS AND CHEMICAL SPACE

An early concern in fragment based discovery was whether selecting hits from such a small
library would lead to problems in issues with IP for the optimised compounds. This fear has not
been realised. There is some evidence that certain targets are attractive for certain scaffolds,100

and it is clear that some companies have very similar fragments in their libraries. This becomes
apparent when comparing fragment and other drug discovery campaigns from different com-
panies on the same target. A details analysis has been carried out for HSP90 projects101—this
analysis also emphasises the point that a fragment screen can quite effectively assess the ac-
cessible chemical space for a target. The first fragment screen on this target in 2002 identified
17 hits from a ligand-observed screen of a library of 729 fragments.102 An analysis in 2011

11 IC50 ~ 1 mM
Fragment hit

13 IC50 = 0.28 µM
Lead Compound

14 IC50 = 9 nM
Clinical candidate

12
Competitor PU3

Figure 5.10 SAR by Catalog: HSP90.102,106–109 Compound 11 was identified from a fragment library by
ligand-observed NMR as competing with PU3110 (compound 12) for binding to N terminal
domain of the molecular chaperone, HSP90. The resorcinol sub-structure was used to search
a database of commercially available compounds;103 the resulting compounds were assessed
by computational docking for fit into the binding site. Compound 13 was identified as a sub-
micromolar hit; this compound was also found by a medium throughput screen and by
virtual screening. Subsequent structure-based optimisation led to the compound 14
(AUY922) which is currently in Phase II trials for various cancers. The activity numbers are
the reported IC50 values from fluorescence polarisation measurements made for displacing a
fluorescein labelled resorcinol-pyrazole.111
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HSP90 showed that just five of the fragments recapitulate the key features of the published lead
and candidate compounds. In some cases, very similar fragments had been chosen for evo-
lution by different companies; although there are sometimes some echoes of one company’s
compound in another, all of the compounds have achieved sufficient novelty.

15 IC50 > 100 µM
LE = ~0.39

Fragment hit

16 IC50 = 5 µM
LE = 0.39

Lead Compound

17 IC50 = 13 nM
LE = 0.39

Figure 5.11 Fragment growth: CHK1. Compound 15 was identified from a fragment library as inhibiting
the enzyme activity of the kinase, CHK1. The crystal structure of the fragment bound to the
ATP pocket of CHK1 identified suitable vectors for growth—addition of the amide to give
compound 16 gave an improvement in affinity while maintaining ligand efficiency. Sub-
sequent optimisation led to compound 17 which retains the ligand efficiency. Earlier ana-
logues of compound 17 had a reversed amide; the affinity was 200 mM with a ligand efficiency
of 0.33. Analysis of the crystal structure identified sub-optimal hydrogen bonding to the
solvent which was corrected in compound 17. The activity numbers are the IC50 values from
an activity assay for CHK1 which monitors the ATP driven phosphorylation of a CHK1
substrate.

18 IC50 185 µM
LE = 0.57

Initial fragment

19 IC50 3 µM
LE = 0.42

20 IC50 97 µM
LE = 0.39

21 IC50 0.003 µM
LE = 0.45

22 IC50 0.047 µM
LE = 0.40

Clinical candidate

Figure 5.12 Fragment growth: CDK inhibitor.112 Compound 18 was identified from an X-ray crystallo-
graphic screen of a fragment library as binding to CDK2. Iterative, detailed structure-based
design led to compounds 19 to 21 in which the crystal structures of the growing compounds
was used to identify regions of the compound for modification and addition. The final
compound 22 is AT7519 which is being assessed in clinical trials as a therapy for solid
tumours. The activity numbers are from a kinase activity assay. As discussed in the text, the
high ligand efficiency achieved for compound 21 provided opportunities to tune the prop-
erties in compound 22 by ‘‘spending’’ some of that ligand efficiency.
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23 KD 550 µM
LE = 0.37

Initial fragment

24 KD 15 µM
LE = 0.39

25 KD 200 µM
K i >500 µM
LE = 0.39

26 Ki 3.7 µM
LE = 0.45

27 Ki 2 nM
LE = 0.48

Figure 5.13 Fragment growth: BACE1 inhibitor.113 Compound 23 was identified as binding to BACE1
from an HSQC based screen of a fragment library. 204 close analogues were synthesised from
which compound 24 was identified which was co-crystallised with BACE1. The structure led
to the design of the iminohydantoin scaffold (compound 25) which presented vectors into
substrate recognition pockets; subsequent structure based design led to compound 26 which
has the right balance of physicochemical properties for in vivo efficacy. The grey square in the
background emphasises the development of the core of this series. KD values were from NMR
HSQC titrations; Ki values from an activity assay. This project demonstrated the importance
of taking time to identify and optimise the initial scaffold and the need for careful and
persistent structure-guided chemistry. Another example of designing a fragment using
multiple crystal structures of different chemotypes is the work at Vertex on ltk kinase
inhibitors.114

28 IC50 0.9 µM
LE = 0.59

CDK2 = 28 µM
Initial fragment

29 IC50 7 nM
LE = 0.54

CDK2 = 1 µM

30 IC50 6 nM
LE = 0.49

CDK2 = 52 nM

31 IC50 3 nM
LE = 0.41

CDK2 = 510 nM

Figure 5.14 Fragment growth: Aurora inhibitor.115 Compound 28 was initially identified from an X-ray
crystallographic screen of a fragment library as binding to CDK2 with an affinity of 28 mM;
it was subsequently found to be a highly efficient inhibitor of Aurora A. This practise is
variously called target hopping or chemogenomics, where a library of compounds which has
some affinity for a class of proteins can be used as starting point for generation of selective
inhibitors for specific members of the family. This is the same approach as used for B-raf (see
Figure 5.15116). Iterative, detailed structure-based design led to compounds 29 to 31 in which
the crystal structures of the growing compounds was used to identify regions of the com-
pound for modification and addition. Of particular concern with this series was selectivity; as
with the CDK2 example in Figure 5.12, the high ligand efficiency of compound 29 has been
‘‘spent’’ to improve the selectivity (and improve other physicochemical properties). The final
compound 31 is AT9283 which is being assessed in clinical trials as a therapy for solid
tumours and haematological malignancies. The activity numbers are from a kinase activity
assay.
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5.10 CONCLUDING REMARKS

This article has covered most of the practical aspects of fragment based discovery. It will
hopefully be useful in providing an introduction to the ideas and methods, with some practical

34 
B-Raf IC50 13 nM

LE = 0.4

32 
Pim-1 IC50 > 200 µM

LE < 0.59
Initial fragment

33
Pim-1 IC50 = 100 µM

LE = 0.34

35 
B-Raf IC50 50 nM

LE = 0.31

Figure 5.15 Fragment growth: B-raf kinase.9,116 Compound 32 was initially identified by biochemical
screening and confirmed by X-ray crystallography as binding to the kinase Pim-1 and early
structure-guided optimisation gave compound 33 and the compound 34 (PLX4720). This
design was based on binding to first Pim-1 and then Fgfr1 kinase, both of which were more
readily crystallised. Such a surrogate approach (including introducing mutations into the
binding pocket of a homologous protein which crystallises) can provide the necessary
structural guidance for fragment and hit optimisation. A crystal structure is only a model
and this approach can be successful as long as the rationale from the structures in the
surrogate correlate with the inhibitory data generated in wet assays. Eventually, structures
of B-Raf were generated leading to compound 35 now on the market as Vemurafenib for
the treatment of mutant-B-Raf driven melanoma. Although the activity on the enzyme (and
the targeted mutant B-Raf with V600E) is modest, it shows remarkable selectivity in cellular
and in vivo models. The activity numbers are the reported activity from a kinase activity
assay.

36 IC50 21.5 µM
LE < 0.40

Initial fragment

37 IC50 1 µM
LE = 0.41

38 IC50 125 nM
LE = 0.41

39 IC50 7 nM
LE = 0.40 

Figure 5.16 Fragment growth: Biotin carboxylase.117 The initial fragment 36 was identified by bio-
chemical screening of a library of 5200 fragments with validation by STD NMR. The crystal
structure bound to biotin carboxylase identified potential regions for optimisation and led
to the redesigned amide containing template 37. Subsequent structure-guided growth led
to 38 and then 39. Additional hit series were also generated for this target by merging
features of fragments and also merging fragments with functional groups identified from
hit compounds discovered by virtual screening. The activity numbers are the reported IC50
from an activity assay for acetyl-CoA carboxylase (biotin carboxylase is a subunit of this
enzyme).
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examples of methods of fragment library design, screening and fragment evolution. There are
many opportunities for future development of the methods and their effective integration with
medicinal chemistry. In this concluding section, I consider some of them.

It is clear from the examples presented here, that most of the published examples of suc-
cessful fragment based discovery campaigns are for ‘‘conventional’’ targets, such as kinases,
where there are well defined binding sites and where structure-based design can rapidly
progress fragments to leads. Although other screening methods such as HTS will identify
many hit compounds, the advantage that fragments bring is in identifying novel scaffolds and
binding motifs that can be exploited to give selectivity, novel IP, and most importantly, choice
in the lead optimisation process. The main challenge in effective use of fragment based
methods on such targets within established organisations is to persuade the medicinal
chemist that starting from such a small starting point can be successful, rather than trying to
fix the issues with a large hit from HTS. The opportunity in large organisations is using the
fragments alongside HTS—the fragment hits can give insights into the important motifs and
interactions that can be made and a deconstruction of the HTS hits into the constituent parts
can lead to new ideas.

There is real potential for fragments to provide starting points against ‘‘non-conventional’’
targets, such as protein–protein interactions, large multi-subunit complexes or intrinsically
disordered proteins; the challenge here is that although it is relatively straightforward to find
fragment hits against such targets, it can take time (a number of years) and commitment to
progress these fragments to suitable leads or even respectable hit compounds. Little has been
published, as yet, on using fragments for such targets. There is anecdotal evidence of success,
but that extreme care needs to be taken in evolving the fragments to hits—not only because of
the difficulty of establishing robust models of how the fragments bind, but also because there
are often issues with the assays for such targets that take some time to resolve.

In conclusion—the main advantage of fragment based discovery is that the methods give the
medicinal chemist choice. They provide a large choice of starting points, the opportunity to start
small and grow carefully to do ‘‘good’’ medicinal chemistry, and they provide starting points for
targets for which more conventional screening approaches fail. An important message is that

40 IC50 ~500 µM
LE < 0.30

Initial fragment

41 KD 20 µM
LE = 0.38

42 KD 22 nM
LE = 0.39

Figure 5.17 Fragment growth: HCV protease/helicase.51 Crystals of the HCV protease/helicase were
screened by x-ray crystallography; a novel, pre-existing cavity was identified at the interface
between the two domains, into which fragments such as 40 bound. Such compounds sta-
bilise the inactivated conformation of the protein; the functional significance of this allo-
steric effector was realised early on in optimisation of the compounds. The initial fragment
was optimised to compound 41 before structure-guided growth led to compound 42; this
inhibits the virus in vivo. The activity numbers are the reported IC50 from a protease FRET
based assay; KD was measured by ITC.
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fragment based discovery is not necessarily any faster—most projects spend some time ex-
ploring fragment SAR before embarking on optimisation chemistry. But the evidence suggests
that the fragment based methods can deliver better quality of compounds and a higher chance
of success in reaching clinical candidates.

SAR by 
catalog

43 IC50 >5 mM 
Initial fragment

44 IC50 350 µM 

45 IC50 0.9 µM
Virtual screening hit 

46 IC50 1.6 µM
Virtual 
screening hit 

14
AUY922

48 IC50 60 nM
BEP800 

47 IC50 1.5 mM
Designed 
fragment 

Figure 5.18 Merging fragments and other hits: HSP90.102,118 Compound 43 was one of the 17 fragments
identified as binding competitively with PU3119 (compound 12) by ligand-observed NMR
screening of the N terminus of HSP90 with the initial Vernalis fragment library of 729
compounds20 (SeeDs1) in 2002; subsequent SAR by catalog (guided by the crystal structure)
led to compound 44. Compounds 45 and 46 were identified by virtual screening of the
ATPase site of the N terminus of HSP90. When these hits were initially considered, there
was a concern that the thioether of 44 has potential metabolic liabilities; in addition, the
cyano moiety of 45 was making unfavourable interactions with the binding site. The crystal
structures of these various compounds bound to HSP90 suggested the design of the frag-
ment 47; this was synthesised and, although relatively weak binding, the crystal structure
showed it bound as predicted. Subsequent structure-guided evolution of 48 was rapid, with
incorporation of the dichloro-benzene suggested by 46 and the incorporation of a solu-
biliser at the position suggested by 14, AUY922, the clinical candidate previously. The re-
sulting compound 48 (BEP800) is orally bioavailable and shows efficacy in tumour
regression models. The activity numbers are the reported IC50 from a fluorescence polar-
isation assay.111 This example illustrates the power of combination of compound prop-
erties understood from multiple crystal structures; it also emphasises that the weaker
binding fragments should be considered—the decision of which fragment to evolve is a
balance of synthetic opportunity, the vectors that are available and the physicochemical
properties of the resulting compounds.
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HINTS AND TIPS

� Fragments are small (MW o250 Da, optimally around 190 Da) compounds that have
suitable physicochemical properties for high concentration screening. The crucial
property of a fragment is low molecular weight—remember that the size of chemical

51 IC50 180 µM
Initial fragment 

SAR by catalog

52 IC50 150 µM
Initial fragment 

54 IC50 5 µM 

49
Literature 
compound

53 Literature 
compound

50 
Designed 
fragment

55 IC50 1 µM 
cc

56 IC50 90nM R = H
57 IC50 15nM R = iPr

Figure 5.19 Merging fragments and other hits: PDPK1.120 Compound 49 was a known promiscuous
kinase inhibitor; the crystal structure bound to CHK1 kinase identified a core scaffold which
gave the designed fragment 50. A ligand observed NMR screen identified over 80 fragments
that bound competitively with staurosporine to PDPK1; compounds 51 and 52 were selected.
The publication of the CDK2 inhibitor compound 53 listed PDPK1 activity; a crystal structure
bound to PDPK1 identified a key hydrophobic interaction made by the cyclohexyl ring. The
available compounds were searched (SAR by catalog) for compounds that included a
hydrophobic group in a similar position relative to the imidazole; compound 54 was iden-
tified which with minor structure-guided optimisation gave compound 55. An overlay of
compounds 50, 52, 54 and 55 suggested the merger of features into the compound 56 (R¼H)
which was optimised to 57 (R¼ iPr). This compound was relatively selective over other
kinases, cell active and gave the expected PD marker responses when administered in vivo.
This tool compound had appropriate properties to investigate the therapeutic potential of
PDPK1 inhibitors in various models. The activity numbers are the reported IC50 from a
kinase activity assay. Another example of fragment based discovery against this target is work
at GSK.121
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space increases by 8x per heavy atom added, so the smaller the compounds the greater
the chemical space sampled when screening.

� Most methods for detecting fragment binding require high concentration screening;
this means that most fragment libraries consist of highly soluble compounds

� It is vital that the fragment library is regularly curated to check for aggregation, solu-
bility, or decomposition; this will save a lot of time and effort chasing false positives in
screening.

� Most practitioners find that a fragment library of around 1000 fragments is sufficient to
provide hits for most targets—it is resource intensive to curate much larger libraries. Key
is to maintain a chemically diverse library.

� The most widely applicable and robust method for fragment screening is ligand-
observed NMR; however, if sufficient protein is not available, then SPR is a good general
purpose screening method. Key is gaining experience and expertise in the method, so
that anomalies can be identified and the screening library optimised for that technique.

� Most successful fragment to lead campaigns involve structure-guided growth of the
fragment.

� As fragment methods are increasingly deployed, there are opportunities for using the
fragment hits to dissect key features of HTS hits.
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CHAPTER 6

Quantitative Structure–Activity Relationships

ANDREW M. DAVIS

Respiratory Inflammation and Immunity Innovative Medicines, AstraZeneca R&D Mölndal,
Pepparedsleden 1, Mölndal 43183, Sweden
E-mail: andy.davis@astrazeneca.com

6.1 QUANTITATIVE STRUCTURE–ACTIVITY RELATIONSHIPS IN
DRUG DESIGN SAR

Quantitative structure activity relationships (QSARs) are common tools for medicinal chemists,
used to help decide what molecule to make next. QSARs are statistical empirical models that
relate a quantitative description of chemical structure features of a series of molecules to the
responses those molecules show in an experimental system. QSARs are empirical models, that
is, they are based on observed trends and correlations between the chemical descriptors and
response variables, rather than on an a priori physics-based model. Although empirical in
nature, a robust QSAR model can be used to propose a physical hypothesis that underlies an
observed relationship

The medicinal chemistry approach to structure activity relationships is based on serial pair-
wise comparisons of structural changes with activity changes. QSAR takes a complementary
approach and tries to identify how structural changes across a series of molecules are related to
their activity.

6.2 BRIEF HISTORY OF QSAR

The first QSAR model is often said to have come from the work of Alexander Crum-Brown and
Thomas Fraser, which was read before the Royal Society of Edinburgh on January 6 1868.1 They
were studying the muscle paralysing activities of quaternised alkaloid ‘‘poisons’’. They focused
on differences in activity and chemical structure. As the constitution of the substances was not
known, they thought ‘‘there is more hope of arriving at some definite conclusion by studying the
changes produced in the action of physiologically active substances, by performing on them
certain well-defined chemical operations which introduce known changes to their com-
position.’’ They treated natural alkaloids strychnia, brucia, thebaia, codeia, morphia and nicotia

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
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with methyl iodide and studied their effects in rabbits and dogs. In their paper, they expressed
the relationship between structural changes (D) and changes activity as a mathematical equa-
tion (Equation (6.1)).

D(physiological activity)¼ f(Dconstitution) (6.1)

Modern QSAR still follows this formalism, where chemical descriptors are used to
numerically quantify chemical constitution, and the mathematical tool, sometimes called
a machine learning algorithm, is used to define the function ‘‘f’’, that relates structure to
activity.

In 1869 Richardson2 showed that the narcotic effect of primary alcohols was inversely related
to their molecular weight, and in 1893 Richet3 showed that the toxicity of simple ethers, alco-
hols, and ketones was inversely related to their solubility in water. A major step was
taken towards our modern approach to QSAR when in 1899, Hans Horst Meyer4 first proposed
and demonstrated that anaesthetic potency was related to lipid solubility, and two years later
a similar proposal was made by Charles Overton.5 They showed the narcotic effect on
tadpoles was proportional to the partition coefficient of the compounds from water into olive
oil, as a model for the partition of the narcotics into the biological membrane. Further, their
correlation prompted them to hypothesise that it was the compounds partitioning into nerve
cells that led to the narcosis. Today we still use partition coefficients as a measure of a com-
pound’s hydrophobicity, although n-octanol has superseded olive oil as a hydrophobic receptor
phase.

In the 1930s, quantitative structure reactivity relationships defined the field of physical or-
ganic chemistry, through the work of Hammett.6 Hammett was inspired by the work of
Brönsted and Pederson, who had found that the logarithm of rate constants for acid and base
catalysed reactions could be related to the pKas of the general acids and bases participating in
the reaction.7 Hammett proposed that the effect of substituents attached to the benzene ring,
meta or para to a reaction centre, upon the reaction rate or position of the a chemical equi-
librium in which the reaction centre participates, is a property of the electronic effect of the
substituent alone. Different reactions may have different sensitivities to the effect of this sub-
stituent. Hammett defined a descriptor, s, to quantify the electronic effect of a substituent. The
s scale used the ionization of benzoic acids as the calibrating reaction, and sm or sp repre-
sented the difference in pKa between the different m- or p-substituted benzoic acids and
benzoic acid itself. The sensitivity of a particular reaction to the electronic effect of a substituent
was described by r, the slope of the correlation between the logarithm of the equilibrium (K) or
rate constant (k) for that reaction and the sigma values (Equation (6.2)).

log k¼ rsþ constant (6.2)

In Hammett’s initial publication he tabulated s values for 31 substituents, and linear energy
correlations for 39 reactions. While Hammett’s observations were empirical, the number of
reactions he was able to find that conformed to the equation led him to the ‘‘. . .unavoidable
conclusion that a substituent affects rates and equilibria essentially by a single internally
transmitted mechanism. This may be either because the substituent directly attracts or repels
electrons more than does the hydrogen atom it replaces, or because the substituent permits the
construction of alternative electronic distributions of a highly polar nature which resonate with
the non-polar one, or from some combination of these effects.’’

Hammett’s work was extended by many others, notably in the 1950’s by Robert Taft, who
defined an electronic substituent constant scale for aliphatic systems.8 Taft used the acid and
base catalysed hydrolysis of esters as the calibrating reaction. He proposed that as the acid and
base catalysed hydrolysis of esters proceed through a very similar tetrahedral transition state
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structure, and under identical conditions, both reactions would experience similar steric in-
fluences. As the base catalysed reaction went from a neutral ground state to a negatively charged
transition state, it would be much more sensitive to electronic effects of appended substituents
than the acid catalysed hydrolysis reaction which goes from a positively charged ground
state (rapid pre-protonation of the ester carbonyl) to a similarly positively charged transition
state. Hence acid-catalysed hydrolysis of esters would be largely insensitive to the electronic
effect of substituents, but still sensitive to their size, while base catalysed hydrolysis would
be sensitive to both size and electronic effects. Based on this differential sensitivity, Taft
was able to define a new a steric substituent constant scale, termed Es. To differentiate the
new s-scale from Hammett’s s-scale derived from ionization of benzoic acids, Taft gave the
symbol s* to the electronic effect of the aliphatic substituent. The sensitivity of a particular
reaction to the electronic and steric effects of a substituent was described by r* and D,
respectively, the regression coefficients from the correlation between the logarithm of the
equilibrium (K) or rate constant (k) for that reaction and the s* and Es values of the sub-
stituents (Equation (6.3)).

log (k�R/k�Me)¼ r*s*þ (D�Es)þ constant (6.3)

Hammett had already alluded to both induction and resonance participating in transmitting
the electronic effect of the substituent to the reaction centre. In the 1960’s Swain and Lupton
went on to factor the two effects into their Field and Resonance (F & R) scales for aromatic
substituents.9

Taft, Swain and Lupton’s work was able to extend Hammett’s single descriptor approach to
more complex systems, and analysis by using regression to fit multiple parameter equations.

The leap of QSARs from physical-organic chemistry to medicinal chemistry occurred in the
early 1960’s through the work of Corwin Hansch and Toshio Fujita (For a more detailed de-
scription of the emergence of this very first QSAR equation see reference 11).10,11 They were
studying the effect of auxins as growth regulators (Figure 6.1). Their hypothesis was that the

X

O
OH

O

Figure 6.1 Auxin plant growth regulators—the first Hansch–Fujita QSAR dataset.

log 1/C¼� 1.97p2þ 3.24pþ 1.86sþ 4.16 (6.4)

n¼ 21
s¼ 0.484
r2¼ 0.776
C¼molar concentration producing 10% increase above control in the length of 3 mm oat

seedlings
n¼ 21 (3-CF3, 4-Cl, 3- I, 4-F, 3-Br, 3-SF5, 3-Cl, 3-NO2, 3-SMe, 3-Et, 3-SCF3, 3,4-(CH)4, 3-OMe,

3-Me, 3-CN, 3-Pr, 4-OMe, 3-Ac, 3-F, H)
s¼ residual standard deviation of the regression
r2¼ coefficient of variation, the fraction of the variation in log1/C explained by the regression

equation
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auxin mode of action was more chemical in nature and that a covalent bond may be involved in
their activity. They were therefore seeking to apply the Hammett equation to describe biological
activity, but their lack of success led them to re-evaluate their hypothesis. Their new hypothesis
was that transport through biological membranes to the site of activity may contribute to the
rate determining step. By defining a new substituent constant scale p, representing the sub-
stituent’s contribution to the overall lipophilicity. The p parameter was defined as the difference
in logarithm of the partition coefficient between n-octanol and water of the substituted com-
pound to the logarithm of the partition coefficient of the unsubstituted compound. Hansch and
Fujita were able to merge the work of Overton and Meyer, and Hammett to extend the Hammett
equation to describing biological activity (Equation (6.4)).

They modified the Hammett equation to incorporate both a linear and non-linear depend-
ence upon this new substituent constant, p, incorporating both a p and p2 term. The work was
extended in a follow-up paper to show the general application in a number of other systems.12

Hansch and colleagues took a multiple variable (multivariate) approach to describe biological
activity and used multiple linear regression to fit the relationship between a set of descriptors
and biological activity. The n-octanol/water system used to define p has become the standard
system on which to base the measure of lipophilicity, and is the defining system for the CLOGP
algorithm, used to predict log P, which was also a product of the Pomona College group. The
descriptors of Hammett, Taft, Swain and Lupton have all been used, together with Hansch and
Fujita’s p in the derivation of classical QSAR equations to describe electronic, steric and lipo-
philic contributions to biological activity.

While QSAR by definition uses a numerical description of chemical constitution, we should
also mention at this point the Free–Wilson methods.13 Free–Wilson analysis directly correlates
biological activity with the presence or absence of a substituent at a particular position. The
presence of absence of the substituent in the Free–Wilson method is represented as a numerical
‘‘indicator’’ descriptor, where 1¼presence of a substituent and, 0¼ absence of a particular
substituent. It has remained a popular approach since its introduction in the early 1960’s and
has recently inspired the current interest in matched molecular pairs analysis.

QSAR has maintained its popularity and impact since its introduction in the 1960s.
It brings together a number of key disciplines, biology, computational chemistry and statistics.
Its power to predict what molecule to make next is undoubted if applied in an appropriate
fashion.

6.3 QSAR MODEL QUALITY

The literature is full of QSAR models, but not all QSAR models are born equal. There are a
number of pitfalls that await the unprepared QSAR scientist. QSAR models with apparently
appealing statistics can in reality encode no more than chance relationships, identified through
brute-force searches for correlations between chemical descriptors and biological responses in
large data matrices. Models that make accurate predictions for the ‘training set’ compounds,
used to define the model, may provide poor predictions for the structurally distinct query
compounds that are applied to the model in real life usage.14 Superficially appealing model
statistics can easily mislead the unwary and suggest the use of models that merely describe the
structure of the training data. Such models, if used prospectively, can waste time and money on
the synthesis of compounds that are subsequently found not to possess improved properties.15

This generates some uncertainty in medicinal chemists’ minds about the application of QSAR
models to their own problems. A good QSAR model, however, can very quickly guide a chemist
towards optimal compounds. For example, the hERG models16 used by AstraZeneca chemists
have contributed to the reduction in compounds synthesized showing unwanted ‘‘red-flag’’
hERG potency o1 mM from 25.8% of all compounds tested in 2003 to only 6% in 2010.
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The problem of differentiating a robust QSAR model from one that is not robust is so great,
and the need for predictive models so high, that the Organisation for Economic Co-operation
and Development (OECD) has defined good practice in the validation of QSAR models, with the
aim of increasing regulatory body acceptance of QSAR models for toxicity and environmental
assessment.17 They have also published a ‘‘QSAR toolbox’’ for use by regulatory authorities and
companies to allow look-up, near neighbour analysis and robust prediction of toxicity and
environmental properties of new compounds based on its database of structures and responses.
Indeed, the European Community in its Registration Evaluation Authorisation and Restriction
of Chemicals (REACH) now accepts validated QSARs as part of the required complete dossier on
the physicochemical, biological and technological properties for every chemical circulating in
Europe.18 The OECD guidelines, although focused on environmental toxicology, are recom-
mended reading for any scientist involved in the derivation of QSAR models. The guidelines
state that, to facilitate consideration of a QSAR model for regulatory purposes, the model should
be associated with:

1. An unambiguous endpoint;
2. An unambiguous algorithm;
3. A defined domain of applicability;
4. Appropriate measures of goodness-of-fit, robustness and predictivity;
5. A mechanistic interpretation, if possible.

These points will be highlighted in the next sections. The guidelines include a recom-
mendation to seek a mechanistic interpretation, if possible, and this brings the QSAR equation
full circle. In Hammett’s original work, he was able to propose an underlying physical model
from the observation of many similar structure–property correlations for chemical equilibria
and reactions conforming to the Hammett equation. Predictive QSAR models must identify
underlying controlling physics of the system, and can bring new physical understandings to the
systems being studied.

The publication policies of journals have also changed and many now explicitly require all
data and molecular structures used to carry out a QSAR/QSPR study to be reported in the
publication, or they should be readily available without infringements or restrictions. This
allows the reader to reproduce and validate the analysis in the paper and helps to improve the
quality of published work. See for instance the ACS guidelines on publication in Journal of
Medicinal Chemistry (reference 19). With care in their generation and use, QSAR models can be
a very powerful tool in the medicinal chemist’s armoury.

6.4 THE LANGUAGE OF QSAR: DESCRIPTORS, MACHINE LEARNING METHODS
AND STATISTICS

The QSAR discipline has its own language like any other. A QSAR model building process
requires:

� A set of response data (y-data) for the series of molecules being studied.
� A set molecular descriptors, each descriptor a column/vector of numbers, a row for each

molecule, quantifying a molecular property for each molecule (x-data).
� A mathematical tool or algorithm to correlate the response data to one or more of the

molecular descriptors, sometimes called a machine learning method.

The outputs from QSAR modelling include the model, where the mathematical relationship
between one or more of the descriptors to the response data is defined, and a number of
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statistical diagnostics which aim to help a user assess the quality of a model, its utility in
prediction, and property-space covered by the model.

6.4.1 An Unambiguous Endpoint—the Biological Response

The OECD guideline 117 requires an unambiguous endpoint. Data from a single well-defined
and controlled assay is the best starting point for QSAR model development. Data can be
combined from different assays measuring the same endpoint, if the relationship between
those assays is understood, by the use of cross-screening of standard compounds. Where un-
certainties exist about data from different assays, it may be better to build separate models in
the first instance, or at least to look for systemic errors in prediction of the compounds in the
test set which came from the differing assays. Replicate measurements in the assay can give you
an estimate of the assay experimental error. A QSAR model should not be able to predict with a
resolution better than the experimental error of the assay.

Once the dataset has been selected, next begins the pre-processing stage of the analysis. The
response data is often ‘‘transformed’’ into a scale where the experimental errors follow ‘‘a
normal distribution’’. This is an advantage for some of the statistical tools used to form the
correlations between descriptors and response. This is often, but not always, a logarithm scale
(e.g. log IC50, � log IC50, pA2, log (solubility)). The negative logarithm is often used, as it makes
higher potency compounds take larger positive values, but the response data being modelled
could be categorized data, where the response data may only exist as active/inactive which are
represented in the QSAR model by a set of 1 and 0’s, indicator variables.

Where response data is missing for some compounds, or if some of the compounds only
contain qualitative estimates of activity (e.g. less than or greater than categorizations), these can
be used as test set compounds. Sometimes these 4o compounds contain the most interesting
data, for example when modelling in vitro metabolic stability assay data. Often the most stable
compounds show no detectable metabolism and the metabolic stability is reported as less than
a limiting value. Excluding these compounds from the model development would exclude the
exact compounds we wish to emulate. In this case they can be left in the training set and in-
cluded as continuous data, given a minimum or maximum value. Classification methods like
random forests are insensitive to using continuous data alongside categorical data.

6.4.2 The Numerical Descriptors of Chemical Constitution

How you describe changes in molecular structure across a series of molecules within a vector of
numbers is one of the critical steps in setting up a QSAR model. Many different types of molecular
descriptors are available, representing molecular size, volume, lipophilicity, hydrogen bonding
counts, shape, and electronic distribution. Representing 3-dimensional shape within a single
number vector is challenging, although many shape descriptors have been suggested. Herein lays
one of the problems of QSAR. While some descriptors like H-bond donors counts are intuitively
understood by medicinal chemists, some descriptors, in an attempt to encode complex properties
such as shape, molecular connectivity or charge distribution, although mathematically precise
and derived from molecular structure, can be difficult for the medicinal chemist to deconvolute.
There are so many descriptors that can be calculated that there are whole books just devoted to
them. The DRAGON descriptor suite alone contains 4885 molecular descriptors for use in
QSAR.20 The sheer number available causes QSAR another problem: which descriptors to include
in the analysis? Many of the mathematical tools used to define QSAR equations are very sensitive
to the number of descriptors included in the analysis. Including more descriptors increases the
probability of finding correlations just by chance, particularly when there are more descriptors
than the number of molecules with biological activity being modelled. If this is the case
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regression tools, such as partial least squares analysis, which extract summary variables from a
larger descriptor matrix and use ‘‘cross validation’’ (see later) to assess the significant contri-
bution of variables added to the model, are less sensitive to finding spurious correlations.

Comparative molecular field analysis (CoMFA) and related 3-dimensional QSAR methods
attempt to describe both the 3-dimensional shape and charge distribution of molecules by
recording the interaction between the target molecules and a small probe molecule over a 3-
dimensional grid surrounding the molecules in the test set. The molecules have to be overlayed
in 3-dimensional space so common molecular features occupy common volumes in space. The
overlay can be thought of as a putative pharmacophore. The result of the QSAR analysis is the
importance of the interactions the probe felt at each point in space to describing the response
variable. These coefficients can be mapped back onto their respective points in 3-dimensional
space to form a 3-dimensional regression map. These can be interpreted by the medicinal
chemist. For CoMFA the probe is usually a positively charged methyl group which perceives
electrostatics and volume. The maps tell the medicinal chemists where in 3D space to place or
remove charge and molecular volume to increase or decrease potency.21

A number of descriptor calculators are available on the internet.22 ACD physical property suite
calculates log P, log D7.4, and ionization constants. ACDLabs also makes available iLab, a pay-
for-service web-based system for calculated physical properties.23 The CDK toolkit is an open-
source cheminformatics package, developed by more than 50 researchers worldwide, and widely
used to provide chemical descriptors for QSAR modelling.24 A number of other cheminfor-
matics toolkits also exist including RDkit and OpenBabel.25 CINFONY is an open-source ap-
plication program interface to a number of cheminformatics toolkits including CDK, RDkit,26

and OpenBabel. A number of molecular descriptor calculators are also available within the
Bioclipse software system.27

In most QSAR approaches it is not necessary to know the exact nature of the interactions
between the drugs and its molecular target. Where such structural information is known,
whether from experimental X-ray structures, NMR or computational models, descriptors can be
calculated directly from the observed drug receptor interactions (CoMFA,28 GRID-GOLPE,29,30

VALIDATE31). In fact, some of the scoring functions inside docking programs use methods
based on QSAR equations to rank the affinity of molecules from the observed drug–receptor
interactions (e.g. LUDI32).

6.4.3 Preparation of the Dataset

Whatever machine learning method you choose, a similar overall approach is taken. Some
machine learning methods are sensitive to the numerical range of the data in each descriptor.
Descriptors which happen to have a larger range because of the units chosen can unduly in-
fluence the fitting the descriptors to the y response data using your chosen statistical learning
method. Therefore the dataset is often ‘‘normalized’’ or ‘‘unit scaled’’ by subtracting the mean
value of each descriptor vector from each descriptor value, and dividing by the standard devi-
ation of the descriptor column. Hence, each descriptor will have a mean of zero and standard
deviation of 1.0. In those methods sensitive to scale, this process gives each descriptor an equal
weight to contribute to the model. Their contributions will then be adjusted in model building.

Next the dataset is split into a training set and a test set. The training set is used to define the
mathematical relationship, or correlation, between the y-response and the x-descriptors using
the chosen machine learning method. The test set is used to assess the quality of the QSAR
model by its ability to predict a set of molecules that were not part of the training phase. Be-
cause many of the machine learning methods used to define QSAR models are very good at
fitting the x-descriptors to the y-response data, the quality of the model is usually best assessed
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on how well it predicts an independent test set, rather than the fit to the training set
compounds.

Some machine learning methods require the dataset to be split into three: a training set, a
test set/tuning set and a validation set. In this case the test set is used to stop the model training
phase, or to select between different models, while the validation set is an independent test of
model performance. The disadvantage of this approach is that it limits the number of com-
pounds available to train the machine learning algorithm.

The test set/validation set can be selected from the original dataset in a number of ways,
including random selection, by clustering and selecting representative examples from the ori-
ginal dataset, or by selecting in time order, so the latest compounds make the test set. When the
model is to be used in a design-make-test environment, a time-ordered test set most closely
reflects how the model will be used to predict future compounds. The size of the test set selected
often depends on the amount of compounds on which you have activity data. The compounds
selected for the test set limit the amount of information you make available to the machine
learning method to build a model from. A common approach is to select 20–30% of your dataset
as a test set.

6.4.4 Exploring the Dataset

A key step in QSAR analysis is getting to know your dataset. It is common to examine plots of
response vs. variables, as it may inform your choice of statistical tool, and it may allow you to
refine your dataset. Examining how the compounds distribute over the property space defined
by the descriptors may allow outlying points or clusters to be observed, which may affect how
the training set for the model is selected.

In Figure 6.2, we have plotted the activity of series of molecules as –log (act) vs. log P. We can
see examples of a) strong linear relationships with key variables, and b) strong non-linear

Figure 6.2 Example of examining relationships in your dataset. An activity variable, � log (activity), is
plotted vs. log P, showing a) strong linear relationships, b) non-linear relationships, c) highly
clustered data which would drive a high correlation, and finally d) a dataset containing a large
outlier, which also would drive a high correlation. How does the distribution of data points in
each graph influence your analysis?
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relationships which may necessitate using a non-linear QSAR approach. Apparent non-linearity
within the dataset from such simple examination may bias you away from choosing inherently
linear machine learning methods such as multiple linear regression or Partial Least Squares
analysis in favour of a more non-linear method such as neural networks or random forests, or it
may encourage you to manage the non-linearity by introducing derived descriptors raised to a
power term. For example, in Hansch’s very first QSAR equation, a parabolic p2 term was in-
corporated, as there appeared to be an optimum value of p for biological activity. Figure 6.2 also
contains a dataset where c) distinct clustering occurs, which may mean the space between the
clusters is not well described, or the response being largely categorised into two groups. One
may wish to explore the groups in separate QSAR models or accept a categorized model. The
final dataset d) shows a very strong outlier which may unduly bias the QSAR modelling method,
and produce a trivial model which just describes the different behaviour of that one compound.
Compounds with extreme values may be removed from the data matrix, as they may unduly bias
the analysis or maybe they can be left in, to examine their influence on the overall model. Either
way, a key part of building a QSAR model is to understand its sensitivity to individual pieces of
data.

Often such visual explorations of the dataset are enough to understand important underlying
QSAR relationships. A lot of information can be extracted by such a simple exploration, and this
approach is very complementary to the traditional medicinal chemist pairwise approach to
exploring SAR. In the following case study, which describes the design of long-acting dual-acting
b2 adrenoceptor and dopamine D2 receptor agonists, a simple visual analysis of such plots
provided a powerful platform for building a very predictive model.

6.4.5 Case Study: D2/b2 Agonists

For the treatment of COPD and asthma, topically administered b2-adrenoceptor agonists are the
most commonly prescribed anti-bronchoconstrictor agents, and topically applied steroids are
used to reduce inflammation of airways, but there has been relatively little attention paid to the
investigation of mechanisms that could specifically reduce airway hyper-reactivity.

This project’s aim was to control bronchoconstriction through b2 agonism, and to control
underlying hyper-reactivity of the lung through modulation of sensory nerve traffic controlled
through dopamine receptor activation.33 Our working hypothesis was that the stimulation of
D2-receptors on afferent nerves should lead to the inhibition of nerve activity in the lung.
Therefore, a dual acting D2 receptor and b2 adrenoceptor (D2/b2) agonist would combine both
activities and have a desirable therapeutic profile. We discovered a series of benzothiazolone
dual acting D2/b2 agonists that provided a starting point for optimisation towards long duration
compounds, while controlling the primary pharmacologies and off-target selectivities. The
discovery of this series and the optimisation of the primary pharmacologies has been described
elsewhere.34

In the project, an ex vivo electrically stimulated guinea pig tracheal strip was used to measure
the functional duration of action of the agonists on bronchial relaxation. Such an experiment
was used in the discovery of the archetypal long acting b2 agonist, salmeterol.

In brief, a piece of guinea pig tracheal strip was held suspended in air in a force balance so the
force of contraction of the tissue could be measured when electrically stimulated to contract.
The tissue was kept viable by being bathed in oxygenated Krebs solution. The tissue was made
to contract using an electrical stimulation and the force of contraction measured against time.
Into the bathing Krebs solution, b2 agonists (and b2 antagonists to check recovery of the tissue)
could be added to elicit relaxation of the tissue. The infusion of compound could be stopped
and the relaxation of the tissue measured against time. The experiment could be run for
12 hours or more and experience taught that compounds that maintained relaxation for 3 hours
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with no sign of recovery would likely still be active at 12 hours, so the experiment was run for
3 hours routinely, and compounds showing no recovery in tissue tone after 3 hours were
recorded with durations 4180 minutes. Compounds were optimised for their D2 receptor and
b2 adrenoceptor agonism, and then progressed to this ex vivo duration of action screen to check
for long-acting agonism.

Salmeterol was supposed to utilize binding to an ‘‘exosite’’ on the b2 receptor close to the
agonist binding site, to gain duration of action. This suggested duration to be very structurally
dependent.35 But our own emerging structure–activity relationships for duration of action in
these D2/b2 agonists suggested that duration was controlled by lipophilicity, and not by specific
drug–receptor interactions. There were also literature challenges to the salmeterol ‘‘exosite’’
theory36 which gave us confidence in pursuing lipophilicity control. We determined the lipo-
philicity experimentally by measuring the n-octanol–water distribution coefficients at a fixed pH
of 7.4, as the compounds contained multiple ionising centres which made the measured par-
tition coefficients pH dependent. We were also able to calculate logD 7.4 for new compounds
using CLOGP and pKa calculations, and the growing database of our own measurements. For
early compounds, their b2 duration of action followed a simple log D7.4 relationship, suggesting
that log D7.442.0 gave long-acting compounds (Figure 6.3). The apparent break-point in the
graph was an artefact of the screen only running for 3 hours routinely, and many compounds
having recorded durations 4180 minutes.

However, as the chemistry evolved the simple log D7.4 relationship disappeared, and we lost
confidence in our model and hypothesis (Figure 6.4).

Close examination of the data plots, facilitated by the graphing package SPOTFIRE,37 revealed
that short acting lipophilic compounds were members of a subseries where the pKa of the
secondary amine was reduced to below 8.0. In fact, all these compounds contained a sulphone
group two carbons from the secondary amine (Figure 6.5).

Our new model therefore depended upon lipophilicity and the pKa of the secondary amine,
but the dependence on pKa was a classified response as all compounds with an amine pKa48.0
behaved in a similar manner. Because we measured duration in a screen that was capped at
3 hours, the overall structure–activity relationship was inherently non-linear. Because of the
classified dependence on pKa (pKa a 8) and the inherently nonlinear relationship of duration
on logD7.4, most QSAR approaches failed to identify the underlying model. The complete
dataset is shown in Table 6.2.
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Figure 6.3 We hypothesized that duration of action was simply a function of how much compound could
partition into the tissue and was described by log D7.4.
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Table 6.3 showed compounds subsequently made based on the deduced QSAR model. The
duration predictions were in fact so robust, that the b2 duration screen was subsequently only
run infrequently, allowing chemistry to progress much more rapidly based on duration pre-
dictions using estimates of log D7.4 and pKa.

So while QSAR as a discipline appears synonymous with statistical tools and complicated
mathematics to identify underlying relationships between the response variables and chemical
descriptors, visual data exploration with a keen medicinal chemist’s eye is probably the most
powerful QSAR tool, and indeed allows a more focused QSAR exploration to be undertaken, if
only to evaluate the robustness of the visually identified pattern.

The robustness of the b2 duration log D7.4/pKa model caused us to look for a mechanistic
explanation. Our hypothesis was that basic amines could partition in an interfacial way into
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Figure 6.4 The early log D7.4 relationship disappeared as the chemistry evolved.
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Figure 6.5 Plot of b2 duration vs. log D7.4, coloured by the amine basicity. Green squares: secondary
amine pKa48. Blue circles: secondary amine pKao8. Red points were predictions for sub-
sequently synthesized compounds in each series.
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Table 6.1 Various machine learning tools used in QSAR analyses—advantages and disadvantages.

Statistical tool Supervised/unsupervised Linear Advantages Disadvantages

Principal component
analysis (PCA)

Unsupervised Linear Data projection Often hard to interpret summary
variablesReducing the number of variables

SIMCA Unsupervised/supervised Linear Classification using PCA analysis Often hard to interpret summary
variables

Cluster analysis (CA) Unsupervised Linear Looking for groupings within
datasets

Non-linear mapping
(NLM)

Unsupervised Nonlinear To reduce high dimensionality data
to 2–3 dimensions

Can be hard to interpret map as
point proximity does not neces-
sarily imply ‘‘nearness’’

Multiple linear
regression (MLR)

Supervised Linear When linear underlying relation-
ships are expected

Susceptible to chance correlations
when allowed algorithm is allowed
to choose between multiple
variable

When number of compoundsc
number variables

Produces simple models selecting
most important variables

Partial least squares
(PLS)

Supervised Linear When linear underlying relation-
ships are expected

Inherently linear

When descriptors are highly
correlated

Hard to interpret the underlying
meaning like PCA

When number of varia-
blescnumber compounds

Useful when multiple response data
exists—common controlling
features and unique features in
describing each response are
obtained from a single analysis

Support vector
machines (SVM)

Supervised Nonlinear Particularly good for classified
responses

Regression trees Supervised Nonlinear Robust method which can be used
in many circumstances

Susceptible to fitting signal as well
as noise

Particularly good with large datasets
(100s of compounds)

Prediction is a consensus from
many trees, therefore harder to
interpret the model

Neural networks
(NN)

Unsupervised/supervised Nonlinear When an underlying nonlinear
relationship is expected

Susceptible to overtraining (model
fitting the noise)

Gaussian processes Supervised Nonlinear Highly complex modelling method 165
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Table 6.2 Physicochemical properties and b2 potency and in vitro duration data for compounds studied.

S
HN

HO

R

O

No Sidechain log D7.4

B¼ pKa48
b2 p[A]50

Int.
Act.

b2
durationN¼pKao8

1 NH(CH2)6NH(CH2)2benthiazolone 1a B 7.86 0.4 45
2 NH(CH2)6O(CH2)2Ph 2.73a B 8.23 0.5 4180
3 NH(CH2)5O(CH2)2Ph 2.19 B 7.80 0.32 4180
4 NHCH(CH3)(CH2)5O(CH2)Ph 3.03 B 8.08 0.45 4180
5 NH(CH2)5O(CH2)3Ph 2.72 B 7.00 0.30 4180
6 NH(CH2)3SO2(CH2)2NH(CH2)2Ph 0.7 B 7.88 0.37 18
7 NH(CH2)6O(CH2)2-Ph(-4-OH) 2.05 B 8.81 0.30 4180
8 NH(CH2)5CONH(CH2)2Ph 1.29a B 7.18 0.35 22
9 NHC(CH3)2(CH2)5O(CH2)2Ph 3.43 B 8.42 0.46 4180

10 NH(CH2)6NHCONHPh 1.26a B 7.01 0.20 60
11 NH(CH2)6SO2(CH2)2Ph 1.44a B 7.00 0.21 4180
12 NH(CH2)6O(CH2)2-2-pyridyl 1.24 B 8.12 0.45 109
13 NH(CH2)6O(CH2)2-2-thiazole 2.36 B 7.78 0.33 4180
14 NHCH2C(CH3)2(CH2)4O(CH2)-Ph(-4-OH) 2.85 B 9.03 0.44 4180
15 NH(CH2)6O(CH2)2-Ph(4-NH2) 1.49 B 9.40 0.40 4180
16 NH(CH2)6O(CH2)2-Ph(4-NHCONH2) 1.42 B 9.20 0.49 140
17 NH(CH2)3S(CH2)2O(CH2)2Ph 2.31a B 8.02 0.39 4180
18 NHCH2C(CH3)2(CH2)4O(CH2)-Ph(-4-NO2) 3.26 B 6.35 0.23 4180
19 NH(CH2)6NHCH2CF2Ph 1.57a B 6.84 0.17 4180
20 NHCH2C(CH3)2(CH2)4O(CH2)2-Ph(-4-NH2) 2.29 B 8.86 0.35 4180
21 NH(CH2)3SO2(CH2)2O(CH2)2Ph 1.37a B 7.93 0.27 140
22 NH(CH2)3O(CH2)2O(CH2)2Ph 1.19a B 8.72 0.53 4180
23 NH(CH2)2O(CH2)3O(CH2)2Ph 2.06a B 7.16 0.31 4180
24 NHCH2C(CH3)2(CH2)4O(CH2)2-Ph(-2-NH2) 2.25 B 7.58 0.32 4180
25 NHCH2C(CH3)2(CH2)4O(CH2)2-Ph(-3-NH2) 2.29 B 8.39 0.51 4180
26 NH(CH2)2NHCO(CH2)2O(CH2)2Ph 1.34a B 9.27 0.58 57
27 NH(CH2)2SO2(CH2)3O(Ch2)2Ph 2.51a N 8.09 0.51 146
28 NH(CH2)2NH(CH2)3O(CH2)2Ph 0.88a B 7.01 0.54 32
29 NH(CH2)2CF2(CH2)3O(CH2)2Ph 3.26a B 7.77 0.49 4180
30 NH(CH2)2S(Ch2)3O(CH2)2Ph 2.86a B 8.36 0.54 4180
31 NH(CH2)2NHSO2(CH2)2O(CH2)2Ph 1.56a B 7.39 0.43 135
32 NHCH2C(CH3)2CH2S(CH2)2O(CH2)2-Ph(-2-NH2) 3.44a B 7.13 0.39 4180
33 NH(CH2)3SO2(CH2)2O(CH2)2-Ph(-2-NH2) 1.17a B 7.46 0.26 33
34 NH(CH2)2NHCO(CH2)3O(CH2)2Ph 1.55a B 7.56 0.27 71
35 NH(CH2)3SO2(CH2)2O(Ch2)2-Ph(-2-NO2) 1.37a B 7.45 0.28 50
36 NH(CH2)3SO2(CH2)2NH(CH2)2OPh 0.9a B 6.73 0.45 28
37 NH(CH2)3S(CH2)2O(CH2)2-pyridyl 0.83a B 7.32 0.40 75
38 NH(CH2)2SO2(CH2)3O(CH2)2-2-thiazolyl 2.35a N 7.72 0.51 45
39 NH(CH2)2SO2(CH2)3O(CH2)2-Ph-(-4-F) 2.67a N 7.92 0.49 67
40 NH(CH2)2NHCO(CH2)2O(CH2)3Ph 1.91a B 8.63 0.45 150
41 NH(CH2)3SO2(CH2)3O(CH2)2Ph 1.65a B 8.24 0.41 172
42 NH(CH2)2S(CH2)3O(CH2)2-Ph(-4NO2) 3.29a B 6.78 0.13 4180
43 NH(CH2)3S(CH2)2O(CH2)2-1-naphthyl 3.36 B 5.80 0.54 4180
44 NH(CH2)2SO2(CH2)3O(Ch2)2-Ph(-4-NO2) 2.32a N 6.73 0.26 77
45 NH(CH2)2S(CH2)3O(CH2)2-2-pyridyl 1.75a B 7.51 0.55 4180
46 NH(CH2)3SO2(CH2)2O(CH2)2-1-naphthyl 2.54a B 7.73 0.55 4180
47 NH(CH2)2N(CH3)CO(CH2)2O(CH2)2Ph 1.52a B 8.29 0.75 116
48 NH(CH2)3S(CH2)3O(CH2)2Ph 3.01 B 7.32 0.35 4180
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membrane phospholipids of the tracheal strip, causing them to be more ‘‘membrane-philic’’
than their n-octanol/water log D7.4 measurements would predict. In fact a better relationship
existed with log P—we were able to study this in detail by following the dependence of mem-
brane partition upon pH, and even probe the thermodynamics of membrane partition for basic
and neutral amine series of the dual D2/b2 agonists. The more basic compounds showed a more
enthalpically-driven partition. Due to the commercial sensitivities of the ongoing pharma-
ceutical development program around chosen D2/b2 agonists, we were able to publish the
underlying physicochemical understanding38 5 years before we could publish the dataset that
led to that understanding.39

We now know that the efficient membrane partitioning we were identifying in this guinea pig
tracheal strip duration model was indicating compounds that would have high volumes of
distribution in vivo, as the basic compounds had much longer half-lives in vivo than the weakly
basic compounds. Volume of distribution of bases is also governed by the same affinity for
ordered phospholipids, and it seems this even governs the sites of disposition of neutral or
basic drugs. Neutrals and acids appear to favour depoting into adipose tissue, while bases
favour lean tissue.40

6.4.6 Building the QSAR Model

The OECD QSAR guideline 2 requires an unambiguous algorithm. If the algorithm is un-
ambiguously defined and all its parameterisations and settings accurately recorded, results can
be replicated. It builds confidence in the method if the quality of the model is not too sensitive
to parameterisation. Investigations to automate QSAR model building have explored the effects
of model and algorithm parameterization and found methods such as PLS and random forests
are robust to changes in model parameterization.41

Table 6.2 (Continued )

No Sidechain log D7.4

B¼ pKa48
b2 p[A]50

Int.
Act.

b2
durationN¼pKao8

49 NH(CH2)3S(CH2)2O(CH2)2OPh 2.11a B 7.06 0.15 4180
50 NH(CH2)3SO2(CH2)2O(Ch2)2OPh 1.13a B 7.44 0.48 52
51 NH(CH2)2SO2(CH2)3O(CH2)2-2-pyridyl 0.95a N 7.49 0.79 24
52 NH(CH2)2SO2(CH2)3O(CH2)2-Ph(-4-Br) 3.36a N 7.40 0.52 4180
53 NH(CH2)2S(CH2)3O(CH2)2Ph(4-NHSO2Ph) 3.52a B 7.57 0.53 4180
54 NH(CH2)2SO2NH(CH2)2O(CH2)2Ph 2.38a B 6.48 0.33 79
55 NH(CH2)3S(CH2)2O(CH2)3Ph 2.8a B 7.86 0.30 4180
56 NH(CH2)2S(CH2)3O(CH2)3Ph 3.61a B 7.27 0.47 4180
57 NH(CH2)3SO(CH2)2O(Ch2)2Ph 1.12a B 8.47 0.57 84
58 NH(CH2)3SO2(CH2)2O(CH2)3Ph 2.1a B 8.69 0.50 4180
59 NH(CH2)3O(CH2)2S(CH2)2Ph 1.73a B 7.03 0.53 4180
60 NH(CH2)2SO2(CH2)3O(CH2)2Ph(4-NHSO2Ph) 2.88a N 7.70 0.70 4180
61 NH(CH2)2SO2(CH2)3O(CH2)4Ph 3.62a N 7.76 0.17 4180
62 NH(CH2)2SO2(CH2)3O(CH2)3Ph 3.13a N 7.35 0.36 157
63 NH(CH2)2SO2(CH2)3O(CH2)2-Ph(-4-OH) 1.91a N 8.65 0.44 32
64 NH(CH2)3SO2(CH2)2S(CH2)2Ph 2.34a B 7.57 0.41 4180
65 NH(CH2)2SO2(CH2)3O(Ch2)2Ph(4-CONH2) 1.1a N 7.54 0.40 50
66 NH(CH2)2SO2(CH2)3O(CH2)2-2-

(-5-methylthiazole)
2.87a N 7.61 0.69 126

67 NH(CH2)3NHSO2(CH2)2O(CH2)2Ph 1.22a N 7.51 0.36 69
68 NH(CH2)3SO2NH(CH2)2OCH2Ph 1.11a B 7.40 0.59 72
69 NH(CH2)3SO2NH(CH2)2O(CH2)2Ph 1.46a B 7.54 0.59 4180

aMeasured log D7.4.
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There are a number of statistical methods widely used in QSAR analysis, and many that have
been explored, Table 6.1. They can be divided into two categories, unsupervised and supervised
methods. Unsupervised methods are used to explore the distribution of the compounds

Table 6.3 Physicochemical properties, predicted b2 duration and observed b2 duration data for com-
pounds subsequently synthesised.

No Sidechain
log
D7.4

Predicted b2
duration/
mins

Measured
b2 duration
mins

B¼pKa48
N¼pKao8

71 NH(CH2)2NHSO2(CH2)3O(CH2)2Ph 1.83a B 180 151
71 NH(CH2)3SO2(CH2)3O(CH2)2Ph 1.34a B 80 45
73 NH(CH2)3SO2(CH2)2OCH2Ph 1.15a B 60 74
74 NH(CH2)2SO2(CH2)3O(CH2)2(1-isoquinolyl) 2.35a N 50 60
75 NH(CH2)2NHSO2(CH2)2O(CH2)2Ph 2.22a B 4180 4180
76 NH(CH2)3SO2(CH2)2O(CH2)2(2-(5-

methylthiophenyl)
1.63a B 150 4180

77 N(CH2)3N(CH3)SO2(CH2)2O(CH2)2Ph 1.24a B 60 48
78 NH(CH2)2SO2(CH2)3O(CH2)2(5-(4-methyl-1-3-

thiazolyl)
1.44a N 40 31

79 NH(CH2)2SO2(CH2)3O(CH2)2NHPh 1.98a N 40 32
80 NH(CH2)2SO2(CH2)3O(CH2)2(-2-(5-

methylpyridyl)
1.56a N 40 37

81 NH(CH2)2SO2(CH2)3O(CH2)2(4-methoxyphenyl) 2.42 N 60 56
82 NH(CH2)2SO2(CH2)3O(CH2)2-(4-

methanesulphamidophenyl)
1.34a N 40 30

83 NH(CH2)2SO2(CH2)3O(CH2)2-1-benzofuran 2.86a N 160 4180
84 NH(CH2)2SO2(CH2)3O(CH2)2(4-cyanophenyl) 2.00a N 40 40
85 NH(CH2)3S(CH2)2O(CH2)2Ph 3.53a B 4180 4180
86 NH(CH2)3SO2NH(CH2)2S(CH2)2Ph 1.77a B 180 4180
87 NH(CH2)3NHSO2(CH2)2OCH2(1-naphthalene) 1.69a B 180 4180
88 NH(CH2)3SO2NH(CH2)2O(CH2)2(4-fluorophenyl) 1.57a B 150 164
89 NH(CH2)2SO2(CH2)3)O(CH2)2(2methylphenyl) 2.84a N 160 144
90 NH(CH2)2SO2(CH2)3O(CH2)2SPh 2.68a N 120 155

91 NH
S O

OO

2.32a N 60 135

92 N(CH3)(CH2)3O(CH2)2O(CH2)2Ph 2.44a B 4180 4180
93 NH(CH2)3SO2(CH2)2O(CH2)3(5-methylthiophene 2.41a B 4180 4180
94 N((CH2)2CH3)(CH2)3O(CH2)2O(CH2)2Ph 2.74a B 4180 4180
95 NH(CH2)3SO2NH(CH2)2O(CH2)2(3-

trifluoromethylphenyl)
2.62a B 4180 4180

96 NH(CH2)2NHSO2(CH2)2O(CH2)2(3,5-
dimethylphenyl)

2.59a B 4180 4180

97 N(CH3)(CH2)2N(CH3)CO(CH2)2O(CH2)2Ph 2.59a B 4180 4180
98 N(CH2CH3)(CH2)3O(CH2)2O(CH2)2Ph 2.45 B 4180 4180
99 NH(CH2)3SO2NH(CH2)O(CH2)2(3,5-

dimethylphenyl)
2.92 B 4180 4180

100 NH S
O

O O 1.81a B 180 4180

101 NH(CH2)3SO2NH(Ch2)2O(Ch2)2(3-chlorophenyl) 1.92a B 180 4180
102 NH(CH2)3SO2NH(CH2)2O(CH2)2SPh 1.84a B 180 4180
103 NH(CH2)3SO2NH(CH2)2O(CH2)2-(4-

methylphenyl)
2.07a B 4180 4180

aMeasured log D7.4.
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through property space, and do not use the response variable to choose or weight variables.
Supervised methods attempt to find correlations between the responses and descriptors.

There are many supervised methods that have been used with some success in QSAR. They
have been extensively described previously and here we will focus on three very popular
methods that exemplify different approaches to building a correlation between x descriptors
and the y response (Figure 6.6).

6.4.6.1 Multiple Linear Regression (MLR)

Hansch used multiple linear regression, and this is still a common method today. It is limited to
datasets where there are many more compounds than descriptors, as it is particularly sensitive
to chance correlations where many descriptors are available. The principle on which multiple
linear regression was built assumes all variables are relevant in the model. But MLR algorithms
allow ‘‘forward and backward stepping’’, where descriptor variables are sequentially added or
excluded from the models, facilitating QSAR scientists to pick and choose from a larger array of
descriptors those that are relevant to the model to find a good model. The statistics which
govern the selection were not designed to allow such choice, and due to the combinatorial
nature of selection of a few relevant descriptors from a matrix of many more, MLR is particularly
susceptible to chance correlations.42 But MLR does produce simpler to interpret models, that is
if the descriptors are meaningful to a medicinal chemist.

Multiple linear regression assumes all variables are uncorrelated of each other, but this is rarely
the case. Where variables are correlated, then the coefficients of the regression equation become
dependent upon each other, and so their size and even sign cannot be used independently of all
the other descriptors in the model to deduce that variable’s unique contribution.

6.4.6.2 Partial Least Squares Analysis or Projection to Latent Structures (PLS)

Partial least squares analysis (PLS), introduced to Physical Sciences by H Wold and co-
workers in 1979, is a linear correlation method that is less sensitive to chance correlations in
datasets where there are more descriptors than compounds.43 It uses the inter-correlation
structure of the descriptor set to form new underlying summary descriptors (components)
as weighted linear combinations of the original variables. PLS forms these summary variables
to maximize the correlation with the response variable. The fact the method uses the

Multiple linear regression
Partial least squares (PLS)

Neural networks Regression
Tree

f f f

Phys prop

activity

Phys prop

activity

Phys prop

activity

Figure 6.6 How different QSAR tools model data. MLR and PLS apply a linear model. Neural networks can
fit non-linear relationships. Regression tree approaches classify data to form nodes enriched
in one class over another. Multiple classes can be used to model continuous data.
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intercorrelation structure of the descriptor set makes it less sensitive to a chance correlation in
any one variable. The method principal components analysis (PCA) is similar in that it forms
summary variables as weighted linear combinations of the original variables, but in PCA no
response variable is defined to supervise the extraction of components. In PCA analysis each
component is chosen in decreasing order of its ability to summarise the information on the x-
descriptor set. PLS is a development from principal component analysis.

The influence of the original variables on the derivation of these new summary descriptors is
described by the ‘‘loadings’’ or weightings of the variables on the new summary descriptor, and
the summary descriptor’s numerical values are the scores.

Because all the original variables contribute more or less to forming each summary variable,
PLS and other multivariate models are harder to interpret their underlying physical meaning.

6.4.6.3 Neural Networks

Various flavours of neural networks exist. Their structure has a set of layered nodes inter-
connected to each other, which prompts the analogy to the structure of the human brain. They
often consist of an input layer, one node per descriptor, one or more hidden layers, on which the
input descriptor nodes are projected, and an output layer. There are non-linear ‘‘transfer func-
tions’’ that operate between the nodes of the input layer and the hidden layers and math-
ematically transform the original data as it is combined onto the ‘‘hidden layer’’ which allow the
neutral network to model non-linear data. They usually run in an iterative fashion where either a
random, or a distribution (Bayesian approach) of weighting parameters are start points for linking
the input nodes to the hidden and output nodes. These weights are iteratively optimized, to drive
a correlation between descriptors and response. The fitting routines together with the non-linear
transfer functions in neural networks are very powerful, and if unchecked, will fit both signal and
noise in the training set. So neural networks often maintain a calibration set/tuning set, the
prediction of which is used to stop the training phase. Neutral networks can generate a single
QSAR equation, or in the case of Bayesian approaches, an ensemble of models.

6.4.6.4 Regression Trees and Random Forests

Regression Trees and Random Forests are a form of classification method. In regression trees,
the method attempts to classify the response into ‘‘bins’’ that represent ranges of activity. The
method attempts to find critical values of x-variables that result in an improvement in the purity
of y-bins with correctly classified compounds. Random Forests is an extension where instead of
one tree, an ensemble of trees is formed, each built on a subset of the original dataset by
sampling rows and columns. Each tree in the ‘‘forest’’ is a decision tree. When a prediction is
made, all models participate in the prediction and the predicted value is an average from across
the forest of trees. The dispersion of predictions from across the ensemble of models can give
an indication of the confidence in the prediction. Like PLS, Random Forests appear less sen-
sitive to the size of the descriptor matrix, as spurious models influence becomes averaged out
across the ensemble of models. Because the prediction is made from across the forest of trees, it
is more difficult to interpret which are the truly important underlying descriptors, although the
method provides diagnostics to indicate important underlying variables.

6.4.7 Appropriate Measures of Goodness of Fit—Model Diagnostics

OECD guideline 4 states one should have appropriate goodness of fit statistics and model
diagnostics.17 Familiar statistical diagnostics from knowledge of simple linear regression are
also used with the more intricate machine learning methods. The coefficient of variation in fit
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to training set r2, the fraction of the variation in response described by the model, and residual
root mean square error—the variation in the response variable unexplained by the model—are
often reported. But the fit to the training set is not a good indication of a model’s ability to
generalize. Spurious models can have very appealing fit statistics, but will no ability to predict.
Rather, most analyses focus on the performance of the model in prediction of a chosen test set.
Similar quality of fit statistics to r2 can be defined in this prediction mode, but to indicate the
assessment is based on prediction rather than fit, the r2 diagnostic is replaced with Q2 and root
mean square error with root mean square error in prediction (RMSE/RMSEP). Unlike r2, which
is bounded between 0–1, Q2 can take values less than zero, meaning the model predicts the test
set worse than if one had used the mean of the model as the prediction for every compound.

r2 for the fitted model can be written as Equation (6.5).

r2¼ 1�
P
ðyobs� yfittedÞ2P
ðyobsd � ymeanÞ2

(6:5)

Q2, the r2 in prediction, can be defined in a similar way (Equation (6.6)).

Q2¼ 1�
P
ðyobs� ypredictedÞ2P
ðyobsd � ymean train setÞ2

(6:6)

The root mean square error in prediction (RMSE) value is particularly useful as it is in the
same units as the experiment, and can be directly compared to the experimental error of
the response variable. The RMSE of the test set gives the medicinal chemist an indication of the
likely error associated with a prediction (Equation (6.7)).

RMSE¼
P
ðypredicted � yobsÞ2

n� 1
(6:7)

The average error in prediction tells you if there is any systematic bias in the predictions
(Equation (6.8)).

mean absolute error=bias¼
Pnext

i¼ 1ðyobs� ypredictedÞ
n

(6:8)

An external set of compounds may be predicted with a systematic bias, which would inflate
RMSE and decrease Q2. A non-zero mean absolute error indicates the predictions may not be
accurate, but may still be useful in ranking compounds. It also may indicate a structural or sub-
structural feature present in the test set but not encoded in the training set or its description.

Assessment of performance based on a test set only using Q2 or even RMSE can still be
problematic. Figure 6.7 shows the performance of four project test sets compared to the test set
used to validate a QSAR model. For project a (Figure 6.7(a), the test set predictions are good, and
will show a high Q2 and a low RMSE lower than the standard deviation of the test set, and no
mean error (bias) in predictions. For project b (Figure 6.7(b)), this project’s compounds are
predicted with a high mean error, which will inflate RMSE and reduce Q2, but it is clear that the
project’s predictions rank well. Project c (Figure 6.7(c)) is an interesting case. The project
compounds are predicted with a low RMSE but Q2 will also be low as the compounds themselves
do not cover a range of response.

An ambiguity occurs with the Q2 statistic when the test set data is not evenly distributed over
the range of the training set. As the variance of the external test set approaches the RMSE of the
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fitted model, the Q2 measure would approach zero—even though it would appear the predictions
are in accord with the model. Consonni43 defined a new Q2 statistic that expresses the
mean predicted error sum of squared deviations between the observed and predicted values
for the test set over the mean training set sum of squared deviations from the mean value
(Equation (6.9)).

Q2¼ 1�
Pnext

i¼1ðŷı� yiÞ2
� �

=nextPnTR
i¼1ðyi��yTRÞ2

� �
=nTR

¼ 1� PRESS=next

TSS=nTR
(6:9)

next¼number of compounds in external set
ŷı¼ the prediction estimate of y
yi¼ the observed value
nTR¼ the number of compound in the training set,
�yTR¼ the mean of the traiing set observed values,
PRESS is predicted error sum of squares deviations between the observed and measured y values
TSS is the training set sum of squared deviations from the mean

Consonni demonstrated that this formulation of Q2 is stable with test sets of different
variances.44

For project c (Figure 6.7c) we would say the predictions are in line with the model, although
within the range studied we cannot rank them. For project d (Figure 6.7(d)), the project is
predicted with a high RMSE, not driven by high mean error, and one would deduce that the
project is poorly predicted by this model.
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Figure 6.7 How a QSAR model (in red dots) may predict a test set (in blue dots). (a) Well predicted; (b)
predicted with a large bias; (c) predicted in-line with the model, although the model cannot
rank the predictions; and (d) test set is poorly predicted.
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Even if your project behaves like Figure 6.7(a), this model may still not be useful to your
project. The assessment of the quality of the model can only be made in the context of what you
are trying to achieve. The RMSE of the predictions needs to be compared to the resolution in
prediction you are looking for. If you wish to move your prediction by 0.3 log units, and the
RMSE of the test set is still 0.5 log units, the model does not have enough resolution to con-
fidently predict such a small change.

The use of a test set in the model evaluation process protects you from using a spurious QSAR
model as it is less likely that a model that randomly fits the training set would also predict well
compounds that the model has not seen. The use of a test set in the model building process
excludes valuable chemical information from the model building process, and so some meth-
ods attempt to utilize all the data and perform an internal validation procedure known as cross
validation. In cross validation a number of cases from the training set are left out during the
model fitting process and then predicted from the resulting model. Multiple models are built
with a fraction of the compounds excluded at each build. Enough models are built so that each
compound is predicted from a model from which it was excluded. A prediction statistic can be
defined, as in Equation 6.6. To differentiate this cross-validated measure of predictiveness from
a measure of predictiveness calculated from an external test set, a lower-case q2 symbol is often
used to delineate a cross-validated statistic. A q240.3 is often taken as a rule of thumb for a
potentially useful model.

Leave-one-out cross validation is the simplest and least challenging validation method, and
has been widely criticised45 as being too easy a test of the model. Leaving out compounds in
multiple groups is a tougher test for the model. The archetypal PLS program, SIMCA,46 uses
seven subsets as default, so at each rebuild 1/7th of the training set is left out at each model
build.

Cross-validation can only give an unbiased estimate of future predictive ability if future
compounds come from the same population as those in the cross-validation sample. This is not
a safe assumption as the nature of drug design is that compounds evolve with time.

The assessment of the significance of the model can also be explored by performing a
y-randomisation experiment. The y-randomisation procedure compares the performance of
models built for a randomly shuffled y-response. When repeated multiple times, the distri-
bution of r2 values obtained is an assessment of the significance of the original model, without
assuming the data follow a particular statistical distribution (non-parametric). Y-randomisation
has been referred to as probably the most powerful validation procedure,47 although only if
the full model generation procedure is repeated including variable selection, rather than just
permuting the y-variables of the final model.48

6.4.8 A Defined Domain of Applicability

A critical question for medicinal chemists using a model for the first time is, will this model
make good predictions for my compound series. One approach to providing that confidence is
to assess the ‘‘chemical space’’ covered by the QSAR model and how ‘‘far’’ the compounds being
predicted are from that space. The chemical space encompassed by the model is termed the
domain of applicability. The hope is that molecules being predicted that are ‘‘near’’ the ap-
plicability domain of the training set compounds will be predicted with lower error and
therefore with more confidence than compounds further away.

Confidence in the model can be gained by examining the error in prediction of compounds in
the test set most similar to your compounds.

Definition of domain of applicability of the QSAR model and ‘‘distance’’ of a compound being
predicted to the defined domain is an active area of research in QSAR. The OECD QSAR
Guideline 3 states that one should have a defined Domain of Applicability.17 The principles are
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easy to grasp, although the mathematics associated with some of the methods can be quite
complex (Figure 6.8).

A suitable distance to model measure should show a dependence of the distance upon the
error in prediction of the test set compounds. By knowing the distance to the model space of the
compound being predicted, the confidence in the prediction can be inferred based on the error

Model space

Prediction
error

Model distance

0.0Distance to model

Figure 6.8 Schematic showing the domain of applicability of a QSAR model and the distance of pre-
diction compounds from it. One might expect as compounds get ‘‘further’’ from the model
space, the confidence in the predictions may decline. This can be assessed by plotting the
prediction error vs. distance to model of an independent test set of molecules.

0

0.2

0.4

0.6

0.8

1

1.2

lt0.5 lt1.0 lt1.5 lt2.0 gt2.0

R
M

S
E

bins of distance to model

Lit train lit test

lit train AZ test

Training set Test set RMSE
AZ train AZ test 0.78
Literature train Literature test 0.84
AZ train Literature test 1.88
Literature train AZ test 1.00
AZ-literature train AZ test 0.79
AZ-literature train Literature test 0.82

Figure 6.9 Evaluation of solubility models built on AstraZeneca in-house data and literature data, pre-
dicting their respective test sets. The literature model does worse on the AZ test set because the
average distance of the AZ compounds from the literature based model was higher. It actually
performed equally well on the AZ compounds when the distance to model was considered.
When a mixed training set was used this model was equally able to predict both in-house and
literature compounds.
Data from ref. 49.
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in prediction of the test set compounds similarly distance from the model space. Unfortunately,
many of the distance measures only a produce a weak relationship to error in prediction which
limits the confidence that can be extracted from the statistic.

The effect of distance to model on prediction precision was clearly shown by Bruneau in an
assessment of an internal AstraZeneca (AZ) solubility dataset compared to a model built on
public domain solubility data (Figure 6.9).49 Bruneau found that when using the internal AZ
model to predict internal AZ compounds or the model built on the public domain data to
predict the public domain test set, the models gave comparable prediction statistics with
similar root mean square errors in prediction. But when used to cross-predict each other’s test
set, the predictions were worse. Interestingly, while the solubility model built on external data
did a worse job at predicting the AZ compound test set than its own test set, the predictions
were not as bad as the AZ model predicting the public domain test set. When Bruneau examined
how the prediction error depended on distance to model, the results became understandable.
The AZ compounds were more distant from the public domain compounds than their own
training set, which corresponded to an increase in the prediction error, but their error in
prediction was similar to public domain compounds at a similar distance to the public domain
training set compounds (Figure 6.9).

A number of different numerical approaches are taken to defining the domain of applicability
and the distance of compounds being predicted from it (distance to model). Euclidian distance
(geometric distance) assumes the model space is spherically distributed, and all compounds in
multivariate space are ‘‘equally distant’’. It is like taking a ruler and measuring the separation of
points in the multivariate space. Alternatively, one can use a Mahalanobis distance (probability
distance) which takes note of the intercorrelation structure of the dataset and hence the shape
of the model space to be non-spherical and more ‘‘ellipsoid’’. Distances can also be measured in
structure space using molecular fingerprints, amongst many others.50

So far there appears to be no one measure that performs better than another across
many datasets. Suffice to mention here that medicinal chemists should request information
on the distance to the model space of the compound being predicted, and this distance can
be calibrated based on the relationship of the error in prediction to the distance to the model
of the test set compounds. With this information, one has some guidance as to what degree
of confidence to place in the resulting prediction. With often such limited confidence in
these potentially very powerful diagnostics, what advice can we give medicinal chemists?
Firstly work closely with your QSAR scientist when assessing the model’s utility to your com-
pounds. Medicinal chemists who do commit to synthesis based on the predictions from a
model will get real-time feedback on the quality of the model, once their compounds are tested.
Maybe this is a more useful confidence build for the practicing medicinal chemist than any
QSAR diagnostic.

6.4.9 Trying To Interpret Your Model—What Are The Controlling Descriptors?

The OECD QSAR Guideline 5 states that one should attempt to gain a mechanistic interpret-
ation, if possible.17 A predictive QSAR model must identify some of the underlying physical
controlling features of the response variable being modelled, although in the case of multi-
variate models it can be difficult to disentangle the primary controlling properties when many
variables contribute to the overall model. The examples and case studies described so far led to
mechanistic interpretations which guided further insights, from Overton and Meyer’s theory of
narcosis, Hammett’s hypothesis for electronic induction and resonance, Hansch’s ‘‘random
walk’’ of drugs to their receptors, or understanding of the affinity of charged drugs for biological
membranes, from the duration of action of dual-acting D2/b2 agonists. The QSAR expert
can work with the medicinal chemist in interpreting the model, so the model can be used to
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rationally design the next compound, rather than just using the QSAR model as a black-box
filter. Particularly with complex multivariate models, trying to interpret the controlling prop-
erties so new compounds can be rationally designed, so called inverse QSAR, can be chal-
lenging. There has therefore been a renewed interest in Free–Wilson type methods, which does
not use derived descriptors, and this inspired the recently introduced method of matched
molecular pairs.

6.5 MATCHED MOLECULAR PAIRS ANALYSIS

Matched molecular pairs analysis is a complementary approach to QSAR modelling. It is often
termed an inverse QSAR approach, as it attempts to predict the structural change required to bring
about a particular change in the response variable. Matched molecular pairs are pairs of mol-
ecules that differ only by a particular well defined structural modification, the rest of the molecule
being common. Where that same variation is repeated over a number of pairs of molecules, the
average change in the response variable and associated standard deviation can provide a statis-
tically meaningful description of the effect of that structural variation on the response. As a
worked example, in a set of Pfizer CDK4 inhibitors, six matched pairs were found where –Br was
substituted for acetyl.51 In the six matched pairs, where bromo was changed to acetyl, the mean
change in CDK4 log(potency) was 1.2 logunits with a standard error of 0.32 (Figure 6.10).

Matched molecular pairs analysis bears similarities to Free–Wilson methods, although
matched molecular pairs analysis focuses on the transformation, and the associated change in
biological activity rather than attempting to quantify the contribution of a particular substituent
per se. Modern cheminformatics tools allow the automated perception of matched molecular
pairs, even in very large datasets. So far commercial or publically available code to undertake
automated matched molecular pairs analysis is only just emerging. KNIME, the Konstanz In-
formation Miner, is an open-source data analytics platform, widely used in the chemoinfor-
matics community. A version of matched molecular pairs exists for the KNIME platform. The
open-source chemoinformatics toolkit RDKIT also contains an implementation of matched

pIC50 pIC50(Br)-
pIC50(Ac)R’ Br Ac

Piperazine 6.8 8.0 +1.2
(CH3OCH2CH2)2N 6.0 7.3 +1.3
3,5-dimethylpiperazine 7.2 7.4 +0.2
N-methylpiperazine 6.9 8.3 +1.4
4-hydroxypiperazine 7.1 7.7 +0.6
Morpholine 5.7 8.4 +2.7

Figure 6.10 Example of matched molecular pairs analysis from a set of Pfizer CDK4 inhibitors.
Data taken from Ref. 51.
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molecular pairs analysis. RDKIT is the chemoinformatics engine in MyChEMBL, allowing
RDKIT matched molecular pairs analysis to be undertaken within the ChEMBL database. These
are two implementations, although computational procedures to undertake matched molecular
pairs analysis have been described in detail by a number of groups.

Dosseter and colleagues found 1826 matched pairs in the AstraZeneca database of 135,000
human microsomal metabolic stability measurements for 24 common transforms of methylene
groups, common sites for oxidative metabolism.52 Within this database they found 4 transforms
that increased significantly metabolic stability. These were replacement of both Ar-CH2-Ar and
Ar-CH2-Alk with ether, introduction of a basic side-chain into an aliphatic chain, or replacement
of -CH2- with sulphone. They also identified transforms that resulted in significant decreases in
stability. Unsurprising to experienced medicinal chemists, a significant correlation with log P
was found across all identified transforms affecting metabolic stability. While this may seem a
trivial result, the power of QSAR and matched molecular pairs is apparent when the structural
and bulk property effects of molecular changes can be deconvoluted.

Gleeson has published a comprehensive matched pairs analysis from the GlaxoSmithKline
database of 500,000 data points across 8 absorption distribution metabolism and elimination
(ADMET) endpoints.53 They studied matched molecular pairs for hydrogen replacements with
a list of predefined substituents where the total number of pairs 4¼ 20 that came from
45 structural families identified by Daylight fingerprint clusters, to access (hopefully) gener-
alizable rules across chemical series. Their conclusion was there was no perfect substituent
which has significant beneficial effects across all ADMET endpoints; the choice is always a
compromise. For example, a substituent chosen to improve solubility may have a detrimental
effect on permeability. Nevertheless the tables do provide useful guidance, as for your particular
optimisation problem, one may be more concerned with one endpoint rather than another and
may be able to tolerate changes which are detrimental to one property if it is not so critical as
another. Figure 6.11 shows a matched molecular pair analysis for changes in P450 3A4 vs. logD

–0.8
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–0.2
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Δ3
A

4 
pI

C
50

ΔlogD

P450 3A4
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morpholine

aliphatic amine

Figure 6.11 Plot of matched molecular pairs analysis from GSK database showing D3A4 pIC50 vs.
DlogD7.4 for hydrogen being substituted by various functional groups.
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from the GSK ADMET database.54 The change in property associated with each substituent is
plotted vs. clogD7.4. This indicates whether the contribution of the substituent to changes in
P450 3A4 is more or less than a bulk hydrophobic effect as defined by the rest of the sub-
stituents studied. When a pyridine, morpholine and even an aliphatic amine are substituent for
hydrogen, the increase in P450 3A4 is greater than that expected considering the effect on
lipophilicity or ionisation. This is in agreement with patterns identified previously by QSAR
analysis.55 The QSAR suggested an additional mechanism of 3A4 inhibition operating, which
was chelation of the nitrogen lone-pair to haem iron of cytochrome P450 3A4,56 subsequently
observed by X-ray crystallography.57,58 The QSAR analysis also identified a method to overcome
this, by blocking the nitrogen acceptor through ortho substitution.

6.6 EXAMPLES OF INFLUENTIAL QSAR MODELS

Many marketed drugs have depended, at least in part, on classical QSAR approaches in their
discovery, including drugs as diverse as norfloxacin, lomerazine, flobufen59 and cimetidine,
amongst many others.

Because QSAR models attempt to find patterns across a series of molecules in a dataset, they
are particularly suited to ADMET endpoints, which are more bulk property-controlled than
structurally dependent. Drug-receptor interactions inherent to primary potency endpoints are
often fraught with ‘‘activity cliffs’’ – where activity falls away very rapidly with small structural
variations – which are harder for QSAR models to identify without knowledge of the nature of
the drug–receptor interactions, as can be gained from X-ray crystallography and docking
studies. Nevertheless, QSAR models are often sought for primary potency endpoints, as they are
easy to look for, and can at least help the medicinal chemist explore the SAR within a dataset,
even if they are not refined enough to be used for accurate prediction. The literature is replete
with examples of QSAR models being applied in drug design.

The fundamental understanding of drug phospholipid interactions driving long duration of
action of D2/b2 agonists in the earlier case study was later used to aid the design of b2 agonists in
projects at Pfizer60 and was cited in the design of indacaterol, the recently introduced long
acting b2 agonist from Novartis.61 The AstraZeneca global hERG QSAR model has contributed to
the reduction in the synthesis of ‘‘red-flag’’ compounds (compound that are measured to have a
hERG potency o1mM) from 25.8% of all compounds tested in 2003 to only 6% in 2010.

The false negative prediction rate of potentially genotoxic impurities by in silico models was
recently surveyed across 8 companies. The methods for prediction were given and the ap-
proaches across the companies were very similar. The true negative prediction rate was found to
be 94%, and when expert evaluation of the results was included in the decision this increased to
99%.65 The results of this analysis are currently being written into an ICH guideline M7 on
genotoxic impurities.

The control of lipophilicity is of fundamental importance to drug design. While the arche-
typal CLOGP algorithm from Pomona College was manually constructed as a fragmental based
system from a combination of first principles and empirical observations, a number of the most
widely used ClogP and ClogD algorithms are QSAR based including ALOGP,62 XLOGP63 and
MLOGP.64 Many pharmaceutical companies have derived their own log P and log D calculators
using QSAR approaches, which outperform the standard CLOGP method.65

The scoring functions used inside many structure-based design docking programs are QSAR
derived. The archetypal scoring function in LUDI, was derived from regression analysis of a set
of pre-determined physics-based descriptors calculated from the 82 protein-ligand X-ray crystal
structures together with the ligands reported affinity.32 The initial dataset defining scoring
function SCORE1 of 45 complexes66 (Equation (6.10)) was extended to 82 complexes, and was
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named SCORE2 (Equation (6.11)). The SCORE 2 function has a lower residual standard devi-
ation of 8.8 kJ/mol, (relative to 9.5 kJ/mol for SCORE1) suggesting SCORE2 fits the experimental
data for DGbinding better than SCORE1. The prediction of an independent test set of 12 com-
plexes showed a root mean square error in prediction RMSE¼ 8.8kJ/mol, in good agreement
with the unexplained error in fitting the training set data. It is interesting that the magnitude of
some of the coefficients change significantly, which is probably due to the changing inter-
correlation structure of the descriptors within the larger dataset. As mentioned earlier in the
multiple linear regression section, the regression equation can be used to predict affinity, but
the magnitude of the coefficients may not be quantitatively interpreted, as the intercorrelation
of the descriptor set makes them dependent upon each other

SCORE1DGbinding¼ 5:4G0� 4:7GHB� 8:3Gionic� 0:17Gapolarþ 1:4Grot kJ=mol

N¼ 45; R¼ 0:835 s¼ 9:5
(6:10)

SCORE2DGbinding ¼ � 1:4G0� 3:1GHB� 6:6Gionic� 0:15Gapolarþ 1:0Grot kJ=mol

N¼ 85 R¼ 0:841 s¼ 8:8
(6:11)

LUDI scoring function has inspired many other docking scoring functions.

6.7 ACCESSING QSAR TOOLS AND MODELS

For visual dataset exploration, SPOTFIRE67 has already been mentioned, and both SPOTFIRE
and VORTEX from Dotmatics68 enable data exploration through graphs, linked to chemical
structure visualisation. But even Microsoft EXCEL, or indeed any graph-drawing package can
reveal exciting details when structure–activity data is plotted. The statistical package JMP from
SAS Institute69 has a very useful multiple linear regression package as well as the ability to make
simple graphs for data exploration. It is often this author’s first start point for a QSAR analysis.

Many commercial computational chemistry packages contain QSAR model building imple-
mentations. They bring together molecular descriptor calculators, machine learning methods,
statistical diagnostics and visualization into seamless packages.

A number of online systems are available for the automatic building of QSAR models, for
example OCHEM,70 and OECD QSAR toolbox.71 Submitting datasets to online QSAR engines,
outside corporate firewalls may be problematic for some medicinal chemists, as this potentially
compromises corporate confidentiality. Therefore local implementations are often preferable.
The R statistics suite72 is commonly used at the core of computational chemistry QSAR im-
plementations. Common computational chemistry software contain useful QSAR implemen-
tations with descriptor calculation and machine learning tools. But freely available integrated
QSAR toolkits are less common.

The Bioclipse platform27 is an open source QSAR and bioinformatics platform, developed as a
collaboration between the Dept. of Pharmaceutical Biosciences, Uppsala University, Sweden,
and the European Bioinformatics Institute. Bioclipse can be freely downloaded to private
computers, and will run under Windows, Linux and Macintosh operating systems. Bioclipse
contains a fully integrated QSAR toolkit that can be used for datasets of up to 2000 compounds.
It contains a choice of descriptor sets including Signature descriptors, which are a type of
fingerprint descriptor, which allows the results of the QSAR analysis to be mapped back onto
the training set structure, highlighting areas of the molecule most significantly contributing to
the response. Bioclipse may be a useful starting point for anyone wishing to build their own
QSAR models from scratch.
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For matched molecular pairs analysis, QSAR, as well as a plethora of other cheminformatics
tasks, the open-source KNIME cheminformatics platform is available. A commercial version of
KNIME also exists offering technical support and features for enterprise level use.73–74

Many medicinal chemists will want to use QSAR models, rather than build their own. Many
QSAR models for ADMET endpoints are available in the public domain, either as freeware or in
commercial packages. These are based on literature datasets, and in the absence of any data
from their own chemistry, or expertise to build their own QSAR models, these are all many
medicinal chemists may have access to. How confident one can be in the prediction from such
models requires careful thought. If the compounds you are predicting are unlike the com-
pounds within the training set of the model, one may be concerned with the quality of the
prediction. One should remember the OECD guidelines when assessing the utility of these
models for your intended use. Before you use the model to prioritise your synthetic targets and
commit valuable resources to synthesizing your chosen targets, consider the hints and tips
given below as guidance.

HINTS AND TIPS FOR USING QSAR MODELS

For a medicinal chemist using a QSAR model, the following steps are recommended:

� Look at the distribution of compounds in the training set and test set over the range of
responses. Are the data evenly distributed or is there a region of activity or property
space that contains better coverage—indicating where better predictions are likely to be
made?

� Examine the Q2 and RMSE of the test set used to validate the model. Does the model
have the resolution you require to solve your project problem? A high r2 or q2/Q2 looks
impressive, but if the range of the training set or test set is very large, the unexplained
residual error in model can still be large. So examine the RMSE of the model.
For example, if the RMSE of predictions of the test set is 0.7 log units and you only
wish to move your property by 0.3 log units, it’s likely you are within the noise of the
model.

� Examine the error in prediction of compounds in the test set that are ‘‘closest’’ to
the compound you are predicting (based on distance to model measures). You may
find this gives you more or less confidence in the model. You may find that within
the test set, compounds that are more similar to the training set are predicted better
than the average across the test set. If these compounds are similar to your target
compound this will give you more confidence in the model’s ability to predict your
compound.

� The QSAR model can be used as a filter for a virtual library, or interpreted to influence
compound design. Examine the controlling features of the QSAR model; this may give
you an indication of how you can rationally change your molecules to improve the
property you are trying to optimise.

� Examine the QSAR model visually. Plot the important controlling variables against the
response variable; this may allow you see patterns in the dataset that can guide further
design.

� Are the important variables similar as new compounds are added to the model, or
if compounds are removed from the model, or if sub-models are built during cross
validation? Instability in selected variables can point to a poor or spurious QSAR model.

� Are new compounds well predicted by your model? This is the ultimate test of any
model.
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� As new compounds are synthesized and measured in your assay, ask your computational
chemist to update the QSAR model to minimize the distance the compounds you will
design will be from the domain of applicability of the QSAR model. Keep monitoring
your predictions as compounds synthesised are subsequently measured in the assay
your QSAR model is supposed to predict. This may give you increased confidence in the
model, or highlight new features in your molecules not identified in the model (e.g. it is
surprisingly badly predicted where previous compounds had been well predicted). QSAR
models may be automatically updated, ensuring your model always contains your latest
compounds (AutoQSAR).75

KEY REFERENCES

www.QSARtoolbox.org Homepage of the OECD QSAR toolbox and associated documentation,
including the OECD.
www.orchestra-qsar.eu Homepage of Orchestra, an EU funded project to disseminate recent

research on in silico methods for evaluating toxicity of chemicals. Includes an online course
and e-book Theory, Guidance and Applications on QSAR and REACH.

Drug Design Strategies – Quantitative Methods, ed. D. Livingstone and A. M. Davis, Royal
Society of Chemistry, Cambridge, 2011. Useful compendium of monographs on quanti-
tative methods including QSAR models written by practitioners in the QSAR field.

H. Van de Waterbeemd and S. Rose, in The Practice of Medicinal Chemistry, ed. C. G.
Wermuth, Elsevier, London, 3rd edn, 2008, pp. 491–513.
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CHAPTER 7

Drug Metabolism

C. W. VOSE*a AND R. M. J. INGSb

a CVFV Consulting. Address at time of writing: Centre for Integrated Drug Development,
Quintiles Ltd, 500 Brook Drive, Green Park, Reading, Berkshire RG2 6UU, United Kingdom;
b RMI-Pharmacokinetics, 1317, Bulrush Ct, Carlsbad, CA 92011, USA
*E-mail: cvfv7@tiscali.co.uk

7.1 INTRODUCTION

This chapter is intended as a general overview of drug metabolism for the medicinal chemist.
Key references and a bibliography have been included at the end to provide sources of further
more detailed information.

Drug metabolism is an important elimination pathway. It may be defined as ‘The chemical
alteration of a drug by a biological system with the principal purpose of eliminating it from the
system’. Mammals use exogenous compounds for the synthesis of their essential components
and the maintenance of life. When a foreign compound cannot be assimilated into these
pathways it will be eliminated. Drug elimination may occur directly by excretion in urine or bile
for intrinsically water soluble drugs, indirectly by metabolism followed by the excretion of the
metabolites in urine or bile, or by a combination of these processes. Metabolism generally
produces products that are more water soluble and more easily excreted. The metabolic fate of a
drug can influence its pharmacodynamics and toxicology.

7.2 DRUG METABOLISM PATHWAYS

The metabolism of drugs may be classified into two types: Phase I and Phase II pathways.
Phase I pathways are those which produce or introduce a new chemical group into a molecule

(Table 7.1). There is a wide range of Phase I reactions which generally yield a product
(metabolite) more water soluble and thus more easily excreted than the drug and may also
produce metabolites which are substrates for the Phase II pathways. However, some Phase I
pathways may produce reactive, potentially toxic metabolites, e.g. epoxides, quinone-imines,
nitrosamines.

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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Oxidations, which are the most common Phase I reactions, include hydroxylation, e.g. pro-
pranolol, debrisoquine, oxidation at nitrogen or sulfur atoms, e.g. nicotine, sulindac, and N- or
O-dealkylation, e.g. imipramine, misonidazole (Figure 7.1). The dealkylation pathway is oxida-
tive, as the initial step is hydroxylation in the alkyl group adjacent to the heteroatom with
subsequent cleavage of the C-heteroatom bond.

Reduction of nitro or carbonyl groups leads to amines and alcohols, respectively (Figure 7.1),
with a consequent increase in water solubility. Similarly, hydrolysis of esters, amides or
hydrazides yields the more water soluble acids, alcohols, amines and hydrazines respectively.

Phase II or conjugation pathways differ from Phase I pathways in that they link the drug and/
or a Phase I metabolite of a drug with an endogenous molecule, e.g. glucuronic acid, sulfate, an
amino acid (Table 7.2). The prerequisite for conjugation reactions is that the molecule (drug or
Phase I metabolite) has a suitable chemical group, e.g. OH, NH2, COOH to which the en-
dogenous substrate can be attached. The conjugation of a drug or Phase I metabolite with
glucuronic acid, sulfate, an amino acid or glutathione (Figure 7.2) generally results in a more
water soluble product for excretion. Additional conjugation pathways are N-acetylation of
amines and O-, N-, and S-methylation. These, unlike other Phase II reactions, generally result in
a more lipophilic product.

Some products of Phase II conjugation reactions may contribute to drug toxicity, e.g. glu-
curonide or sulfate conjugates of certain substituted N-hydroxyamides, have been implicated in
the induction of bladder cancer and acyl glucuronides of some carboxylic acids have been as-
sociated with hepatotoxicity. The endogenous reagent and xenobiotic substrates are shown in
Table 7.2 for the conjugation pathways.

7.3 SITES OF DRUG METABOLISM

Drug metabolism can occur in most tissues and organs of the body, e.g. liver, kidneys, gut,
blood, plasma. The liver is probably the most efficient metabolizing organ, having a high
capacity for most metabolic reactions. The kidneys and gut wall are important sites for Phase II
or conjugation reactions and the mucosal cells of the small intestine express significant levels of
cytochrome P450 3A4 and 2C9, and peptidases. The enzymes in the gut wall and liver contribute
to the extensive metabolism that occurs with some drugs after absorption from the GI tract
leading to low oral bioavailability. This is the source of the well-known ‘‘first-pass metabolism’’
of orally administered drugs. Hydrolysis of esters and amides may occur in most tissues as well
as blood and plasma.

Within the cell, the complex metabolic pathways may occur in the endoplasmic reticulum (the
microsomes used in in vitro metabolism studies are derived from disruption of this membrane),
mitochondria, and the cell cytosol. Many oxidative reactions are carried out by the membrane-
bound mixed function oxidases or CYP450 enzymes in the microsomes. These enzymes are

Table 7.1 Phase I metabolic pathways.

Reaction type Pathway

Oxidation Aliphatic or aromatic hydroxylation
N- or S-oxidation
N-, O-, or S-dealkylation

Reduction Nitro reduction to hydroxylamine, amine
Carbonyl reduction to alcohol

Hydrolysis Ester to acid and alcohol
Amide to acid and amine
Hydrazides to acid and substituted hydrazine

185Drug Metabolism
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dominant in the Phase I metabolic pathways and within each animal species including man a
number of different isozymes are expressed, each showing some substrate specificity. Thus inter-
species differences in metabolism reflect in part the properties of the P450 isozymes expressed.
Some 60% of marketed drugs are metabolised by CYP450.1 Many marketed drugs are metabolised
by more than one CYP450 enzyme and these CYP450 enzymes or close analogues of them are
also expressed in other mammalian species, e.g. rat, dog, monkey.2,3 Two human
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Figure 7.1 Common Phase I metabolic pathways.
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CYP450 isozyme families comprising 3A4/5 and 2C9/19 and the isozyme 2D6 appear to be most
important in drug metabolism, being responsible for some 40-50%, 14% and 30%, respectively, of
the hepatic CYP450 mediated metabolism of marketed drugs.4 In contrast, CYP450 isozymes 1A2,
2E1 and 2A6 metabolise only about 6%, 5% and 4% of marketed drugs. Table 7.3 shows the
characteristics of several human CYP450 isozymes involved in the metabolism of xenobiotics
including drugs, and shows the overlaps in substrate specificity even between these major iso-
zymes. Many of these enzymes are known to be inhibited and/or induced by drugs and other
xenobiotics e.g. dietary components, and such effects can modulate the metabolism and thus the
pharmacokinetics and pharmacodynamics of a drug that has metabolism by these enzymes as a
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Figure 7.2 Common Phase II conjugation pathways.

Table 7.2 Phase II conjugation pathways.

Conjugation reaction Endogenous reagent or substrate Xenobiotic substrate

Glucuronidation Uridine Diphosphate glucuronic acid
(UDPGA)

Carboxylic acid, alcohol, phenol,
amine

Sulphation 30-Phosphoadenosine-50-phosphosulphate
(PAPS)

Alcohol, phenol, amine

Acetylation Acetyl-CoA Amine
Amino acid Glycine, glutamine Carboxylic acid
Glutathione

conjugation
Glutathione Epoxides, arene oxides, Chloro

compounds, Quinone-imines
Methylation S-adenosyl methionine Phenols, amines, thiols
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major elimination route. A review in 2004 by Ingelman-Sundberg5 provides comparative infor-
mation on the CYP450 enzymes in animals and man.

Some metabolic pathways, such as N-acetylation or b-oxidation, occur in the mitochondria,
and conjugation (Phase II) reactions such as glucuronidation may occur in the cytosol or be
membrane-bound. The enzymes involved in most other drug metabolism pathways, e.g.
glucuronyl transferases, also exist in multiple forms (isoenzymes, isozymes), which also show
differing substrate specificities.

7.4 RELATIONSHIP BETWEEN STRUCTURE AND EXTENT OF METABOLISM

The extent of drug metabolism is essentially dependent on the chemical structure of the drug.
This determines the drug’s physicochemical characteristics, e.g. pKa (acid, base or neutral), its
lipophilicity (log P and log D) and molecular weight. These will influence the potential for the
drug to be excreted unchanged in urine or bile, eliminated by metabolism alone or by a

Table 7.3 Human Cytochrome P-450 isozyme characteristics.

Isozyme
Hepatic
CYP450 (%) Substrate Examples Reaction Inhibition Induction Polymorphic

1A2 18 PAH Epoxidation O O O
Caffeine Hydroxylation
Paracetamol
Tacrine

2A6 6 Basic, Neutral O O N/A
7-Ethoxycoumarin De-ethylation
Nicotine Hydroxylation
Cyclophosphamide

2C9 20 Acidic
Phenytoin
Tolbutamide
Retinol
Ethylmorphine
Lidocaine

Hydroxylation
Hydroxylation
Hydroxylation
Dealkylation
Dealkylation

OOO O OO Poor
metabolisers

5–10% Cauc
23% Oriental

2C19 2–5 Basic
Phenytoin
Tolbutamide
Retinol
Ethylmorphine
Lidocaine

Hydroxylation
Hydroxylation
Hydroxylation
Dealkylation
Dealkylation

OOO O OO Poor
metabolisers

5–10% Cauc
23% Oriental

2D6 2–5 b-Blockers
SSRIs

Hydroxylation
Dealkylation

OOO – OOO Poor
metabolisers

5–10%
Caucasians

2E1 9 Paracetamol Quinone-imine
formation

O O O

3A4 30 Basic, Acidic, Neutral OOO OO N/A
Dihydropyridines Aromatisation High inter-

individual
variability

Cyclosporine Dealkylation
Ethylmorphine Dealklation
Benzodiazepines Hydroxylation
Steroids Hydroxylation
Macrolides
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combination of excretion and metabolism. Thus, the antidepressant drug chlorpromazine
(Figure 7.3) is very lipophilic (log P¼ 5.14), poorly water soluble, and has many potential sites of
metabolism. It undergoes N-dealkylation, aromatic hydroxylation, sulfoxidation, N-oxidation and
a combination of these Phase I processes. Some of the resulting Phase I metabolites are also
substrates for Phase II conjugation reactions, e.g. glucuronidation, sulfation. This produces many
metabolites that are excreted in urine and bile with limited excretion of unchanged drug. In
contrast, the much less lipophilic atenolol (log P¼ 0.16) is excreted predominantly unchanged in
urine. Only a small amount (r5% dose) is metabolised to its monohydroxy metabolite.

The extent of metabolism of many drugs lies between these two extremes, with a mixture of
parent drug and several metabolites being excreted. Within a series of compounds, e.g. b-
blockers, the importance of metabolism as an elimination pathway generally increases with
increasing lipophilicity (log P) of the drug.6

7.5 HOW IS DRUG METABOLISM STUDIED?

The metabolic fate of a drug is generally studied using a combination of techniques including solid
phase or liquid–liquid extraction of biological samples, chromatography (most commonly HPLC or
UHPLC) and mass spectrometry and/or proton NMR. Most commonly, the eluent from the chro-
matograph is delivered directly to the spectrometer, e.g. LC-MS, UHPLC-MS, LC-MS/MS, LC-NMR,
enabling metabolite identification without the need for separate extraction, concentration and
purification techniques. LC-MS or LC-MS/MS are also the most commonly used specific quantita-
tive methods for a drug and its metabolite(s) in biological samples, e.g. plasma, blood, urine.

The use of drugs radiolabelled with 14C, 3H, or in some cases, 35S provides a technique to
detect and quantify all drug-related material in the complex mixture of endogenous compounds
in biological samples in animals and man. Measurement of total radioactivity in blood, plasma,
urine and faeces by liquid scintillation counting (LSC), following oxidation for blood and faecal
samples, gives information on the absorption and the routes, rates and extent (excretion bal-
ance) of excretion of drug related material and the tissue distribution of drug related material.
However, measurement of total radioactivity alone in plasma, urine, faeces, tissues or other
samples does not give an accurate assessment of drug concentration or pharmacokinetics of
drug and/or metabolites. Total radioactivity is the sum of the concentrations of the drug (if
present) and any radiolabelled metabolites, as shown for example in plasma (Figure 7.4).

Chlorpromazine

N

S

Cl

N

(1) N–O (2) OH

NH–CH3 (3) S–O

NH2

plus combinations and conjugations

Atenolol

O

NH2

O

OH
H
N

(1) OH 

(3)

(2) (2)

(1) (1)

Figure 7.3 Comparison of metabolic pathways for chlorpromazine and atenolol.
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Over the past 15 years, accelerator mass spectrometry (AMS), which has been extensively used
in radio-carbon dating of archaeological artefacts, has been applied to drug metabolism studies
in man. AMS is approximately 106 times more sensitive than liquid scintillation counting
thereby allowing the determination of pharmacokinetics, excretion balance, PK of parent drug
and metabolite profile proportions of total radioactivity using microdoses (nCi to pCi) of
radioactivity whereas mCi doses are normally used for such studies in man.7,8 Thus such in-
vestigations if appropriate can be incorporated into clinical studies in healthy volunteers and/or
patients as part of single and multiple ascending doses in First in Man studies and/or in Phase
II or III registration studies.

Thus the appropriate combination of extraction procedures, LC-MS, LC-MS/MS and LC-NMR
with radiolabelled drug enables the characterisation of the absorption, distribution, metabol-
ism and excretion of a drug. In particular, it provides information on the extent of metabolism
in the biological samples, metabolite identification and, where necessary, isolation and puri-
fication of additional quantities of metabolites for further investigation, e.g. identification,
activity, reactivity.

It may also be possible to carry out direct NMR analysis of biological samples (e.g. urine) with
minimal sample preparation. This can provide very rapid metabolic information when relatively
high doses have been administered and urinary excretion of drug and metabolites is rapid and
extensive. Thus it may be possible to identify metabolites and estimate their concentrations in
small urine volumes by direct analysis of the samples or following freeze-drying and dissolution
in D2O using proton NMR spectroscopy. Alternatively, solid-reverse phase extraction and step
gradient elution with water or aqueous buffer containing increasing proportions, e.g. 0%, 20%,
40%, 80%, 100% of methanol or acetonitrile, may provide sufficient purification and concen-
tration of metabolite fractions from biological samples to enable identification by proton and/or
13C-NMR analysis.

The detection and identification of metabolites of drugs containing fluorine may, in some
cases, be obtained by direct 19F-NMR analysis of urine samples or deproteinised plasma samples,
because in contrast to proton NMR, there is essentially no background signal from endogenous
components in biological samples, as shown by Wade et al. with trifluoromethylaniline9 as a
model compound. This approach was also used with imirestat to identify its metabolites in dog
urine, including a metabolite resulting from an NIH fluorine shift.10

Drug metabolism may be studied in vivo or in vitro. Most commonly preparations from liver,
e.g. S9 supernatants, microsomes (fragmented endoplasmic reticulum), hepatocytes or liver
slices, are used to assess the in vitro metabolism of a drug and identify metabolites. S9
supernatants and microsomes can also be prepared from other tissues e.g. small intestine, lung.
Centrifugation of the appropriate organ or tissue homogenate from the relevant species, e.g. rat,
dog, monkey or man, at 9000 to 12 000�g removes the nuclei and mitochondria to give the
tissue S9 supernatant. Centrifuging the S9 fraction at about 136 000�g produces microsomes
from the relevant tissue.

Figure 7.4 Comparison of concentration–time profiles for total radioactivity, parent drug and
metabolites.
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S9 supernatants in phosphate buffer (pH 7.4) incubated with the drug of interest with added
NADPH (reduced nicotinamide-adenosine diphosphate), UDPGA (uridine diphosphate glu-
curonic acid) or PAPS (phosphoadenosine phosphosulfate) enables CYP450 Phase I metabol-
ism, Phase II conjugation with glucuronic acid or with sulfate, respectively. Addition of all three
factors allows all three pathways and their interactions to be investigated.

Microsomes in phosphate buffer (pH7.4) are most commonly used to investigate CYP450
metabolism when incubated with the drug of interest and added NADPH. However, in the
presence of added UDPGA and/or PAPS and a pore forming agent, e.g. alamethicin, allows in-
vestigation of Phase II conjugation with glucuronic acid and/or with sulfate, respectively.

Addition of glutathione in such systems also allows investigation of its conjugation with any
reactive metabolites resulting from CYP450 oxidation.

In drug discovery these systems allow comparison of rates, extents and pathways of metab-
olism within a series of compounds to select the compound(s) with the preferred metabolic
characteristics, e.g. low first-pass metabolism to allow selection of the most appropriate can-
didate drug. In vitro studies also allow early investigation of species differences/similarities in
drug metabolism including man to support the interpretation of the relevance of non-clinical
pharmacology and toxicology for man and to predict possible metabolic fate in man. It may also
provide an early indication of any marked differences in metabolite profile in animals and man,
e.g. absence of a major human metabolite in animals. This information will influence the de-
velopment programme, as in a case where a significant human metabolite is not found in the
species used in toxicology studies specific studies will be required as part of the development
programme to investigate the potential toxicity of such a metabolite.

Once a metabolite(s) has been identified a specific quantitative analytical method can be
developed where appropriate, to allow measurement of its concentrations in biological fluids
and thus its pharmacokinetics.

7.6 WHY DO WE STUDY DRUG METABOLISM?

7.6.1 The Industry Perspective

Drug metabolism information provides a link between the animals used in pharmacology and
toxicology studies and man. A comparison of the drug’s fate in all species studied allows the
interpretation of the relevance to man. A drug may be pharmacologically active, inert or toxic, as
may a drug metabolite. A metabolite’s pharmacological activity may be the same as that of its
precursor drug or be completely different.

If the drug itself is inert and one or more of its metabolites are the source of its activity the drug
is acting as a prodrug. In some cases the prodrug is the result of a conscious drug design decision,
e.g. the antibiotic pivampicillin, an ester prodrug which yields improved systemic exposure to
ampicillin as the prodrug is more efficiently absorbed and then rapidly hydrolysed to ampicillin.
For another drug, leflunomide, an immunomodulator used to treat rheumatoid arthritis (RA), its
prodrug character was realised during early development when it was shown to be converted to
teriflunomide. This major plasma metabolite is an inhibitor of dihydro-orotate dehydrogenase
and thus of de novo pyrimidine biosynthesis. This suppresses growth of rapidly dividing cells,
including activated T cells, and may explain the activity of leflunomide in RA and of teriflunomide
which was approved by the FDA in 2012 as an oral treatment for multiple sclerosis.

Non-clinical evaluation of drug safety in animal toxicology studies usually includes assess-
ment of parent drug plasma concentrations. These are used to aid selection of starting and
maximum doses in First in Man studies and to assess the relevance of potential risks suggested
by non-clinical findings and are used to guide monitoring in clinical trials. This is normally
sufficient when the metabolic profile in humans is similar to that in at least one of the animal
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species used in non-clinical studies. However, metabolic profiles can vary across species both
quantitatively and qualitatively, and in some cases clinically relevant metabolites may not have
been identified or not been adequately evaluated during non-clinical safety studies. This situ-
ation can occur if the metabolite is formed only in humans and is absent in the animal test
species or if the metabolite is present at disproportionately higher levels in humans than in
the animal species used in the standard toxicity testing with the parent drug. For zoniporide
(Figure 7.5) rat and dog encompass the parent drug metabolites seen in man with no evidence

Figure 7.5 Species comparison of [14C]-zoniporide metabolism in plasma of (A) healthy male volunteer,
(B) Sprague-Dawley rat and (C) Beagle dog (reprinted by permission of American Society of
Pharmacology and Experimental Therapeutics from D. Dalvie, C. Zhang, W. Chen, T. Smo-
larek, R. Scott Obach and C. M. Loi, Cross-species comparison of the metabolism and ex-
cretion of zoniporide: Contribution of aldehyde oxidase to interspecies differences, Drug
Metab. Dispos., 38, 641–654, 201035).
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of disproportionate exposure to metabolites in man compared to rat and dog. A number of other
metabolites were also detected in rat and dog. If a significant drug metabolite in man is not
observed in the animal species used in pharmacology or toxicology studies, the potential
pharmacologic or toxicologic effects of the metabolite in man may not be reflected in the non-
clinical safety evaluation.

In in vitro metabolism studies, apart from qualitative and quantitative species comparisons,
measurement of drug concentrations at various times during the incubation with human liver
microsomes or hepatocytes will allow the estimation of the rate of metabolism as reflected in
the in vitro half-life and also allows determination of the in vitro intrinsic clearance of the drug.
The in vitro intrinsic clearance can be used to rank the metabolic stability of a series of drugs
and to estimate the in vivo clearance of a selected development candidate.11 This approach
allows the ranking of compounds in a series of active ones as being low, moderate or high
clearance drugs, and thus having the potential to have high, moderate or low oral bioavail-
ability, respectively.

7.6.2 Guidance on Safety Testing of Metabolites

In 2008 the FDA issued guidance on the safety testing of metabolites12 and an updated guidance
on this topic was issued in 2010 as part of the ICH M3 (R2) document on non-clinical safety
studies13 focused on the importance of metabolite profiling and metabolite quantification, in
supporting the safety evaluation in R and D, and ultimately marketing approval of a drug. These
so-called MIST (Metabolites in Safety Testing) guidances focused on metabolites in human
plasma that were either unique, or were present at disproportionately higher concentrations to
those of the parent drug in man than in animals. In the original FDA guidance non-clinical
characterisation would be required for a metabolite if at steady-state the metabolite plasma AUC
was 410% of parent drug in man and a similar or greater relative exposure was not observed in
at least one toxicology species to provide coverage of its potential toxicity.

The ICH guidance (M3(R2)) broadened the criterion for non-clinical safety characterisation of
a human metabolite was only warranted when it was observed at exposures 410% of total drug
related exposure and was at significantly greater levels in humans than the maximum exposure
seen in the toxicity studies. The FDA recently modified their guidance to reflect the change to
Z10% of drug-related material. Measurement of total drug related exposure may be based on
comparison with total radioactivity or based on non-radioisotope methods to estimate total
drug-related material and metabolite exposures.14,15 This may also be expedited by using
plasma sample pooling methods to reduce the number of samples that have to be analysed to
provide the required exposure data.16,17

Clearly these guidances have implications for drug R and D activities. If there are human
metabolites not covered by the toxicology studies then specific toxicology studies on the metab-
olite(s) may be required, e.g. 3 month toxicity, genotoxicity, reprotox studies. An early under-
standing of the level of coverage for potential human metabolites during and following candidate
selection will be important in assessing the need for a more extensive toxicology programme on
metabolites to enable the clinical investigation and ultimately marketing of a drug candidate.

Drug metabolism information can assist drug discovery programmes. Thus, compounds
which showed high in vitro potency may yield low in vivo potency because of poor oral bio-
availability due to low or incomplete absorption and/or extensive ‘first-pass’ metabolism. Many
potent antibiotics, e.g. cephalosporins, are polar compounds with low log D at physiological pH
and thus are poorly absorbed from the gastrointestinal tract. This problem may be avoided by
formation of appropriate ester prodrugs which are much better absorbed, and then hydrolysed
during first-pass metabolism in gut wall and/or liver to release the active species.
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Similarly if rapid metabolism is limiting the pharmacodynamics of a compound, modifi-
cation of the structure may be used to reduce the effect. This can produce a more effective drug
candidate for development. This approach was used to design the b1-adrenoceptor antagonist
betaxolol, which had improved bioavailability (80%) and half-life in man (14–22 h) resulting
from modifying the p-substituent in metoprolol (bioavailability about 50%; t1/2 3.5 h). This work
used in vitro metabolism studies in liver preparations (e.g. microsomes, homogenates) to select
the most metabolically stable compounds.18

A series of imidazolyl and aryl substituted propan-1-one compounds were being investigated
as potential antibiotics, targeted at anaerobic bacteria, e.g. B. fragilis. However, the in vitro ac-
tivity did not correlate with that found in vivo. One compound that was very active in vitro was
essentially inactive after i.v. administration to rat or mouse. A metabolism study in the mouse
using the i.v. [14C]-imidazolyl labelled drug (40 mg/kg) showed rapid and extensive conversion
to [14C]-imidazole. Although the drug was stable in phosphate buffered saline at room tem-
perature, it was rapidly converted to [14C]-imidazole in mouse plasma in vitro and under the
in vitro conditions, agar broth at 37 1C, used to test its activity against B. fragilis.19 Further
investigations showed that compounds less active in vitro did show activity in vivo but no really
active compounds could be found. The conclusions were that in vitro activity was due to for-
mation of reactive aryl substituted propen-1-one products formed by a retro-Michael loss of the
imidazole group. However, presumably in vivo the reactive bactericidal intermediates were
being removed by reaction with tissue nucleophiles e.g. albumin, and thus were unable to
achieve adequate concentrations to inhibit bacterial growth.

7.7 WHAT FACTORS CAN MODIFY DRUG METABOLISM?

7.7.1 Dose Level

As the dose of drug increases, the capacity of the metabolic enzyme systems may be saturated.
This can lead to alternative pathways coming into operation and/or to a disproportionately high
concentration of drug or of a toxic or active metabolite being present. This can result in ex-
aggerated pharmacology and/or toxicity. Thus paracetamol (Figure 7.6) is eliminated by con-
jugation with glucuronic acid and sulfate at normal therapeutic doses. At higher doses, sulfate
and glucuronide conjugation become saturated and formation of a mercapturic acid by con-
jugation of reactive Phase I metabolites with glutathione is also observed. Intentional overdose
saturates glucuronidation and sulfation and depletes the glutathione. The reactive intermedi-
ates accumulate and cause damage to cell macromolecules with resultant liver and kidney
toxicity. Thus saturation of metabolic elimination pathways at high doses can modify the
exposure to parent drug and/or metabolites with consequent changes in pharmacology and
toxicology. These effects should be considered when assessing the relevance of results from
non-clinical toxicology studies to man. This is why toxicokinetics of drug and where appropriate
metabolites are studied in toxicology studies.

7.7.2 Route of Administration

Drugs given orally have to pass the gut microflora and digestive enzymes in the gut lumen and
drug metabolising enzymes of the intestinal wall and liver before reaching the systemic
circulation.

Metabolism may occur at any or all of these sites and can reduce the drug concentration
(amount) in the systemic circulation. If the drug itself is the active compound, this will affect the
intensity of its pharmacodynamic effects. When this pre-systemic metabolism occurs in gut wall
or liver, it is called ‘‘first-pass’’ metabolism or the ‘‘first-pass’’ effect.
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Meptazinol (Figure 7.7) is an analgesic drug subject to a very high first-pass effect via conju-
gation with glucuronic acid or sulfate. This is markedly reduced if the drug is administered
rectally since blood drainage from the rectum predominantly avoids the hepatic portal vein. Thus,
much less drug is eliminated before reaching the systemic circulation, higher concentrations are
obtained for a given dose and therefore it was a more effective analgesic when given rectally
because of the decreased first-pass metabolism in gut wall and liver.20 However, this was a route
and formulation modification to avoid a problem inherent in the chemical structure of the drug.
Currently a discovery DMPK optimisation project would attempt to avoid such a problem using
early in vitro screening for intrinsic clearance and estimated in vivo clearance and potential
bioavailability to guide selection of development candidates. Drug administration by transdermal,
sub-lingual, buccal or inhaled pulmonary routes has also been used to avoid ‘‘first-pass’’ effects.

The ‘‘first-pass’’ effect for extensively metabolised drugs may contribute to between- and
within-subject variability.

7.7.3 Species Differences in Metabolism

There are frequently quantitative differences in the Phase I pathways between species. These are
at present in some cases difficult to predict and interpret. The general conclusion is that in man

HN

O

OH

Therapeutic
Dose

Glucuronide and
Sulphate Conjugates

Reactive products

Glutathione

Mercapturate

Overdose

React with
macromolecules

Hepatotoxicity

Figure 7.6 Metabolic pathways for paracetamol.

N
OH

Peak plasma level after 50 mg dose:

Orally          <0.01 μg/mL
Rectally       0.05–0.2 μg/mLGlucuronide

Figure 7.7 Effects of route of administration on Meptazinol metabolism and bioavailability.
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the rates of these pathways is slower than in mouse, rat and dog, in part reflecting the changes
in metabolic rate with changes in body weight and surface area although this may vary for
particular compounds owing to species differences in the enzymes involved.

A number of qualitative differences are seen for Phase II pathways. Dogs are unable to
acetylate aromatic amines and are more sensitive to the pharmacologic and toxic effects of such
compounds. Cats lack the ability to form glucuronide conjugates and only primates form
amino-acid conjugates with glutamine. These differences can have implications for the
screening of compounds, in animal species other than man. Differences in biliary excretion also
occur. Biliary excretion is a complex process involving active transport of the drug or metabolite
into bile against the concentration gradient. The molecular weight and a lipophilic moiety
linked to an anionic or cationic structure influence this elimination pathway. As a broad gen-
eralisation, compounds (drug or metabolites) with appropriate structures and MW4325 will
undergo extensive biliary excretion in rat and dog, whereas this is more common in man at
MW4500.

7.7.4 Gender-Related Differences

There are significant differences in the capacity of certain metabolic pathways in male and
female rodents, particularly rats. Thus, male rats required higher doses of hexobarbital to in-
duce sleep than female rats because of their greater ability to inactivate the drug by aliphatic
hydroxylation. Such differences tend to be less important in other species. They are related to
the effect of sex differences in the expression of cytochrome P-450 isozymes in the rat. However,
such effects have been reported for several compounds in man, e.g. fluvoxamine, and should be
investigated as part of the development of a new drug in man.

7.7.5 Age

This is an important determinant of drug metabolism and is best studied in man. At either end
of the age range, the liver (and other tissues) is (are) generally less capable of metabolic re-
actions, than in the subjects aged 18–45 used in early clinical studies. For example, neonates are
essentially unable to conjugate chloramphenicol with glucuronic acid (Figure 7.2). This resulted
in an accumulation of drug leading to toxic cardiovascular effects (grey baby syndrome). Similar
problems occur in the aged liver (Table 7.4) with the reduced clearance of imipramine in the
liver requiring changes in the administered dose, to avoid excessive drug accumulation and
hence increased side-effects.

The potential for age-related changes in metabolism and thus pharmacokinetics and phar-
macodynamics needs to be investigated early in drug development for compounds ultimately
intended to treat paediatric or elderly patients. These effects can be investigated in vitro with

Table 7.4 Age-dependent effects on imipramine phar-
macokinetic parameters.

Young Old (470)

Clearance (mL/min) 950 570
Half-life (h) 17 30
Cmax (ng/mL) 10–20 40–45

Volume of distribution and protein binding were unchanged: the
decreased clearance is due to the reduced ability of the old liver
to N-dealkylate.
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cadaver liver tissue from elderly subjects and in healthy elderly subjects as part of the First in
Man single and multiple dose safety, tolerability and pharmacokinetics studies.

7.7.6 Disease Effects on Metabolism

Drugs which are mainly eliminated by metabolism can show changes in their kinetics in pa-
tients with liver disease. Propranolol is more bioavailable in cirrhotic patients because of a
much reduced first-pass effect in the damaged liver. Similarly, conversion of a pro-drug to active
compound may be decreased in liver disease. However, it is difficult to predict the effect of a
particular liver disease on the fate of a specific drug but based on the ADME characteristics of a
drug such investigations in patients may be needed to support the safety evaluation of the drug.

7.7.7 Drug Interactions

As many drugs are primarily eliminated by metabolism and the enzymes mediating these re-
actions can be subject to inhibition or induction by other compounds, the potential always
exists for metabolism-mediated drug–drug interactions with potential clinical safety and effi-
cacy repercussions. This was highlighted by the discovery of a case of torsade de pointes, re-
sulting from QT interval prolongation, in a patient receiving the antihistamine, terfenadine,
with the antifungal agent, ketoconazole.21 In normal circumstances, relatively lipophilic terfe-
nadine is almost completely metabolised to the much more hydrophilic active species fex-
ofenadine on its first pass through the liver via CYP3A4 so there are very low or no circulating
plasma levels of the intact drug. However, in the presence of a potent CYP3A4 inhibitor, such as
ketoconazole, this reaction is blocked resulting in detectable plasma levels of terfenadine which
interacts with the cardiac hERG receptor causing a prolongation of the QT interval with the
potential for torsades de pointes resulting in reported fatalities, ultimately leading to the with-
drawal of terfenadine as a marketed product. Grapefruit juice has also been shown to inhibit
CYP3A4, thereby decreasing the clearance and thus increasing steady-state plasma levels of
drugs cleared extensively by 3A4 metabolism, e.g. terfenadine and statins, thus modifying their
wanted and unwanted pharmacodynamic effects. Hence the detailed guidances or guide-
lines22,23 now issued by most major Regulatory Authorities on testing for drug–drug interactions
and QT interval prolongation.

The understanding of the number and type of metabolic drug–drug interactions has exploded
over recent years with the introduction of in vitro technologies such as recombinant human
cytochromes, as well as the use of microsomes and hepatocytes with specific and selective
substrates and inhibitors. For many, a metabolic drug–drug interaction appears to be simply
the inhibition of a cytochrome by a candidate compound, often identified in very early
screening assays for cytochrome inhibition in the candidate drug selection process. However, it
is much more complex than that and caution is advised on rejecting any compound based on
the results of such tests alone, since potentially good compounds could be unnecessarily dis-
carded and compounds with other types of metabolic drug–drug interaction liabilities missed,
as is discussed later when your drug is a target of a drug–drug interaction rather than being a
causative agent. To make a rational decision there needs to be data on the expected clinically
relevant drug concentrations and even the extent of plasma protein binding. Also, if an inter-
action occurs, it needs to be established whether it can be successfully managed, such as with
the anti-viral drugs where inhibitory interactions are even used to boost efficacy.24

The more common human cytochromes involved with the metabolism of xenobiotics are
listed in Table 7.5, together with examples of substrates, inhibitors and inducers. A diverse
range of chemical structures is seen in inhibitors and in inducers. Inhibitors tend to have a
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basic nitrogen able to strongly bind to the haem iron in the CYP450 active site, e.g. imidazole
group as in ketoconazole, quinoline group as in quinidine, thiazole group as in ritonavir. In-
ducers vary from ethanol, phenobarbital, anti-epileptics drugs, e.g. carbamazepine, to a complex
cyclic antibiotic like rifampicin. A lot of emphasis has been placed on inhibitory metabolic
drug–drug interactions since these tend to be the cause of safety concerns, but just as important
can be metabolic drug–drug interactions resulting from enzyme induction that often lead to a
reduced, or a lack of efficacy. Also, there are two distinct directions in which the identification
of metabolic drug–drug interaction has to be approached. The first is as described above, where
the drug or candidate compound is the causative agent or perpetrator of a metabolic drug–drug
interaction. The second is when a drug or candidate compound is the target or a victim of a
metabolic drug–drug interaction. Each of these aspects is equally important but requires
completely different strategies for their investigation.

A perpetrator of a metabolic drug–drug interaction can be by two routes, inhibition and in-
duction. If we first consider inhibition interactions, the most common studies, particularly in
the early discovery screening phase, are for direct inhibition of the major cytochrome P450s
(CYP1A2, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6 and CYP3A4/5), usually determining
the percent inhibition at a single concentration, although sometimes an attempt is also made to
estimate an IC50. These can be performed using either recombinant human cytochromes or
human microsomes with specific substrates for each cytochrome. If a compound proceeds into
development, these data are usually insufficient, especially once the compound enters clinical
development, and more detailed studies are required to accurately determine the IC50 and Ki for
those cytochromes where inhibition is observed. For such studies it is advisable not only to
examine for direct inhibition, but also for time-dependent and mechanism-dependent inhibition.
Direct inhibition involves the binding of the drug candidate to the cytochrome, and depending on
the binding site, can be classified as competitive, noncompetitive, uncompetitive or mixed in-
hibition. For this type of inhibition, usually human liver microsomes are used with specific model
substrates, such as those recommended in the FDA Drug Interaction guidance (2012)22 to de-
termine the IC50 and Ki (inhibition constant) of inhibitors, with different concentrations of the
candidate compound used, and if the type of inhibition is being investigated, different substrate
concentrations as well. If there is good evidence that the inhibition is competitive, the use of
different substrate concentrations may be omitted since the Ki is calculated by half the IC50, but if

Table 7.5 Examples of substrates, inhibitors and inducers of different human CYP450 isozymes.

CYP450 Substrate Inhibitor Inducer

CYP1A2 Alosetron/duloxetine/
tizanidine

Ciprofloxacin/cimetidine/
fluvoxamine

Omeprazole/montelukast/
phenytoin

CYP2A6 Coumarin/nicotine Ritonavir/tranylcypromine Phenobarbital/rifampicin
CYP2B6 Bupropion/efavirenz Clopidogrel/ticlopidine Phenobarbital/efavirenz/rifampin
CYP2C8 Paclitaxel/repaglinide Anastrozole/gemfibrozil/

trimethoprim
Phenobarbital/primidone/

rifampin
CYP2C9 Celecoxib/phenytoin/

warfarin
Amiodarone/metronidazole/

troglitazone
Rifampin/secobarbital/

carbamazepine
CYP2C18 S-mephenytoin cimetidine
CYP2C19 Clobazam/omeprazole/

S-mephenytoin
Fluvoxamine/esomeprazole/

ticlopidine
Carbamazepine/prednisone/

rifampin
CYP2D6 Desipramine/

dextromethorphan/
metoprolol

Buproprion/quinidine/
terbinafine

CYP2E1 Disulfiram/ritonavir Ethanol/isoniazid
CYP3A4/5 Cyclosporine/lovastatin/

sildenafil
Clarithromycin/ketoconazole/

saquinavir
Carbamazepine/rifampin/

St. John’s wort
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not, the Ki has to be calculated using the equations cited in the FDA and European guidances.22,23

These guidances also offer a method using Ki to assess whether the observed inhibition should be
followed up with clinical interaction studies (Table 7.6).

Time-dependent inhibition occurs when the potential inhibitor slowly complexes with the
cytochrome and is investigated by preincubating (e.g. 30 min) the microsomes with the com-
pound prior to adding NADPH to initiate metabolism. Metabolism- or mechanism-based in-
hibition involves the candidate compound acting as a suicide substrate by being metabolised to
a product that either binds tightly to the ferrous ion in the haem moiety of the cytochrome or
forms a reactive intermediate that binds covalently to the enzyme. This type of inhibition can
make management of any resultant drug–drug interaction more difficult, since the enzyme is
effectively ‘killed’, so the inhibition is prolonged, requiring the synthesis of new enzyme to
replace that which has been lost. Thus, the duration of inhibition will be dependent not on the
pharmacokinetics of the candidate drug but on the speed of formation of new enzyme. A pre-
incubation stage (e.g. 30 min) is incorporated into a study to investigate metabolism-dependent
inhibition but unlike the time-dependent inhibition, this is performed in the presence of
NADPH to enable the metabolite to be formed. With metabolism-dependent inhibition it is
necessary not only to determine Ki but also Kinact, the inactivation constant.

Enzyme induction is another possible means where a candidate drug could be a perpetrator
of a metabolic drug–drug interaction. Some xenobiotic compounds are able to interact with
nuclear receptors such as aromatic hydrocarbon receptor (AhR), constitutive androstane re-
ceptor (CAR) and pregnane X receptor (PXR), each inducing sets of drug metabolising enzymes
and transporters including the CYP1As, CYP2Bs, CYP2Cs, CYP3As, glucuronyl transferases and
P-gp, depending on the receptor. Activation of these receptors, however, is species specific so
when investigating induction drug–drug interactions, it is recommended to always use human
systems and not to be tempted to extrapolate animal induction data to the human situation. An
initial screening assay using human CAR and PXR binding assays or cell-based reporter gene
assays can be invaluable in alerting to potential induction issues and the risk of drug–drug
interactions. The more definitive study, however, uses a functional assay where different con-
centrations of the test compound are incubated with human hepatocytes for 2 to 3 days and the
microsomal activities of the enzymes of interest compared before and after incubation using
specific, model substrates. The Emax and EC50 for induction are determined and compared to
those of positive controls run at the same time to assess the possible clinical impact of the
induction. Induction normally results in a reduction of efficacy, due to increased metabolism of
drugs, and of particular concern is the induction of CYP3A4, since this can result in a reduction
of plasma levels of estrogens and progestins found in oral contraceptives, possibly resulting in
unplanned pregnancy, and reduction in cyclosporine plasma levels resulting in transplant
rejection due to increased cyclosporine clearance.

A victim of a metabolic drug–drug interaction is when our candidate compound is the target,
and requires a completely different strategy to that described above for perpetrators of a drug–
drug interaction. When establishing if a test compound could be a victim of a drug–drug
interaction, i.e. another co-administered compound alters its clearance, it is necessary to es-
tablish and quantify every route of elimination of the compound, including non-metabolic

Table 7.6 Criteria to assess the clinical impact of a
direct cytochrome inhibition.

[I]/Ki ratio Prediction

[I]/Ki41 Likely
14[I]/Ki40.1 Possible
0.14[I]/Ki Remote
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routes of elimination such as renal. The rationale is that the fewer the routes of elimination, the
greater the potential for a compound to be a victim of a metabolic drug–drug interaction. The
rule of thumb is that if any one route of elimination exceeds 25% of the total clearance of a
compound, there is a risk of a clinically meaningful drug–drug interaction. To evaluate this is
no simple process, since, for instance, if there is a substantial renal component, the extent of
clearance by glomerular filtration and each of the transporters involved with tubular secretion
(see Section 7.9) will need to be quantified.

To identify the metabolic component, often termed as reaction phenotyping, the extent of
non-cytochromal (e.g. hydrolases, FMO, MAO, glucuronyl transferases, carbonyl reductases) and
cytochromal metabolism will need to be established, usually by preincubating human hepa-
tocytes or human S9 fractions (these preparations contain the non-cytochromal enzymes
whereas microsomes may not) with 1-aminobenzotriazole (1-ABT) to inhibit all the cytochromal
activity then determining how much of the test compound is still metabolised. If metabolism
occurs in the presence of 1-ABT, the enzymes responsible should be identified, although the
risk of a compound largely metabolised non-cytochromally showing a clinically relevant drug–
drug interaction tends to be lower than those primarily metabolised by cytochromes. The FDA
and EMA recommend that reaction phenotyping for the cytochromal enzymes is performed by
at least two assays of the three offered. The first is incubation of the test compound with a panel
of recombinant major human cytochromes to ascertain which metabolises it. The rates of
metabolism by each cytochrome should be normalised based on the average specific content of
the cytochrome in human liver microsomes since the expression of the recombinants can show
wide variation. This is probably the simplest of the assays and can be introduced early in a
development program to alert of potential risks for the future. The second method compares
the rate of metabolism of a candidate compound, either by its disappearance or by the pro-
duction of a specific metabolite, with and without either a selective chemical inhibitor or in-
hibitory antibody for the each of the cytochrome P450s of interest. The final method utilises the
natural individual variation in human metabolism with a correlation analysis using a panel of
human microsomes from individual subjects where the activity of each of enzymes of interest is
fully characterised. The test compound is considered a substrate of an enzyme when there is a
good correlation of the metabolism rate with the activities of the respective enzyme in the
microsomes of the individual subjects making up the panel.

As can be seen from the above discussion any understanding of the risk of a potential
metabolic drug–drug is much more than performing a quick CYP inhibition screen. It must be
put into context of whether it is viewed as a perpetrator or a victim of an interaction as well as
the final use of the drug. The therapeutic index of the drugs involved, together with the plasma
concentrations of the candidate drug obtained at anticipated clinical doses, plasma protein
binding, type of inhibition/induction, etc., must all be brought into these considerations. The
FDA and European guidelines on drug–drug interactions provide a series of very useful decision
trees to help in the interpretation of the in vitro inhibition and induction data. Many of the
interactions, once identified and quantified, can be very manageable and sometimes may even
be of benefit, such as ritonavir boosted protease inhibitors when treating HIV and probenecid
with some b-lactam antibiotics.

Before embarking on expensive clinical studies, it is always possible to simulate the possible
clinical consequences of any of these metabolic drug–drug interactions using physiological
based pharmacokinetic models with programs such as Simcyp (www.simcyp.com). This pro-
gram has the advantage that it is population based incorporating the variability of the distri-
bution of different human cytochromes so it is possible to simulate not just average effect but
also the extremes where often the real clinical problems lie. Also, if there are multiple major
elimination pathways (Z25% of total clearance), it is possible to simulate the effect of different
drug–drug interaction scenarios.
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7.7.8 Genetics

Individual differences in expression of different isoenzymes involved in drug metabolism may
lead to wide population differences in the metabolic fate of a compound. Some 10% of the
Caucasian population are unable to hydroxylate debrisoquine (Figure 7.1) and other basic drugs
e.g. b-blockers, SNRIs metabolised by the same P450 isoenzyme (P450 2D6) with potential ef-
fects on their activity and side effects. Similarly, there are genetic differences in the ability to N-
acetylate certain classes of drug, e.g. dapsone, isoniazid. Some 50% of Caucasians have a much
lower capacity to carry out this reaction which in turn influences the activity and side-effects of
such compounds. If a polymorphic metabolising enzyme is the major elimination pathway
there will be increased exposure to the drug resulting from the reduced clearance in ‘‘poor
metabolisers’’, i.e. those having low expression levels of the drug, or reduced exposure to the
drug in ‘‘fast metabolisers’’, i.e. those having very high expression levels of the enzyme. This can
result in significantly higher adverse events and/or toxicity particularly for drugs with a narrow
therapeutic window in ‘‘poor metabolisers’’. Thus 2D6 polymorphism has influenced the ad-
verse event profiles of CNS drugs such as venlafaxine25 and haloperidol26 with ‘‘poor meta-
bolisers’’ showing increased incidences of adverse events compared to normal metabolisers.
Based on the identification of the relative importance of the metabolising enzymes for a given
drug in early non-clinical studies such effects in man are investigated early in drug development
in Phase I studies and in ethnicity studies.

7.8 REACTIVE METABOLITES

Metabolites as previously mentioned may be pharmacologically/toxicologically inert, show
similar pharmacology and/or toxicology to the parent drug or may have different pharmaco-
logical and/or toxicological effects to the parent drug.

Some metabolites are able to chemically react with endogenous components which in certain
circumstances produce toxicity. Thus CYP450 mediated aromatic hydroxylation involves po-
tentially reactive arene oxide intermediates. These can non-enzymatically convert to phenols, be
metabolised to dihydrodiol metabolites by epoxide hydrolase and/or undergo glutathione-S-
transferase catalysed conversion to mercapturic acid. Saturation of the enzyme catalysed
pathways or glutathione depletion may in some circumstances result in covalent binding to
cellular macromolecules. However, many drugs are metabolised via the arene oxide inter-
mediate without significant associated toxicity.

Similarly carboxylic acid drugs can undergo conjugation via the acid moiety with glucuronic
acid to form 1b-D-acyl glucuronides or form acyl-CoA thioesters. Such metabolites can in some
circumstances react with cellular proteins. This can occur with acyl glucuronides by transacy-
lation transfer of the acyl group from the glucuronic acid to amino or hydroxyl groups in
proteins. It is also possible for the acyl group of the acyl 1b-D-glucuronide to migrate to form the
2b, 3b or 4b isomers. These isomers have the ability to react with proteins via the 1b hemi-acetal
group. Again there are few examples where toxicity has been clearly linked to acyl glucuronide
metabolite formation.

Various pharma companies have used in vitro microsomal metabolism screens, e.g. glu-
tathione trapping, or the extent of covalent binding of 14C-labelled drugs to protein, e.g. Z50
pM drug equivalents/mg liver protein, as the basis for rejecting candidates in early development
due to concerns for their possible toxicity risks. These tests have overall been poorly predictive
of the potential for toxicity Z40% false positives or poor correlation with observed liver toxicity
in non-clinical safety studies. Most companies appear to have abandoned such approaches
because of these issues. Reviews by Skonberg et al.27 (2008) and Park et al.28 (2011) provide
significant insight into the challenges of interpreting the safety implications of such

201Drug Metabolism

08
:3

6:
28

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
01

84
View Online

http://dx.doi.org/10.1039/9781782621836-00184


metabolites. This indicated that the risk of such toxicity appears to be greater, the higher the
dose administered. More recently R. A. Thompson et al., at AstraZeneca, published a detailed
comparison between in vitro covalent binding burden of 14C-labeled drugs and/or metabolites in
human hepatocytes determined as the fraction of metabolism leading to covalent binding,
corrected for the maximum prescribed clinical dose with the aggregated in vitro toxic effects of
five cellular test systems. The results for 36 drugs known to exhibit different idiosyncratic ad-
verse events in man indicated this more detailed approach may offer the potential to select drug
candidates with a lower risk of inducing such toxicity.29

7.9 TRANSPORTERS

Although not strictly drug metabolism, drug transporters can greatly impact the metabolism of
a drug via their role in drug absorption, distribution and elimination, especially with respect to
potential drug–drug interactions since they can be inhibited and induced, sometimes by the
same compounds that inhibit or induce specific cytochrome P450s. Probably the best known
and studied transporter is the efflux transporter P-gp (MDR1) which has been blamed for many
a drug failing in drug development, often quite unjustly, but we shall come back to that later.

The understanding of transporters and their role in the overall ADME of drugs has gathered
momentum over recent years with the identification of many different transporter proteins, both
for xenobiotics and endogenous compounds, together with their genes. This, combined with the
development of experimental systems to identify xenobiotic substrates, inhibitors and inducers of
the specific transporters has provided a much better awareness of their impact on the ADME of
different drugs. The subject has now grown to an extent that it would be impossible to provide a
detailed and comprehensive overview in this chapter and the interested reader should refer to the
many excellent reviews that are available including those by Russel (2010),30 Giacomini and
Sugiyama (2002)31 and The International Transporter Consortium (2010).32

The transporters of particular interest to the drug developer can be divided into four broad
super-families. There are two categories of solute carrier transporters (SLC), one of which acts
mainly on transporting anionic compounds such as benzylpenicillin, frusemide, ibuprofen and
the statins (OATs and OATPs) and the other which transports mainly cations such as cimetidine,
ranitidine and metformin (OCTs, OCNTs and MATEs). Then there are the ATP binding cassette
(ABC) efflux transporters that transport a wide range of anionic, cationic and neutral com-
pounds from digoxin to doxorubicin and, as the name suggests, rely on ATP hydrolysis to ac-
tively move substrates across membranes. The SLC transporters can undertake both drug
uptake and efflux whereas the ABC type of transporter only undertakes efflux. Finally, there are
the peptide transporters which can be especially important for the absorption and elimination
of certain peptide-like compounds such as the b-lactam antibiotics, lisinopril and oseltamivir
(Tamiflu). For convenience, the major human transporters are listed in Table 7.7, together with
some known substrates, but it will be obvious from this list that many of the transporters are
quite promiscuous, with a large amount of crossover between substrates and with substrates
outside the class that they are attributed to.

The main tissues where these transporters are found include the intestine, liver, kidney and
brain as summarised in Table 7.7 and Figure 7.8. The brain has been highlighted, in addition to
the excretory organs, because it can be especially important when developing CNS acting drugs,
with the efflux transporters forming an integral component of the notorious blood brain barrier.

Much of a small molecule’s absorption, distribution and elimination rely to some extent on
the process of passive diffusion with a molecule passing through a biological membrane from
an area of high concentration to an area of low concentration. This requires no energy but
depends on the molecule possessing some degree of lipophilicity so that it can dissolve in the
bimolecular lipid layer of the cell membrane to enable it to diffuse through. For molecules with
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very limited lipophilicity, their diffusion across cell membranes becomes severely restricted so
their absorption, distribution and elimination is constrained to paracellular transport through
loose junctions between cells, hydrophilic (aqueous) pores in the cell membrane or drug
transporters. It is for this type of compound that transporters have the most impact since they
don’t have passive diffusion to fall back on. Also, it must be remembered that a freely permeable
lipophilic compound, although less impacted by transporters, will probably be eliminated by

Table 7.7 Summary of the major human drug transporters and their substrates (data collated from
Russel, 2010;30 International Transporter Consortium, 2010;32 FDA guidance on drug–drug
Interactions, 201222).

Transporter
Typical tissue
distribution

Membrane
distribution Substrate examples

PEPT1 Intestine/Kidney BBM Ampicillin/Amoxicillin/Cefaclor/Cefadroxil/
Enalapril

PEPT2 Kidney BBM Amoxacillin/Bestatin/Cefaclor/Valganciclovir
OCT1 Intestine/Liver BLM/SM Acyclovir/Ganciclovir/Metformin/Cimetidine/

Quinine
OCT2 Kidney/Brain BLM Cimetidine/Ranitidine/Metformin/Propanolol/

Zidovudine
OCT3 Liver BLM Cimetidine
OCTN1 Intestine/Kidney BBM Mepyramine/Quinidine/Verapamil/Gabapentin
OCTN2 Intestine/Kidney BBM Mepyramine/Quinidine/Valproate/Cephaloridine/

Ematine
OAT1 Kidney BLM Adefovir/Methotrexate/Furosemide/Ibuprofen/

Cimetidine
OAT2 Liver SM Erythromycin/Cimetidine/Taxol/Bumetanide/

Salicylate
OAT3 Kidney/Liver/

Muscle/Heart
BLM Benzylpenicillin/Tetracycline/Ranitidine/

Ketoprofen/Pravastatin
OAT4 Kidney BBM Tetracycline/Zidovudine/Bumetanide/Ketoprofen/

Salicylate
MATE1 Liver/Kidney CM/BBM Cimetidine/Procainamide/Metformin/Cephalexin/

Fexofenadine
MATE2 Kidney BBM Cimetidine/Procainamide/Metformin/

Fexofenadine/Oxaliplatin
OATP1A2 Intestine/Kidney BBM Fexofenadine/Enalapril/Rosuvastatin/Imatinib/

Saquinavir
OATP1B1 Liver BBM Benzylpenicillin/Rifampicin/Pravastatin/

Valsartan/Troglitazone
OATP1B3 Liver BLM Digoxin/Rifampicin/Enalapril/Fluvastatin/

Valsartan/Paclitaxel
OATP2B1 Liver/Intestine SM/BBM Benzylpenicillin/Bosentan/Pravastatin/

Glibenclamide
OATP4C1 Kidney BLM Digoxin/Ouabain/Methotrexate
MDR1 (P-gp) Intestine/Liver/

Kidney/Brain
BBM/CM/BBM Vincristine/Doxorubicin/Paclitaxel/Digoxin/

Ritonavir/Cyclosporin
MDR3 Liver CM Digoxin/Paclitaxel/Vinblastine
MRP2 Intestine/Liver/

Kidney/Brain
BBM/CM/BBM Vinblastine/Doxorubicin/Ritonavir/Glutathione

conjugates
MRP3 Intestine/Liver/

Kidney
BLM/SM/BLM Glucuronide conjugates/Methotrexate

MRP4 Intestine/Liver/
Kidney

BBM/SM/BBM Topotecan/6-Thioguanine/Tenovir/Cefazolin/
Furosemide

BCRP Intestine/Liver/
Kidney

BLM/CM/BBM Topotecan/SN38/Imatinib/Nelfinavir/
Rosuvastatin/Ofloxacin

BLM: Basal lateral membrane; BBM: Brush border membrane; SM: Sinusoidal membrane; CM: Canalicular membrane.
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metabolism, but the resultant metabolites generally will be more polar. Thus, as the lipophilicity of
the metabolites decreases with some, such as glucuronides and sulfates, completely losing their
lipophilicity, they become increasingly reliant on transporters to remove them from the body.

The movement of compounds across membranes by different transporters is saturable and
follows Michaelis–Menten kinetics in the same way as enzyme mediated reactions (Equation 7.1).

v¼ Vmax*C
KmþC

(7:1)

Where v is the rate of transport; Vmax is the maximum transport rate; Km is the Michaelis
constant; C is the drug concentration.

Thus if the concentration of the xenobiotic compound being transported by a specific
transporter is low compared to its Km as defined above, the rate of transport will be approxi-
mately proportional to the concentration of the xenobiotic, but as the concentration increases,
the rate of increase will slow and asymptote to the Vmax. This leads into a frustrating topic, since
because the technology is well established, compounds are often routinely tested as a substrate
for MDR1 (P-gp) very early in the discovery process, using an in vitro bidirectional Caco-2
monolayer screen to determine the efflux ratio. The rationale for performing this test so early in
the screening process is that P-gp is thought to restrict oral absorption and/or prevent com-
pounds from entering the brain. Thus, if the efflux ratio for a compound is Z2, it is considered

Figure 7.8 A summary of the human transporter proteins involved with xenobiotic and endogenous
compound transport across cell walls (reprinted by permission of Macmillan Publishers Ltd:
International Transporter Consortium, Nat. Rev. Drug Discov., 9, 215–236, 201032).
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to be a substrate for P-gp and quite often, discarded because of that. However, P-gp is easily
saturated, mitigating its effect on compounds with a high flux into cells such as highly per-
meable, lipophilic compounds. P-gp will only impact absorption, remembering there will be
large amounts of the drug in the intestinal tract, when the diffusion through the cells becomes
severely restricted such as with very restricted permeability (hydrophilic), high molecular weight
and/or severe dissolution limitation. Moreover, P-gp does not usually restrict high permeability,
lipophilic compounds from entering the brain unless there is high plasma protein binding
effectively restricting the unbound drug from crossing the cell membrane and keeping the
effective concentration to P-gp low. Thus, it is highly premature to discard any compound early
in the discovery process based solely on Caco-2 efflux data, without considering the other
attributes of the compound.

Since the kinetics of transporter flux are Michaelis–Menten, it is not surprising that they can
be inhibited or induced, much like the cytochromal enzymes. Inhibition can be competitive,
noncompetitive or uncompetitive which can lead to potential drug–drug interactions either
directly (e.g. transporters involved in renal or biliary excretion) or indirectly (e.g. transporters
presenting a compound to a site where they can be eliminated by biliary excretion or metab-
olism). Induction of drug transporters is also a possible cause of drug–drug interactions but its
understanding is less advanced than that of inhibition. Interestingly, some of the same nuclear
receptors (CAR and PXR) that induce cytochromal enzymes also induce P-gp (MDR1), the MRPs
and OATP2 (Xu et al., 2004;33 Mottino and Catania, 200834) further illustrating the inter-
relationship between drug transporters and drug metabolising enzymes. The impact of drug
transporters on potential drug–drug interactions has been reviewed in detail by the Inter-
national Transporter Consortium (2010)32 and was subsequently followed up by regulatory
guidances from the FDA (2012)22 and EMEA (2012).23

7.10 CONCLUSIONS

Drug metabolism is an important elimination route for many compounds. An understanding of
drug metabolism pathways and the factors which influence them provides information about
mechanisms underlying changes in the kinetics, toxicity, and pharmacodynamics of drugs in
animals and man. Information on the log D7.4 or log P pKa and structural complexity of a drug
allows some prediction of metabolic fate. Extrapolation across species is not precise for metabolic
pathways. However, in general, the small (shorter life span) species are more adept at Phase I
oxidative pathways, producing a wider range of metabolites. Thus in man metabolite profiles are
often less complex than in animals. These differences tend to reflect the decrease in basal
metabolic rate with increasing body weight. An understanding of the relationship between drug
metabolism, pharmacology, and toxicology can be applied to aid the design of drug candidates.

Preliminary information on metabolism can be of value in selecting drug development candi-
dates and in designing compounds with improved kinetic and thus pharmacodynamics profiles.

DRUG METABOLISM HINTS AND TIPS

� Within a series of compounds, e.g. b-blockers, the importance of metabolism as an
elimination pathway generally increases with increasing lipophilicity of the drug.4

� If a significant drug metabolite in man is not observed in the animal species used in
pharmacology or toxicology studies or is only seen at much lower levels than those in
man, the potential pharmacologic or toxicologic effects of the metabolite in man may
not be reflected in the non-clinical safety evaluation. In this case a separate evaluation of
that metabolite may be necessary. This is described in the FDA MIST guidance document.
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� Drug administration by transdermal, sub-lingual, subcutaneous, intramuscular, buccal,
inhaled pulmonary, or rectal routes have been used for some drugs to avoid ‘‘first pass’’
effects.

� A number of qualitative species differences are seen for Phase II pathways:
J Dogs are unable to acetylate aromatic amines and are more sensitive to the

pharmacologic and toxic effects of such compounds.
J Cats lack the ability to form glucuronide conjugates and only primates form

amino-acid conjugates with glutamine.
� As a broad generalisation, compounds (drug or metabolites) with appropriate structures

and MW4325 will undergo extensive biliary excretion in rat and dog, whereas this is
more common in man at MW4500.

� The FDA and European guidelines on drug–drug interactions provide a series of very
useful decision trees to help in the interpretation of the in vitro inhibition and induction
data.

� P-gp, a transmembrane drug transporter, is easily saturated, mitigating its effect on
compounds with a high flux into cells such as highly permeable, lipophilic compounds.
P-gp will only impact absorption, remembering there will be large amounts of the drug
in the intestinal tract, when the diffusion through the cells becomes severely restricted
such as with very restricted permeability (hydrophilic), high molecular weight and/or
severe dissolution limitation.

� P-gp efflux can have a much greater impact on the net permeability of compounds
attempting to cross blood brain barrier.
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CHAPTER 8

Prediction of Human Pharmacokinetics,
Exposure and Therapeutic Dose in Drug
Discovery

DERMOT F. MCGINNITY,*a KEN GRIMEb AND PETER J. H. WEBBORNc

a DMPK, Drug Safety and Metabolism, AstraZeneca, Mölndal, Sweden; b DMPK, Respiratory,
Inflammation and Autoimmune IMed, AstraZeneca, Mölndal, Sweden; c DMPK, Drug Safety
and Metabolism, AstraZeneca, Alderley Park, United Kingdom
*E-mail: Dermot.F.McGinnity@astrazeneca.com

8.1 INTRODUCTION

The application of pharmacokinetic principles in drug design is now widespread due primarily
to the recognition of the role of plasma concentrations as a surrogate for measuring drug ef-
fects. A basic tenet of pharmacology is that the magnitude of a pharmacological response is a
function of the concentration of drug at the site of action. Thus the objective of therapy can be
achieved by maintaining an adequate concentration of drug at the site of action for the ne-
cessary duration. In clinical pharmacology the objective is to maintain a therapeutic concen-
tration high enough to give the desired response, but not so high so as to elicit an undesired
response; this is the ‘therapeutic window’ and immediately brings to the fore the concept of the
management, or design, of drug concentration–time profiles. As the concentration of drug
cannot usually be determined at the site of action, the concentration is usually measured in
blood or plasma. The relevance of this surrogate site, and the drivers for the observed changes
over time, will depend upon a number of factors and assumptions. Our understanding of such
factors are best understood through the science of pharmacokinetics (PK), which is defined as
the study of change of drug concentration over time and describes a systematic approach to
relating dose to amount of drug in the body, typically as viewed from plasma. Pharmacody-
namics (PD) is the study of how drug concentration relates to effect. Quantitative pharmacology
or pharmacokinetics–pharmacodynamics (PKPD) through modelling the mechanism of drug
action (e.g. agonism or antagonism) describes the relationship between dose, concentration and
the intensity and duration of response.

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org

208

08
:3

6:
30

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
02

08



This chapter is designed to be used by the practicing medicinal chemist and attempts to
provide both the context and some specific advice to apply best practice for PK and efficacious
dose prediction. Hints and tips are suggested throughout the chapter and methods to predict
human PK parameters outlined. Worked examples of both proprietary candidate and approved
drugs are used to highlight particular themes. This chapter can be used in conjunction with the
associated Dose to Man mobile app which allows medicinal chemists to simulate therapeutic
doses and exposures in Man for their drug discovery projects via the approaches and equations
presented herein. General definitions of the key PK parameters and their inter-dependencies,
are included here, but for a comprehensive analysis of pharmacokinetics and full derivation of
equations the reader is directed towards the authoritative reference Clinical Pharmacokinetics by
Rowland and Tozer.1

A key question, the answer to which, to a degree, defines a project strategy is ‘‘Why conduct
PK studies in animals, as part of a drug discovery program?’’ There was a time when ‘‘good’’ PK
properties in animals per se were seen as a sign of quality or value in molecules. As animal data
may poorly predict human kinetics, the real value of animal data is to validate, or otherwise the
in vivo, in vitro and in silico approaches that are used to predict PK in Man. The authors seek to
explain how such assessments are made and how application of such an understanding can
lead to robust predictions of human PK.

Three key PK parameters are derived following intravenous (IV) administration. A measured
dose is administered and drug levels in plasma are determined over time. Early concentrations
are back-extrapolated to estimate the concentration at t¼ 0, and simple mass balance con-
siderations allow estimation of the volume that the dose would have to be dissolved in to yield
that concentration. This yields the initial volume of distribution (with units of L or L/Kg). If
there is a mono exponential decline in plasma concentrations, this is the volume of distribution
(Vd). The same assessment (amount of drug in the body relative to the plasma concentration) is
used to derive other volume terms, whose derivations are beyond the scope of this article. Vd is
most usefully thought of as a measure of the relative affinity of the compound for tissues and
plasma. The volume term that most accurately describes this measure, for multi exponential
profiles is the volume of distribution at steady-state (Vss).

The area under the plasma concentration–time profile (AUC) for a given dose is a measure of
how efficiently a compound is removed from the body (i.e. compounds yielding low AUCs are
eliminated by efficient processes. This ratio (Dose/AUC) is used to derive the clearance (CL) of a
compound and has units of flow (commonly mL/min/Kg). CL is the second key PK parameter
derived which describes drug elimination (see Hints and Tips: Clearance (CL)).

The third key parameter obtained from a simple fit of IV data is the half-life (T1/2). Multi-
exponential declines are more complex, but generally the terminal T1/2 is the most important, as
it describes the decrease in plasma concentration during the elimination phase. T1/2 does not
describe the efficiency of eliminating processes (CL does this) and is actually a secondary PK
parameter, dependent upon fundamental parameters. In the case of a one compartment system
T1/2¼ ln2�Vd/CL. The significance of this, from a drug design perspective, is that T1/2 can be
modulated by changing the Vd or CL.

Following oral administration, a key parameter is oral bioavailability (F). This describes the
fraction of the dose that reaches the systemic circulation, and is a measure of a compound’s
ability to avoid the processes that protect the body from exposure to foreign compounds, i.e.
metabolism in the liver, metabolism in the gut, biliary elimination and the physical barrier of
the gut wall (poor dissolution is also a factor that reduces F). Thus F is a product of the fraction
of dose that is absorbed unchanged through the gut and the fraction of drug that escapes ‘first-
pass’ extraction in the liver. High extraction compounds (e.g. metoprolol, diltiazem) that are
rapidly metabolised and have a high hepatic CL will have low systemic exposure following an
oral dose and low F. Low extraction compounds (e.g. atenolol, cetirizine) that are relatively
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stable to metabolism and have a low hepatic CL, assuming they are absorbed across the gut wall
will have high systemic exposure following an oral dose and high F. Bioavailability is estimated
from F¼AUCoral/AUCIV, for an equivalent dose.

PK is typically separated into distinct physiological processes of Absorption, Distribution,
Metabolism and Excretion (ADME). PK can be studied using different mathematical models
broadly classified as non-compartmental models, compartmental models and physiologically
based (PBPK) models. All three approaches have use within modern drug discovery, determined
by the questions being asked. Compartmental PK modelling represents the body as a minimum
number of empirical compartments in equilibrium, with the number of compartments usually
defined by the number of exponential phases in the plasma concentration–time profile. Indeed
for many drugs, a mono-exponential fit, and hence a one compartment model may reasonably
describe the bulk of the data. However, for some drugs, whose kinetics are characterised by a
slow redistribution of a reasonable fraction of the dose from tissues, a multi-compartment
model may be required. In PBPK modelling, compartments are chosen to represent physio-
logical compartments such as tissues and organs of the body (although they may be grouped),
connected by anatomically correct blood flows. Elimination rates and partition coefficients are
estimated for relevant compartments. PBPK models can be powerfully applied to explain the
disposition of drugs in tissues and to generate testable hypotheses, relating efficacy and ex-
trapolation of drug behaviours across species. The advantage of compartmental and PBPK
models is that once the experimental data has been fitted to provide estimates of the model
parameters, drug concentration–time profiles can be simulated, to explore a variety of dose
regimens. Simulations are a powerful method for aiding the mechanistic investigation of drug
disposition, for dose setting and for aiding clinical study design.

Both compartmental and PBPK models require some assumptions about the kinetics of the
compound. A non-compartmental analysis, although not enabling simulation, is able to be used
to determine fundamental parameters that describe the kinetics of compounds: CL, Vss, T1/2

and F. Such a non-compartmental approach forms the foundation of human PK and dose
prediction method (‘‘Dose to Man’’) that is the focus of this Chapter.

Effective therapies require potency against the relevant target, sufficient selectively against
unwanted pharmacological responses and an adequate PK profile to sustain the drug at the site
of action, from an acceptable dose size and frequency. Thus, the medicinal chemist attempts to
optimise many parameters simultaneously whilst attempting to avoid impairing any desired
properties. What can assist in this difficult, and at times seemingly insurmountable challenge,
is that the PK properties of drugs are often strongly associated with their inherent physico-
chemical properties. Understanding these relationships is a key element of drug design. The
most important physicochemical properties, in this context, are molecular size, hydrophobicity,
aqueous solubility and ionisation state at physiological pH. It is beyond the scope of this
chapter to provide a comprehensive review of this topic but the authors can strongly recom-
mend Metabolism, Pharmacokinetics and Toxicity of Functional groups edited by Dennis Smith.3

These properties, to a greater or lesser extent, affect dissolution in the gastrointestinal tract and
membrane permeability (and therefore oral absorption), susceptibility to drug metabolising
enzymes and other elimination processes.

Likely human PK and clinical dose can be estimated from in vitro experiments utilising
human derived material and supported by in vivo animal studies. Defining clinically efficacious
dose is a very useful parameter in the optimisation of compounds as a holistic measure of
‘quality’ that relies on both prediction of human PK and of the anticipated therapeutic con-
centration. Starting from target identification and continuing throughout drug discovery and
into the clinic, the prediction and refinement of therapeutic concentration in patients is key and
should be based on a quantitative understanding of the target and relevant biomarkers. This
requires an integrated quantitative assessment, in which the pharmacology, target, tissue and
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disease are all considered. However such knowledge is not always available a priori and it is
common that uncertainty around likely effective therapeutic concentration is a major risk factor.

The underlying assumption to the paradigm represented in Figure 8.1 assumes that efficacy
at the target tissue is related directly to the target free plasma concentration at steady state
(Css,min) and that the target concentration must be maintained for the whole of the dosing
interval. For many targets, this will be a cautious assumption since efficacy may only require
partial occupancy for a fraction of this period. Clearly, where a PD or disease model considered
representative of the human disease exists, data from such models should be used to define
the target plasma or tissue concentration and level of target occupancy required for efficacy.
It should be stressed that the ‘‘Dose to Man’’ approach outlined here is very much a default
starting position in the absence of other information and should be refined during the lifetime
of the project.

A test of the predictive capability of the ‘‘Dose to Man’’ approach was to predict the human PK
and therapeutic dosage for a number of marketed oral drugs. A database was collated which
contained human PK data and in vitro potency data for marketed drugs against a range of
targets from different classes including G-protein coupled receptors, enzymes including kinases
and ion channels.4 This work demonstrated that setting the minimum efficacious concen-
tration at 3� the relevant free in vitro potency is a reasonable conservative starting position, in
the absence of other information. This default assumption has been shown to hold for a
number of G-protein coupled receptors antagonists including antimuscarinics, antihistaminics
and b-adrenoceptor blockers.5

Similarly, establishing the PK drivers and profile that is likely to deliver clinical efficacy is
also a feature of successful drug hunting projects. This PKPD relationship is underpinned by
the nature of the drug–target interaction and the role of the biological target in the patho-
physiology of the disease. PKPD relationships can be derived from clinical precedents, pre-
clinical models and mechanistic studies of the drug target interaction, and are refined
throughout the life of a project. Early in a project, when critical improvements in compound
properties are required to establish that a chemical series is optimisable and to generate initial
data supporting the biological hypothesis, it is useful to have a simple model that integrates
optimisable properties to show overall progress. Thus, for oral drug delivery, a simplistic one
compartment PK model can be used, in which the target plasma (unbound drug) concentration
at steady state is directly related to efficacy and that the PK elimination T1/2 is the effective T1/2

(the phase of the drug concentration–time profile responsible for maintaining drug concen-
trations above the required level to achieve efficacy). With such assumptions, Equation 8.1

Figure 8.1 Paradigm for assessing human PK, minimum effective concentration and therapeutic dose.
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which assumes rapid (instantaneous) absorption can be used to estimate the likely daily dose of
any given compound.

Dose ðmg=kg=dayÞ¼
24=tð Þ �MEC� Vss expðkel � tÞ� 1

� �
F

(8:1)

Where MEC is minimum effective concentration, Vss is volume of distribution at steady state,
F is oral bioavailability, kel is the elimination rate constant and t is the dosing interval. The
same model but with a first order absorption rate constant (ka) included is given by the
Equation 8.2.

Dose ðmg=kg=dayÞ¼ 24=tð Þ�MEC�ðka� kelÞ

F� ka �
1

1� e� kel�t
� 1

1� e� ka�t

� � (8:2)

The parameter estimates required are thus F, ka and kel. The accuracy of this approach de-
pends on the validity of the underlying assumptions and the ability to estimate these par-
ameters. F is a function of the fraction of dose absorbed (Fabs), the fraction of drug escaping
intestinal metabolism (Fg) and the fraction of the drug escaping hepatic CL (Fh) such that
F¼ Fabs� Fg� Fh. The absorption rate constant is commonly rapid enough not to significantly
impact on dose (authors unpublished observation based on an analysis of marketed oral drugs).
The most influential parameter is the elimination rate constant (kel). This is estimated from the
Vss and CL as kel¼ 0.7�Vss/CL.

As a worked example, assume a drug of MW 450 has an unbound potency (pX) against
the target of 8 and the fraction unbound in plasma, fup¼ 0.05, blood : plasma ratio, B:P¼ 1 and
for efficacy requires a total MEC equivalent to 3�pX¼ 270 ng/mL. PK parameters are CL¼ 1
mL/min/kg, Fabs¼ 0.5 (and rapid absorption), F¼ 0.48, Vss¼ 1 L/kg, T1/2¼ 12 h so Kel¼ 0.06 h�1.
Using Equation 8.1 the single daily dose equates to 1.8 mg/kg.

It is clear from Equation 8.1 that there are essentially only four parameters to optimise:
potency against the target, CL, Vss and Fabs. Alteration of one of these parameters whilst fixing
the others at a single set value demonstrates that potency and Fabs have a linear impact on dose
whilst CL and Vss can have a much greater impact (Figure 8.2). It is worth noting that these
parameters are rarely, if ever, independent, and that the challenge of drug discovery is over-
coming the confounding SARs of these parameters. However, for any given target, in the ab-
sence of a more thorough understanding of the human PKPD relationship, this equation can set
the foundation for a rational drug discovery optimisation strategy.
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Figure 8.2 Interrelationships between dose, CL, Vss and potency.
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8.2 PK IN DRUG DISCOVERY: A HISTORICAL OVERVIEW

The fundamentals of what we would now recognise as PK theory and analysis were established
by 1960,6 but it took another 20 years before PK optimisation became integral to the drug
discovery process. By 1960, the key concepts such as volume of distribution, elimination rates,
compartmental models, the essentials of drug absorption and bioavailability, as well as free-
drug and steady-state considerations, were used to describe and understand the in vivo be-
haviour of a limited number of drugs.

During the 1960’s enhanced bioanalytical methodologies enabled a pharmacokinetically
driven understanding of the behaviour of many drugs in clinical use, describing such phe-
nomena as drug accumulation, effects of renal impairment and non-linear kinetics. However, at
this time PK considerations had little influence on compound design. In an era of phenotypic
screening, where tissue baths and animal experimentation were the drivers of medicinal
chemistry, any PK considerations were only notional components in the rationalisation of ef-
ficacious dose and duration of effect, relative to potency.

Three advances, one bioanalytical, one based on the use of human tissue, and the other a
development of a novel PK parameter, made PK optimisation an achievable Medicinal Chem-
istry ambition and thrust drug metabolism and pharmacokinetics (DMPK) to the centre of drug
discovery. The bioanalytical advance was the adaption of what was a historically a qualitative
tool for elucidation of molecular structure, into a high capacity quantitative tool. Advances that
enabled the coupling of HPLC to triple quadrupole mass spectrometers around 19807 with
appropriate software and sample handling systems became the industry standard.8 The ability
to rapidly develop sensitive, selective methods and deliver high volumes of data in parallel with
assays of activity, meant in vitro based predictions and validation through subsequent in vivo PK
studies became a driving force in discovery projects.

The earliest use of PK assessments within the pharmaceutical industry was in the develop-
ment phase, with a focus on understanding and correctly quantifying safety risks associated
preclinical observations, inter-subject variability,9,10 inter-species differences11 and drug–drug
interactions.12 It was natural that the frustration of selecting compounds subsequently shown
to have PK deficiencies, such as low F or short T1/2, that consequently limited clinical utility,
would translate into a desire to select, and later design, compounds based on PK properties.

The influential PK innovation was the development of CL concepts by Rowland et al.13 and
others. CL concepts impacted many aspects of PK and enabled explanation of several hitherto
unexplained observations, based in the different behaviours of high and low CL compounds to
the effects of enzyme inducers and inhibitors. However from a drug design point of view, the
realisation that it was this new parameter—CL, and not T1/2—that best described the efficiency
of an eliminating process, was fundamental. Pharmacokineticists were able to develop a much
clearer understanding of drug elimination processes and to produce the kind of single par-
ameter SAR and optimisation sought by medicinal chemists.

As CL has units of flow, it can be compared to the blood flow to an eliminating organ to
establish the extraction ratio, thereby enabling a readily understandable calibration of meas-
ured CL. A key feature of CL is that it can be derived without having to assume any underlying
PK model, for example, a one or two compartment model. It is remarkable to think that the true
value of one of the simplest, most powerful equations in PK, CL¼Dose/AUC, did not start to be
fully exploited until 1973.

A major component of the early publications was the development of models of eliminating
organs, notably the liver, but also the kidney. For hepatic CL, such models yielded a mechanism
for extrapolating in vitro data to in vivo14–16 enabling development of the third key advance—robust
prediction of human metabolic CL based on enzyme activity. This key step forward meant that
human predictions could account for the well-recognised interspecies differences in metabolic
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capabilities. Until this point, variants on simple allometric scaling, where predictions are based on
some physiological scaling factor (e.g. body weight), were the primary methods available.17

The science of designing drugs based on PK principles was a new challenge for the
pharmaceutical industry that would not only lead to generation of structure–activity relation-
ships for many of the processes that drive drug disposition, but also to a transformation in the
understanding of these processes. The ability to describe and predict rates of metabolism based
on physicochemical properties was described by 1970,18 and the succeeding years saw extension
of this work leading to models that described drug distribution,19 renal CL,19 plasma protein
binding (ppb)20 and intestinal absorption,21 the key elements governing PK properties. Accurate
predictions of CL purely from physicochemical properties, beyond the narrow bounds of a
single chemical series, remain elusive, partly because such predictions require an estimate of
rate, rather than just affinity, but also because of the relatively narrow dynamic range in CL
estimates (generally 2 log units). From this time, it was common in the pharmaceutical industry
to build physiologically based PK models of human kinetics, based on physicochemical prop-
erties and an in vitro assessment of rate of elimination, with refinement as preclinical data
became available. These approaches were ultimately formalised and commercialised in such
products as SimCYPt and Gastroplust.

The early application, learning and impact of DMPK principles in the industry have been
captured in a series of publications by the group at Pfizer in Sandwich, which was arguably the
leading group in developing the thinking that brought an insightful and rigorous use of data.22–24

The learning by the pharmaceutical industry and its ability to translate this into more suc-
cessful candidates was a major factor in the development of the large number of blockbuster
drugs in the 1990’s. Furthermore not only were first in class compounds commonly once daily
(QD) due to optimisation of CL, but discovery programs could be initiated based on a PK goal
with some confidence. Similarly by the 1990’s best-in-class compounds started to be approved,
where the key advantages were essentially PK. Since 2000, there have been a number of reviews
of the state-of the art integration of PK into the drug discovery process, including extensive
analysis of the prediction of human kinetics from preclinical data from our own laboratories.25

8.3 OPTIMISING PHARMACOKINETICS IN DRUG DISCOVERY

The ability to predict human PK and likely efficacious clinical dose are essential elements of any
‘drug hunting’ strategy. They allow the focus of optimisation to be on the influential par-
ameters, potency against the target, Fabs, CL, and Vss and enable a rational assessment of when a
credible candidate compound has been synthesised. The next sections outline the authors’
experience and view of current best practice for predicting these parameters for Man.

8.3.1 Absorption

For orally administered drugs, it is important not just to determine F in preclinical species but
also to understand the relevance of the contribution of first pass hepatic and intestinal me-
tabolism, and of intestinal permeability. What is acceptable in terms of preclinical and clinical
absorption is a question that in our experience can confound drug discovery teams and lead to
time and effort being unnecessarily wasted. Fundamentally, drug absorption impacts in two
areas: limiting exposure in preclinical safety testing and driving excessive variability in systemic
drug levels in patients. As inter-patient variability in drug exposure is inversely related to
bioavailability,26 absolute bioavailability in man of greater than 30% is an appropriate target,
and it is therefore judicious to target a minimum predicted human absorption of at least 50%,
as F is a product of the fraction of absorbed drug (Fabs), the fraction escaping intestinal me-
tabolism (Fg) and liver extraction (Fh) as it passes from the portal vein to the systemic circulation
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(F¼ Fabs� Fg� Fh). The 30% target for F should not be viewed as a hard cut-off, since several
marketed oral drugs sit in this category, but simply as an area where inter-subject variability and
the impact on dose size may hamper drug development.

An assessment of the role of intestinal drug extraction is a component of the human F pre-
diction. The human and preclinical animal intestinal drug metabolizing enzymes are well
characterised with CYP3A, CYP2C9 and UGT dominating.27–32 Mathematical models enabling in
vitro data to be used in the prediction of Fg have also been described.33 Despite intestinal CYP
content being extremely low compared to that of the liver34,35 and intestinal intrinsic CL values
being similar to hepatic once corrected for expression levels,36 extraction by the gut can in some
cases be similar to or exceed hepatic extraction.33,37 The reasons for this include the efficient
location of the drug metabolizing enzymes and the p-glycoprotein (P-gp) drug efflux transporter
(which often shares substrate specificity with CYP3A4) in the villus tip of the enterocytes, fa-
cilitating cycling of drugs and prolonged exposure and thus, intestinal metabolism.33,34,38

Significant intestinal extraction is commonly associated with highly metabolically unstable
drugs33,39 so for a drug to be efficiently extracted by intestinal drug metabolising enzymes, it
would need not only to have sufficient exposure to those enzymes in the intestine but also to be
relatively rapidly metabolised. However, oral drug discovery programs typically optimise
towards compounds with moderate to high permeability and solubility, high intrinsic metabolic
stability and low involvement of intestinal efflux transporters. Such new chemical entities
(NCEs) are unlikely to carry a significant risk of intestinal metabolic extraction, making gut
metabolism a minor consideration in human dose prediction.

Intestinal efflux by intestinal drug efflux transporters such as P-gp is unlikely to limit the
absorption of compounds with moderate to high permeability, and good solubility.40,41 How-
ever, if a drug falls outside this category and the Km describing the affinity of the substrate–
transporter interaction is relatively high (tens of micromolar or above) and/or the dose is
considerably less than 1 mg/kg, in vivo P-gp dependent efflux is more likely.42 In the absence of
more sophisticated simulations incorporating solubility and dissolution rate measures, the
intestinal drug concentration range sufficient for interacting with P-gp may be estimated from
the maximum dose taken /250 mL (intestinal fluid volume) or alternatively, the maximum
concentration in the enterocyte can be estimated from (Fabs� ka�Dose/Qent) where Qent is
enterocyte blood flow.33,39 It should be noted that this QGut equation generally gives 100-fold
lower estimations of concentration than using the intestinal fluid volume approach, such that a
1 mg/kg oral dose may be differentially described as having a relevant intestinal concentration
of approximately 6 or 600 mM.28 Caution should also be used when using Km values from in vitro
assays such as the Caco-2 assay since they may over-estimate the in vivo value and are sensitive
to the expression level of P-gp.42 Thus, whilst for compounds with moderate to low permeability
an assessment of the role of P-gp can be made using the QGut equation and P-gp Km estimated
from basolateral to apical Caco-2 drug concentration data, it is advisable when in a ‘risk zone’ to
use simulation software, such as Gastroplust that has been validated with known clinical data
for converting in vitro experimental values (from the particular laboratory where the novel data
is being generated) to those that can be used for in silico prediction.

Although variables such as intestinal transit time and rate of dissolution from a tablet can
control the extent of oral absorption in some situations, targeting compounds with appropriate
physicochemical properties that ensure sufficient solubility, of crystalline material, and
trans-membrane permeability should maximise the oral absorptive potential, and avoid
pharmaceutical complexities. The apparent permeability measure (Papp) is typically obtained
from assessment of drug flux across a monolayer of cells intended to mimic the intestinal
barrier. The most commonly used are the Caco-2 and MDCK cell lines.33,43 Relationships
between human absorption and in vitro Papp are required to put the in vitro data into context but
Papp data must first be transformed into effective permeability (Peff) which describes intestinal
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permeability per unit surface area.33,44 It is important to assess the impact of the key variables
(measured in vitro permeability and solid crystalline solubility data) through PK modelling/
simulation using tools such as Gastroplust or SimCYPt.42,45,46 To facilitate rapid and effective
decision making early in the life of a NCE it is possible to use such modelling tools to generate a
solubility–permeability heat map.48 From the analysis shown it is evident that for a 1 mg/kg
dose, a crystalline solubility of 100 mM and a Caco-2 Papp of 5� 10�6 cm/second, this will likely
result in a fraction absorbed in man of greater than 50%, with lower values on solubility or Papp

putting the NCE in a risk category for lower human Fabs.
48 This illustrates how to effectively use

in vitro data in a powerful way to make robust decisions in drug discovery.
Rat oral absorption is, in the main, not a good predictor of human absorption.4 This is most

likely explained by the fact that once normalised for body surface area, the rat small intestine
has a four times lower surface area compared to human.48 Nonetheless, the rat absorption data
is important for determining if safety assessment studies can be adequately performed. It is
therefore necessary to identify whether it is possible to achieve high enough exposures in the rat
to allow suitable margins over the predicted human exposure to be attained. Human exposure
can be predicted using the available data or the generic target profile for the candidate drug.
Predicting human absorption from preclinical in vivo data is more achievable using dog as a
model, since the dog to human absorption correlation appears strong for high molecular weight
(4325) compounds, when absorption is not by the paracellular route (Figure 8.3). In our ex-
perience, for drugs absorbed by the transcellular route, not only does dog PK data indicate a
systematically greater absorption than in rat, but also that dog absorption, when using crys-
talline material and studied with an appropriate formulation, better represents the clinical
situation.

To summarise, in vitro crystalline solubility and Papp data allow an early estimation of human
absorption which can then be supported by in vivo dog absorption data. Rat oral absorption
data should be treated with caution as our experience suggests this may be an underestimate of
absorption in higher species including human and poor oral absorption in the rat should not
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Figure 8.3 Relationship showing correlation between human absorption and dog absorption for com-
pounds with MW4325. Shown is the line of unity.
Figure adapted with permission from McGinnity et al., 2007.4 Copyright 2007 Bentham
Science Publishers.
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per se preclude progression of compounds into development assuming the requisite oral ex-
posure margins in safety studies are achievable.

HINTS AND TIPS: ABSORPTION

� F¼AUCpo/AUCiv (if equivalent doses given).
� Target F430% to avoid excessive inter-individual variation in man.
� Intestinal PGP efflux is unlikely for compounds with high permeability and solubility.
� Rat oral absorption is not a good predictor of human but vital for determining if safety

studies can be adequately performed. Dog is a better model for human absorption.
� A crystalline solubility measure of 100 mM and a Caco-2 Papp of 5� 10�6 cm/sec will likely

result in Fabs in man 450%; note absolute values will depend on assays in any given
laboratory.

8.3.2 Volume of Distribution

Vd can be viewed as a measure of the relative affinity of a drug for tissues and for plasma. This is
expressed in the equation: Vd¼ [fup /fuT]�VTþVP, with units of L/Kg, where fup is the unbound
drug fraction in the plasma; fuT is the unbound drug fraction in the tissue; VT is the volume
of the tissue (B1 L/Kg) and VP is the volume of the plasma (0.03 L/Kg). As VT is considerably
greater than VP changes in fup will directly affect V.1 Due to the physiological similarity,
inter-species differences in tissue binding are assumed to be minimal and the key driver of
interspecies differences in V are differences in ppb as outlined by Øie and Tozer.49 Another way
of expressing this is V� Fu¼ fuT or Vu¼ fuT. Therefore if unbound volumes are consistent
across species, human volume can be predicted from animal data, by estimating Vu (Figure 8.4).

For drug-like chemotypes one should expect characteristically low (acids), moderate to low
(neutrals) or moderate to high (bases) steady state Vd, where the low, moderate and high labels
can be assigned as less than 1 L/kg, 1–3 L/kg and greater than 3 L/kg (Figure 8.5). In a Drug
Discovery setting, knowledge of the expected boundaries for a given chemical class can be
translated into a strategy for obtaining the necessary human elimination T1/2 through an
understanding of the extent to which CL will need to be reduced and what parameters are
available in order to make such a change. The overriding influence on the distribution of acidic
drugs is that of extensive binding to plasma albumin. Apparent distribution volumes thus
approach that of albumin, approximately 0.1 L/kg,1 and in our experience do not exceed 0.3 L/kg
unless active hepatic uptake or entero-hepatic re-circulation is a determining factor, increasing
the amount of drug in tissues. As such, an acidic NCE of interest with a Vss greater than this
value merits closer attention, starting with scrutiny of the PK profile itself. The Vd for neutral
drugs is governed by hydrophobic interactions with plasma proteins and tissue membranes.
Increasing lipophilicity raises tissue affinity but has the opposite effect of restricting tissue
distribution due to an increase in ppb. Consequently, Vss tends to be confined to the range 1 to
3 L/kg for a high proportion of neutral compounds (Figure 8.5). Basic drugs tend to have similar
ppb to neutral drugs, in contrast to acids which show higher binding even for a given logD7.4.50

Being positively charged at physiological pH, bases have favourable interactions with acidic
phospholipid head groups leading to higher tissue affinity and therefore for the same ppb as a
neutral compound, a base will tend to have a higher tissue distribution.51 Ion trapping in such
sub-cellular acidic organelles as lysosomes also has a large effect, particularly in lysosome rich
organs such as the liver and lung.52 Even a weakly basic drug may have an apparent Vd three
times the physical blood volume and dibasic drugs can have Vd values greatly in excess of its
monobasic analogues.50,53
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In summary, Vss is reasonably predictable from in silico,54 in vitro data,54 and physicochemical
properties.6,55 Once preclinical in vivo PK data is available, it can be considered the most robust
and predictable of PK parameters with the Øie and Tozer method superior for making human
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Figure 8.5 Using preclinical species to predict human Vss for compounds with a range of physicochemical
properties. Relationship between human Vss values and preclinical animal Vss values corrected
for human/animal differences in ppb. Red circles—acids, green—zwitterions, yellow—neutrals
and blue—bases. The same data is included in Figure 8.4 and McGinnity et al., 2007.4
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Figure 8.4 Using preclinical species to predict human Vss. Relationship between human Vss values and
preclinical animal Vss values corrected for human/animal differences in ppb as detailed in
McGinnity et al.4 Red circles—rat, green—mouse and blue—dog. The dataset includes both data
generated in this laboratory and literature data from rat, dog and mouse and compared to clinical
Vss. Line of regression shown with the equation logy¼ 1.logxþ 0.06, r2¼ 0.93, p¼ 4.6� 10�101,
afe¼ 1.36. Thus human Vss can be predicted from preclinical animals using Equation 8.3.
Figure adapted with permission from McGinnity et al., 2007.4 Copyright 2007 Bentham Science
Publishers.
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predictions, as demonstrated by several laboratories.56–58 Thus, human Vss can be predicted
using preclinical animal data and Equation 8.3.

log ðVsshumanÞ¼ log Vssanimal
fuhuman

fuanimal
þ 0:1 1� fuhuman

fuanimal

� �� �
� 0:06 (8:3)

HINTS AND TIPS: VOLUME OF DISTRIBUTION

� Vd correlates with the relative affinity of compound for tissues. Vss values for acids are
low (0.1–0.3 L/kg), moderate to low for neutrals (1–3 L/kg) and moderate to high for
bases (43 L/kg).

� Bases have higher Vd due to favourable interactions with acidic phospholipid heads and
trapping in acidic sub-cellular organelles.

� Using preclinical in vivo PK data and correcting for species ppb differences, Vss is the
most predictable of PK parameters: Unbound Vss should be conserved within two-fold
across species—if not reasons need to be understood.

� Recirculation of parent drug after elimination in bile (of parent or glucuronide that can
be hydrolysed to parent in intestines) can lead to extended PK profile and therefore
larger calculated Vss. This can yield incorrect predictions if extrapolating Vss to a species
where re-circulation does not occur to same extent.

8.3.3 Clearance

Optimisation of CL is typically one of the more significant challenges for a drug discovery
project. Identification of the elimination route and rate in preclinical species and optimisation
in human are major goals in most projects. The major drug elimination routes in humans and
preclinical species are metabolic, renal and biliary. As there is currently no reliable way to
predict human elimination pathways from purely in silico or in vitro methods, a combination of
establishing CL routes in preclinical species and use of in vitro human tools is required to
predict human CL.

Until relatively recently it has been common practice to predict human CL by cross-species
allometric scaling irrespective of the elimination route.59–61 However, for hepatic metabolic CL,
it is now widely accepted that the use of in vitro data (in vitro–in vivo extrapolation, IVIVE) can be
relied on to make more accurate predictions.62–66 This science came to the fore almost 20 years
ago following the seminal publication of an IVIVE strategy based on in vitro estimates of rates of
turnover and a mathematical model of the liver. The models describing hepatic metabolic CL
(CLH) incorporated terms for liver blood flow (Qh), hepatic intrinsic clearance (CLint) and blood
binding (fub).14 Over the subsequent years, a significant increase in studies and awareness of
this area led to gains in understanding and refinement.14,63–66 Isolated hepatocytes are regarded
as the most useful in vitro system for predictive studies since they contain the full complement
of enzymes a compound is likely to encounter during first pass metabolism and transporter
proteins, which can be key determinants of hepatic CL62,67,68 and should therefore form the
basis of IVIVE for CL. In simple terms the system uses an estimate of compound turnover,
scaling factors, non-specific binding terms (in vitro and in vivo) and a model in which delivery to
the liver can restrict the amount of turnover in vivo. Perhaps the most controversial elements
have been the absence or inclusion of in vitro and in vivo non-specific binding terms and the fact
that the approach yields a systematic under-prediction of in vivo CLint, for reasons not yet
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understood. Many articles have discussed this subject and it is now commonly agreed that in-
corporation of drug binding terms is necessary.47,62–64,69–71 The prediction method for in vivo
hepatic metabolic CL involves initially building in vivo–in vitro CLint models for each species using
test sets of drugs (acid, basic and neutral) with known in vivo hepatic metabolic CL values. Pre-
diction of unbound in vivo CLint rather than CL affords a fuller understanding of predictive ac-
curacy62,65,66 as there is no limit on values by blood flow. Hepatocyte CLint is measured and used
with the incubational binding term, fuinc (fraction unbound in the incubation) to calculate un-
bound in vitro CLint which is corrected, based on the number of cells used in the test, up to the
whole liver unbound CLint using scaling factors.66 To establish prediction accuracy, the unbound
in vivo CLint of the reference compounds is calculated from in vivo hepatic metabolic CL (using
total CL and subtracting non-hepatic metabolic CL values) adjusted for in vivo blood binding
(using ppb and blood to plasma (B:P) ratios). The derived unbound in vitro and in vivo CLint values
form a line of correlation from which future predictions of unbound in vivo CLint values for NCEs
can be made once the in vitro CLint is determined.62,63,65,69 If the unbound in vivo CLint has been
accurately predicted to within two-fold in two preclinical species (typically rat and dog), the ap-
proach can be used in human with a degree of confidence that a similar relationship may apply.
Figure 8.6 and the regression equation in the legend demonstrate how this is done, using all the
in vitro measured terms on the X-axis and then reading off predicted in total (bound) in vivo CLint

from the Y-axis. This in vivo CLint is then put back through the Well Stirred Model equation
(CLH¼CLint�Q/CLintþQ) to predict the human in vivo hepatic metabolic clearance.

Besides elimination via metabolism, drugs can be directly excreted in urine or bile. Renal
excretion of drugs is typically complex and may involve active secretion into the proximal
tubules and/or passive filtration in the glomerulus. The high pressure and relatively large pores
in the glomerulus result in almost all the free drug in plasma entering the proximal tubule and
beginning the first stage of renal elimination. Mathematically, the filtration rate, as a CL, is the
product of the fraction unbound in plasma and glomerular filtration rate (GFR),1 and is readily

Figure 8.6 Human hepatocyte regression line comparing in vitro CLint with in vivo CLint with all in vitro
variables grouped together on x-axis.
Figure adapted from Sohlenius-Sternbeck et al., 2012.63 Reproduced with permission of
Informa Healthcare.

220 Chapter 8

08
:3

6:
30

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
02

08
View Online

http://dx.doi.org/10.1039/9781782621836-00208


estimated if fup is known. However, as human GFR is only approximately 1.7 mL/min/kg and
the majority of drugs are highly bound to plasma proteins, CL by this mechanism is relatively
low, particularly relative to hepatic CL. Moreover, the physiology of the kidney tubules favours
passive re-absorption into the blood of molecules of sufficient lipophilicity to readily permeate
cells. As a consequence, passive renal CL is highly correlated with lipophilicity, such that only
compounds with negative logD7.4 values are passively renally cleared to any significant extent.72

Uptake transporter proteins, designed to salvage important endogenous compounds, may also
recover drugs, if sufficient structural similarities exist.

Active renal secretion can be considered a two-step process consisting of uptake across the
basolateral membrane of the proximal tubule followed by exit across the apical membrane.
Different sets of transporters polarised to either the apical or basolateral membrane are involved:
In man the organic anion transporters OAT1 and OAT3 and the organic cation transporter OCT2
are the predominant transporters in the basolateral membrane whilst the apical step can involve
MDR1 (P-glycoprotein), multidrug resistance protein 2 (MRP2), MRP4 or breast cancer resistance
protein (BCRP) along with organic cation transporters including OCTN1, OCTN2 and MATE-1 and
organic anion transporters such as OAT4 or URAT1.73 Intuitively, estimating active human renal
CL via transporters should be less predictable than when just passive processes are involved.
However, an accurate prediction method using dog renal CL corrected for ppb and kidney blood
flow species differences has emerged for a diverse set of 36 actively secreted drugs.74 Male rat
renal CL correlates less well with human possibly due to poor species cross-over of OAT substrates
or male/female differences for rat organic anion transporting polypeptide (OATP) substrates.74–76

Biliary excretion of drugs is also commonly a two-step process involving the hepatic uptake
transporters OATP, OAT or OCT and bile canalicular efflux transporters BCRP, MRP-1,
P-glycoprotein or MRP2.75,76 Biliary excretion can be an important route of elimination, but
there has not been a wealth of literature on the subject of predicting human biliary CL,77,78

perhaps because of the scarcity of relevant clinical data.64 A variety of inter-species allometric
scaling approaches have been assessed,78–80 but given the low number of drugs used in the
analyses, the fact that some of the examples used ‘‘all drug related material’’ rather than just
parent drug81 and that allometry under-predicts human biliary CL for some drugs but not oth-
ers,82,83 a more extensive analysis has been required. Morris and co-workers recently demon-
strated that from a database of eighteen drugs with known rat and human biliary clearances, that
when unbound CL is considered, simple allometry using an exponent of 0.66 gave the best
predictions. However, for only about two-thirds of the compounds did the human predictions fall
within three-fold of those observed, and in agreement with previous studies, some drugs were
shown to have human biliary CL over-estimated by one to two orders of magnitude. Multiple
species allometry using biliary CL data corrected for ppb yielded much improved predictions.84

High biliary CL is most often associated with acidic compounds, probably due to the effective
synergistic actions of OATP and MRP transporters. Inability to de-risk human predictions of
biliary CL can effectively exclude a major area of chemistry from exploitation, and therefore this
area remains an important challenge. In the authors’ laboratory, a comprehensive analysis of 22
drugs of all charge types and several different therapeutic classes has been compiled in order to
compare rat and human biliary CL data.85 For 86% of the drugs, rat unbound biliary CL values,
when normalised for body weight, exceeded those for man by factors ranging from nine- to over
2500-fold. Hepatic uptake and efflux transporter involvement was defined for many of the drugs
and the findings suggested that, regardless of the biliary efflux transporters implicated, when
drugs do not require active hepatic uptake to access the liver, the differences in rat, dog and
human biliary CL may be insignificant. Conversely, when the organic anion-transporting
polypeptide drug transporters are involved, one may expect at least a ten-fold underestimate of
human biliary CL from the rat. Perhaps such observations are not surprising given that biliary
CL is defined, in these studies, as the amount of drug in the bile relative to the plasma AUC.
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Consequently, removal from plasma is a significant factor in biliary excretion86 and functionally
the rat hepatic uptake transporters appear more efficient than their human and dog counter-
parts.67,87 A recent study of 123 NCEs showing significant overlap in physicochemical space
between rat biliary excretion data and human OATP/rat Oatp substrate definition appears to
support this hypothesis88 but more studies are warranted in this space.

Extra-hepatic metabolic CL can also be important. A starting point for consideration of such
should include a combination of in cerebro identification of metabolically labile functional
groups and subsequent experimental determination of the major metabolites and the enzymes
responsible in order to elucidate potential mechanisms via, for example, amidases/esterases,
amine oxidases, and transferases. Subsequent experiments using different subcellular fractions
such as plasma, cytosol and non-hepatic microsomes can be illuminatory. Plasma hydrolysis of
drugs can be scaled to whole body CL from in vitro data by multiplying the measured in vitro
elimination rate constant (ln(2)/T1/2) by the volume of plasma. Unless the rate is rapid, drug
hydrolysis in the plasma alone is unlikely to be a major CL pathway. For example, an in vitro
measured plasma hydrolysis T1/2 of 5 min results in a rat and human CL of approximately 7 mL/
min/kg since blood volumes are approximately 50 mL/kg. More important perhaps is the in-
dication that hydrolysis can occur at a number of sites throughout the body and the cumulative
CL can thus be both challenging to predict and high. Moreover, if a drug is unstable in plasma,
instability post sampling from the in vivo PK experiment or in the prepared analytical standards
increases the risk of inaccurate measurements.

Because of the large numbers of measured input parameters for human CL predictions
(hepatocyte CLint, extra hepatic CLint, ppb, incubational binding, B:P ratio, renal and biliary CL
in rat and dog), CL predictions are open to more uncertainty than absorption or Vss. Never-
theless, the strategy presented provides an effective set of experiments to facilitate drug opti-
misation and reduces the risk of an incorrect prediction of human CL as far as currently
possible. In summary, total human CL can be predicted as follows: hepatic metabolic CL from
IVIVE involving human hepatocyte CLint determination (Figure 8.6), renal CL predicted from
dog renal CL and biliary CL predicted from rat biliary CL.

HINTS AND TIPS: CLEARANCE (CL)

CL is the parameter that best describes the efficiency of an eliminating process

� CL¼Dose/AUC.
� CL relates the rate of elimination (ng/min) to the substrate concentration (ng/mL)

i.e. CL¼Rate of elimination/[Substrate].
� CL has units of flow, and can be related to physiological parameters such as organ blood

flows and glomerular filtration rate (GFR). A CL:organ blood flow ratio of 1 : 2 means
50% of drug is extracted in a passage through that organ.

� Clearances are additive, if the processes are parallel.
� As human GFR is only B1.7 mL/min/kg and as the majority of drugs are highly bound to

plasma proteins, CL via renal elimination is typically low.
� Biliary excretion can be an important route of elimination and remains challenging to

predict to man.
� CL is influenced by plasma protein binding. Relating the rate of removal to the con-

centration of unbound drug in plasma, gives ‘intrinsic clearance’ (see Hints and Tips:
Intrinsic Clearance (CLint))

� CL concepts are used to rationalise bioavailability (F) and observed T1/2, and to enable
predictions from in vitro data.
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HINTS AND TIPS: INTRINSIC CLEARANCE (CLINT)

� Assessment of predictive accuracy should use in vivo/in vitro CLint (linear relationship),
not predicted/observed CL because of the hyperbolic function linking CL to CLint and
liver blood flow.

� Confidence in predicting human hepatic metabolic in vivo CLint is increased if in vivo/
in vitro CLint is o2 for rat and dog.

� Hepatocytes are the optimal in vitro system for predicting in vivo CL, as they contain the
full complement of drug metabolising enzymes. The requirement of drugs to cross
membranes through passive or active transport means that sub-cellular fractions such
as human liver microsomes (HLM) are removed from the in vivo situation.

� HLM CLint defines the oxidative metabolic liability and has a larger dynamic range than
human hepatocyte CLint. Comparing HLM and human hepatocyte CLint values is valu-
able in increasing mechanistic understanding.

� For poor preclinical predictions of metabolic CL from in vitro data, investigate the
following variables:
J In vitro CLint, incubational binding, ppb and B:P ratio.
J Hepatocyte CLint incubations are artificial so consider presence and concentration of

organic solvent; compound concentration in vitro and in vivo—if there is a difference,
is it important? Does the assay allow for active transport? Incubation conditions
including pH and oxygenation and impact on enzyme viability/rate of metabolism
should be considered.

� Table 8.1 lists the standard physiological parameters and in vitro scaling factors for
mouse, rat, dog and human.2

8.4 STRATEGIC USE OF PK PARAMETERS

As outlined above, it is useful to focus optimisation on the three key PK parameters that
underpin a PK profile CL, Vss and Fabs, only adding complexity as necessary. Inconsistencies
between experimental data and predictions based on physicochemical properties, or between
in vitro and in vivo systems, are the primary drivers for embarking on more detailed studies at an
early stage. CL and Vss have the biggest impact on dose and Cmax : Cmin ratios and because of the
logarithmic relationship between trough concentration and T1/2. A basic tenet of clinical PK is
that the magnitude of both the desired response and toxicity are functions of the drug con-
centration. Accordingly, for a relevant drug target, therapeutic failure results when either the
concentration is too low, giving ineffective therapy, or when the concentration is too high,

Table 8.1 Table of standard physiological and in vitro scaling factors.2

Parameter Mouse Rat Dog Human

Qh (mL/min/kg) 152 72 55 20
Liver weight (g/kg) 60 40 32 24
Standard body weight (kg) 0.025 0.25 12 70
Microsomal protein yield (mg/g liver) 45 61 55 40
Hepatocellularity (106 cells/g liver) 125 163 169 120

Qh: hepatic blood flow.
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producing unacceptable off-target effects. Between these limits lies a concentration range as-
sociated with therapeutic success—the ‘therapeutic window’. This fluctuation in drug con-
centration depends both on frequency of dosing and the T1/2.50 Unless presented with evidence
to the contrary, a default assumption maybe that target plasma (unbound) concentration at
steady state is directly related to efficacy and PK elimination T1/2 is the effective T1/2. Time to
attain required effect can influence this assumption as can the effective T1/2 not being the
elimination T1/2, e.g. extended PK profile driven by biliary re-circulation.

For QD dosing, it is prudent to target a predicted human T1/2 of between 16–20 h, if drug effect
is related to trough concentration, since being two-fold out in either direction (e.g. 16 h turns out
to be 8 h or 32 h) elevates the dose and Cmax by only a factor of 2 or results in an accumulation
from single dose to steady state of only 4-fold. On the other hand to be wrong by a factor of 2 in
the prediction of a T1/2 of only 8 h (e.g. 8 h to 4 h) for a QD drug would lead to a dose and Cmax

elevation of eight-fold. Although a somewhat empirical assessment, it is a constructive way to view
the risks. Of course one may take the view that appropriate compounds are potentially being
discarded and that drug projects are asked to chase excessive goals. Our experience is that pre-
dictions are commonly too optimistic, due to biased assessments of uncertainty and risk.89

Projects can attempt to de-risk this, by allowing for a margin of error, such that projects are viable
even when what were genuinely perceived as the most likely outcomes, turn out to be overly
optimistic. Even then it should be noted that the predictive methodologies outlined in this review
do not offer a panacea for successful PK prediction (subjectively characterised by correctly esti-
mating a parameter within two-fold), since successful predictions of individual PK parameters
may not equate to a successful prediction of clinical dose and exposure due to the cumulative
impact of two-fold errors in CL and Vss predictions on T1/2, exposure and dose.4

HINTS AND TIPS: PREDICTION OF PK AND DOSE

� Human hepatic metabolic CL can be predicted from human hepatocyte CLint

determination, human renal CL predicted from dog renal CL and human biliary CL
from rat biliary CL when drugs do not require active hepatic uptake to access the liver.
Prediction of biliary CL remains an important challenge.

� Investigation of poor IVIVE of CL should begin with the in vivo PK profile itself.
� Once satisfied with the quality and relevance of existing data, investigation of the in vitro

measured terms should follow: B:P, ppb, CLint and fuinc.
� Publications from Pfizer, J&J and GSK90–92 confirm that allometric scaling approaches

offer fairly poor predictivity of human clearance. However, they may offer a ‘sense-check’
on human CL and T1/2 predictions made from more a mechanistic approach, e.g.
Human elimination T1/2 often approximates to 4� rat T1/2 and 2� dog T1/2.

� For once daily (QD) dosing, a human T1/2 prediction of between 16–20 h is appropriate,
since being two-fold out in either direction (e.g. 16 h to 8 h or 32 h) elevates the dose and
Cmax only by two-fold.

8.4.1 Acidic Compounds

Understanding how PK parameters influence dose, allows differentiation between chemical
series, that due to an undesirable combination of PK properties, are likely to be challenging to
optimise, and those that have a favourable property profile. For example, an awareness of the
likely limited range of Vss values for a given chemotype (Figure 8.5) allows an approach for
obtaining acceptable T1/2 in man through an a priori assessment of the risks associated with
achieving an acceptable CL in that chemotype. For example, if optimizing acidic compounds,
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the upper-limit for Vss is likely to be 0.3 L/kg, without uptake transporter involvement
(Figure 8.5). Using the equation elimination T1/2¼ ln2�Vss/CL, it is clear that a CL value of
0.15 mL/min/kg must be obtained if a 16 h T1/2 is to be achieved (assuming a rapid enough
absorption that the elimination T1/2 is dependent on CL and Vss). Using AstraZeneca prediction
methods63 and assuming that the acidic drug in question is 99% bound to plasma proteins and
has a B:P ratio of 0.6, a human hepatocyte CLint of 1 mL/min/million cells would not only be
required, but would need to be accurately determined. Indeed, if the ppb was only 90%, a
human hepatocyte CLint of 0.1 mL/min/million cells would be required which would be chal-
lenging experimentally to determine with confidence. A postulated strategy for optimizing
acidic drugs is to manipulate the CL of such compounds through increasing ppb, provided that
free blood levels can be maintained to provide efficacy at the target receptor.62 Typically ppb is
not a suitable parameter for optimisation in drug discovery51 but this example provides a good
illustration that a quantitative understanding of the interplay between the different PK and PD
parameters can facilitate the right strategy to identify an acceptable clinical candidate within a
defined area of chemical space. Historical approaches may have involved a little more seren-
dipity, albeit guided by in vivo pharmacology results, but the end-point is the same.

Only 3% of 60 marketed oral acidic drugs have a ppb of less than 99% with T1/2 of more than
8 h.93,94 Reservations over using modulation of ppb as a design strategy within drug discovery
have been justifiably raised since free drug concentration is not influenced by ppb (See Hints
and Tips: Plasma Protein Binding).51 If the aim of a drug project is to occupy a set fraction of
receptors/enzymes/ion channels etc. to achieve a required efficacy, targeting a minimum free
drug concentration (Cmin) at the end of the dosing interval is key. The period prior to the drug
concentration reaching that value can give a greater occupancy for a much less than linear
increase in efficacy. In this very common scenario, for acidic drugs with distribution volumes
fixed at a lower limiting value, attenuation of the T1/2 through increasing ppb (impacting on the
CL but not Vss) lowers the dose for the required Cmin. An example of how such a strategy was
used in an AstraZeneca project is detailed in Case Examples (Section 8.5.3).

8.4.2 Neutral and Basic Compounds

It is worth stressing, that in most cases, ppb is not a suitable parameter for optimisation in drug
discovery since changing ppb, in isolation of any other change, will equally alter the Vd and CL.
Thus T1/2 will remain unchanged except in the specific case of lower Vd limited drugs described
above. A common misconception is that decreasing ppb should result in lower dose since lower
total drug concentrations can achieve the same free concentration required for efficacy. How-
ever, this overlooks the fact that increasing the free fraction also results in higher CL. Thus for
most drugs, decreasing ppb has no effect on the free drug concentration, because free drug
concentrations are governed by CLint. This is elegantly and comprehensively outlined by Smith
et al.51 This article stresses the focus should be on changing fundamental physiochemical
parameters such as logP, pKa and PSA to effect a change in CL and absorption to modulate free
drug concentration.

HINTS AND TIPS: PLASMA PROTEIN BINDING

� Read Smith et al.’s 2010 paper51 which outlines common misconceptions about the
relationships between ppb and in vivo efficacy and provides guidance on the use of ppb
in drug discovery.

� In vivo efficacy is determined by unbound drug concentration at the target, which is
modulated primarily by CLint, not ppb.
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� Decreasing ppb has no effect on the in vivo unbound drug concentration, AUCu or T1/2

for most compounds.
� Thus ppb is typically not a suitable parameter for optimisation in drug discovery.
� Acidic drugs are typically highly bound to albumin with low Vss (B0.1 L/kg) which are in

common with the distribution of albumin. For these compounds, plasma T1/2 may be
lengthened by increasing ppb via attenuating CL but not Vss (see case example Section
8.5.3).

� Focus on physiochemical parameters such as logP, pKa and PSA to effect a change in CL
and absorption, in order to optimise free drug concentration.

Neutral drugs have moderate Vss values and as with acidic drugs above, a simple assessment
indicates that if Vss is 1 L/kg and a T1/2 of 20 h is required, CL must be 0.55 mL/min/kg. If ppb is
90% (typical for a neutral drug of moderate lipophilicity), the required human hepatocyte CLint

is 1 mL/min/million cells. An appropriate strategy to optimise free drug concentration and T1/2 of
neutrals may be to lower lipophilicity and via metabolic blocking control unbound CLint. A
similar strategy can be considered for basic drugs, although the fact that bases have high Vss can
be used as an advantage if other issues such as safety considerations allow, raising the pKa to
facilitate increased T1/2 through higher Vss. An AstraZeneca project highlighting some of the
issues associated with optimizing basic drugs is detailed in Case Examples (Section 8.5.4).

Table 8.2 describes a typical screening cascade for oral projects. Not described are in silico
approaches to guide both design and screening strategies. All synthesised project compounds
are screened in assays synchronous with the generation of primary pharmacology, selectivity and
safety data. Based on predefined criteria for each subsequent assay set, compounds are pro-
gressed into subsequent DMPK, efficacy and safety assays/models towards a goal of shortlisting
candidate drugs for detailed profiling. From primary screens (including target potency data) an
early prediction of human PK and dose can be made from just five DMPK assays and by the end
of the second round of screening more confidence is gained on the validity of the predictions.

8.5 CASE EXAMPLES

In this section we document several select case examples of using the Dose to Man algorithms
for both candidate and marketed drugs studied in our laboratory or using data from literature
sources. Here we show the usefulness, but also the limitations of this approach.

8.5.1 H1 Receptor Antagonists

Second-generation H1 receptor antagonists were developed to provide effective oral treatment of
conditions such as allergic rhinitis but without the CNS related sedative effects of the first
generation, and with a longer duration of action. The most commonly used second generation
antagonists include desloratadine, fexofenadine, cetirizine and levocetirizine. It is illuminatory
to compare and contrast the pharmacological and PK properties of desloratadine and fex-
ofenadine and to retrospectively ‘predict’ the therapeutic concentrations and dose given their in
vitro potencies and PK properties (Figure 8.7).

Desloratadine, which is the major active metabolite of loratadine, is an antagonist of the H1

receptor with a measured pKi of 8.9. Fexofenadine, the active metabolite of terfenadine, has an
approximately ten-fold lower potency, pKi 7.8.4 Indeed, of the second generation anti-
histamines, desloratadine has the greatest binding affinity for the H1 receptor.

The standard clinical daily dose of desloratadine is 5 mg once-daily whilst fexofenadine is
120 mg, 2� 60 mg tablets taken 12 h apart. Significant symptom reduction is observed 1–3 h
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Table 8.2 A suggested generic DMPK screening cascade for oral projects.

Screening
set Assays/Models Decisions/comments

1 LogD7.4 Is the compound in the correct property
space with respect to CLint, ppb,
permeability, CYP inhibition?

Solubility With measured in vitro Papp (or predicted
once correlation of observed data with
relevant physicochemical properties estab-
lished) human absorption can be estimated

Rat hepatocyte CLint Rat hepatic metabolic clearance can be
predicted with assumed B : P and ppba

Human liver microsomal (HLM) CLint Initial estimate of human hepatic metabolic
clearance with ppbb

Human plasma protein binding (ppb) Allows prediction of human clearance and
calculation of relevant potency to base
human dose prediction on.

2 Human hepatocyte CLint Estimate of human hepatic metabolic
clearance with assumed or measured B : P
and ppb

Ppb (rat) See comments in Table notesa

Caco-2 AB Papp (pH 6.5/7.4) For predicting human absorptionc

Rat PK Can in vivo CLint be predicted accurately to
within two-fold—good in vitro–in vivo
extrapolation (IVIVE)?d

3 Dog PK IV/PO with urine collection Confirm two species IVIVE, human
absorption and renal CL prediction

Reversible CYP inhibition Drug–Drug Interaction (DDI) predictione

Time dependent CYP inhibition assay DDI prediction
4 Biliary clearance assessment Considered as candidate drug profiling

assaysDDI assays (enzyme identification, drug
transporter inhibition assays),

Caco-2 AB/BA efflux and drill down
Reactive metabolite assays (e.g. cyanide and

reduced glutathione trapping following
metabolic activation)

aFor a streamlined screening approach, assaying only for human ppb in primary screens is recommended. Rat ppb is
often predictable to a degree of accuracy (particularly when one knows the value of human ppb) that allows acceptable
decisions on whether to go to rat PK experiment or not in the second set of screens—rat CL predictions can be made
using estimations of rat ppb from human ppb or logD based predictions and when rat ppb is measured an accurate
understanding of the predictivity of rat CL is gained.

bHLM CLint has a larger dynamic range than human hepatocyte CLint due to the scaling factors (i.e. 120 million hepato-
cytes/g liver compared to 45 mg microsomal protein/g liver) and offers an understanding of the oxidative metabolism
liability for the compound in the absence of complications such as membrane permeability and active transport con-
siderations associated with hepatocytes. In the authors’ experience, obtaining HLM and human hepatocyte CLint values
has on many occasions proved valuable in identifying issues with the latter that require investigation. Obviously if phase II
routes of metabolism (directly on the parent molecule) are dominant, the use of HLM is obviated.

cEarly in a project it may be necessary to obtain this data in primary screening, but since apical to basolateral Caco-2
permeability data is highly predictable from such parameters as logD, it can quickly be relegated down the screening
cascade. It is not necessary to generate Caco-2 Papp efflux ratio data early in the screening cascade unless there is a
concern over lack of penetration to the central nervous system. However, when apical to basolateral permeability values
give concern over predicted extent of human absorption, it may be useful to obtain apical to basolateral permeability
data at higher compound concentrations than the typical standard screening concentration of 10 mM.

dEarly on in projects it is necessary to obtain IV rat CL data to understand if there is a good IVIVE. Oral rat absorption
data is also useful early to understand if there will be genuine concerns over rat F limiting safety or PD studies.
However, once IVIVE understanding is established, obtaining rat IV data can be relegated down the screening cascade
and oral data need only be generated in planning for PD studies.

eFor a given chemical series an understanding of how CYP inhibition relates to logD7.4 can be gained early and therefore
testing is appropriate once there is an understanding of whether the compound is likely to have acceptable human PK
properties.
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following dosing of both desloratadine and fexofenadine and as do they not readily cross the
blood–brain barrier95 the incidence of drowsiness is similar to placebo. Using the pKi of 8.9 and
fraction unbound in plasma of 0.4, the predicted minimum effective concentration (MEC) based
on 50–75% receptor occupancy (1–3�pKi) is between 1–3 ng/mL, which is comparable to the
reported clinical MEC of B2 ng /mL. Using the Dose to Man approach via Equation 8.1, as
outlined above, using an MEC range of 1–3 ng/mL and estimates of human PK parameters (Vd/F
of 49 L/kg, T1/2 of 27 h, F B 30%) the predicted clinical daily dose would be between 3–9 mg and
this compares well to the actual clinical dose of 5 mg. For fexofenadine, using the pKi of 7.8 and
fraction unbound of 0.4 the predicted MEC (again based on 1–3�pKi) is 22–65 ng/mL which
again well approximates the clinic value of B30 ng /mL. A MEC of 22–65 ng/mL and an estimate
of human PK (Vd of 5.6 L/kg, T1/2 of 14 h, F of 33%, assume B:P¼ 1) results in an estimated
clinical daily dose of between 43–125 mg vs. the actual dose of 120 mg.

Thus, for these two GPCR inhibitors, measurements of therapeutic concentrations translate
very well to clinical efficacy via good estimations of receptor occupancy. Also, despite the human
PK parameters for both compounds being estimates due to the lack of derived parameters from
an IV dose, ‘successful’ dose prediction outcomes such as these exemplify the semi-quantitative
use of this approach. Moreover, albeit from a relatively simplistic view, a key differentiator
between desloratadine and fexofenadine, which otherwise show similar PK properties (high Vd,

Figure 8.7 Chemical Structure of H1 antagonists desloratadine and fexofenadine.
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moderate-high CL, long T1/2, moderate F) is the ten-fold greater potency of desloratadine which
results in a concomitant (24-fold) lower therapeutic dose. This quantitative comparison of
antihistamines supports the common understanding that optimising potency against a relevant
target protein, all other parameters being equal lowers the dose proportionally. In the last 10–15
years there has been a significant rise in the early use of DMPK and Safety data to reduce at-
trition in the Development phase. Whilst these have, by and large, been driven by increased
knowledge of key risk factors, clinical observations and regulatory requirements, they create
additional hurdles for medicinal chemistry efforts and potentially lead to a plethora of par-
ameters to optimise. All optimisable parameters in drug discovery are not equal. A primary
focus on optimising potency against the relevant target whilst maintaining drug like physico-
chemical properties, which maximise the chances of an acceptable PK and safety profile is, in
the authors’ view, a strategy which maximises the likelihood of success of a candidate drug
becoming a successful therapy. In our view, the Dose to Man paradigm outlined here facilitates,
in a quantitative manner, the optimisation strategy of design teams.

8.5.2 Brilinta/Brilique (Ticagrelor)

Brilinta/Brilique (Ticagrelor) is an oral antiplatelet treatment for acute coronary syndromes in a
new chemical class called cyclopentyltriazolopyrimidines. Ticagrelor is the first direct acting,
reversibly-binding oral adenosine diphosphate receptor antagonist of the purigenic receptor
P2Y12 thus preventing blood clots and reducing risk of atherothrombotic events and cardio-
vascular related morbidity. It was discovered at AstraZeneca Charnwood in the authors’ la-
boratories in the late 1990’s and represents one of the first examples in our company of modern
drug discovery with Chemistry, Pharmacology, Safety and DMPK combining effectively. As such
it is a good case example to examine the utility of the Dose to Man approach (Figure 8.8).

Ticagrelor is an antagonist of human P2Y12 receptor with a measured pKi of 8.796 and
demonstrates a rapid onset of pharmacological effect as demonstrated by inhibition of platelet
aggregation of 470% (for 90% of patients) by 2 h post loading dose of 180 mg.97 The clinical
oral maintenance dose is 90 mg twice daily. Preclinical data from the dog arterial thrombosis
model suggests a high level of platelet inhibition is required to induce an antithrombotic ef-
fect98 and therefore for this target a receptor occupancy of 10�Ki (equivalent to pIC90) may be
an appropriate minimum value for clinical benefit. A pIC90 value of 6.4 against platelet ag-
gregation was determined for ticagrelor in human whole blood (AstraZeneca data on file) and
assuming a minimum of 90% receptor occupancy is required for clinical benefit, this equates
to a predicted MEC of 208 ng/mL. Use of human whole blood assays can be useful in estimating

Figure 8.8 Chemical Structure of Brilinta/Brilique (Ticagrelor).
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MECs especially for compounds such as ticagrelor which has a very high measured ppb
(499%). Following multiple dosing at 90 mg twice daily the clinically determined MEC was
B150 ng/mL.99 Using the Dose to Man approach via Equation 8.1, as outlined above, and using
the a priori predicted MEC of 208 ng/mL and estimates of human PK parameters (Vd 1.3 L/kg,
T1/2 7 h, F 36%) the predicted clinical daily dose would be 230 mg and this compares to the
actual clinical dose of 180 mg. However it should be noted that ticagrelor has an active me-
tabolite AR-C124910XX with similar potency vs. the P2Y12 receptor. The systemic exposure to
the active metabolite is approximately 30–40% of that observed for ticagrelor and it is thought
to contribute to the antiplatelet effect.97,100 This may explain in part why the clinical dose is
lower than that predicted based on 90% receptor occupancy of parent alone. Indeed this case
exemplifies the utility but also the limitation of the Dose to Man approach. Establishing PK–PD
relationships in preclinical species and importantly anticipating their translation to the clinic
(including the presence and quantification of active metabolites) should be a key goal of the
preclinical phase, to provide a key element of assessment of likely clinical dose. The ap-
proaches outlined in this chapter do not offer a panacea for successful prediction of dose of
candidate drugs. However quantitative approaches such as these, applied consistently across
different candidates and a portfolio facilitates a comparative evaluation of compound quality
and facilitates design and selection of those candidates most likely to become
successful therapies.

8.5.3 Acidic Compounds

An AstraZeneca drug discovery project with a chemical series containing an acidic moiety ob-
served that rat CL after IV dosing correlated very well with rat ppb, with rat hepatocyte metabolic
CLint (RH CLint) having a much lesser effect (Figure 8.9A). It was also observed that rat Vss had a
reasonable relationship with ppb (Figure 8.9B). Thus it was evident that decreasing ppb from
99.8 to 98% bound (ten-fold increase in free fraction) could gain a maximum of four-fold in Vss

whereas the gain in rat clearance could be approximately ten-fold, when comparing compounds
with similar RH CLint.

The project optimisation approach was to increase acidity with the intention of increasing
potency and ppb at the same time as decreasing logD7.4 to reduce human hepatocyte metabolic
CLint (HH CLint). Additionally minor structural changes to the molecules were investigated as a
possible way to increase ppb without a gain in lipophilicity. This strategy aimed to maintain
whole blood potency despite an increase in ppb, maintain or lower hepatic metabolic intrinsic
clearance and lower clearance through higher ppb.

A comparison of three leading compounds describes the approach from a PK perspective. All
three had similar RH CLint, a three-fold range in primary potency (antagonist binding against
the target, pIC50) and critically have a range of approximately 25-fold in rat ppb.

8.5.3.1 Rat In Vitro and In Vivo Profile

Compound 1: RH 15 mL/min/million cells, rPPB¼ 99.91% bound (0.09% free), CL¼ 0.23 mL/
min/kg, Vss¼ 0.1 L/kg, T1/2¼ 5.7 h

Compound 2: RH¼ 11 mL/min/million cells, rPPB¼ 99.6% bound (0.4% free), CL¼ 2.4 mL/min/kg;
Vss¼ 0.2 L/kg, T1/2¼ 0.9 h

Compound 3: RH¼ 12 mL/min/million cells, rPPB¼ 97.6% bound (2.4% free), CL¼ 4.2 mL/min/kg;
Vss¼ 0.3 L/kg, T1/2¼ 0.8 h

Compound 1 demonstrated that even in rat, a long elimination T1/2 was attainable even with lower
limiting Vss. However, the compound did not have sufficient primary potency to carry the strategy,
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since the potency assayed in human whole blood (hWBP) was 10 mM, almost ten-fold lower than
compound 2 and the HH Clint was over three-fold higher than compounds 2 and 3.
Compound 2 and compound 3 had very similar elimination T1/2 in the rat and in isolation these
were not long enough to be confident in attaining an acceptable human T1/2. However, com-
pound 1 indicated that the strategy could be successful. Moreover, RH CLint values were not low
and yet it was still possible to achieve a rat T1/2 approaching 6 h. In dog PK studies, both
compounds had similar ppb to rat, but the two compounds had quite different dog hepatocyte
CLint (DH CLint) values. The results clearly indicated that when hepatic metabolic clearance was
low and ppb high, it was possible to achieve reasonable T1/2.

8.5.3.2 Dog In Vitro and In Vivo Profile

Compound 2: Vss¼ 0.15 L/kg, CL¼ 0.5 mL/min/kg, T1/2¼ 4 h, DH¼ 4 mL/min/million cells,
dPPB¼ 99.5% bound (0.45% free)

Compound 3: Vss¼ 0.21 L/kg, CL¼ 6.5 mL/min/kg, T1/2¼ 0.5 h, DH¼ 11 mL/min/million cells,
dPPB¼ 98% bound (2% free)

The human PK and dose predictions indicated that a combination of low HH Clint and high
hPPB coupled with good potency selected compound 2 as the lead compound for the project.
Although compound 3 was ten-fold more potent in whole blood (hWBP) than compound 1 and
the dose predictions were similar, the longer predicted human T1/2 for compound 1 afforded
less risk resulting from variability in human PK.

8.5.3.3 Human In vitro and Predicted In vivo Profile

Compound 2: HH¼ 2.6 mL/min/million cells, hPPB¼ 99.9% bound (0.1% free), predicted
CL¼ 0.04 mL/min/kg, Vss¼ 0.1 L/kg, T1/2¼ 30 h, hWBP¼ 5.8, predicted dose¼ 0.67 mg/kg/day

Compound 3: HH¼ 3.5 mL/min/million cells, PPB¼ 99.41% bound (0.59% free), predicted
CL¼ 0.28 mL/min/kg, Vss¼ 0.2 L/kg, T1/2¼ 8 h, hWBP¼ 6.8, predicted dose¼ 0.75 mg/kg/day
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Figure 8.9 The relationship of (A) rat CL and (B) Vss with ppb for an acidic chemical series. Each solid
circle represents the data for a single compound in the chemically related chemical series.
Numbers next to solid circles represent the determined RH CLint in mL/min/million cells.
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8.5.4 Basic Compounds

The following project example with basic compounds as the chemical series highlights some of
the easier gains, compared to acidic drug optimisation, and some of the challenges. Vss values
were typically in the 2 to 5 L/kg range with compounds having one piperidine basic centre with
pKa in the range of 7.5 to 8.5. However, with molecular weights in excess of 550, Caco-2
apparent permeability (Papp) values generally only exceeded 2 at logD7.4 values 42. Aqueous
solubility values were typically several hundred micromolar when measured at pH 7.4 but ac-
ceptable absorption in rat, dog and predicted human (based on permeability and solubility
measurements) was evident only in relatively lipophilic compounds. Human liver microsomal
(HLM) CLint was also shown to have a positive relationship to lipophilicity. Three major sites of
metabolism were identified and metabolic blocking was possible on two of these to reduce
CLint. However, metabolism around the pharmacophore (central piperidine ring) was not
possible to control and the overall trend with lipophilicity dominated. Thus CL still was a
central issue in controlling elimination T1/2. Attempts to raise the basicity to increase Vss and
thus decrease reliance on CL for T1/2 were tempered by concerns over cardiac safety issues re-
lated to hERG potency. Balancing several issues like this is of course common in drug discovery
and compromises are inevitable to achieve an acceptable rather than necessarily an optimal
profile. From the chemical series described, a leading compound was identified with a logD7.4

of 2.2, pKa of 7.5, aqueous solubility at pH 7.4 of 160 mM and primary antagonist binding IC50 of
0.1 nM. The compound properties and human PK and dose predictions are as shown below.

HH¼ 7 mL/min/million cells, HLM¼ 18 mL/min/mg, hPPB¼ 69 %, Predicted human CL¼ 8 ml/
min/Kg, Vss¼ 6 L/kg, T1/2¼ 9 h, F¼ 30%, primary binding¼ 0.1 nM, predicted dose¼ 0.1 mg/
kg/day (once daily)

8.5.5 Inhaled PK

Inhaled drug therapy has been established practice over many years. Optimising drug delivery, de-
sired efficacy, PK and associated duration of action does bring different challenges and perspectives
compared to oral drug therapy. Below the fundamental principles and issues are addressed.

In contrast to oral drug delivery, an inhaled lung dose is often limited by the capacity of the
delivery device and is generally low, typically o1 mg per day in man. Material is also required
to have low particle size (typically 1–5 mm) to increase the chance of deposition to the deeper
airways and involves generation of a dry powder or aerosol cloud to deliver this.101,102 With
human inhaled delivery devices, the fraction reaching the lung can vary but good lung tar-
geting has been reported to be in the 30–50% range.103 The lung is known to be naturally
permeable to small molecule drugs and other therapeutic agents such as peptides and pro-
teins, more so than the intestines.104,105 A large proportion of the dose can be absorbed within
minutes and absorption half-lives are typically minutes rather than hours, particularly when
the compound is delivered in solution. Even low permeability compounds (Caco-2 Papp of
approximately 0.1� 10�6 cm/sec) may give absorption half-lives of only up to 1 h, indicating
that reducing permeability alone may be insufficient to achieve duration consistent with once a
day dosing.

For antagonist drugs, minimum duration of pharmacological activity should be at least pro-
portionate to the PK T1/2. Thus, following inhaled delivery, understanding the drivers for drug
duration in the lung over the dosing interval is important. Lung PK profiles are typically biphasic
over a 24 h period post dosing, with an initial phase primarily due to absorption through the lung
and a secondary phase describing the likely effective duration of the drug. An understanding the
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shape of the drug concentration profile in the lung should be used to facilitate effective in vivo
pharmacology study designs, for example by performing dose response experiments at the start of
the PK phase (typically 1–4 h post dosing) likely to be associated with the duration of action.
Attenuating dissolution rate of a dry powder inhaled drug can slow lung absorption enough and
directly give rise to appropriately long effective T1/2 in the lung. Indeed, poor aqueous solubility
(lower than 1 mM) can lead to duration of many hours as inhaled particles dissolve slowly within
the lung tissue as a prelude to absorption into the systemic circulation.

Once inhaled particles are delivered into the trachea and deeper airways, subsequent PK pro-
files can be influenced by a number of factors including the form of the material (salt form and
particle size) and the inherent physicochemical properties of the molecule. Ion class can have a
profound influence on lung retention. Mono-bases, intermediate and dibasic compounds have
much longer duration than acidic or neutral drugs.106 This ranking is perhaps not surprising
given that it is well established that bases have higher general affinity for tissues which is often
reflected by large Vss values. Increasing basicity may therefore be considered as one strategy for
optimizing lung retention and duration for inhaled drugs. Lysosomal trapping of basic drugs, as a
result of the pH difference between cytosol (pH 7.2) and lysosomes (pH 5), offers a reasonable
mechanistic explanation for the observations, since the lung is known to be a lysosomal rich
organ.107,108 Modulating pulmonary drug disposition through the highly predictable mechanism
of distribution volume (lung half-lives tend to be well conserved across species,107 has some
possible advantages over that of relying on slow dissolution rate to drive prolonged lung re-
tention, since this may lead to variable and unpredictable human PK particularly in the patient
populations due to increased mucociliary clearance and clearance of drug due to cough and
phagocytic elimination.109 Additionally, the particulate material may lead to an increased risk of
an irritant response which in turn may hamper safety testing and interpretation of pharmaco-
logical data. Another consideration worthy of note is that this approach is highly dependent on
the physical characteristics of the crystal form of the compound and in early discovery programs
material properties are generally poorly characterised and not optimised. Nevertheless, dis-
solution rate driven lung PK duration is a viable strategy when the pharmacological target cannot
tolerate basic molecules. It is vital for projects to develop good PKPD relationships as this builds
confidence in predicting to man as well as identifying drivers for optimisation. As with oral PKPD
there are a number of challenges including understanding the impact of the target mechanism
(agonist or antagonist and possible drug–receptor binding kinetics and/or downstream cascade
events), the level of efficacy required and the relevance to human disease. Traditionally PKPD
relationships have come from understanding the circulating blood (or plasma) concentrations
since the unbound concentrations are believed to be in equilibrium with the effect site and
therefore reflect the exposures that are needed to drive a pharmacological effect (‘free’ drug hy-
pothesis).51 Whilst this is likely to be true in the lung, the unbound concentration may be dif-
ferent than that in the systemic circulation because, as described above, lung retention
mechanisms may rely on slow ‘delivery’ of drug into the ‘effective bio-phase’ of the lung tissue
either by tissue distribution or slowed absorption. Not only is this local unbound drug concen-
tration dependent on the balance between dissolution rate, mucociliary clearance, absorption
into the lung tissue across the airway epithelium, absorption into the systemic circulation, affinity
for lung tissues and trapping of drug in sub-cellular organelles within the lung, but it is also
technically very difficult to assess, but whether in vitro or in vivo estimations are made, the key is
to understanding drug concentrations at steady state. In vitro techniques that have been used to
estimate the unbound drug concentration in organs other than the lung can also be applied to
provide an assessment for inhaled drugs.110 Of course it is possible to establish and understand
PKPD relationships using total drug concentrations and preclinical animal models and these can
be helpful in making human PK and dose predictions.106
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For human dose predictions it is useful to focus on the required lung dose, rather than total
inhaled dose as this avoids the complication of needing to know the efficiency of delivery from
the final device used in man. However, it is necessary to correct this dose for any significant
differences in animal and human potency, ideally derived from relevant cellular or ex vivo tissue
models. Since preclinical in vivo pharmacological models are likely to play a significant role in
human dose prediction, any differences in preclinical to clinical effective dose for drugs of the
same or similar pharmacology with known human dose should also be accounted for. In
addition it is of course appropriate to correct the predicted human dose for any differences in
pharmacokinetics across species to ensure that the human dose will provide sufficient lung
exposure over the desired dosing interval.

8.6 SUMMARY

In summary, the purpose of this chapter has been to demonstrate that based on a robust
understanding of how physicochemical properties drive PK, relatively little experimental data is
required establish an drug discovery optimisation strategy and gain confidence that credible
clinical candidates are selected, with a high likelihood of achieving the PK goals in the clinic. A
system has been described for integrating information to rank and select compounds, which as
a minimum, is a sophisticated scoring function, and at best is an effective tool for assessing
clinical utility. Additionally, in an age when centralised screening functions or external contract
research organisations provide much routine DMPK data for Pharma, internal project facing
scientists can focus on maximizing the chances of success through building predictions,
knowledge and mechanistically examining potential inconsistencies, and instigating the right
experiment at the right time for compounds.
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CHAPTER 9

Molecular Biology for Medicinal Chemists

GISELLE R. WIGGIN, JAYESH C. PATEL, FIONA H. MARSHALL AND
ALI JAZAYERI*

Heptares Therapeutics Limited, BioPark, Broadwater Road, Welwyn Garden City, AL7 3AX, UK
*E-mail: ali.jazayeri@heptares.com

9.1 BRIEF HISTORY OF MOLECULAR BIOLOGY

As the name suggests, molecular biology pertains to a branch of biology that is concerned with
understanding life on a molecular level. It is difficult to accurately ascertain when molecular
biology was born as an independent scientific approach, but the general consensus is the early
part of the twentieth century, when attempts to isolate and characterise molecules present in
organisms became tractable with the advent of novel technologies. Technologies such as X-ray
crystallography and electron microscopy acted as tremendous catalysts in the progression of
molecular biology and allowed scientists for the first time to visualise and gain a mechanistic
understanding of the organisation of the molecular world that had remained in obscurity until
then. Electron microscopy was invented in 1931 by German electrical engineer Max Knoll and
the physicist Ernst Ruska, while the contributions of the father and son British physicists,
Henry and Lawrence Bragg, allowed solution of X-ray diffraction of crystals to determine mo-
lecular structures. The fact that the main discoverers of these early molecular biology techni-
ques were primarily physicists is not coincidental, and is a reminder that at its origin, other
disciplines such as physics and chemistry played a major contributory role. This early and or-
ganic cross-contribution was formalised in 1931 by Warren Weaver at the influential Rockefeller
Foundation, who supported research to pursue the following aim:

‘‘. . .to encourage the application of the whole range of scientific tools and techniques, and especially
those which had been so superbly developed in the physical sciences, to the problems of living
matter.’’

It is claimed that Weaver coined the term molecular biology, which at least symbolically
ushered in an extremely fertile period of scientific discovery with huge consequences across a
multitude of areas, ranging from human and animal health to agriculture whilst raising serious
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ethical and moral questions about the role of science in society as well as the relationship
between humanity and nature. In the process, molecular biology has placed what was once
deemed to be the realm of science fiction firmly in the realm of science reality; Dolly the first
cloned sheep being a prominent example. Apart from such sensational examples, molecular
biology has had a profound effect on various aspects of drug discovery and this is the main topic
of this chapter. In this section we will highlight the basics of molecular biology described
through a historical perspective and go on to outline how the molecular techniques are shaping
the drug discovery pipeline.

The first major landmark in the development of molecular biology was the discovery that DNA
constituted the genetic material. In a set of classical experiments, Fred Griffith in 1928 provided
the experimental framework for this discovery. In these experiments mice were infected with
two different strains of the bacteria Pneumococcus: the so-called S and R strains. The S strain
possesses smooth capsular glycoproteins and is fatally virulent, whereas the R strain exhibits a
rough cell surface and is harmless. Griffith demonstrated that although mice survived infection
with the heat-inactivated form of the virulent S strain, co-infection of this form of the S strain
with the normally harmless R strain resulted in infection and death. It was thus concluded that
an unknown factor present in the heat-inactivated S strain was capable of ‘‘transforming’’ the
inert R strain.1 In the following decades Oswald Avery, Colin MacLeod, and Maclyn McCarty
followed up on these experiments and demonstrated that only isolated DNA from the S strain
preserved this transformative property, in contrast to purified protein, lipid or RNA.2 A few years
later, these findings were confirmed by Alfred Hershey and Martha Chase using bacteriophage
T2, a virus capable of infecting bacteria and transforming them into virus factories by attaching
to and injecting their DNA inside the bacterial cells. In their experiments, Hershey and Chase
labelled the bacteriophage protein and DNA with 35S and 32P, respectively. Following infection
of bacteria, the fate of each radioisotope was carefully followed and it was shown that whilst 32P
was taken up by the host cells and was detected inside the infected cells, 35S remained in culture
medium and was separated from the infected cells. These experiments together fully estab-
lished the central position of DNA as the hereditary material.3

Soon after the publication of the Hershey–Chase experiments one of the most ground
breaking discoveries in the history of molecular biology was published in Nature. In 1953, James
Watson and Francis Crick presented the three-dimensional structure of DNA that despite its
apparent simplicity of two intertwined helical chains showed novel features that hinted at
‘‘considerable biological importance’’.4 The key feature was the way that the purine and pyr-
imidine bases paired and held the two chains together. Based on the assumption that these
nitrogen bases are found in their most common keto rather than enol configuration, then only
adenine (purine) can pair with thymine (pyrimidine) and guanine (purine) can pair with cyto-
sine (pyrimidine). This direct observation from the model of the X-ray diffraction was experi-
mentally supported by the observation that in natural DNA of multiple organisms the ratios of
guanine to cytosine and adenine to thymine were always close to unity. The implication of this
specific base pairing rule was not lost on Watson and Crick; they correctly suggested that it
might be a possible copying mechanism of the genetic material.4 A few years later Matthew
Meselson and Franklin Stahl showed very elegantly that DNA was indeed replicated in a semi-
conservative fashion; whereby each helix acts as the template for the synthesis of the new
strand.5

Armed with these discoveries, the field of molecular biology moved towards understanding
the flow of information from DNA to proteins in the next half of the twentieth century. Various
experiments lead to the hypothesis that a linear sequence of nucleotides in DNA specifies the
linear sequence of amino acids in proteins. Early in the second half of the twentieth century,
Francois Jacob, Mathew Meselson and Sydney Brenner showed that the information encoded in
DNA is initially transcribed into messenger RNA (mRNA) before being translated into amino
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acid sequences.6 Furthermore, intriguing experiments by Francis Crick, Sidney Brenner, Leslie
Barnett and R. J. Watts-Tobin showed that the language of DNA is coded in triplets.7 This
discovery propelled a number of scientists to decode the genetic code and reveal how the cel-
lular machinery reads DNA and translates it into protein sequence. Chief amongst them was the
chemist Har Gorbind Khorana who set out to apply chemistry to biological problems and in
effect started the field of chemical biology. Khorana took a purely chemical approach to de-
ciphering the language of DNA and in effect created the technology required to crack the DNA
code. Taking advantage of recently developed cell-free protein expression systems and his
method of generating synthetic polynucleotides of defined sequences, Khorana managed to
decode the entire genetic code. He started off by synthesising a long DNA polymer consisting of
two repeating guanine and thymine nucleotides (GT)n, which would constitute two triplets of
GTG and TGT. Such a polymer was predicted to direct synthesis of two amino acids in strictly
alternating sequence. The subsequent cell-free protein synthesis reaction showed that the re-
sulting sequence led to the generation of a polypeptide with repeating valine and cysteine se-
quence. Expanding this strategy to generate triplet and quadruplet repeats allowed Khorana to
work out the entire combination of the genetic code in a systematic way. It is worth mentioning
that the initial deciphering steps were made possible by the results of Nirenberg and Leder who
deciphered a number of the codes through development of a technique to detect direct binding
of different aminoacyl–tRNAs (adapter transfer RNA molecules carrying different amino acids)
to pre-defined triplets. By 1966 these joint efforts resulted in the complete genetic code being
declared.8,9 The final version revealed that the genetic code exhibits degeneracy, which means
that most of the amino acids are coded for by more than one codon. Codon degeneracy arises as
there are more codon combinations than the number of amino acids; the total possible of
triplet combinations out of the four bases of DNA is 64 (43) that need to code for 20 common
amino acids. It turns out that all 20 common amino acids are coded for by 61 codons out of the
possible 64, with the remaining three encoding for stop codons that signal the termination
point of protein synthesis. It is thought that the genetic redundancy is a mechanism to increase
the potential of the genomes to absorb errors by increasing the chances of silent mutations (for
a detailed review of how the genetic code was cracked see www.nobelprize.org/educational/
medicine/gene-code/history.html).

By 1970, the big pieces of the molecular biology puzzle were in place and there was good
mechanistic understanding of how cells use the genetic information as a recipe for synthesising
proteins. These insights allowed the field of molecular biology to enter a new phase of tech-
nology development that resulted in the creation of a set of tools that have collectively ushered
in the era of recombinant technology. One of the earliest examples of these is the discovery and
characterisation of restriction enzymes. These are groups of enzymes that recognise a specific
sequence of DNA and create a double-stranded cut in the DNA. The majority of the restriction
enzyme recognition sites are between four to eight nucleotides long and most are palindromic.
These enzymes have evolved in bacteria as a defence mechanism against viral infection; about
3800 restriction enzymes have been identified, with about 600 available commercially as puri-
fied protein preparations. These reagents were originally used as a way of generating crude
molecular maps; nowadays, they are an indispensable part of the cloning kit that allow easy and
rapid cloning of DNA fragments. However, the full potential of these enzymes as a molecular
biology tool was not fully realised until the invention of polymerase chain reaction (PCR), ar-
guably the most powerful and most utilised technique in molecular biology. Developed in the
early 1980s by Kary Mullis,10 this technique allows exponential amplification of a specific region
of DNA (for a review see www.dnalc.org/resources/animations/pcr.html). The method relies on
thermal cycling that oscillates between heating to melt the template double stranded DNA and
cooling to allow DNA polymerase to copy each strand at specific positions determined by
short primers (Figure 9.1). The key feature of the polymerases employed in PCRs is that they are
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heat-stable, such as Taq polymerase, an enzyme originally isolated from the thermophilic
bacterium Thermus aquaticus. Kary Mullins was awarded the Nobel Prize in Chemistry for his
invention; he shared the prize with Michael Smith who invented an equally powerful technology
called site-directed mutagenesis.11 This technology allows introduction of a specific mutation in
a specific location in DNA, thereby enabling investigators to study the effect of single mutation
in a single gene. The final piece of technological advancement that was developed in the late
1970s was the DNA sequencing technology developed by Fredrick Sanger and colleagues that
allowed determination of the nucleotide order in DNA using in vitro DNA synthesis reaction
terminated by incorporation of dideoxynucleotides (Figure 9.2).12 Together this slew of tech-
nological developments placed the field of molecular biology in a position to effectively and
accurately manipulate the genetic material and provide detailed mechanistic answers to specific
questions. This eventually led to a number of large initiatives designed to provide large scale
datasets, most famously the Human Genome Project (HGP; see section 9.2.2 for further detail).
Inspired by the success of the HGP and its technical legacy, the first post-genome decade has
seen further large data-driven molecular biology efforts such as International HapMap Project,13

which charted the points at which human genomes commonly differ, and the Encyclopedia of

Figure 9.1 Graphical representation of the Polymerase Chain Reaction (PCR). The reaction mix contains
the double-stranded template DNA, primers to direct amplification of both DNA strands,
deoxynucleotides (dNTPs) and a thermostable DNA polymerase, in addition to buffer con-
taining magnesium, which is an essential cofactor of the enzyme. There are three main steps
the reaction, which is carried out in an automated thermal cycler. The first stage involves
heating to approximately 95 1C to separate the DNA strands, by disrupting the hydrogen bonds
between complementary bases. The temperature is then reduced to about 5 1C lower than the
Tm of the individual primers, to allow the primers to anneal to the template. The reaction
conditions are then increased to around 70 1C, dependant on the optimal operating tem-
perature of the polymerase, to allow primer extension to occur, synthesising DNA strands
complementary to the template. The length of time of this extension step is determined by the
length of DNA to be amplified and the processivity of the polymerase, with modern enzymes
being able to amplify 2–4 kilobases (thousand base pairs) of DNA in under 1 min. Under
optimal conditions the amount of DNA target is doubled at each extension step, leading to
exponential amplification of the specific DNA fragment. For a standard amplification reaction,
this cycle is repeated between 25 and 30 times.
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DNA Elements (ENCODE),14 which aims to identify every functional element in the human
genome. The effect of the human genome project on human health is more difficult to assess
and appears to have had limited effect to date. The main reason for this is the complexity of the
post-genome biology that has been brought into sharp focus by the recent publications from the
ENCODE project, indicating what was previously designated as ‘‘non-coding junk DNA’’ appears
to have functional properties in gene regulation. Moreover, single nucleotide polymorphisms
associated with disease by genome-wide association studies are enriched within these non-
coding, but functional regions. These results have served as a reminder that despite the revo-
lutionary advances made in a relatively short period of time, the field of molecular biology can,
and will continue, to influence human health and the process of drug discovery. In subsequent
sections we will explore the wider impact of molecular biology on specific areas of drug discovery.

9.2 IMPACT OF MOLECULAR BIOLOGY ON TARGET IDENTIFICATION AND
VALIDATION

9.2.1 From Disease to Gene—A Genetic Approach

The advent of molecular biology has revolutionised the path to drug discovery, changing the
process from a largely trial-and-error based assessment of whether a compound can change a

Figure 9.2 Sanger sequencing utilises a modified version of the basic PCR. Only one complement-
ary primer is added to amplify a single strand of DNA. In addition to the usual dNTPs,
fluorescently-labelled dideoxynucleotides (ddNTPs) are included at a concentration that allows
one ddNTP to be incorporated per base pair of amplified DNA. The incorporation of a ddNTP
causes chain-termination, as these modified nucleotides lack the 30-hydroxyl group required
for the formation of a phosphodiester bond between two nucleotides. This results in the
amplification of a series of DNA fragments, each differing by one base pair in length. These
fragments can be separated by capillary electrophoresis on the basis of length. The fluorescent
tag on the incorporated ddNTP of each DNA fragment is detected, following activation by a
laser. The sequence of DNA bases is then determined from the resulting chromatogram.
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phenotype or outcome, to specifically designing a drug to fit a hypothesis-driven, rationally-
selected target. The availability of entire genome sequences allows a target of interest to be
identified, along with mutations that may cause disease, and potential homologues that may
affect target specificity. The cloning and recombinant expression of a target allows for routine
in vitro and in vivo screening of compounds, structural determination and downstream
phenotypic analysis in cell lines or whole organisms, without having to rely on native expression
and complex purifications. Techniques such as mutagenesis of targets can allow for identifi-
cation of ligand binding sites or the determination of the effect of disease-causing mutations.

A comparison of an ancient drug, salicylic acid, and a modern treatment, the B-Raf kinase
inhibitor vemurafenib, illustrates how the use of molecular biology techniques has changed the
drug discovery process. Salicylic acid has been used to reduce pain and inflammation for
thousands of years, but it has only been in the last few decades that the mode of action has
begun to be elucidated. It has been shown to act by reducing the synthesis of pro-inflammatory
prostaglandins,15 at least in part by reducing the expression of the gene encoding inducible
cyclooxygenase 2.16

By contrast, vemurafenib was specifically designed to fulfil a particular mode of action. The
sequencing of DNA from malignant melanoma biopsies identified mutations within the B-Raf
kinase in 80% of cases. The most common alteration is a single point mutation of an adenine
instead of a thymine at position 1799 in the nucleotide sequence. This leads to the substitution
of valine by glutamate at amino acid 600 (known as the V600E mutation). This causes the ac-
tivation of the kinase, which stimulates the growth-promoting mitogen activated protein kinase
(MAPK) pathway. Vemurafenib was identified using a structure-guided discovery approach,
initiated with the screening of a fragment-based library; the first approved drug to originate
from this method. Hits were co-crystallised with the wild-type and mutant kinase, and the
compound optimised further to preferentially target the V600E form. Vemurafenib inhibits the
activation of the MAPK pathway by mutant Raf, but not the wild-type kinase. The drug leads to
tumour shrinkage and improves survival in patients with V600E-positive melanoma. It was
approved by the FDA in August 2011.17,18

The following sections will consider molecular biology techniques used in the initial stages of
the drug discovery process, from target identification to validation.

9.2.2 Human Genome Project and Beyond

Being able to map every gene in the genome has been a fundamental breakthrough in being
able to identify and validate novel drug targets. The Human Genome Project was an inter-
national scientific research project with the primary aims of determining the complete se-
quence of the human genome, to physically and functionally map all the estimated 20 000–
25 000 human genes, and to make them accessible for further study. It followed on from and
utilised many technological developments made in the sequencing of the genomes of several
species of bacteria, in addition to model organisms including the yeast Saccharomyces cerevisiae,
the nematode worm Caenorhabditis elegans, the fruit fly Drosophila melanogaster, and the mouse
Mus musculus.

The human program was initiated in October 1990 and completed in 2003. It was co-
ordinated by the US Department of Energy and National Institutes of Health. The UK Wellcome
Trust became a major partner, with further contributions coming from Japan, France, Germany
and China, amongst others (www.ornl.gov/sci/techresources/Human_Genome/home.shtml).
Alongside these governmental programs, human genome sequencing was also undertaken by
private companies, such as Celera Genomics (www.celera.com/).

Working drafts of the sequence were published in 2001,19 and by April 2003 the project was
considered complete, with 99% coverage of the gene-containing regions to an accuracy of
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99.99%. In order to sequence the 3 billion bases of the genome, the DNA of each chromosome
was first subcloned into smaller fragments and amplified in bacteria, in the form of bacterial
artificial chromosomes (BACS) or cosmids, and sequencing proceeded on a clone-by-clone
basis. By contrast, Celera Genomics used a method known as ‘‘shotgun sequencing’’, where the
genomic DNA was broken into much smaller random fragments, which were assembled post-
sequencing in silico.20 This shotgun method is now routinely used for genome sequencing.
Sanger sequencing was used for both the public and private sequencing efforts (Figure 9.2,
www.pbs.org/wgbh/nova/body/sequence-DNA-for-yourself.html; www.wiley.com/college/pratt/
0471393878/student/animations/dna_sequencing/).

The massive amount of data generated from the sequencing of the human genome is a source
of potentially thousands of novel drug targets.21,22 The risk of this avalanche of information is
that a slew of targets that are not properly validated will clog up development pipelines and
actually lead to a decline in progress and productivity. In order to identify and validate the most
promising of these requires multiple technologies and successful integration of this knowledge.
Initial data mining of the genome sequence data may involve looking for genes that have
similarity to known gene families implicated in disease or known drug targets. This helps limit
targets to those which are ‘‘druggable’’ and can assist in determining target specificity. Many
bioinformatic tools for analysing sequence homology are available on public databases, such as
those curated by the National Centre for Biotechnology Information, including BLAST (Basic
Local Alignment Search Tool), HMMER (Hidden Markov Model profiler) and SAM (Sequence
Alignment Modeller). Such studies have been used to identify all members of the G-protein
coupled receptor superfamily. TRAIL (tumour necrosis factor (TNF)-related apoptosis–inducing
ligand) isoforms, members of the TNF family, were identified from sequence databases by
searching for proteins with homology to the most conserved region of TNF.23 Forms of TRAIL
have since been developed as cancer therapeutics.24

Comparing the human genome with that of other model organisms can give clues to gene
function in humans. Gene function can be inferred by removing a particular gene from an
organism or cell and observing the behaviour or phenotype. Large scale gene-silencing screens
carried out in C. elegans, Drosophila or mice can suggest novel targets. The human genome can
then be searched to find whether homologues of these genes exist. This is explored further in
the following section on model organisms (Section 9.2.3).

Expression profiling monitors the expression of the genes encoded in the genome. Databases
of the partial sequence of expressed genes (expressed sequence tags or ‘ESTs’) begun to be
assembled prior to the sequencing of the whole genome. These could be searched to identify
genes that had a specific expression pattern in diseased tissue. Microarray technology has de-
veloped from the availability of whole genome sequence information, and, at least in theory,
offers the ability to compare the expression of all genes within a single experiment. Many dif-
ferent comparisons can be made to assist in the identification of genes whose expression profile
suggests that they may be potential drug targets. For example, the samples compared may be
from normal or diseased tissues, from cells treated with different drugs or where a gene has
been silenced or knocked out, or from patients with different clinical manifestations of a dis-
ease. DNA microarrays make use of the inherent property of single-stranded DNA to specifically
bind their complementary sequences in order to detect and quantify mRNA expression. There
are two main types, oligonucleotide DNA microarrays and cDNA microarrays. In the case of
oligonucleotide DNA microarrays, short sequences of 25–70 bases in length are either chem-
ically synthesised or printed onto solid surfaces. For cDNA microarrays, 200–2000 nucleotide
long cDNA fragments are PCR-generated and spotted onto slides. Total RNA is isolated from
the relevant cell lines or tissue, amplified by PCR, fluorescently labelled and hybridised to the
microarray. The fluorescent signals are then analysed and software tools utilised to analyse the
different gene expression profiles (www.bio.davidson.edu/courses/genomics/chip/chip.html).
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Specific examples are often confirmed using real-time quantitative PCR. Such methods have
been used to identify genes upregulated upon metastasis in melanoma cell lines, including the
small GTPase RhoC.25 Many large scale microarray projects have made their results publically
available so the data can be interrogated by other investigators. This includes the Connectivity
Map (C-Map), which is a collection of genome-wide transcriptional expression data from cul-
tured human cancer cells that have been treated with bioactive molecules (www.broadinstitute.
org/cmap).26 Further improvements in sequencing technology may make it possible to identify
and quantify mRNA sequences directly, without having to rely on hybridisation.

One drawback of analysing gene expression to identify novel targets is that mRNA levels do
not always correlate with amounts of expressed protein, which can be regulated by numerous
translational and post-translational mechanisms. Proteomics methods can be used to address
these issues. Such methods include mass spectrometry and protein microarrays, which are used
to identify, quantify and compare protein levels in different samples. Protein microarrays can be
used to quantify protein levels by measuring binding to an array of immobilised antibodies, or
vice versa, by probing an array of immobilised cell lysate mixtures with antibodies. Protein
microarrays can also map and quantify the network of protein–protein interactions by immo-
bilising purified proteins onto a chip and probing with mixtures of other proteins to pull out
binders. By assessing protein expression profiles and post-translational modifications (PTMs)
in healthy and diseased, or drug-treated samples, proteomics has the potential to discover,
identify and quantify novel targets for therapeutic intervention of disease.27

Single nucleotide polymorphisms (SNPs) can be used as markers to map genes that modify
disease susceptibility or those related to drug responsiveness. Databases of single nucleotide
polymorphisms (SNPs) can be analysed to determine if a SNP in a particular protein is asso-
ciated with a disease phenotype (e.g. www.ncbi.nlm.nih.gov/SNP/; http://snp.ims.u-tokyo.ac.jp/).
The International HapMap consortium has created a catalogue of common genetic variants that
occur in humans. The map describes what these variants are, where they occur in our DNA, and
how they are distributed among people within populations, and among populations in different
parts of the world. The project is designed to provide information that other researchers can use
to link genetic variants to the risk for specific illnesses, which will lead to new methods of
preventing, diagnosing, and treating diseases, particularly those resulting from multiple genetic
and environmental factors, such as cancer, stroke, heart disease, diabetes or depression (http://
hapmap.ncbi.nlm.nih.gov).

Access to the complete human genome sequence and these resulting bioinformatic tools has
revolutionised genetic studies by providing novel markers and more rapid means of gene
mapping. Genome-wide association studies (GWAS) for a disease involves collecting and gen-
otyping the DNA from patients and control subjects. The samples are genotyped on the basis of
the presence of selected marker SNPs, and statistical analysis is used to determine whether a
particular genomic region is linked to the disease. A GWAS was carried out by deCODE Genetics
on Icelandic patients with atherosclerosis. This implicated the gene encoding the EP3 prosta-
glandin receptor in peripheral arterial obstructive disease. DG-041, a potent EP3 receptor an-
tagonist was developed and is in the early stages of clinical development. In order to ensure that
targets identified were druggable, the company Oxagen restricted patient genotyping to GPCRs.
This methodology identified the gene CRTH2, the receptor for prostaglandin PGD2, as being
linked to asthma. OC-000459 was developed as a CRTH2 antagonist, which is currently in Phase
II trials as a novel oral treatment for respiratory and gastrointestinal inflammatory disorders.
However, there has been considerable criticism of the benefit of GWAS.28,29 Despite the fact that
more than 1500 publications have reported more than 2000 associations of particular SNPs with
certain traits, the majority of these show a very small elevation in the risk of disease, with little
predictive value. Early studies were affected by flaws such as a lack of well-defined case and
controls groups, and insufficient sample sizes. Even when such errors can be overcome, some
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believe that the GWAS concept is fundamentally flawed, due to the fact that it typically identifies
commonly occurring genetic variants, thus failing to pick up lower frequency, but potentially
more significant polymorphisms. GWAS also are less able to detect associations cause by large
scale genomic variation, such as insertions and deletions. In addition, many of the SNPs
identified as being associated with diseases are located in non-coding regions, making dis-
section of their role more difficult. Developments in sequencing technology will no doubt lead
to improvements in these association studies, and eventually high-throughput whole genome
sequencing will enable direct identification of disease-causing mutations on a population level.
Indeed, the ability to obtain the genome sequence of patients and to identify mutations asso-
ciated with disease phenotypes is already turning the concept of personalised medicine into a
reality. There are many examples where the ability of a particular drug to treat a condition is
dependent on the genotype of the patient. The case of vemurafenib in treating melanomas with
the V600E B-Raf mutation was illustrated earlier. Other examples include a poor response to
long-acting beta-2 agonists (LABAs) in asthma patients with arginine rather than glycine at
amino acid 16 of the beta-2 receptor.30 In breast cancer therapy, the monoclonal antibody
therapy Herceptin is given to patients that have been shown to overexpress the HER2 receptor.
Kalydeco is a cystic fibrosis treatment that targets one (G551D) of the potential 1500 mutations
found in the ion channel CFTR, found in 4% of patients.31

Having the sequence of all human genes enables researchers to generate or purchase cDNAs
encoding any gene of interest for further study. This can be used to analyse the effect of gene
overexpression on a genome wide basis. 27 000 cDNAs were overexpressed in a human cancer
cell line to test which had the ability to overcome the anti-proliferative effect of the compound
aprotoxin A. Overexpression of fibroblast growth factor receptors was shown to partially rescue
the effect of the drug, suggesting that these proteins may have a role in mediating resistance to
this chemotherapeutic agent.32

Downstream of obtaining the human genome sequence, further developments include EN-
CODE, the Encyclopedia of DNA Elements. This National Human Genome Research Institute
funded initiative aims to identify all regions of transcription, transcription factor association,
chromatin structure and histone modification in the human genome sequence. This will pro-
vide new insights into the organisation and regulation of the genome, including potential new
drug targets.

9.2.3 Model Organisms

9.2.3.1 Bacteria

Bacteria have been long studied as a cause of human disease. They have also been key to the
fields of genetics and molecular biology, with many major discoveries being made in bacterial
systems. In addition, the use of bacteria to express large quantities of a target protein, rather
than having to rely on extensive purification from native sources, has revolutionised the
screening of new drugs.

The first non-viral microorganism to undergo complete genome sequencing was the bac-
terium Haemophilus influenza, with the sequence published in 1995 (reviewed in ref. 33). This
set a benchmark for all subsequent sequencing projects, in terms of the quality of sequence to
be obtained and how the data should be made accessible to the research community. Many of
the technological lessons learnt from this program were key to the progress of the human
genome project. Over 400 prokaryote genomes have now been sequenced, leading to a glut of
sequencing data and many bioinformatic tools have been developed in order to annotate this
data and determine gene function. Identification of genes present in pathological prokaryotes
that do not have close homologues in humans may provide potential targets for much needed
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novel antibiotics or vaccines. Mapping the mutations that allow bacteria to become resistant to
current therapies may allow such resistance to be overcome or avoided in future. This strategy
has been employed in viruses, where identification of the mutations in influenza that confer
resistance to certain antivirals has led to the conclusion that resistance is less likely to develop
against drugs that most closely resemble the natural ligand.34 Microarray techniques have been
utilised in an attempt to identify novel genes which may regulate different aspects of patho-
genesis, for example the host-pathogen interaction.35

9.2.3.2 Yeast

Sacchromyces cerevisiae and Sacchromyces pombe have both proven to be invaluable eukaryotic
model organisms. These unicellular fungi can be grown rapidly and economically in culture.
They can be easily transformed with exogenous DNA, and homologous recombination occurs
with high efficiency, to allow specific gene deletions or replacements to be made. S. cerevisiae
was the first eukaryote to be sequenced, with the sequence being published in 1996 by an
international consortium.36 It was found to consist of 12 Mb of DNA, with approximately 6000
protein-coding genes. The S. pombe sequence was completed in 2002 and has same quantity of
DNA, and about 5000 genes.37 The research community has compiled and annotated this
genomic information into publically accessible databases, which has allowed yeast research to
follow an integrated, systems biology approach.

Although the divergence of yeast from the mammalian lineage occurred hundreds of millions
of years ago, there is a high degree of sequence conservation between these fungi and humans.
The ease of genetics in yeast has allowed extensive characterisation of pathways regulating
metabolism and signal transduction, which includes many targets for human disease, such as
the cell cycle regulating cyclin-dependent kinases,38,39 components of the cholesterol synthesis
pathway,40–42 GPCRs43,44 and MAPKs.45–47 There are numerous examples of human and yeast
proteins being able to complement for one another, which allow yeast to be used a model
system for the human protein function.

Whole genome microarrays, which provide a complete profile of gene expression, were first
developed for yeast, and yeast has proven to be a model for the use of this technology. Using a
PCR-based approach, a deletion strain has been generated for almost every protein-coding gene
in S. cerevisiae (www-sequence.stanford.edu/group/yeast_deletion_project/deletions3.html).
This has enabled genome-wide phenotypic screens to be carried out. The effect of point mu-
tations can also be analysed in the knockout background. Combining gene deletions has been
used to carry out synthetic lethal screens to further characterise pathways and overcome re-
dundancy. The ability to target a protein that selectively kills cancer cells is the fundamental
aim of cancer chemotherapy, and synthetic lethal screens can be used to identify genes that can
cause cytotoxicity only in cancer cells that lack a particular protein function, for example repair
of DNA damage.48,49 The combination of these classic genetics with chemical screening has
been termed ‘‘chemical genetics’’, and yeast is a particularly powerful organism for such
studies.50

Yeast knockouts have also been used to carry out haploinsufficiency analysis.51,52 Lowering
the dosage of a single gene from two copies to one copy in diploid yeast results in a heterozygote
that is sensitised to any drug that acts on the product of this gene. This haploinsufficient
phenotype thereby identifies the gene product of the heterozygous locus as the likely drug
target. This was shown to be successful for six targets in a small scale screen, including the
confirmation of cytochrome P450 lanosterol 14a-demethylase (ERG11) as the target of the anti-
fungal fluconazole.51 A larger screen confirmed known targets and furthermore identified novel
interactions. The corollary of this assay can also be used, in that overexpression of the target
protein can grant resistance to a compound of interest. Overexpression analysis can also
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identify novel components of pathways and be used in synthetic lethal screens on sensitised
backgrounds.

Yeast has been an invaluable tool for two-hybrid analysis, which identifies protein–protein
interactions. It can often be the case that a protein directly associated with a disease proves to
be an ‘‘undruggable’’ target, whereas regulatory binding partners for these proteins may prove
to be much more suitable; for example Raf kinase binding to the oncogenic G protein Ras.53

Variations on the traditional two-hybrid methodology can be used to directly assay the binding
of small molecules or biotherapeutics. Mass spectrometry is proving to be a complementary
technique to two-hybrid analysis, allowing interactions to be mapped on a higher-throughput
scale.54,55

As an additional benefit, the study of non-pathogenic S. cerevisiae and S. pombe has also
proven useful in the development of treatments for pathogenic fungi.

9.2.3.3 Caenorhabditis elegans

The nematode C. elegans is a highly attractive model for the identification of novel targets for a
number of reasons, in particular, the high conservation of biochemical pathways between
worms and humans, the ease and speed of genetic methods designed to identify and charac-
terise new mutants, and the relatively low cost associated with C. elegans research. They are
optically clear so can be easily screened by microscopy. The worm only has 959 somatic cells,
with each cell division being invariant and therefore able to be mapped. Despite this, C. elegans
forms complex structures such as a nervous system and a digestive tract. A key reason for the
suitability of C. elegans as model organism in target identification and validation is due to
the ease of carrying out gene silencing by RNA interference—this is described in more detail in
the section on RNAi (Section 9.2.4).

C. elegans was the first multicellular organism to be fully sequenced, the sequence being
published in 1998. The genome consists of 100 million base pairs and approximately 20 000
protein coding genes. An annotated database of the genome together with bioinformatic an-
alysis tools, can be found on web servers such as WormBase (www.wormbase.org). These re-
positories and tools have themselves served as models for analysing other genomes.
Comparison with the human genome suggests that around 75% of human genes have
homologues in C. elegans, illustrating the high degree of sequence, and therefore most likely,
functional conservation between these organisms. Indeed, components of pathways that are
deregulated in human disease and are targeted by many drugs, such as the oncogenic Ras-
MAPK pathway, the insulin signalling pathway that regulates growth and metabolism, the
presenilin pathway mutated in familial forms of Alzheimer’s disease, and apoptotic pathways
implicated in cancer and degenerative diseases, are all highly conserved between C. elegans
and humans. Studies in C. elegans have proven invaluable in rapidly gaining an under-
standing of the normal biological functions of these proteins that are mutated in human
disease. The relative simplicity of the nervous system in C. elegans makes it attractive as a
means of assessing homologous neuronal targets. The anti-depressant fluoxetine was already
known to function as a selective serotonin uptake inhibitor (SSRI), but other modes of action
remained unclear. The application of the drug to C. elegans mutants lacking serotonin sig-
nalling allowed other targets to be identified, including a novel family of transmembrane
proteins.56

Loss-of-function deletions of C. elegans genes are available, but the tractability of RNAi in this
organism, means that this is the preferred means of gene silencing (see RNAi section).
Microarray techniques to analyse gene expression, and mass spectrometry to analyse protein–
protein interactions are being utilised, in combination with gene silencing, to elucidate many of
the regulatory pathways in C. elegans.
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9.2.3.4 Drosophila melanogaster

The fruit fly has been used as the standard model organism for genetic research for over 100
years. Drosophila was selected due to its short life cycle, together with straightforward and
economical maintenance. Classical genetic mapping was enabled in Drosophila by the presence
of polytene chromosomes in the salivary gland. These show a reproducible banding pattern,
which allows a physical map to be generated that can be linked to a genetic map. The modern
era of Drosophila genomics has been facilitated by the completion of the sequencing of the
genome in 2000, which was found to consist of approximately 13 000 genes.57 This information
has allowed the generation of genome-wide libraries of full-length clones and genetic mu-
tations, although many of the traditional genetic tools (such as mutation sets generated by
radiation or chemicals), developed over the past century, are still routinely used. The genetic
information is collated into databases such as Flybase (http://flybase.harvard.edu).

There is a high degree of overall homology to the human genome, with an analysis of human
disease-linked genes identifying 77% that have clear counterparts in Drosophila. The Homo-
phila (http://homophila.sdsc.edu) database compares information between the human and
Drosophila genomes in order to identify such links. Often a single Drosophila gene has multiple
counterparts in mammals, for example a single p53 isoform exists in the fly, in comparison to
the three mammalian p53, p63, and p73 isoforms. This simplicity can be of benefit in target
identification as it removes a layer of redundancy that may mask observation of a phenotype.
Mutations in human proteins have been shown to have orthologous effects in Drosophila; for
example the oncogenic Ras V12 mutant leads to an overgrowth phenotype when expressed in
the developing eye of the fly.58 Complementation of Drosophila mutants with human proteins
again demonstrates the high level of functional conservation. This enables Drosophila to be
used to assess even complex phenotypes with relevance to human disease, such as behavioural
and psychiatric disorders.

The development of technologies to generate targeted gene knockouts in Drosophila has
enabled genome-wide deletions to be screened. Modifier screens examining the combined ef-
fect of mutation, deletion, or overexpression can be used to assign genes to the same pathway or
process. Such screens were used to identify genes involved in Ras signalling, by enhancement or
suppression of the eye overgrowth phenotype. Chemical genetic screens can also be carried out
to identify mutants that are resistant or hypersensitive to compounds of interest.

In order to speed up the analysis of Drosophila mutants, automated animal sorters have been
developed that can collect mutant embryos, based for example on the expression of a readily
detectable marker such as green fluorescent protein. Whole genome microarrays are available
for Drosophila and have been used to assess global transcriptional status. Mapping of the
interaction network in the Drosophila proteome has been carried out using mass spectrometry
and yeast-two-hybrid analysis. The use of RNAi-mediated gene silencing in Drosophila is con-
sidered in the RNAi section.

9.2.3.5 Danio rerio (Zebrafish)

Danio rerio is a vertebrate model organism, traditionally used for the study of development and
embryogenesis. The optical clarity of embryos, ability to assay in multiwell formats, speed of
development and economical maintenance costs all serve to make zebrafish highly useful for
genetic analysis and drug discovery.59,60

The genome was sequenced by the Sanger Centre, and despite the fact that zebrafish diverged
from humans more than 450 million years ago, the sequence similarity between zebrafish and
human genes is very high, with 70% of protein coding human genes related to genes found in
the zebrafish.61 One disadvantage of the use of zebrafish in genetic screens is that they possess
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two copies of many mammalian genes due to an evolutionary gene duplication event. This can
lead to redundancy, which may prevent a phenotype being revealed in a genetic or chemical
screen. An online database, the Zebrafish Information Network (ZFIN), compiles the genetic,
genomic, and developmental information (zfin.org).

Forward genetic screens on mutants induced by chemicals or random insertions, have
identified many mutations that cause disease phenotypes similar to those seen in humans, such
as polycystic kidney disease, heart disease, leukaemia and nervous system disorders. These
mutants could be used to carry out genetic suppressor screens, to identify interacting partners
that may prove to be drug targets, or chemical screens for disease modulators.

Reverse genetic screens can be carried out in zebrafish using morpholinos. These are anti-
sense oligonucleotides that have been chemically modified to increase stability, by increasing
resistance to nuclease-mediated degradation. Antisense oligonucleotides hybridise to the
translation-initiation or splicing sites of specific mRNAs to knockdown expression. Antisense
technology can be utilised in other model systems and has been developed for therapeutic
purposes, but in more recent times has been superseded by RNAi. However, its high level of
effectiveness in zebrafish makes it a robust method of generating gene knockdowns in this
system. Morpholinos can be used in suppressor screens to identify genes that prevent or slow
the development of a disease phenotype, induced by genetic mutations, pharmacological agents
or infection.

The massive number of potential targets made available as a consequence of whole genome
sequencing has, in some ways, made the process of target identification even more difficult.
This has led some groups to revert to phenotype-based screening of small compounds as the
first stage of drug discovery. Zebrafish are an ideal model for such screens, as they offer a high-
throughput platform, equivalent to that used in vitro or in cells, with the huge benefits of an
in vivo system, which allows issues such as non-specific or toxic effects to be identified at a
preliminary stage. Zebrafish that have the gridlock mutation, which causes a vascular defect, or
crb (crash and burn), a cell-cycle mutation, were used to screen small-molecule libraries. In both
screens, compounds that can reverse the phenotypic effects of the mutations were identi-
fied.62–65 For the gridlock mutation, two structurally distinct classes of compound were found to
suppress the phenotype. These function to inhibit pathways downstream of the vascular
endothelial growth factor (VEGF) receptor, thus revealing the importance of these signalling
networks in endothelial development.62,66 The suppression of the crb mutation by persyntha-
mide, aphidicolin or hydroxyurea enabled the identification of pathways that contribute to the
specific cell cycle phenotypes observed.63

Zebrafish are of particular use in the later stages of drug development, such as ADME,
pharmacokinetics, safety and toxicology, providing whole organism data much more eco-
nomically than using mammalian model organisms (see section 9.3.3).

9.2.3.6 Mouse

The mouse serves as the most well characterised mammalian model system, having been used
for many years, even prior to the molecular biology revolution. There are several disease models
that have arisen in mice through natural breeding, including NOD (non-obese diabetic) mice,
which develop Type I diabetes, and SCID (severe combined immune deficiency) mice, with an
almost complete absence of an immune system. The murine genome was first published in
2002.67 Comparison with the human genome illustrates a striking similarity, with 95% of the
genes being highly conserved. The sequencing of whole genomes has identified hundreds of
genes with unknown function, many of which have the potential to be future drug targets.
Mouse knockouts are amongst the most powerful means of identifying gene function in a
mammalian system.
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A mouse knockout is traditionally generated by designing a targeting vector that contains two
arms of homology to the gene of interest, separated by a cassette (encoding, for example,
neomycin resistance) that disrupts the gene and also functions as a selectable marker. This
construct is linearised and introduced into mouse embryonic stem (ES) cells by electroporation.
The regions of homology in the targeting vector allow the construct to insert into the target gene
by homologous recombination. The ES cells are grown in vitro in the presence of G418 (neo-
mycin) to select for those that have taken up the targeting vector. The colonies of selected cells
are then picked, expanded, and screened by PCR and/or Southern blotting to ensure correct
insertion has occurred (illustrated in www.ncbi.nlm.nih.gov/books/NBK22002/figure/A2286/).
Positive clones are then combined with fertilised mouse oocytes, by microinjection or aggre-
gation. These eggs are then introduced into pseudo-pregnant foster mothers, and the resultant
offspring are chimeric mice, originating from cells derived from both the original oocyte and
the targeted embryonic stem cells. Strong chimeras are bred further, and, if cells derived from
the targeted ES cells have contributed to the germline, the gene deletion can be passed to future
generations. Progeny are PCR genotyped from DNA isolated from tail biopsies to confirm that
the gene knockout is present. The process of generating knockouts is being continuously ad-
vanced to improve efficiency and reduce the time required; for example, the novel CRISPR/Cas
system allows multiple genes to be targeted simultaneously.68,69

Gene trapping is an alternative strategy that doesn’t target a specific gene, instead a cassette is
inserted at random, and the position of insertion determined retrospectively using markers
present on the inserted cassette. ENU mutagenesis is an alternative forward genetics approach,
whereby the alkylating agent N-ethyl-N-nitrosourea (ENU) is used to generate random mutations
in mice. The mutagenised mice are then screened for disease phenotypes and the disease-
causing gene is then identified. Several large screens have carried been carried out using this
method. A collaboration between the Medical Research Council and GlaxoSmithKline identified
500 novel phenotypes using this method.

The power of mouse knockout technology in drug discovery was illustrated in a retrospective
analysis by Zambrowicz and Sands in 2003.70 The 100 best-selling drugs at that time were
identified to target 43 host proteins (14 of the drugs were anti-infectives which do not have
human targets). 34 of the 43 host targets had been knocked out in mice, and 29 of these
knockouts yielded useful information on gene function and pharmaceutical relevance, in most
cases leading to a direct correlation between the phenotype of the knockout and the therapeutic
utility of the drug. A selection of these is listed in Table 9.1.

Table 9.1 Correlation between the therapeutic utility of various drug targets and the
mouse knockout phenotype of the target gene [from Zambrowicz and Sands,
2003.70]

Drug target Drug utility Mouse knockout phenotype

Hþ /Kþ ATPase Gastroesophageal
reflux disease

No or decreased stomach acid

COX2 Arthritis Reduced inflammation,
reduction in collagen-
induced arthritis

Serotonin transporter Depression Altered open-field behaviour
PPAR-g Diabetes Increased insulin sensitivity

in heterozygotes, embryonic
lethality in homozygotes

Angiotensin receptor AT1 Hypertension Low blood pressure
P2Y12 Atherosclerosis Decreased platelet

aggregation
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This confirms that mouse knockouts serve as good models for human disease despite con-
cerns as to differences in murine and human physiology, whether gene compensation prevents
analysis of true gene function, whether knocking out a gene throughout development is relevant
to inhibiting a target in the adult animal, and whether embryonic lethality prevents identifi-
cation of the best targets.

These latter concerns have been overcome in recent years by more advanced gene targeting
technology that allows genes to be knocked out conditionally in specific tissues or at certain
stages of development, using recombination-based techniques. A targeting vector is generated
where the gene of interest (or a region of it) is flanked by recognition sites for the Cre- or Flp-
recombinase enzymes. These recombinases function to excise the DNA between the recognition
sites, creating the gene knockout. Mice that express the recombinase under the control of a
tissue- or developmental stage-specific promoter are crossed with mice carrying the targeting
vector. This results in the gene only being deleted in the selected tissue or at a specific stage in
development. It is also possible to generate ‘‘knock-in’’ animals which, instead of failing to
express a gene, express a mutant form of the encoded protein, for example, a protein with a
known disease-causing mutation, such as B-Raf V600E.

Mouse knockouts also have the potential to reveal risks or side-effects of targeting a particular
protein. Many COX-2 inhibitors have had to be withdrawn from use due to cardiovascular risks.
Subsequent analysis of COX-2 knockout mice identified a potential mechanism for this issue,
through the reduction in levels of a cardio-protective prostacyclin.71

Gene knockouts and gene trapping have been carried out on an industrial scale by both
pharmaceutical companies and public consortia. Lexicon Pharmaceuticals initiated a program in
2001, called Genome5000, designed to discover the function of nearly 5000 mammalian genes
through comprehensive phenotyping of gene knockout mice (www.lexicon-genetics.com/research).
Efforts were focused on genes from the human genome that encode ‘‘druggable’’ targets. 4650
complete gene knockouts were generated in mice using gene knockout or gene trapping technol-
ogies. More complex and subtle mutations including conditional alleles (as described above), point
mutations, and humanised alleles were also generated. The program was completed in 2007, with
more than 100 drug discovery targets identified across a wide range of therapeutic areas.

The Sanger Institute Gene Trap Resource was a major project that isolated and characterised
gene trap mouse embryonic stem (ES) cell lines to generate reporter-tagged, loss of function
mutations. The project produced more than 10 000 characterised gene trap insertions in ES cells
that are stored frozen and are freely available to the research community.

As opposed to knockouts or knock-ins which target endogenous murine genes, transgenic
mice overexpress exogenous DNA. This technique can be used examine the effect of over-
expressing a wild-type or mutant protein to mimic human disease. For example, there are
multiple transgenic mouse lines that exhibit symptoms of Alzheimer’s disease. These animals
overexpress proteins implicated in disease progression, such as amyloid precursor
protein, presenilin 1 or apolipoprotein E.72 Transgenic models of this type have a key role of
validating the suitability of targets for the treatment of disease and in the testing of novel
therapeutics.

9.2.4 RNA Interference (RNAi)

RNAi-based gene silencing is becoming an increasingly important tool in target identification
and validation. This system has revolutionised functional genomics due to its relative ease and
ability to provide a powerful reverse genetic approach, particularly in organisms where classical
genetic approaches are difficult, or have not been developed.73

In 1998, Fire and Mello were the first to describe the gene silencing effect of double-stranded
RNA in C. elegans.74 Similar processes were subsequently shown to operate in plants and other

253Molecular Biology for Medicinal Chemists

08
:3

6:
32

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
02

39
View Online

http://dx.doi.org/10.1039/9781782621836-00239


animals. RNAi is initiated with the processing of long, double-stranded RNA (dsRNA) molecules
into small (B21–25 nt) interfering RNA (siRNA) complexes, by the endonuclease Dicer. The
siRNA complexes have distinctive termini, with the 30 end carrying a dinucleotide overhang,
while the 50 end has a monophosphate group. Both the length and termini are critical for
recognition of the siRNA by the RNA-induced silencing complex (RISC). Once generated, the
siRNA duplex is loaded onto the Argonaute (AGO2) component of RISC, by Dicer and the RNA-
binding protein TRBP (Figure 9.3, www.nature.com/nrg/multimedia/rnai/animation/index.
html). The termini of the siRNA are critical for anchoring the complex onto AGO2. AGO2
then selects the strand of the siRNA duplex with the less thermodynamically stable 50 end as a
‘‘guide’’ strand, with the other ‘‘passenger’’ strand being cleaved and ejected from the complex.
The guide strand, while still associated with AGO2, then pairs with complementary target
mRNAs. AGO2 then cleaves the mRNA target, and the cleaved product is released. Base-pairing
between the residues 2–11 of the siRNA and the target mRNA has been shown to be critical for
recognition and determination of the cleavage site. The RISC is then recycled, using the same
guide strand for several other rounds of target mRNA cleavage.

Screening for the effects of the knockdown of gene expression by RNAi is now a widely used
tool in the pharmaceutical industry for the target identification and validation. It can be
undertaken at a high-throughput level, borrowing many of the techniques previously developed

Figure 9.3 The process of RNA interference (RNAi). The process commences with the addition of small
interfering RNAs (siRNAs). These are either generated synthetically, or by endogenous Dicer
enzymes from long double stranded RNA (dsRNA) or short hairpin RNA (shRNA). The siRNA
duplex is then loaded onto the Argonaute (AGO2) component of the RNA-induced silencing
complex (RISC), by Dicer and the RNA-binding protein TRBP. AGO2 then selects one strand as
a ‘‘guide’’ strand, with the other ‘‘passenger’’ strand being cleaved and ejected from the
complex. The guide strand, while still associated with AGO2, then pairs with complementary
target mRNAs. AGO2 then cleaves the mRNA target, and the cleaved product is released. The
RISC is then recycled, using the same guide strand for several other rounds of target mRNA
cleavage. For further details please see the text.
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for undertaking large-scale chemical screens. The most powerful RNAi screens cover the whole
genome of model organisms or cell lines. The use of this system has therefore been completely
dependent on the genome sequencing projects of C. elegans, Drosophila, mouse, and human.
Today, genome-wide RNAi screening is possible in vivo in C. elegans, in both tissue culture cells
and in vivo in Drosophila, and in cell lines from mice, rats, and humans.75

For screening purposes, various RNAi reagents are used to exploit the endogenous processing
mechanisms, including synthetic siRNAs, small hairpin RNAs (shRNAs), small hairpin and long
dsRNAs. The use of synthetic siRNAs was first described by Elbashir et al. in 2001.76 These are
composed of RNA duplexes of 19 complementary base pairs (bp) and 2-nucleotide 30 overhangs.
They are transfected into cells or injected into animals. On entering cells, one strand of the
siRNA duplex is incorporated into the RISC, leading to degradation of the target mRNA, as
described above. The effects of the siRNAs are transient, especially in actively dividing cells.
This is in contrast to shRNA-synthesising vectors, which allow for controlled or continuous
expression of small 50–70 bp single-stranded RNA transcripts that contain both the sense and
antisense strand complementary to the selected mRNA target. They are either transfected into
cells as plasmid DNAs or delivered using viral particles to cells that are difficult to transfect, and
are maintained as extra-chromosomal copies or stably integrated in the genome as transgenes.
The RNA transcript folds back to form a stem-loop structure. shRNAs are then processed in the
cytoplasm by the ribonuclease Dicer to generate siRNAs (Figure 9.3). These vectors can be placed
under the control of inducible promoters, restricting expression temporally or spatially.77

Long dsRNAs are usually 200–500 nucleotides (nts) in length. They can be injected into
animals, delivered via bacteria, expressed as transgenes, or delivered into cultured cells by
transfection or bathing. Long dsRNAs are not used in mammalian systems as they trigger the
interferon response. This is an endogenous antiviral mechanism triggered by dsRNA, which is a
by-product in the replication cycle of virtually all viruses. Viral dsRNA is recognised and binds to
endogenous proteins, such as Toll Like Receptor 3, which stimulate production of interferon
and other cytokines. These in turn activate numerous signalling pathways that aim to combat
viral infection, for example by decreasing protein synthesis and degrading RNA, eventually
leading to cell death. This can obviously mask the gene-specific effect of any applied dsRNA.
Recently it has been shown that even siRNA of 23 nt can activate the interferon response, as can
the presence of certain GU-rich sequences.78–83 A fuller understanding of the response of cells to
such RNA molecules is critical to the use of this method in screening.

9.2.4.1 Cell-Based RNAi Assays

RNAi screens are carried out routinely in Drosophila and mammalian cultured cells. Drosophila S2
cells are particularly amenable to RNAi, being able to take up dsRNA even in the absence of trans-
fection reagents, and obtaining knockdown efficiencies of 95%. Rapidly evolving technological
developments in mammalian systems are allowing similar levels of effectiveness to be achieved.
Such screening builds upon instrumentation, assays and other methods previously developed for
chemical screening in cells. These high-throughput screens may measure the level of a metabolite or
protein, or the rate of transcription, utilising fluorescent dyes or luciferase. Each RNAi, or pool of
RNAis against the same gene, is contained in a separate well of a 96- or 384-well plate, or for further
miniaturisation, can be printed onto a microarray slide. Screens have been carried out to investigate
signal transduction pathways, differentiation and pathogen interactions.77

RNAi can be combined with chemical screening to provide additional information, or a more
focused screen. For example, cells can be sensitised with a drug prior a whole-genome RNAi
screen. This was undertaken with neratinib, a small molecule tyrosine kinase inhibitor of the
ErbB receptor family currently in Phase III clinical trials for breast cancer. A genome-wide
functional RNAi screen was combined with a lethal dose of neratinib in the SKBR-3 breast
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cancer cell line, to discover chemoresistant interactions with the drug. This screen identified
novel mediators of cellular resistance to the kinase inhibitor that could lead in the identifi-
cation of drug targets to be used in conjunction with neratinib to help prevent drug resistance.84

Alternatively, a single gene can be knocked down using RNAi in all samples, prior to a high-
throughput chemical screen being undertaken. This has been carried out in Drosophila cells to
identify novel modulators of the Wnt signalling pathway, which has a clear role in tumour
development, particularly in colorectal cancers. RNAi was used to target the protein axin and
thus activate the Wnt pathway, before cells were screened with a B15 000 compound library.
This identified three compounds that inhibited Wnt-mediated transcription.85 Synthetic lethal
screens, which have proven to be so powerful in yeast to uncover genetic redundancy and
network interactions, can also be undertaken using combinations of RNAi.

9.2.4.2 In Vivo RNAi Screening

In vivo genome-wide RNAi screening has been carried out extensively in C. elegans, which are
particularly amenable to this mechanism. It is very straightforward to apply the silencing RNA
to these organisms; dsRNAs can be introduced by soaking the animal in a solution of dsRNA, by
feeding the worms bacteria that express long dsRNAs, by injection of dsRNA into animals or
eggs, or by generating transgenic shRNA-expressing animals. Moreover, in C. elegans, RNAi has
been shown to be both systemic, whereby RNAi initiated in one tissue can spread to another,
and transitive, in that the original RNAi signal is amplified and results in the production of
siRNA to regions upstream of the sequence to which the original dsRNA was complementary.

Many whole genome screens have been carried out on all the B20 000 genes in C. elegans,
focusing on systems that are highly conserved between the worm and mammals, including
metabolism, aging and synaptic transmission. Ashrafi et al. carried out an RNAi screen to
identify novel components involved in lipid metabolism.86 The use of Nile Red, a fluorescent
dye that can be fed to the worms and is taken up into fat, allowed for a relatively simple screen
of the visualisation and quantification of lipid droplets. Knockdown of 305 of the genes tested
increased the accumulation of fat, whilst 112 genes decreased fat levels when inactivated. Many
of these genes have human homologues, some of which are known to be involved in lipid
metabolism. Others represented genes not previously implicated in fat regulation, which could
prove to be targets for the treatment of obesity.

Genome-wide RNAi screens have also been carried out in vivo in Drosophila, on systems such
as pain perception, obesity, heart function, bacterial infections of the gut, neural stem cell self
renewal, and neurological disease. RNAi knockdown is induced via injection or expression of
dsRNAs, and acts cell-autonomously in Drosophila, facilitating tissue- and life cycle stage-
specific studies. Expression of long or short dsRNA hairpins via a transgene is also an option.
RNAi approaches have also begun to be used in vivo in mice. RNAi can be introduced into ES
cells from which transgenic mice can be generated. Lentiviral-based RNAi constructs can also be
applied to tissues such as the skin. An ex vivo approach has proved to be useful in the study of
cancer development, whereby RNAi can be added to tumour cells in culture, these cells can then
be introduced into mice to assess the effect of the gene knockdown on tumourogenesis.77

A comparison of RNAi with other gene knockdown techniques is highlighted in Table 9.2.

9.3 IMPACT OF MOLECULAR BIOLOGY ON HIT IDENTIFICATION TO LEAD
OPTIMISATION

The role of molecular biology on the development of lead series from the initial hits has gained
further significance with recent changes in the source of the hit series.87,88 The greatest impact
has been in the development of hit series derived from fragment screening approaches; given
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their small size, deciphering the structure activity relationship (SAR) can be particularly con-
ducive to molecular approaches. One such approach is site-directed mutagenesis (SDM), whereby
specific mutations that modify the steric/chiral centre, charge, hydrophobicity and hydrogen
bonding potential of key residue side chains can yield significant insights into binding inter-
actions. In some cases, scanning mutagenesis can be used to systematically change all the
residues at the putative drug-binding interface. Alanine is the favoured residue for scanning SDM
given that it eliminates side chain interactions without altering the main chain conformation (in
contrast to glycine or proline), nor does it impose extreme electrostatic or steric effects. These
SDM methods are particular powerful when coupled to lower throughput secondary screening
techniques such as Surface Plasmon Resonance (SPR), NMR and X-ray crystallography.

9.3.1 Surface Plasmon Resonance

Surface Plasmon Resonance (SPR) is an optical method used to monitor label-free molecular
interactions in real time.89 It measures changes in the refractive index of light as compounds,

Table 9.2 Advantages and disadvantages of various gene knockdown techniques.

Gene knockdown
technique Advantages Disadvantages

Gene knockout � Total elimination of expression of a
specific gene
� Can be carried out in cells or whole

organisms

� Generation of knockout can be time-
consuming, especially in mice
� Can result in lethality, preventing

analysis of knockout
� Compensation (e.g. upregulation of

another gene isoform) can occur,
obscuring the effect of knockout

Conditional gene
knockout

� Can generate a knockout in a tissue-
specific or developmental-stage
specific fashion
� Can be used to overcome lethality or

compensation associated with total
knockout

� Generation can be more time-
consuming than total gene knockout
� Can result in incomplete loss of gene

expression
� May not overcome issues of lethality

or compensation
Knock-in � Can generate a specific mutation in

gene rather than a loss of gene
expression, which may more closely
resemble a disease phenotype than
gene knockout
� Can be used to overcome lethality or

compensation associated with total
knockout

� Generation can be more time-
consuming than total gene knockout

Morpholino � Very rapid generation of knockdown
� Stable, not susceptible to nucleases
� Can be used as probes for

visualisation

� Off-target effects
� Delivery can be challenging and

laborious (e.g. microinjection)
� Incomplete loss of gene expression

can occur
RNAi � Widely applicable to many cell types

and model organisms
� Very rapid generation of knockdown
� Delivery of RNAi can be very straight-

forward (e.g. in C. elegans)
� Can be carried out on a high-

throughput scale

� Sequence-dependent and
independent (‘‘interferon response’’)
off-target effects
� Incomplete loss of gene expression

can occur
� Delivery of RNAi can be challenging

(e.g. neurons)
� Can be susceptible to nucleases
� Knockdown can be transient
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solvated in buffer, flow over and bind to target molecules immobilised on a sensing surface. In
addition to use as a screening tool, SPR can reveal much about the binding interaction, such as
kinetics, affinity, concentrations and stoichiometry. More recently, it has been coupled with
targeted SDM to probe the topology of the ligand-binding pocket of the Adenosine A2A receptor
(A2AR, a GPCR drug target for Parkinson’s disease and neurodegeneration). This approach,
termed Biophysical Mapping (BPM), generates a matrix of binding data for multiple ligands, of
diverse chemotypes, against a panel of putative active site mutations. It provides a novel way to
overcome the common constraints of needing labelled compounds for binding measurements.
Using BPM, Zhukov et al. analysed eight mutants of A2AR, each containing a single amino acid
change predicted to alter ligand binding according to literature and in-house SDM data. Each
mutant was screened against an array of 21 ligands by SPR to identify mutation-dependent
differences in binding affinity and compile a map of binding site interactions within A2AR.
Together the data demonstrated clear SAR trends and binding poses for a series of xanthine
ligands and proprietary compounds to A2AR.90 These predictions were very close to the ex-
perimental binding modes observed through subsequent high-resolution X-ray crystallography
data and facilitated lead optimisation to identify a preclinical candidate for the treatment of
Parkinson’s Disease.

9.3.2 X-Ray Crystallography

X-ray crystallography has traditionally been viewed as a resource-intensive, low throughput
method with the major bottleneck being generation of diffraction grade crystals. However,
advances in molecular biology, specifically protein engineering, have significantly benefited
structure determination.91

Today, heterologous expression systems are routinely used to generate recombinant proteins
in quantities far superior to that usually found in native sources. Bacteria, typically E. coli, are
often the expression host of choice given their speed, genetic tractability and low costs. For
example, bacterial mutant strains lacking proteases or co-expressing rare codon tRNAs and
molecular chaperones may be exploited to generate difficult or low-expressing target proteins.
Despite these benefits, many eukaryotic proteins can prove intractable, given their need for
complex folding or post-translational modifications, and hence require alternative expression
systems based on yeast, insect or mammalian cells.

Molecular biology techniques may also be employed to reduce the inherent heterogeneity
within the target protein and maximise its propensity to crystallise. With the aid of bioinfor-
matics, target proteins can be engineered at the cDNA level to lack unstructured domains or
flexible regions such as N- and C-termini or loop residues. In addition, SDM is often used to
eliminate sites for post-translational modifications such as glycosylation and lipidation. The
resulting constructs can be benchmarked for optimal truncation boundaries and mono-
dispersity by chromatography based screening techniques, i.e. fluorescence size exclusion
chromatography (fSEC), before progressing.

One very important class of drug targets that have proved notoriously difficult to crystallise
are membrane proteins, particularly cell surface receptors and channels. This is primarily at-
tributed to their instability outside cellular membranes and their inherent flexibility resulting
from their need to transition between different signalling conformations. G Protein Coupled
Receptors (GPCRs) are a classic example, wherein Rhodopsin remained the only GPCR structure
solved up until 2007. Since then protein engineering techniques have been instrumental in
uncovering many more GPCR structures, with two approaches in particular proving successful.
The first, involves using SDM to engineer a minimal number of conformationally selective point
mutations into GPCRs that enhance their thermostability. These stabilised receptors (StaRs) are
more amenable to detergent extraction from cellular membranes and facilitate purification of
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corrected folded receptors for structural studies and/or screening applications such as BPM and
TINS.92 This approach has been used successfully to generate the high-resolution structure of
b1-adrenergic receptor (b1AR), a key regulator of cardiac function. The second approach is to
utilise fusion proteins or monoclonal antibodies. Fusion proteins have long been used in
crystallisation to enhance protein folding and solubility and assist in purification. However,
Cherezov et al. demonstrated that replacing the poorly structured third intracellular loop (ICL3)
of b2-Adrenergic receptor (b2AR) with T4 lysozyme (T4L) generated a fusion protein more
amenable to crystallography.93 The T4L served to impose protein rigidity by restricting the
movement of the flanking trans-membrane helices and increase polar surfaces for better crystal
contacts. A similar plan to constrain the flexible ICL3 region was employed by Rasmussen et al.
using monoclonal antibodies.94 Together, these approaches have helped deliver eight different
GPCR structures and provided evidence for a common architecture and conformational trigger
within this protein superfamily. More pertinent for drug design, the data also alluded to the
presence of a druggable cavity for small molecule binding in potentially all GPCRs. Another
major benefit of structure-based drug discovery (SBDD) is the potential to improve drug se-
lectively between homologous targets and thereby minimise side effects.95 In the case of GPCRs,
these difficulties are highlighted by the many antipsychotic drugs available today, such as
clozapine and olanzepine, which despite acting at their intended target also hit additional
GPCRs leading to side effects such as weight gain and cognitive defects. The increasing number
of GPCR structures promises to significantly improve our understanding of this protein super-
family and should help expose their huge therapeutic potential.96,97

The contributions of molecular biology techniques have helped transform X-ray crystal-
lography into a high throughput strategy for drug discovery. With the aid of computational
methods, the high resolution structural data can be used to model target proteins for docking
and refinement of potential lead compounds. In addition, these 3D models also offer a viable
platform for in-silico based fragment screening of libraries (i.e. virtual screening) for hit
identification.

9.3.3 Safety and Clinical Efficacy

Most drugs that reach pre-clinical and clinical trials fail due to safety and toxicity concerns. In
recent times, drug discovery has adopted a systems biology approach to evaluate the adverse
effects of drug exposure to cells and minimise the rates of attrition. This approach typically
involves a combination of genomics (i.e. genome-wide gene expression profiling using micro-
array methods), proteomics (i.e. cell and tissue-wide protein profiling using gel electrophoresis
and mass spectroscopy techniques) and metabolomics (i.e. profiling drug induced metabolites
typically using NMR and mass spectroscopy technology) to monitor the effects of drugs on a
global scale.98,99 Biomarkers that provide signatures of disease or successful treatment are also
increasingly being employed as molecular reporters of drug safety.100 A classic example is the
Her-2 receptor which was found to be over-expressed in 20–30% of tumours from breast cancer
patients. Despite indicating poor prognosis, this biomarker provided researchers with a new
target for novel therapies. It resulted in the development of Herceptin, the first FDA approved
antibody-based therapeutic to a cancer-related molecular marker (Her-2) effective at reducing
proliferation of cancer cells in patients.101

Model organisms provide another means for testing toxicity and efficacy in late stage drug
development. They offer a more relevant way to address issues such as metabolic inactivation,
failure to reach target tissues and off-target effects. In support of this approach, genome-
sequencing efforts have made it easier to generate transgenic and knock-out animals that better
mimic human pathology. The benefits can be model systems that respond to toxicity, i.e. car-
cinogens, more rapidly (6–9 months instead of 2 years). In addition, whole model organisms,
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such as the nematode Caenorhabditis elegans, the fruit fly Drosophilia melanogaster and the zebra
fish Danio rerio can be used for large-scale therapeutic screening, even in cases when the target
is unknown.102 For example, transgenic C. elegans models for Alzheimer’s, Parkinson’s and
Huntington’s diseases are available and can be used to screen for compounds that reverse the
disease phenotype. These organisms can be used to evaluate drug safety whilst combining the
genetic tractability, low cost and culture conditions compatible with HTS campaigns. Another
advantage is that they can also flag the presence of pro-drugs, compounds metabolised from
inactive to active drugs, which fail to register in in vitro/cell-based screens.

Progress in molecular and cellular biology has also helped address liabilities associated with
drug absorption, distribution, metabolism and excretion (ADME). In particular, cloning and
characterisation of the superfamily of cytochrome P450 enzymes (CYPs) has enabled in vitro
drug screening for possible inhibitors of this important class of drug metabolising enzymes.103

CYPs mediate the oxidative metabolism and inactivation of most (475%) drugs and their
inhibition can have significant implications for clearance, both of the parent drug and any
co-administered drugs. Other important biological assays for drug toxicity include monitoring
cardiac liability (hERG test) and genotoxic/carcinogenic potential (Ames test). Collectively, these
approaches should help triage the best drug candidates for tolerance and efficacy in human
clinical trials.

HINTS AND TIPS

Gene expression profiling is useful to identify novel targets, but mRNA levels do not always
correlate with amounts of expressed protein, which can be regulated by numerous transla-
tional and post-translational mechanisms.

The ability to obtain the genome sequence of patients and to identify mutations associated
with disease phenotypes is already turning the concept of personalised medicine into a
reality.

Identification of the mutations in influenza that confer resistance to certain antivirals has
led to the conclusion that resistance is less likely to develop against drugs that most closely
resemble the natural ligand.34

These site directed mutagenesis coupled to techniques such as Surface Plasma Resonance
(SPR), NMR and X-ray crystallography, are powerful tools to uncover structure–activity
relationships.
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CHAPTER 10

Assays

TIM HAMMONDS*a AND PETER B. SIMPSONb

a Cancer Research Technology Ltd, Wolfson Institute for Biomedical Research, Cruciform
Building, Gower Street, London WC1E 6BT, UK; b Discovery Sciences, AstraZeneca, Alderley
Park, Cheshire SK10 4TG, UK
*E-mail: thammonds@cancertechnology.com

10.1 USE OF ASSAYS IN DRUG DISCOVERY

From a drug discovery perspective, an assay is an estimate of the ability of a project compound
to inhibit, activate or modulate a biological process, and the development of appropriate robust
(i.e. accurate and reproducible) assays is essential to project progression. The word ‘estimate’ is
used very deliberately here—it is important to understand from the outset that all assays per-
formed in drug discovery are estimates, be they single point estimates of percentage activity or
multi-point estimates of compound potency. The error in assays is brought about by their
multiparametric nature, and the more variables an assay has, then in principle the less exact it
may become. Given the desired outputs and known variables, the principles of assay develop-
ment are relatively simple. They are to build an assay that reliably estimates the activity of
compounds whilst retaining a link to the biological target of the discovery project, and to have
this assay run as often as is required or is possible to enable quick decision making. In drug
discovery projects, compounds are tested thorough a series of assays (assay cascades) to de-
termine their suitability for progression through the discovery process. Project assay cascades
typically begin with simple biochemical tests and as compounds show promising properties the
assays become more relevant to the disease target. This chapter gives an overview of commonly
used assay formats in drug discovery cascades, highlighting their strengths and weaknesses and
where they might be most effectively used and interpreted.

10.2 ASSAY TECHNOLOGIES

There are a large number of assay techniques available to the drug discovery bioscientist; each is
designed to generate information from measurements such as optical spectroscopy, mass
spectroscopy, radiometric techniques, nuclear magnetic resonance and surface plasmon
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resonance. Whilst there is utility in all of these methods, the design of assays for routine
prosecution in drug discovery ultimately utilises three optical signal measurements: absorb-
ance, fluorescence and luminescence. Within these three categories there are subcategories
defined by the nature of photon generation, and each technology has advantages and
disadvantages.

Absorbance is the oldest spectrophotometric method used to measure the concentration of a
substance in solution. Absorbance-based assays are extremely useful for measuring the activity
of enzymes and countless methods have been described utilising the absorbance of natural
metabolites (e.g. NADH absorbs at 340 nm) or surrogate enzyme substrates such as para-
nitrophenol phosphate (pNPP) for phosphatase enzymes.1 For drug discovery purposes, ab-
sorbance assays have the attraction of being relatively simple (i.e. few components) and cheap,
but they have fallen out of favour in recent years and have in general been superseded for HTS
by fluorescence or luminescence based technologies. The reason for this is that typical wave-
lengths used to measure the absorbance of a product or substrate are in the 330–450 nm range.
At this wavelength many small molecules in compound collections will also absorb and hence
the potential for assay interference is very high. Absorbance assays that avoid this wavelength
range still have their place in HTS. For example, the malachite green assay for inorganic
phosphate reads absorbance at a wavelength of 590–650 nm.2 Absorbance assays in the lower
spectral region may still have a use in assays outside of HTS, such as secondary validation or
mechanism of inhibition studies where fewer, more characterised compounds are used or in
multi-step assays where compounds are washed out before the signal is generated (e.g. ELISA
assays, described in Section 10.3.4).

Fluorescence assays have revolutionised the HTS process since they began to be introduced in
the late 1980s. Fluorescent molecules with excitation and emission wavelengths above 450 nm
have been available for many years, and many have been used as labelling moieties (tags) for
other, non-fluorescent molecules (for a good insight into what is available, search vendor
catalogues such as the Molecular Probes range from Invitrogen Life Sciences). With time, re-
agent suppliers have marketed fluorescent tags with higher wavelengths and increased emis-
sion ratios to avoid compound interference and increase assay sensitivity. The parallel
development of more sensitive plate readers with the ability to pick up weaker fluorescence
signals led to the development of high throughput assays not only for fluorescence intensity
(FI), but also for florescence resonance energy transfer (FRET), time resolved fluorescence (TRF
and TR-FRET) and fluorescence polarisation (FP). The principles involved in these assays are
illustrated in Figure 10.1.

These techniques allow the assay scientist not only to measure the intrinsic fluorescence
intensity of a molecule, but also its proximity to another molecule via FRET or its apparent size
in solution by FP. This ability to measure proximity by fluorescence ultimately has all but re-
placed radioactive proximity assays such as scintillation proximity assays (SPA). Time resolved
fluorescence assays bring an extra dimension in that the emission fluorescence of one assay
component is relatively long lived, i.e. in the order of ms compared to ns. By adjusting the time at
which the fluorescence is read, potentially interfering auto-fluorescent molecules are ignored by
the assay system, decreasing the rate of false data. A combination of both TR fluorescence and
FRET is known as TR-FRET.

Luminescence assays rely on a chemiluminescent reaction to generate an excited inter-
mediate molecule, which decays to a ground state and emits a photon of defined wavelength.
There are many enzymes that create chemiluminescence, but for drug discovery assays the most
commonly used are firefly luciferase, Renilla luciferase and aequorin.3 The reaction for firefly
and Renilla luciferase is described in Figure 10.2.

Like Renilla luciferase, aequorin also binds coelenterezine, but only activates it to emit
luminescence upon calcium binding. All reagents for these luminescence reactions are
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commercially available, therefore if an assay can be developed that generates any component of
a luminescence reaction then that assay can be supplemented with the remaining reagents and
the resulting luminescence is a measure of the initial reaction. Luminescent assays have the
major advantage that they do not rely upon any other source of light. As such, very low levels of
luminescence can be detected and these assays have an excellent limit of sensitivity. Luciferase
assays are very robust and amenable to HTS and so they have a key role in biochemical and cell
based assays. Luciferases and aequorin can also be genetically engineered into cellular assays to
allow the measurement of intracellular processes such as gene expression (Molecular Biology

FI

FRET

EXCITATION EMISSION

ENERGY
TRANSFER

TRF

TR-FRET
LONG

EMISSION
ENERGY

TRANSFER

FPPOLARISED DEPOLARISED

POLARISED

Figure 10.1 Fluorescence techniques for drug discovery assays. Five mechanisms of measurement
are shown, each emission (green flash) is the direct or indirect product of and excitation
(blue flash). Fluorescent molecules (fluors) are shown as spheres and resonant energy
transfer by arrows. FI¼ Fluorescence intensity is directly measured from a single fluor.
FRET¼ Fluorescence energy resonance transfer, where energy is transferred between fluors
before emission. TR¼Time resolved, the lifetime of decay and fluorescence of the primary
(fluor) is relatively long, allowing for measures of FI or FRET to be made after background or
interfering signals have decayed. FP¼ Fluorescent polarisation, a polarised mixture of
excitation is used and the ratio of polarised emitted light is proportional to the apparent size
of a fluor in solution, binding to a large protein or affinity bead can be detected by a change
in the FP measure.
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Chapter 9 and Section 10.3.6) or as a probe for calcium flux associated with GPCR signalling
(Section 10.3.2).

As they perform a reaction in their own right, luminescence assay systems will attract a
number of false positives via direct inhibition of the luciferase enzyme.4 These can easily be
detected by running test compounds against the reconstituted assay, but care should be taken
to ensure identical conditions are created.

10.2.1 Assay Designs

Assays come in various ‘shapes and sizes’ and assay developers often describe assays by
parameters concerning their build and output. In order to better understand the design,
function and potential issues of an assay it is useful to know these terms and in doing so, one
can better understand the workings of assays and thus better interpret project data; these are
summarised in Table 10.1.

Although the list of terms in Table 10.1 looks complicated, complex assays soon become
known by acronyms and trade names. ELISAs (Section 10.3.4) are in fact stopped reactions
measured by a multiple wash antibody-based binding/proximity system coupled to a direct
product formation absorbance assay, but we know them as ELISAs. Similarly Kinase-Glot from
Promega5 which measures ATP remaining after a kinase reaction is a stopped, coupled, cofactor
depletion luminescence assay.

As alluded to in Table 10.1, the simplest and theoretically easiest assays to work with are
homogenous, direct product accumulation assays, i.e. the substrate is directly transformed to
product by the target in question and the reaction can be read once all of the reagents are added
to the sample well. For HTS, this assay would also be stopped to ensure an even signal across
plates tested at various times of the automation process. In reality, assays have to be developed
to various designs utilising either entire commercial kits, or by combining in house and

D-Luciferin+ ATP + O2 + Mg2+

Oxyluciferin + AMP + PPi + CO2 + 560 nm

Firefly Luciferase

Coelenterazine O2 + Ca2+

Coelenteramide + CO2 + 480 nm 

Renilla-luciferin 2-
monooxygenase

Figure 10.2 Common luminescence reactions for drug discovery assays. The two most common reactions
used to detect luminescence, each enzyme utilises a number of cofactors to give an emitted
photon (green flash). Measurement of any of the cofactors or the concentration of the enzyme
itself can be achieved using these systems. Emitted light is in the blue/green region of the
spectrum.
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purchased reagents. Signal generation is the one area where recent advances have expanded the
number of assays that can be developed. Aside from the ongoing development of novel direct
substrates and coupling systems, proximity assays are of particular importance as they have

Table 10.1 Common assay nomenclature. Combinations of these parameters and descriptors will be
used to describe the format and readout of assays.

Operational
Descriptor Definition Pros Cons

Homogenous All components can be added
sequentially

Easy for HTS Compounds may
interfere

Washed Components must be
removed and replaced
during the assay operation

Low compound interference Cumbersome for
HTSAllows technically difficult

assays
Stopped The assay is designed to have

a fixed signal endpoint.
Easy for HTS Must be well timed
Ideal for potency Not ideal for kinetics

Kinetic The reaction/signal continues
unabated during the testing
process

Gold standard for kinetics Difficult for HTS

Readout value
Accumulation

(Bottom Up)
Measures product generated

from zero
Best for kinetic analysis

Depletion
(Top Down)

Measures the loss of one
reagent

Poor for kinetics if enzyme
activity is weak

Often more noisy
May require high %

conversion
Ratiometric Measures the balance between

two species
Dispensing errors are

adjusted for in ratio
Poor linearity. May

be limited for
kineticsOften very robust

Binding/
Displacement

Detects two molecules
interacting

Direct measures of drug
affinity possible

Binding may not be a
direct measure of
inhibition

Readout type
Number Cell number, number of

mitochondria, cell
protrusion etc.

Robust measure allows for
easy statistics

Cell assays are
biology and as such
more error prone.

Direct The reaction of interest
generates the signal

Ideal reaction to measure

Coupled A series of other reactions
generate assay output from
the initial reaction

May increase the rate of
product inhibited enzymes

Allows measurement of any
common cell metabolite

Prone to interference
from compounds
and contaminating
enzymes.

May be complex and
expensive reagents
involved

Proximity The signal relies upon two
objects being close to each
other in space

Robust Poor for kinetics
Allow for many non-enzymatic

measurements

Measure
Product The reaction product that one

is interested in the cell
Ideal measure

Cofactor Any other reaction component
that goes to make product

Many assays exist for cellular
cofactors

More prone to
contaminant pro-
tein interferences

Probe Labelled versions of any assay
component

Ideal for binding reactions Not a direct measure
of enzyme activity
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allowed for a far more flexible approach to assay development. In theory the development of an
antibody or affinity media that specifically binds a substrate or product of a reaction allows for
that component to be measured via associated off the shelf FP, FRET or TR-FRET reagents from
a variety of manufacturers.

10.2.1.1 Assay Development

Assay development is first a discussion of what is required to be measured and how that
will inform the project. One should always start with the end in mind and remember that an
assay will be only be considered developed when it is routinely delivering data to the project
team that can be used to make decisions on project progress. Achieving an assay signal is only
the first stage of assay development, and much effort is then spent developing the basic assay.
When an assay is fully developed and producing robust and useful data it is described as ‘fit for
purpose’.

Many discovery projects begin in high throughput screening and whilst assays for HTS must
retaining a functional link to the cellular process to be targeted, the requirements for these
assays are largely dictated by the ability of the assay to withstand the automated HTS process.
The HTS assay, or a variant thereof, is typically used for routine potency assessment (IC50)
as these also require a high throughput. Alongside the primary assay, a series of bespoke
biochemical assays will also be needed to elucidate hit compound specificity, selectivity and
mechanism of inhibition. Later stage cascade assays are typically cell based, and here assay
speed may be sacrificed for relevance to target biology. With all of these requirements in mind,
assay development for drug discovery is the process of defining each assay in the cascade
and making it fit for purpose. The primary goal is to analyse the reaction at hand and decide
upon a format that will detect one of the assay components. Using a mixture of purchased
and bespoke reagents, the assays scientist will then attempt to establish an assay signal.
Once a stable signal has been established, then assay development proper can begin.
Table 10.2 shows a list of considerations for an established assay to be developed at Cancer
Research Technology (CRT) along with specific considerations if that assay is to be used for
automated HTS.

Whilst this may seem an exhaustive list, it should be noted that each parameter could
significantly affect the assay performance and thus project progression. The assay scientist
may spend many experiments adjusting the buffer conditions in order to obtain optimal
robustness of signal performance, spend time miniaturising an existing assay to allow for a
more cost effective HTS, or adjust conditions in an assay to give reproducible IC50 data on a
regular basis. In reference to the latter, in the case of protein kinase, the IC50 value can (and
does) vary in response to a vast array of parameters, including a change in the concentration
of; ATP, ADP, substrate, kinase protein, divalent cation, or a change in ionic strength, pH,
temperature, substrate type, assay type, % product conversion, automation, mode of serial
compound dilution, compound batch, compound reweighing from the same batch or the
source of protein supplied to the assay. As a consequence, each and every one of these must
be accounted for and/or measured in order to maximise the long term accuracy of IC50 values
throughout the lifetime of a project. This is by no means a scenario unique to kinases;
similar variables exist for every assay developed, however in practice many of these variables
can be effectively fixed and many can be optimised in parallel. However, faced with a novel
reaction, experience tells us that assays will take anything from 4 weeks to 6 months to fully
develop as fit for purpose depending on their complexity, past precedence in measuring one
of the assay components and the availability of reagents either in house or from commercial
suppliers.
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HINTS AND TIPS: WHEN ASSAYS FAIL

So, this will happen to you: An assay whose data you are depending on for the next
round of chemistry decisions, doesn’t deliver. Sometimes assays ‘fall over’ for lengthy
periods and the assay scientist will have to re-optimise conditions to restore the assay to a
robust state. Sometimes, the assay scientist will know why it failed – the robot dropped the
plate, their student didn’t put the detection reagent into the wells, the cells are infected.
Often, though, an immediate answer and resolution is less satisfactory than those
examples. As the chemist partner to the bioassay scientist, there can be helpful (and,
unhelpful) questions to ask. Here are our thoughts, as bioassay scientists, on what those
might be:

Helpful:
1. What is the process you follow to identify the root cause of assay failures? ‘Learner’

statements can make it feel like a joint project issue rather than the individual feeling
‘blamed’. And you will be able to see how on top of the issue the bioassay scientist is, by
their response.

2. Is this assay failure due to fundamental issues with the assay design? If so what
do you think needs done to rebuild the assay. How long will that take? I have been in

Table 10.2 Assay development parameters at CRT and their application to an HTS assay development
project.

Assay Parameter Considered Specific Requirement for HTS

Technology Suitable for plate reader with stackers
Observed activity derives from the protein

in question
Uncertainty is a NO GO for HTS

Availability of reference compound(s) Potential NO GO if observed activity is uncertain.
DMSO tolerance Ideally 0.1–5% DMSO.
Assay duration Incubations 410 mins, read time per plate o10 mins
Kinetic or stopped mode

Kinetic for MOI experiments
Stopped only, signal stable over a minimum of 2 hours after

stopping—at least 4 hours preferable
Format Must be 384 well
Process steps Maximum 5 steps; addition volumes Z2 mL
Final assay volume First choice is 5–10 mL.
Reaction temperature Must be performed at room temperature
Reaction/total assay time to allow for

additions to large number of plates
Minimum 60 mins reaction time, total time o7 hours.

Plate layout Automation friendly layout with minimal edge effects
Is it for a 1 mM fragment library HTS? Calculate potential interference rate
Reagents Available or to be synthesised in house?

Stable for at least the estimated daily screen duration.
Stocks stable for the duration of the HTS.
Single homogenous batch for the entire HTS

Inclusion of detergent e.g. Triton X-100 Concentration must be oCMC
Buffer composition Avoid viscous reagents e.g. BSA
Substrate and co-factor concentration Maximise sensitivity to find desired inhibitor type.

(Usually KM at site of desired action).
Possible effect of order of reagent additions.

Robustness Z40.5 and o3� observed variation of reference compound
IC50 per run

Interference with assay readout Artefact assay must be available
Cost Aim for o15c /well, nominal o35c upper limit for full HTS
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a project where the lead chemist readily agreed with me that we should build a more
robust, more informative assay, and stopped synthesis for 2 months—which created the
breathing space for us to do this well. By the way, the project reached its preclinical
candidate on time and the new assay played a key role to get the candidate compound
accepted...

3. If this was human error, well ok, we all make mistakes. But are there QC steps you can
instigate to make a repeat of this unlikely? The highly repetitive nature of many assay
tasks inevitably leads to the odd dropped ball, as a simple guideline at CRT we rarely
intervene unless someone make multiple mistakes or exactly the same mistake twice.
Intervention should be training or process orientated.

4. If this was due to technology issues—are they readily resolvable? If not, do
you need my support to strengthen the business case for capital investment? If
these issues are not resolvable in the short term, again think about the usefulness of an
ideal, but low robustness assay to the project. Should it be swapped for a less ideal more
robust assay

5. Do you have all the people and help you need to fix the assay in the timeframe you
describe? What might being the assay back online quicker? Your assay scientist should
think of this, but junior staff often do not. As project leader you should explore the idea of
asking for more resource in any area to speed the fix of a critical path assay.

Unhelpful:
1. What did you do wrong this time?
2. Why are you always letting me down? Why can’t I rely on you?
3. How hard is putting compounds in a well and testing them, for goodness sake?
4. When will this be fixed, I need the data by. . .
5. Can I have someone else to do this please?

And so on. But I am sure you, informed reader, would never behave like that anyway.

10.3 EXAMPLES OF COMMON DRUG DISCOVERY ASSAYS

This section describes assays that one would typically encounter in drug discovery projects.
These assays are in the approximate order one would find them in a typical target based drug
discovery project cascade, beginning with methods to measure the activity or binding of specific
targets and ending with cellular readouts of both biological pathways and gross cellular effects.
However, it should be appreciated that all of the assay types listed below could be used for high
throughput screening of libraries if necessary.

10.3.1 Enzyme Assays

A simple enzyme reaction scheme is shown below:

Eþ SþC2ESC2Eþ SpþCp (10.1)

Where E¼Enzyme, S¼ Substrate and C¼Cofactor. The suffix p represents product associ-
ated with turnover of cofactor or substrate. A co-factor has been added to this example to
highlight the availability of the cofactor in the design of assays. The production or loss of each
item on the scheme can theoretically be assayed as a measure of enzyme activity as can direct
binding to the enzyme of interest.
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It is not possible to extensively cover all of the enzymes one might encounter in this small
section, so we will focus on the protein kinases as an example and illustrate the variety of assays
available for this enzyme class by way of example of what can be achieved to measure any
enzyme reaction. Protein kinases play major roles in multiple disease relevant cell signalling
pathways6 and as a consequence reagent manufacturers have produced multiple assay formats
to enable HTS and downstream cascade assays. A generic protein kinase reaction in a cellular
context is summarised in Figure 10.3 alongside the typical kinase assay developed for HTS.

Herein is a good example of how HTS arrives at a much simpler assay based on pragmatic
considerations, with the assumption that an inhibitor of the phosphorylation of a short sub-
strate peptide by the isolated kinase domain of a protein will also inhibit the full length kinase
protein in a cellular context. Whilst this may seem unrealistic, the development of many kinases
inhibitors from outputs of HTS prosecuted via these assays has to some extent borne out this
model of drug discovery.7

Figure 10.4 shows a schematic of a kinase reaction along with the points at which it is
commonly assayed. There are over 20 kinase assay formats currently in the market.7,8 Table 10.2
shows examples of each intervention type listed with brief details on assay design, also served by
hyperlinks in the Table 10.3.

The range of assays available for kinases is a good example of the breadth of assays that can
be developed for an enzyme class using tools that target specific components of the enzyme
reaction. This basic principle of assay design applies equally to any other enzyme system as they
do the kinase system. If there is a way to specifically measure the depletion or accumulation of a
cofactor, substrate or product then assay development can be attempted.

Multiple
Cellular
Kinases

≈ 2 mM ATP
ATP:ADP 4:1

Protein
Substrate

Presubstrate

Binding partners
and accessory

factors

Prekinase

Phosphoprotein
Product

P PP
Kinase

≈ 20 μM ATP
ATP:ADP 400:1

Peptide
Substrate

Phosphopeptide
Product

? ??
Kinase Domain

37 °C, cell pH and salt, molecularly crowded cytoplasm 

25 °C, ‘optimal’ pH and salt, artificial buffer 

Figure 10.3 Schematic of cellular and HTS kinase reactions. Whilst both produce a phospho product and
ADP, cellular kinases and their substrates are often the products of pre-reactions and take
place in a high viscosity cytoplasmic environment surrounded by many other proteins and
cofactors. For the purposes of HTS this reaction is often simplified to a single domain of the
protein and a peptide from the substrate in buffer conditions optimised for HTS and not for
comparison to the cellular environment.
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As drug discovery targets from different enzyme areas emerge in the literature, reagent
companies are usually swift to see opportunities and begin to mass produce tools for assay
development. Assays developed in these and emerging fields will most likely utilise all of the
platform technologies and designs that have been previously validated, such as the generation
of reagents that bind specifically to a product, e.g. trimethylated histone specific antibodies for
histone deacetylases, that can be coupled to a proximity readout,9 or the creation of bespoke
non-native substrates for the enzyme that change their fluorescent properties when processed
by the enzyme of interest, e.g. fluorescent ubiquitin analogues to measure deubiquitinating
enzymes.10 The plethora of enzyme assays and specific antibodies now available means that in
general most enzyme assays can now at least be attempted in assay development for HTS and
beyond. Along with extensive use in enzyme assays, the fluorescence proximity/polarisation
binding assays are also of value in measuring direct binding interactions such as protein–
protein binding and receptor–ligand interactions.

Phospho
Product
binding

proximity

ADP
binding

proximity

ATP
enzyme
coupled

ADP
enzyme
coupled

Direct
kinase
binding

Specialised 
substrates

ATP ADP

Kinase+ +

Protein
Substrate

Phospho
Product

Figure 10.4 Common points of intervention for protein kinase assay design and development.

Table 10.3 Example kinase assays and their mechanistic basis.

Assay Measure Trade name Manufacturer Mechanism Readout

ATP detection Kinase Glo Promega Direct couple L
ADP coupled ADP Glo Promega Enzyme coupled L

ADP hunter DiscoveRx Enzyme coupled FI
ADP binding proximity TranScreener Bellbrook Ab displacement FP

HTRF TranScreener CisBio Ab displacement HTRF
Direct Kinase Binding Lanthascreen Invitrogen Probe displacement FP

HitHunter DiscoveRx Enzyme complementation L
Phospho product binding IMAP Molecular devices Metal affinity binding FP

Lance Perkin Elmer Ab Proximity TR-FRET
Delphia Perkin Elmer Ab Proximity TR-FRET
Kinease CisBio Ab proximity HTRF

Specialised substrates Z-lyte Life Technologies Specific product cleavage FRET
Omnia Life Technologies Substrate rearrangement FRET
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10.3.2 Ion Channel Assays

Ion channels are a drug target class of importance to a range of therapeutic areas, notably
within pain, psychiatry, and cognitive diseases, and within cardiovascular conditions.11 It is
often desirable to avoid activity against certain ion channels (e.g. hERG block, which was linked
to QTc syndrome), while being highly desirable to inhibit, potentiate, activate or modulate
activity at other ion channels. Broadly there are two main classes of ion channels—voltage
gated, and ligand gated. These are differentiated by their activation mechanism and require
different assay approaches.

Originally, the main methods for assessing ion channels were either radioligand binding
assays, or patch clamp electrophysiology. Patch clamp electrophysiology remains a gold
standard assay, giving high temporal resolution on channel kinetics, and informs the scientists
on a wide range of channel properties. Automated electrophysiology also allows control of
holding and test voltages, not afforded by FLIPR or ligand-binding assays. This control can be
manipulated to better study the biophysical properties and kinetics of an ion channel, e.g.
current–voltage relationships, inactivation, or state dependence. These are important ion
channel properties that can be exploited within drug discovery programs.

The limitations of these techniques (e.g. low throughput and inconvenience) led to the
emergence of kinetic fluorescence based methods.11–14 For ligand gated channels, it became
relatively straightforward to pre-incubate cells with molecules, add the ligand, then measure
changes in intracellular ions (Ca21, or pH changes linked to Cl�) or membrane voltage, using
these kinetic plate readers. Some attempts have been made to convert these readers to activate
and measure voltage gated channels,15 with mixed success. Second generation voltage dyes have
become the normal fluorescence screening approach, on the latest generation of Fluorometric
Imaging Plate Reader FLIPRt or other similar readers.

More recently, technology advances have enabled projects to revert to having the patch clamp
at the front of the assay cascade. Sophion, Nanion, Molecular Devices and others have released
increasingly sophisticated automated platforms for patch clamping16–18 enabling a direct rather
than surrogate screening endpoint. The throughput enables large scale profiling or hit finding
on these platforms, as well as project structure–activity-relationship screening. The Molecular
Devices IonWorkst Barracudat reader has the claimed ability to assay voltage and ligand gated
channels on a single platform.19 These platforms can be used by ion channel project scientists,
and also by safety pharmacologists screening compound liability against panels of cardiac
or brain ion channels linked to cardiovascular adverse events, or seizure risks. Continual
improvement in the scope throughput and accuracy of these machines should see previously
laborious assays performed in high throughput as a matter of routine.

10.3.3 GPCR Assays

G protein-coupled receptors (GPCRs) are a large superfamily of seven transmembrane domain
proteins which sense changes in concentration of ligands outside of cells and transduce this
into a variety of intracellular signals. The binding of a ligand to a GPCR results in conforma-
tional changes, which in turn leads to the activation of an associated G protein heterotrimer.
The activated G protein modulates the activity of intracellular enzymes, which control the
production of key intracellular second messengers. These second messengers then act on many
downstream targets that regulate gene transcription and cell functions. There are four sub-
classes of G protein to which different GPCRs may couple; most GPCRs can couple to more than
one type although may show a preference. Coupling to the different types of G protein (Gas, Gaq/11,
Gai, Ga12/13) can lead to multiple, often parallel and interacting, signal pathways being activated,20

as shown in Figure 10.5. While this can make the biological consequences of GPCR inhibition
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challenging to predict, it opens up a wide variety of types of assays which screeners can build for
this drug target family.

Some assay classes discussed elsewhere, such as AlphaScreent (Perkin Elmer), and FLIPRt
(Molecular Devices), are suitable for detecting major signalling pathways activated by GPCRs.
For example, GPCRs can couple via Gaq/11 proteins to convert lipid phosphates to inositol tri-
sphosphate, which releases Ca21 from the endoplasmic reticulum. Ca21-sensitive dyes lead to
an increasing fluorescence signal, detected by high throughput kinetic plate readers such as
FLIPR,21 or lower cost readers such as FlexStation. This is a relatively transient signal, so for
screeners with a lower budget or a preference for less time-dependent readouts, alternative
detection can rely on the breakdown of IP3 back to inositol monophosphate (IP1). Lithium can
prevent recycling of IP1, allowing accumulation of IP1 and endpoint detection by immunoassay.
One popular kit for IP1 detection is IPOnet (CisBio), a Time-Resolved Fluorescence-based im-
munoassay detection kit that involves competition between the cell lysate and labelled IP1 for an
anti-IP1 monoclonal antibody.22

Coupling to Gas leads to activation of adenylate cyclase, which catalyses conversion of
adenosine trisphosphate to the signalling molecule cyclic adenosine monophosphate (cAMP).
Conversely, coupling to Gai proteins leads to inhibition of adenylate cyclase. Immunoassay
detection kits are commonly used for detection of cAMP levels. Alternatively, multiple G pro-
teins lead to downstream signalling consequences on a widespread protein called ERK. A
change in the phosphorylation level of ERK is a relatively generic indicator of GPCR activity that
can be measured in various assay kits, from AlphaScreent to HTRF and beyond.

For so-called ‘orphan’ GPCRs where the ligand and intracellular coupling mechanisms are
unknown, efforts to ‘de-orphanise’ these receptors (i.e. identify native or synthetic ligands) require
the ability to detect activity regardless of signalling pathway. Some assays are now available which
do not specifically rely upon the type of G protein or signal transduction pathway activated. For
example, Corning’s Epic platform detects shape changes, or mass redistribution within cells,
using resonant waveguide grating (RWG) technology. Changes in cell confluence, adhesion and

GPCR

Gαs GβγGαi Gαq/11 Gα12/13

cAMP Raf
MEK
ERK

DAG
IP3

Ca2+

RhoGEF
RhoA

Transcription

Cytoplasmic
signalling

Gene
changes

Membrane
signal

coupling

Ligand
bindingL

Figure 10.5 Common points of intervention for GPCR assay design and development. As assays move
further from the GPCR itself and into downstream signalling events, so they become more
prone to off target false positives.
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activation status in response to addition of a compound will be detected in a generic change in
readout. This approach, or conceptually similar impedance-based detection, can be used for
screening for ligands of the GPCR, or for detection of modulators or inhibitors.23

There are also high content based approaches for GPCR assays, using for example the
coupling properties of G proteins to beta-catenin. This provides information on the effects of
compounds on multiple aspects of cell biology responses to compound addition, though with
often slower and more complex assay protocols.

10.3.4 Immunoassays and ELISA-type Assays

An enzyme-linked immunosorbent assay (ELISA) uses an enzyme coupled to an antibody, or
antigen, to detect a specific protein. This can be either a biochemical in vitro assay, or a cellular
assay typically measuring protein abundance in a cell lysate. There are multiple versions of the
basic ELISA principle shown in Figure 10.6.24 The assay sample, containing an unknown
amount of the protein of interest, is immobilized on a surface: either non-specifically e.g. via
adsorption, or specifically i.e. captured by the surface being coated in an antibody. Then, a
second, target-specific antibody is applied over the surface so it can bind to the protein. Im-
portantly, this antibody is coupled directly or indirectly to an enzyme. In the final step, a known
amount of a substrate of the enzyme is added, producing a detectable signal e.g. a change in
colour, which is used as the assay readout.

ELISA type assays were commonplace in HTS before the advent of fluorescent proximity
binding assays; they are now rarely used for primary HTS of isolated proteins, but have found a
significant niche in the analysis of cellular proteins. In many fields of drug discovery, notably in
oncology and in inflammation, detection of changes in the level or phospho-form of a protein
within signalling pathways can be a key project objective.6 Cellular target engagement or
‘biomarker’ assays become mandatory for most discovery cascades and as a consequence, a
variety of assay formats may be evaluated in order to accurately, specifically, and sensitively,
quantify that change. A key reason for this is to ensure that compounds identified from a
primary screen are acting in the expected and desired way, rather than interfering with the assay
detection process or acting on an unanticipated alternative protein, before the investment of
extensive time and effort in optimising that compound into a lead series.

In cell based systems, the major potential disadvantage of the absorption-based, or indirect,
ELISA format is assay specificity. Many or all proteins in the sample may stick to the microtitre

Figure 10.6 Outline of the sandwich ELISA protocol. (A) The microplate well is coated with capture
antibody. (B) The assay sample is added and antigen binds to the capture antibody. Non-
binding components are washed away. (C) The detection antibody, which binds captured
antigen, is added. Unbound antibody is washed off. (D) An enzyme conjugated secondary
antibody is added. This binds to the secondary antibody. Unbound antibody is washed off.
(E) Enzyme substrate is added, converted to a detectable product and the signal is produced.
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well surface—so small concentrations of the protein of interest are in competition with other
proteins when binding to the well surface. The sandwich, or direct, ELISA format addresses this
issue, by using a capture antibody which specific for the antigen of interest to facilitate its
adherence to the surface.23,25

Performing an ELISA assay therefore involves having at least one antibody with high
specificity for the particular antigen in the target protein, as a very high level of specificity is
important for building a reliable screen. For example, in kinase signalling there are thousands
of proteins, including hundreds of kinases and substrates; and consequently there are many
thousands of different phosphorylation sites.24,26 If the assay format does not have antibody
tools that detect only the target of interest, the project team can be readily misled as to the
activity of their lead compounds in cells. To deliver a cellular ELISA whose data can be correctly
interpreted by the project team therefore requires highly specific assay tools, and well validated
cell assays, to prevent such misinterpretation of screening data.27

A key challenge is, then, in selecting generating, and then validating, the appropriate anti-
bodies for development of ELISAs. (Indeed, many non assay development scientists have an
active or semi-active interest in the sensitivity and specificity of antibodies, particularly speci-
ficity, as they are at the core of home pregnancy testing kits and as such must be fit for purpose!)
Most screeners have learnt the painful lesson that not all commercially available antibodies are
anything like as target-specific as the vendor claims.28 Western blots, combined with cell im-
aging assays, can build confidence that the antibody is binding only (or predominantly) to a
protein of the expected molecular weight, located in the expected cellular component.

ELISAs are very specific assays when performed correctly. However, as a preferred technology
they are relatively laborious in nature. There are multiple addition steps, and washes, required
over the course of an extended period of time.30 For screeners, the more steps there are in an
assay, the more things there are to go wrong or to increase data variability between testing
occasions such as automation failures, reagents going off, batch-to-batch differences, or
screener error. The major drawback with ELISA assays is that they require repeat wash steps—
which even using current high quality automated equipment can increase assay noise, length of
time required for plate processing, and assay failure rates.

Homogeneous, no-wash protein detection and quantitation assays are available.
AlphaScreent is a method for detecting cell signals29 which contains two bead types; donor
beads and acceptor beads. Donor beads contain phthalocyanine, which converts ambient oxy-
gen to an excited form, singlet oxygen, when illuminated at 680 nm. Within its 4 ms half-life,
singlet oxygen can diffuse approximately 200 nm in solution. If an Acceptor bead is within that
proximity, energy is transferred from the singlet oxygen to thioxene derivatives within the Ac-
ceptor bead, producing light emission. The proximity of Acceptor to Donor beads depends on
the interaction between the biomolecules that are bound to them. For example, if a receptor is
attached to Donor beads and the relevant ligand to Acceptor Beads, then when the ligand binds
its receptor, energy is transferred from Donor to Acceptor beads and a signal is produced. So,
addition of compounds which displace the ligand will reduce the light signal and allow
measurement of the affinity of that compound. AlphaScreen can be used to replace ELISAs by
adding capture and detection antibodies to each bead and thus recapitulating the sandwich
ELISA format in Figure 10.6 in solution. Compared to ELISAs, AlphaScreen assay times are
typically shorter, and the assays are homogenous, however, AlphaScreen has disadvantages
too,29 and its use in HTS has declined in recent years. Limitations in assay sensitivity restrict its
use to fairly abundant proteins, assays can be affected by long exposure to ambient light,
compounds in screening libraries can scavenge radical oxygen thereby interfering with the
detection, and donor beads photo bleaching limits the assay format to a single read.

Some new types of immunoassay have been developed attempting to address this by de-
livering simpler, quicker, and potentially more robust protocols. A variant of the basic ELISA
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assay involves the detection antibody being conjugated to a fluorophore. This assay can be read
in a plate-based fluorescent reader, or for higher information content, a microscopy high
content imaging detection system can be utilised. This version enables multiple assays within
each well, as different detection antibodies can be coupled to fluorophores which emit at dif-
ferent wavelengths.31 Indeed there are now a range of detection approaches available to the
assay development scientist, that provide different levels of sensitivity, specificity, and multi-
plexing options. For example the AlphaLISAt platform is an evolution of the AlphaScreent
technology in which the beads contain Europium as the Acceptor fluor,29 which is reportedly
less prone to interferences from assay components. AlphaLISAt assays require small sample
volumes yet they have over a 100-fold greater analytical range than ELISAs. Uptake of this
technology has been mixed so far, perhaps reflecting the multitude of options now available to
the screener (Fluorescence Polarisation, Time Resolved Fluorescence, Meso Scale Detection)
that all can be satisfactory for many drug target assays—though they may well detect overlap-
ping but certainly non-identical sets of active compounds.32 Ongoing advances in detection
technologies are expected to continue to drive improvements in specificity and sensitivity.33

10.3.5 Mass Spectrometry

For many years, liquid chromatography-mass spectrometry (LC-MS) has been an important, but
late, component of drug testing cascades.34 It has the advantages of unambiguous identification
of minor changes in cellular or assay components and in proteins that may not be amenable to
conventional assays.35 In many cases, labelling of proteins is not required, and sensitivity is
sufficiently high for assays to be performed in native or primary cells. However, implementation
of LC-MS in routine screening was limited by assay complexity and technological speed.
However, recent technological advances in sensitivity and speed of commercial LC-MS systems,
e.g. RapidFire 360 High-throughput MS System (Agilent),35,36 and the simplification of the pre-
processing of samples has enabled processing speeds of under 10 seconds per sample.

Perhaps the most common use for LC-MS in new drug discovery is the human colon adeno-
carcinoma cell line (Caco-2), which is used for the measurement of the permeability potential of
a compound.36,37 Another widely used higher throughput in vitro mass spectrometry assay is to
assess the potential of a compound to inhibit of one or more of the human cytochrome P450
isoforms in parallel.36,37 Mass spectrometry can be highly desirable as it is highly specific de-
tection and suitable for target molecules that are not amenable to most other assay types. For
example minor changes in a metabolite can be detected via mass spectrometry where it would
be impossible to generate a specific, selective antibody-based assay.

An exciting ongoing challenge is to broaden the applicability of higher throughput mass
spectrometry into cellular assays. Separation and quantitation of multiple parallel readouts
from interfering cellular components in a timely way is becoming highly enabling for complex
metabolism drug targets. Novel, high performance UPLC systems such as the Waters Acquity
I-Class are continuing to improve the ability of researchers to derive complex separations at
increasing throughput.38 Cell LC-MS screening assays are an attractive option, e.g. for metab-
olism assays in which multiple pathway components may be affected by a compound, and
inhibition at one point can be counteracted by compensation elsewhere in the pathway or
network. It is practical to measure multiple metabolites in LC-MS in parallel at reasonable levels
of throughput, which should ensure more sophisticated understanding of true compound
mechanism of action and downstream pathway consequences.

10.3.6 Cell Reporter Gene

Cell reporter genes (CRG) assays measure the production of an intercellular enzyme known as a
reporter enzyme. The basic principle of reporter gene assays is outlined in Figure 10.7. Cellular
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production of the reporter enzyme is coupled to the intracellular activity of a target protein, or
target cellular pathway. After pathway stimulation, by for example a receptor ligand, the re-
sulting reporter enzyme is quantitated by adding back the components of the reporter enzyme
reaction either to whole cells or after a cell lysis step. Positive data from CRG assays will often
result in a compound being described as exhibiting ‘on pathway’ activity, i.e. capable of
blocking or activating the target signalling pathway of interest in a cellular setting.

Typical intracellular reporter enzymes used for compound analysis are firefly luciferase,
Renilla luciferase and beta galactosidase. The luciferases give rise to luminescence signals as
previously described, whilst beta-galactosidase can be used to give an absorbance or fluo-
rescence based signal via modified substrates.39 Reporter genes can also be secreted into the
media, e.g. placental alkaline phosphatase (Phospha-Lightt), or be fluorescent proteins in their
own right such as green fluorescent protein (GFP). The signal from enzyme-based CRG assays is
very high compared to the number of molecules produced as the product of the assay is an
enzyme, which in turn allows for a degree of signal amplification during the detection reaction.

With major suppliers offering ready to use kits and contract services for the creation of bespoke
cell reporter assays these assays have become common in discovery cascades. There are two main
types of CRG assays; transient transfection, where a plasmid is directly into the cell during the assay
process and stable transfection, where the reporter gene is permanently incorporated into the host
genome of a cell. Transient transfection assays may be difficult to make robust as the transfection
process is prone to variation, whereas stable transfection assays can be extremely robust and as
such can be used for compound profiling and for ‘target agnostic’ or ‘pathway’ HTS.40

The main drawbacks of CRG assays are the potential for off target activity of test compounds.
Inhibition of any component of the transcriptional or translational complexes in the cell, cell
toxicity or inhibition of the reporter enzyme will all give false positives. All of these false
positives are easily removed via a parallel, non-target based CRG assay of similar readout and a
counterscreen assay of this type is therefore a pre-requisite of any CRG cascade assay.

10.3.7 High Content Cell Assays

High content screening (HCS) methods for drug discovery employ fluorescent labelling of cel-
lular components, and microscopy-based cell image acquisition, combined with quantitation of
the resultant fluorescent image by specific analytical algorithms. Stains for cell nuclei and
membranes are used as marker for individual cells, and each cell is automatically counted and
scored individually for a response in the assay. This enables visualization and measurement of
specific protein changes, such as phosphorylation, translocation between compartments, or
altered abundance, within individual cells. HCS can be used to determine the mode of action,

Figure 10.7 Cell reporter gene assay principle. (A) The gene encoding the reporter enzyme is genetically
engineered into the host cell, either as a transient plasmid, or via incorporation into the
genome. (B) Upon pathway stimulation reporter enzyme (green dots) are produced, the
strength of pathway signal is proportional to the amount of enzyme produced. (C) The en-
zyme is exposed to a substrate and (D) converts this substrate to a product that can be
quantitated by standard technologies (e.g. luminescence). Stages (C) and (D) may be per-
formed after a cell lysis step depending on the type of reporter enzyme produced.
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potency, and selectivity of potential drug molecules within a biologically relevant cellular
context, and also provides information on off-target liabilities and cytotoxicity.

There are currently two predominant types of high content assay: fixed cell antibody and stain
based detection systems; and live imaging systems based on fluorescent protein expression and
non-toxic cell stains. In the fixed cell format, shown in Figure 10.8, the assay is similar to the
ELISAs detailed above. After treatment of cells with compounds, the antigens within cells are
fixed in situ by an agent such as paraformaldehyde. An agent to permeabilise cells may also be
used. An antibody against the antigen of interest is added to the well, incubated, then excess
unbound antibody is washed off. A second antibody that is coupled to a fluorophore is then
added that binds to the first antibody.41 By varying the fluorophore used, it is possible to dif-
ferentially fluorescently label multiple cellular components to build up a more sophisticated
view of the cell and therefore of the impact of compound treatment on the cell.

In live cell HCS, cell lines are used in which a protein target or targets are co-expressed with
fluorescent labels, e.g. GFP. Live imaging of the fluorescent proteins allow for assays that
monitor the appearance, longevity, localization of the proteins and also the translocation of
these protein targets between cellular compartments upon external cell stimuli. These live cell
assays can be very powerful biomarker or pathway assays, but in some cases, tagging with a
large label such as GFP may interfere with protein behaviour. In addition, these cell lines can be
more time-consuming and costly to obtain.

Because individual cells are labelled imaged and analysed in each assay well, HCS assays have the
ability to analyse a subpopulation of cells selectively within a complex network or co-culture of cells.
This is increasingly important in areas such as stem cell-based assays in which multiple types of cells
are present. One fluorescent antibody is used as a specific marker of each cell type of interest (e.g.
stem cells) and all analysis can be related back to only those cells expressing that marker, thereby
avoiding interference from other cells within the well (e.g. feeder cells or differentiated cells).

HCS also enables a primary endpoint to be multiplexed in individual cells in a single well with
parallel or downstream events.42 For example, for kinase targets HCS kinase assays can track, in
parallel, the primary target-drug interaction event within cells, e.g. autophosphorylation of a
kinase, and in the same well, track off-target effects e.g. phosphorylation of substrates mediated
by other related kinases, or downstream events within the pathway of interest. This combin-
ation of both proof of principle and proof of mechanism in a single experiment can provide
evidence that a compound enters the cell and inhibits the target, and also that the appropriate
downstream consequences are delivered. Multi-endpoint HCS-based safety screens are now
frequently performed prior to evaluating compound efficacy in vivo.

Figure 10.8 Outline of a typical fixed cell HCS protocol. (A) Adherent cells are fixed and permeabilised to
ensure antigens are in position. Cells are washed. (B) The antigen detection antibody is
added and binds to antigen. Cells are washed to remove unbound antibody. (C) The sec-
ondary antibody, labelled with a fluorophore is added and binds to the antigen detection
antibody. Cells are washed to remove unbound antibody. (D) DNA is visualised using a
fluorescent DNA intercalating dye. The cells are visualised at both the antibody and DNA
flour wavelengths. The images are combined to show the amount of antigen present and its
localisation relative to the cell nucleus.
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The use of HCS within drug discovery cascades has increased rapidly over the last 10 years.
The technology of HCS instruments has matured in terms of robustness and ease of use offering
a range of image resolution, speed, built-in informatics capability, across a wide range of prices.
Complex HCS assays are therefore attractive to projects, but unfortunately they are relatively
burdensome on screening and compound profiling teams. Expert staff can be required to
provide expert guidance to maximize impact from HCS. Novel, multiplexed HCS assays can take
longer to build, particularly if novel analysis algorithms are required. Automating complex cell
shape and translocation assays and maintaining throughput without compromising quality are
also challenging and this can be a significant drain of resources and can delay overall project
timelines. Simpler, two-fluorophore cell imaging assays provide lower information content, but
can prove to be more robust in routine screening settings and if a HCS assay exists, it may be
worth using the simpler assay as a triage. However, it should be mentioned that in hit finding,
the investment in HCS may have its merits. HTS groups often report a relatively high success
rate in providing progressable leads from cell imaging HTS campaigns,43 and of course the hits
which are found are by definition already active in the cell and may come with extra data which
allows for removal of off target and toxic compound structures from the outset.

10.3.8 Cell Phenotypic Assays

A cellular phenotype is based on an observation of something that a cell does as a whole entity,
rather than an estimate of protein or pathway modulation. In these assays we are only con-
cerned with counting whole cell phenomena that are part of or recapitulate the disease state to
be targeted. Phenotypic assays typically represent the final in vitro assay before an animal model
of disease is utilised and compounds that show activity are said to have cellular phenotypic
efficacy. Phenotypic assays give rise to a measure of cell number, cell morphology, cellular
chemistry or cell movement. These generic categories can be further subdivided to more spe-
cific phenotypes such as cell cycle status, apoptosis induction, cell differentiation, neurite
outgrowth, pseudopodia formation, cell invasion, cell migration, cellular metabolic status etc.
Each of these subtypes are suitable for more detailed analysis that will also show an associated
number, shape chemistry (including biochemistry) or movement phenotype.

The simplest cell phenotype is a measure of cell number, this can give rise to a measure of
direct toxicity i.e. how many of the original cells died? Or cell growth i.e. how many more cells
do I have than when I started? Early assays relied on manual microscopy cell counting, e.g. by
trypan blue exclusion, but these were not amenable to HTS. HTS assays began with assays such
as the sulfarhodamine blue (SRB) assay which stain adhered monolayer and use the amount of
adsorbed stain as a measure of biomass (cells) remaining after compound treatment.44 As these
involve a washing step to remove unbound stain, advances were made when specific reagents
were developed that reacted with intracellular dehydrogenases to give an absorbance or fluo-
rescence signal (e.g. MTT, MTS) allowing for homogenous assays for viability.45 Assays based on
cellular enzyme levels give a good estimate of cell number with adherent or non-adherent cells
but suffer from the drawback that dead cells may still release active dehydrogenases into the
media and thus give a slightly false reading. The CellTitre-Glo assay (Promega) is similar in that
it measures the amount of ATP in each well as a surrogate for cell number via the luciferin–
luciferase system. This assay is also a homogenous mix and read system and has been reported
to accurately measure as few as 100 cells per well and is one of the most accurate and robust
high throughput measures of cell number available. Along with simple estimates of cell num-
ber, biochemical reagents are now available for cellular assays that can estimate the number of
live and dead cells and the induction of specific cellular pathways. Assays are often multiplexed
via kits, e.g. the ApoTox-Glot caspase-live-dead from Promega which utilises three different
fluorescent substrates to gives a simultaneous measure of all three listed outputs.
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The advent of high content plate readers that take images of multiple cells in each well has
brought the cell survival assay full circle, automating the staining and counting of cells stained
as live or dead. This method can be the most accurate estimate of live cell number, also allowing
for co-cultures and specific labelling of cell types to be targeted or spared. Another recent in-
novation in cell growth assays is the ability to measure cells growing in real time. Bright-field
imaging systems, such as IncuCyte (Essen Instruments), now facilitate a range of experimental
studies on long-term cellular behaviour, as they can be left in the cell incubator for extended
time periods, and are now available with fluorescent options enabling combined use of cell
shape changes with fluorescent detection of biological events within the cell. Devices such as
the IncuCyte can give growth curves over many days. This is particularly useful when looking at
compounds which have more subtle growth inhibitory effects or which may have a delay in cell
toxicity dependent upon their mechanism of action.

It is worth noting here that in all assays to measure cell number and compound toxicity, the
number of cells that one starts with and the duration of incubation can have marked effects on
the apparent potency of compounds. Cells in culture will rarely survive happily in microplates
for more than 4 or 5 days without showing some signs of nutrient deprivation or edge effects
due to evaporation in outer plate wells. As a consequence the number of cells seeded and the
duration of incubation should always be tightly controlled.

The most sensitive assays for cell survival are clonogenic assays, where cells are treated as
individual cell suspensions and plated for colony formation. These slow, long-term assays can
often reveal subtle long term toxicities missed in monolayer experiments, but they are tedious to
prepare in a reasonable throughput. The ‘blunt’ nature and potential for off target false posi-
tives in simple direct toxicity measurements often mean that they are replaced by project
specific surrogates such as measures of cell replication (e.g. Bromovinyldeoxyuridine (BrdU
incorporation) or apoptosis (caspase induction)) with the assumption that this is the desired
mode of cell death or arrest and that a positive in a shorter duration, possibly more robust assay
will give rise to the desired gross phenotype in a longer term clinical setting.

All of the assays for cell number described above are designed to be used in monolayers, or 2D
cultures. Aside from colony formation assays, they are relatively straightforward to design and
build as fit for purpose and can be run routinely in project cascades. Growth of cells in 3D cultures
is thought to more accurately recapitulate the in vivo environment; cells are suspended in a semi-
solid media comprising either agarose or cellular polymers such as collagen and grow as distinct
clumps and clusters. The 3D nature of the assay means that cells are more difficult to accurately
visualise or solubilise for high content or biochemical analysis, although some assays claim to be
able to do this.46 Counting of cells is often done by eye, or possible by dedicated hardware, but the
difficulty of setting up robust routine 3D growth assays means that they are often reserved for
projects where their need is absolute. There are specially coated plates available that allow for
non-adherent 2D growth, said to more closely resemble 3D conditions47 and these may be a
valuable option if the output can be validated against a 3D model for the cell type in question.

Assays for cell morphology, such as cell shape or neurite outgrowth, have become signifi-
cantly easier to run in high density by using HCS analysis (Section 10.3.7). By differentially
labelling appropriate cellular components such as the cell membrane, microtubules and nu-
cleus, the images from HCS can be subjected to complex image analysis and effects on indi-
vidual cell volume and shape readily quantitated.48

Assays for cellular metabolites can also be classed as phenotypic and here the advent of mass
spectrometry has increased the scope and range of metabolites that can be measured in rea-
sonable throughput (Section 10.3.5). Whilst bespoke biochemical assays can measure a change
in the ratios of individual, or pairs of key cellular co-factors, e.g. ATP:ADP, Glutamine:
Glutamate, or NAD:NADH, to indicate a phenotypic metabolic switch or stress response,
metabolomics assays by mass spec can rapidly measure many tens or hundreds of individual
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metabolites and generate phenotypic response associated with disease states and responses to
chemical agents.49

Assays for cell movement are exemplified by chemotaxis assays, cell migration assays and cell
invasion assays. Chemotaxis and cell migration monitor the movement of cells in 2D and have
been adapted from low throughput experiments to higher throughput modalities. The advent of
high content imaging has led to these assays becoming relatively easy to measure in reasonable
throughput. The Platypus technologies Orist system is designed to leave spaces for migrating
cells using a preformed template and the Bellbrook Iuvot assay plate system utilises a capillary
for chemotaxis experiments. Quantitation of these assays ranges from simply measuring the
size of area ‘closed’ or the distance migrated, to in-depth analysis of the movement of individual
cells.50 However, there is a large degree of noise associated with these assays due to the es-
sentially random movement of the cells and the overlapping effects of toxicity, cell growth and
true (anti-)migratory effects on the measured signal. Whilst experimentally they are becoming
easier to run, this inherent variability often leads to issues in gaining robustness for day to day
use. Invasion assays present all the issues of migration assays multiplied by the issues of
working in and assaying cells in 3D cultures. There are companies that sell kits and specialist
plates for invasion assays but even with these, design and robust prosecution of invasion assays
on a regular basis is not for the faint-hearted and should be given due time and consideration. It
is often better to run more robust high content or pathway assays as a triage and reserve the best
compounds for bespoke, high information 3D invasion assays before moving to animal models
of e.g. metastatic disease.

HINTS AND TIPS: ASSAY TROUBLESHOOTING

When an assay fails there will follow a period of time whereby the root cause is established
and fixed, this may be lengthy because as discussed in Section 10.2.1.1 there may be many
parameters to re-optimise. Typical troubleshooting ideas that assay scientists go through to
fix broken assays will include:

1) Check whether the SOP (standard operating protocol) for the assay was followed
correctly?

2) Check whether the dispensers and reader were functional and correctly calibrated. Or
if they have just been serviced, if the old data were generated on pre-calibrated equipment
data can (rarely) shift slightly after an annual service, or (more commonly) upon using a
new piece of hardware for the same task.

3) What is the recent historical pattern of the assay in terms of signal window,
assay robustness? In AstraZeneca we track this each week so we can see downward
trends in assay performance and address them before the assay reaches ‘failure’
point.

4) How old were the reagents being used? Cell lines for example do change behaviour/assay
performance after a certain number of passages in culture; also proteins ‘go off’ over time
and become no longer usable in a biochemical assay.

5) Has any component of the assay involved a recent new batch (protein, detection
reagent, etc.)? Has this batch been properly demonstrated to perform as well as the
previous batch? Failing an easy answer to this and the previous question, it is not
uncommon for assay scientists to start afresh with new batches of every reagent. If the assay
behaves again, this is quicker than a laborious examination of each component and data
can again be generated. In the long term it is good to know which reagent is most likely to be
the cause and this can be followed up separately.
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10.4 ASSAY OUTPUTS

Once assays are in place and are part of the project it is essential to correctly analyse data that
they produce and to continually monitor assay robustness. Data analysis is the estimate of a
value assignable to a compound activity; this is done objectively via statistical analysis and curve
fitting. Robustness is estimated from the analysed data via a series of quality control meas-
urements designed to constantly monitor the ‘fit for purpose’ nature of the assay. This is
therefore an objective collection of statistics followed by a subjective analysis of their import-
ance for data accuracy. Where these two come together is in the interpretation of individual
datasets against large collections of assay data collated over the lifetime of a project, robustness
indicators will often explain data anomalies and allow useable data from otherwise unusual
values.

10.4.1 Data Analysis

Most assays will arrive at a figure indicating the percentage activity or inhibition of an assay
compared to the maximum assay signal, or the concentration of compound at which that assay
gives half maximum output. Depending on the assay type and the preferences of discovery
teams, there are differences in the way these data are calculated. Common measures of com-
pound effects are summarised in Table 10.4.

Because assays data can be presented in various formats, misreading, mislabelling and
subsequent misunderstanding of the data is possible unless a standard data format is agreed
upon for each assay. Though it seems obvious, if a team is used to seeing percentage inhibition
data, when confronted with a table of percentage of control data (i.e. 100% – % inhibition)
confusion often ensues. There are also many other measurements that are presented as indi-
cators of compound potency, particularly in GPCR inhibitor discovery12 and it is worth asking
your assay scientist exactly what is being measured and presented.

To generate any of these types of data, the assay must have a series of internal controls and
reference compounds that the assay scientist uses to set estimates of full reaction signal and no
reaction signal. For maximum accuracy of compound testing, the design of controls and blanks
should be such that the positive control (100% signal) recapitulates the activity of the assay in
the absence of only the test compound and the negative control (0% signal) recapitulates a fully
compound inhibited system. Commonly used positive and negative controls are solvent only
and commonly used negative controls are reactions lacking enzyme, or reactions with a
saturating amount of a known inhibitor. The number of control well replicates is kept high per
assay so as to accurately estimate the 100% and 0% values. With accurate estimates of each of
these all of the associated, often high throughput, test compounds can be more robustly

Table 10.4 Typical measure reported in the make test cycle of drug discovery projects.

Measure Definition

% of control The percentage of IR remaining
% inhibition Percentage of IR that is inhibited
% or Fold stimulation Increase in signal above the positive control as a function of IR
IC50 Concentration required to give 50% of the IR
EC50 Concentration at which an agonist gives 50% of the maximum possible

induced response for that agonist
GI50 Concentration at which organisms grow to 50% of the control value
LD50 Concentration at which 50% of organisms are dead

IR¼ inhibitable response, i.e. the difference between the maximum and minimum assay signals.
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analysed for significant effects on the assay. A standard measure of robustness for an assay is
the Z0 factor (Equation 10.2).51

1� 3ðSTDEVcontrolÞþ 3ðSTDEVblankÞ
ðVALUEcontrol� VALUEblankÞ (10:2)

Where STDEV¼ standard deviation of the control or blank and VALUE¼ the measured mean
value of each parameter. The Z0 factor takes into account the variation in the controls and
blanks and it is set against a basic hypothesis that if you cannot accurately and repeatedly
distinguish between control and blank wells, then you cannot designate intermediate test
reading as significantly different from either. The Z0 factor has added to or supplanted measures
such as signal to background and signal to noise as measures of assay robustness. Indeed
assays with traditionally ‘poor’ signal to background values of o1.5 are now commonplace for
HTS as the very low errors associated with readouts give very robust Z0 scores and negate the
need for a large signal window. Z0 factors of 0.5 or above are typically classed as acceptable but it
should be remembered that the Z0 factor is a guide and is ultimately used subjectively; assays
with Z0 scores of 0.4 are commonly passed if inspection of the data suggests that potency es-
timates are most likely robust. Once an assay Z0 is calculated and the assay is declared as having
run robustly, then values can be assigned to compounds. Outside of HTS where % inhibition is
the commonest value calculated, the most common measure reported is compound potency as
the IC50. Dose response curves are plotted in a log-linear fashion and the IC50 is typically
estimated from a fit of the curve to 7–12 datapoints corresponding to different compound
concentrations, usually at three-fold dilutions or thereabouts. The most common equation used
to estimate the IC50 is the four parameter logistic model, or Hill slope model.12 This generates
an IC50 and a fitting error associated with this value (based not on multiple IC50 values, but on
the variance of individual values from the fitted curve). It also generates a Hill slope; in an ideal
system (i.e. ‘ideal’ in the sense of the gas equation, a kinetically perfect assay with a perfectly
competitive inhibitor) the Hill slope should have a value of 1. However, not all reactions are
‘ideal’ and whilst shallower or steeper Hill slope gradients can be an indicator of inappropriate
compound mechanism52 this value has an acceptable range of 0.5–2.0. Assay scientists will look
at each individual IC50 curve and employ standard curve fitting rules and regulations before
passing each curve as adequately fitted. For example, there will be a minimum number of points
on the curve that may be designated as outlier errors and ignored, the Hill slope and maximum
and minimum values will be investigated and IC50 values should not be extrapolated and at
least one (preferably more than two) datapoints should lie on either side of the calculated IC50

value. It is important to realise that IC50 values generated are not absolute measures of how
potent a compound is, as previously discussed, they are estimated values highly dependent
upon the reaction conditions under which they are gathered. As such no two IC50 experiments
will ever give truly identical data and the role of the IC50 is to provide a relative ranking of
compound potency against other compounds tested in a particular assay.

10.4.2 Robustness Analysis and Data Comparison

Potency data are generated on a regular basis and as such generate large datasets that require
constant monitoring for drift and error. To ensure a reliable IC50 ranking system, standard
compounds are included in each assay run and compared with historic data to ensure data
robustness with time. The hypothesis here is that if the standard compounds are grossly in-
accurate, so are the novel compounds tested in that run. To guard against false alarms, more
than one standard compound per plate is advised and both have to shift significantly to warrant
wholesale data rejection. Once a batch of assays is passed and a compound has a validated IC50,
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it can be compared to the historic dataset and ranked accordingly. In comparing compound
IC50 data, it is essential to look at the ratio of IC50 values and not the absolute difference.12

Equations based on the variance of fit error and controls can give degrees of confidence that
data are different or similar, but as rule of thumb, with average assay robustness, if two values of
IC50 are within threefold of each other they cannot be definitively classed as different. So a
compound with an IC50 at 60 nM is not more potent than to one at 100 nM, whereas an IC50 of
1 nM is more potent than 6 nM despite only being ‘‘5 nM different’’ it is in fact six times
lower. For an in-depth mathematical analysis of IC50 measurement and comparison the Assay
Guidance Manual12 is recommended.

As well as tracking compound potency, all assay performance parameters are tracked with
time. Analysis of all historical assay data gives an indication of ‘assay drift’ towards a lack of
robustness and rather than have whole runs failed on the basis of gross variance of the assay the
assay developers can intercept and fix the assay to ensure continuous performance.

When assay data are robust and reliable, there are few issues surrounding the relationship
between the project chemist and the assay scientist, mutual trust prevails. But there will be
times when data are not making sense and at this time it is critical for the project chemist and
assay scientist to use their acquired knowledge of the each other’s roles to help to determine
whether a problem exists and where it does, to assist each other in resolving it such that the
project can once again function effectively.

HINTS AND TIPS: WHAT CAN YOU DO WHEN YOUR DATA LOOKS ODD?

As a senior project chemist who has read this chapter you should by now expect assays to
give somewhat variable data, but there will be times when things start to make less and less
sense vs. the hypotheses being tested. Forearmed is forewarned in these circumstances, get
to know and the inherent variability of each of the assays in the project cascade and keep an
eye on the robustness as the project progresses. Simply asking how the assay went each
time is a reasonably good way to keep on top of any changes in assay with time. Flagging
poorly soluble, potentially reactive or unstable series in advance and presenting the assay
history at each project meeting is also good practise. This is by no way a chemistry only
problem, two way communications are critical; at one memorable project meeting at CRT
the assay scientist feedback on a (quickly deprioritised) problem compound was that ‘‘it
was yellow/green in solution this morning and colourless two hours later’’. It is also worth
noting here that whilst it is rare that an assay goes wrong for a specific compound amongst
other compounds, it can happen (misfiring liquid dispensers, empty compound wells, etc).
Once you have established that there is an issue with data then retesting is always the
first port of call, explain your concerns and ask for retests and see if the data was indeed
just a blip.

If every compound in the assay ‘shifts’ in potency then the assay or automation conditions
will most likely need to be redeveloped somewhat to bring the numbers back on track,
similar to the situation in the Assay Troubleshooting section. If an isolated compound or
series repeatedly gives non-robust or unexpected data then it is most likely a compound issue
and this can include compound handling as well physical and chemical properties of the
compound at hand. Solubility is by far the most common reason that compounds do not give
reproducibly accurate data in assays, couple this to a variable assay and the situation can
quickly become unreadable. It is therefore also helpful to learn to read and understand IC50

data and hill slopes and to look for signs of shift (all data points move) or poor solubility (top
concentration data points are poor quality) as you go along.
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If an assay apparently works but the data are confusing, here are some thoughts on good
questions to ask and things to think of when data do not match hypotheses.

1) Did the control compound values match previous values? Sometimes assays will mis-
behave for certain compounds or compound series. A major variable here is compound
solubility, but it may be that compounds stray into reactive or protein aggregating space. If
the assay and standards are accurate but the test compounds are not, look to the sample
management and MOA and then to the assay.

2) Is the synthesis batch of the test compounds the same as that evaluated in the assay
previously? The commonest reason for changes in potency is batch to batch variation or
variance due to reweighing from the same batch.

3) What is the inherent occasion-to-occasion variability on this assay? It may be that
the differences you see in potency between test occasions for the compounds are within the
expectations of a ‘noisy’ assay—and the bioassay scientist should know how variable their
assay is.

4) How steep was the Hill slope and how good was the curve fit? It is possible the raw data
is fine, but the uploaded IC50 value is inaccurate due to a poor curve fit. Hopefully the
bioscientist has noticed this, but in a large screening run it may have been missed. In
AstraZeneca we upload all data but annotate in the database where and why data we do not
think should be aggregated due to factors such as poor fit. We rely on chemists to use and
interpret these data with their annotations.

5) Is the hypothesis correct? Theory is by definition malleable, but data are what they are. If
you understand what the assays was designed to do and you know that it performed ap-
propriately then use the data it tells you to change the theory, rather than try to change or
repeat the data to fit the theory.

KEY REFERENCES

Assay Guidance Manual, ed. S. Sittampalam, N. Gal-Edd, M. Arkin, et al. 2012, Online. http://
www.ncbi.nlm.nih.gov/books/NBK53196/

This assay guidance manual is a web-based resource that is produced by Eli Lilly and is a
comprehensive overview of assay development and data analysis. It is a more detailed one
stop shop for further information on all of the areas covered in this chapter. We would
particularly recommend Chapter 13: ‘‘Basics of Enzymatic Assays for HTS’’.

J. H. Zhang, T. D. Chung and K. R. Oldenburg, J. Biomol. Screen., 1999, 4, 67.

The original paper to describe the Z-factor, essential reading to understand what assay
scientists mean when they talk about assay robustness and how they measure it.

R. Zhang and X. Xie, Acta Pharmacol. Sin., 2012, 33, 372.

An excellent overview on the workings of and assays available for GPCRs, a major class of
cell surface proteins recognised as one of the most successful therapeutic targets for a broad
spectrum of diseases.
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CHAPTER 11

In Vitro Biology: Measuring Pharmacological
Activity

IAIN G. DOUGALL

IGD Consultancy Ltd, Loughborough, Leicester, LE11 3JR, UK
E-mail: igdconsultancy@btinternet.com

11.1 INTRODUCTION

The purpose of this chapter is to describe how molecules synthesised by medicinal chemists
are assessed for pharmacological activity in vitro. The biological systems and assay readouts
typically employed are discussed in detail in Chapter 10 but the primary aim of these experi-
ments is to deliver robust estimates of parameters such as affinity, potency, intrinsic activity (IA)
or efficacy as well as providing insights into the mechanism of action of the compounds. Such
analysis represents the first step in the evaluation of the biological activity of novel compounds
and the information generated is crucial in generating structure activity relationships and
ultimately in guiding the rational design of new medicines.

11.2 AGONISTS AND ANTAGONISTS

The majority of drugs exert their biological effects by interacting with proteins, which have the
capacity to convert chemical information into biological information. These proteins include
plasma membrane bound receptors such as G protein coupled receptors (GPCRs) and tyrosine
kinase receptors, ion channels (both ligand gated and voltage operated), enzymes, transporters
and transcription factors such as the nuclear hormone receptors (NHRs), which bind to specific
consensus sequences of DNA and modulate gene transcription.

Broadly speaking there are two classes of pharmacological agents, agonists and antagonists
(or inhibitors). Agonists are capable of inducing a pharmacological response, that is, their
chemical information is transduced into a biological response. Antagonists by contrast do not
elicit a biological response but are able to block the response of agonists. The following sections
will describe the different types of agonists and antagonists and the parameters that define their
activity. The discussion and analyses presented focus largely on membrane bound receptors

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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and the classical occupancy model of receptor activation1–6 but can also be applied to ion
channels, NHRs and enzymes (with some modifications).

11.2.1 Agonist Concentration–Effect (E/[A]) Curves

The agonist concentration–effect (E/[A] or dose–response) curve has become one of the hall-
marks of modern pharmacology. The generation of such data requires an assay system which
can deliver robust and reproducible functional responses elicited solely via activation of the
target under investigation. Under these conditions, E/[A] curves are typically sigmoidal when
plotted in semi-logarithmic form (E/log10[A]) and are described by four parameters: 1) a lower
asymptote (b) which represents the basal state of the system; 2) an upper asymptote (a) which
represents the maximum effect that the agonist produces in the system; 3) a location or potency
([A50] or EC50), which represents the concentration of agonist that produces an effect equal to
50% of a-b; and 4) a slope parameter (n) which is a measure of the gradient of the curve at the
[A50] level. Estimates of these parameters are typically made by fitting experimental E/[A] curve
data to the following form of the Hill equation (a saturable function that adequately describes
curves of varying gradients):

E¼ bþ ða� bÞ½A�n

½A�nþ ½A50�n
(11:1)

In practice, in the majority of cases b¼ 0, that is, the basal effect level is ascribed a value of
zero, and therefore most E/[A] curve data can be adequately described by a three-parameter
Hill equation as illustrated in Figure 11.1. It is the analysis of how these three curve parameters
(a, [A50] and n) are affected by the efforts of the medicinal chemist that drives the optimisation
of the pharmacological properties of new compounds. As antagonists do not elicit functional
responses, their activity is derived from analysis of how they affect agonist responses (see 11.2.4).

E =
α[A]n

[A]n + [A50]n

0
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Figure 11.1 Agonist concentration–effect curves. A simulated curve highlighting the parameters that
define it, a (the maximum effect), [A50] (potency) the concentration of agonist that produces
50% of a and n, a measure of the slope. [A50] values are often quoted as pA50 (� log10[A50]). In
this example the [A50] is 10�6 M and the pA50 is 6.0. Real examples of agonist E/[A] curves are
shown in many of the following figures.
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11.2.2 Full Agonists, Partial Agonists and Inverse Agonists

The first step in agonist action is the formation of a reversible agonist–receptor (AR) complex, a
process that is generally assumed to be governed by the Law of Mass Action. Accordingly, the
equilibrium concentration of agonist occupied receptors is a rectangular hyperbolic (a special
case of the Hill function where n¼ 1) function of the agonist concentration. This curve is
defined by a maximal value of [Rtot], the total receptor concentration, and a midpoint value of
KA, the agonist dissociation constant. In theory, KA is a purely drug-dependent parameter and it
determines how well the agonist binds; that is, it is a measure of the affinity (the reciprocal of
the dissociation constant) of the agonist for its receptors. Agonist occupancy is subsequently
converted into functional effect by the biochemical/biophysical machinery of the cell/tissue and
this is what is measured experimentally in the form of an E/[A] curve. The efficiency of this
transduction process can vary between agonists and across systems, that is, it is both drug and
tissue dependent. Agonist efficacy is a measure of the efficiency of the transduction process. Full
agonists have high efficacies and therefore can elicit the maximum effect (Emax) that the test
system is capable of generating. Partial agonists by contrast have low efficacy and cannot elicit a
maximum response (Figure 11.2A).

Measuring the efficacy (and affinity) of full agonists is not straight-forward. This is because it
requires an experimental manipulation that decreases the efficacy of the agonist to a level where
it behaves as a partial agonist. Irreversible antagonists have been used for this purpose as they
covalently modify receptors thereby decreasing [Rtot].

4 Their utility in estimating agonist efficacy
and affinity is described in section 11.2.4.1. An important consequence of efficacy being both a
drug and system dependent parameter is that an agonist can demonstrate different behaviours
in different systems. Thus a drug that exhibits partial agonism in one system may be a full
agonist in another (with higher [Rtot] or more efficient transduction machinery) or effectively
an antagonist in yet another (with lower [Rtot] or less efficient transduction machinery)
(Figure 11.3).
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Figure 11.2 Full agonists, partial agonists and intrinsic activity. Panel A shows simulated curves for a
reference full agonist and a test partial agonist and how intrinsic activity is calculated. In this
example IA of the partial agonist is 0.5. Panel B shows experimental data (increases in
intracellular Ca21 levels) for a reference full agonist, fMLFF and two test agonists in HEK
cells stably expressing the human FPR1 receptor. AZ10120405 is a full agonist (IA¼ 1.0) but
AZ10115397 exhibits partial agonism (IA¼ 0.58).
Unpublished data.
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As alluded to above, it can be difficult to measure the affinity and efficacy of
agonists and typically the information reported to the chemist is the potency ([A50] or more
often, pA50 (� log10[A50])) and the intrinsic activity (IA) of the compound. The latter is a measure
of the maximal activity of the test compound relative to a reference full agonist.2 If the test
agonist produces a maximum response less than the reference agonist then the IA will be o1.0,
for example, if it produces a maximum effect that is 50% of the reference, it will have an IA of
0.5 and exhibit partial agonism (Figure 11.2A). Such compounds are useful to the medicinal
chemist as they help direct efforts to optimise the efficacy of compounds for therapeutic benefit,
for example, identification of partial agonists were important staging posts in the development
of the antagonists, propranolol7 and cimetidine8 (see also section 11.3). Finally, it is important
to emphasise that the IA scale does not discriminate between full agonists, that is, all full
agonists will have an IA of 1.0 (Figure 11.2B) but they may have different efficacies.

Until relatively recently agonist efficacy was considered only as a positive vector associated
with increased receptor activity. This dogma was challenged by the discovery of the phenom-
enon of constitutive receptor activation and compounds that showed inverse agonism,9,10

that is, they decreased the level of constitutive activation, demonstrating negative efficacy
(Figure 11.4). The most likely mechanism for inverse agonism is that such compounds have a
selectively higher affinity for the inactive state of the receptor and thereby uncouple spon-
taneously coupled (active) receptor species.11 The identification of receptor conformations that
display clear preference for different ligands supports this hypothesis and may allow the
functional characterisation of ligands by measuring their affinity for a pair (or more) of G
protein-coupled receptor conformations.12 To date inverse agonism has largely been a property
detected in genetically engineered systems where receptors (or modified receptors) can be
expressed at very high levels. Many of the compounds that exhibit inverse agonism in such
systems behave as competitive (neutral) antagonists with zero efficacy in more physiologically

Emax = 100
n = 1
τ = 100, 1, 0.1
KA = 10–6M

A (τ = 100)

B (τ = 1)

C (τ = 0.1)

E
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Figure 11.3 System dependence of drug effects. Simulated curves showing how the curve parameters of
an agonist change in systems with varying receptor expression. The receptor expression range
is 1000-fold from curve A to curve C. In system A, the drug exhibits full agonism (IA¼ 1.0 and
high efficacy (t¼ 100)); in system B, it shows partial agonism (IA¼ 0.5 and low efficacy (t¼ 1))
and in system C, it shows very weak partial agonism (IA¼ 0.09 and very low efficacy (t¼ 0.1)).
In system C the drug effectively behaves as an antagonist as this level of IA is difficult to
detect in most assay systems. The Operational Model of Agonism6 was used to simulate the
data. In this model t is a measure of the efficacy of the agonist and incorporates both drug
(intrinsic efficacy) and system (receptor number ([Rtot]) and coupling efficiency) parameters.
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relevant assays. As such, the therapeutic relevance of inverse agonism remains largely unknown
but this now well documented phenomenon has changed the way pharmacologists view drug–
receptor interactions as well as resulting in the reclassification of drugs that were formerly
thought to be competitive antagonists (e.g. Ranitidine and Propranolol). Moreover, as more
diseases are identified that are linked to constitutive receptor activation it seems likely that
inverse agonists will become increasingly important tools in addressing unmet clinical needs.

11.2.3 Optimising Agonists

As discussed above, agonists both bind and activate receptors. The optimisation of agonist
properties relies on designing compounds with both good affinity and appropriate efficacy.
These needs dictate the assays used in agonist focused drug discovery programmes. Affinity can
be measured in ligand binding assays, similar to those illustrated in Figure 11.7. Such assays
have the benefit of confirming that the compounds do indeed bind to the target of interest but
in most instances give no information on efficacy. Functional assays are required to provide
estimates of IA or efficacy. These often take the form of simple second messenger readouts such
as changes in intracellular calcium or cyclic adenosine monophosphate (cAMP) levels and are
nowadays routinely conducted in cell lines expressing the human version of the target receptor.
Such systems have the advantage of high throughput and are generally very robust. A
disadvantage is that the agonist responses observed may poorly reflect those observed in the
biologically relevant cells/tissues due to differences in receptor number and/or coupling and
the readout. Testing of compounds in more relevant cellular and tissue systems is therefore
essential before progressing to in vivo testing. An example of the assays employed and the data
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Figure 11.4 Inverse agonism. Panel A shows a simple two-state model in which the receptor exists in R
(resting) or R* (active) states. In the absence of agonist (A) the distribution of the two states is
governed by the equilibrium constant L. The agonist has affinities for the two states governed
by the dissociation equilibrium constants, KA and KA*. Panel B shows a simulation that
represents the effects of six ligands with different KA : KA* values. Effect is determined by the
fraction of receptors in the R* form. L is set to 1 in this example so under basal conditions the
receptors are equally distributed between the two states. In such a system inverse agonism is
easily detectable. For agonists with higher affinity for R*, positive agonism is observed; for
agonists with higher affinity for R, inverse agonism is observed. Ligands with equal affinity
for the two states are neutral and behave as antagonists of positive and inverse agonists.
Reproduced with permission from Leff, 1995.11

296 Chapter 11

08
:3

6:
37

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
02

92
View Online

http://dx.doi.org/10.1039/9781782621836-00292


generated in a typical agonist programme is shown in Figure 11.5. Here, both binding and
functional assays were used to assess activity of b2-receptor agonists and as expected com-
pounds with higher intrinsic activity (and therefore efficacy) showed a greater discrepancy
between their binding activity and their functional potency (pA50) (as highlighted in section
11.2.2 the binding affinity of full agonists is a poor measure of their functional potency, as pA50

is dependent on both agonist affinity and efficacy).
In most cases, the aim of agonist based projects is to identify high potency, high efficacy

agonists so that the drug dose ultimately administered will be small and the effect large. In
some instances however partial agonists can have therapeutic advantages. Thus if the desirable
therapeutic effect is observed in a tissue with high receptor number/coupling but an un-
desirable side-effect is mediated in a tissue with low receptor number/coupling, a partial agonist
of appropriate efficacy could produce agonism in the former but be ‘‘silent’’ in the latter
(compare curves A and C in Figure 11.3).

11.2.4 Antagonists

Several different classes of antagonists with distinct mechanisms of action including irrevers-
ible competitive, reversible competitive, non-competitive and allosteric have been identified.
Their blockade of agonist induced effects can be surmountable (rightward displacement of the

Figure 11.5 Optimising agonists. The binding activities (pIC50) and functional potencies (pA50) of a range
of b2-agonists are shown. The binding activities were measured by displacement of I125 la-
belled cyanopindolol in HEK293 cells stably transfected with the human b2-adrenoceptor and
the functional potencies were assessed by measuring increases in cAMP levels in H292 cells,
a human lung epithelial cell line that endogenously expresses the b2-adrenoceptor. In the
latter assay, the intrinsic activity of compounds was assessed relative to the full agonist,
formoterol. Compounds are grouped into those with an intrinsic activity o0.5 ( ) and those
with an intrinsic activity 40.9 ( ). As expected compounds largely lie above the ‘‘equi-
activity’’ lines, that is, the functional activities are greater than the binding activities and
this discrepancy is generally larger for compounds with higher intrinsic activity.
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E/[A] curve with no depression of the maximum (a)) or insurmountable (depression of the
maximal agonist response (a)). It is important to realise that the profile of antagonism observed
can show system dependence, that is, an antagonist can exhibit surmountable activity in one
assay system and insurmountable activity in another, despite having the same mechanism of
action (see Figure 11.10A and B). A common example of this phenomenon is the behaviour of
high affinity competitive antagonists in FLIPRs assays in which the changes in intracellular
calcium levels measured are typically transient in nature. In these circumstances, true equi-
librium is not reached and the agonist cannot access antagonist bound receptors resulting in
non-surmountable antagonism.13 This contrasts with the behaviour of such antagonists in
systems where the agonist’s responses are sustained (for example isolated tissues), true equi-
librium is reached and the antagonism is surmountable.

The interaction of an antagonist with its receptors is described by a single parameter, affinity,
which equates to potency (unlike agonists where potency is dependent on both affinity and
efficacy). By definition antagonists have an IA¼ 0 in functional assays, in which their affinity is
measured by studying their interaction with an agonist. The affinity of antagonists can also be
measured in binding assays (as can agonists; see Chapter 10) although if such systems are used
it is essential to confirm lack of efficacy by subsequent testing in functional assays. The
following sections discuss the properties and analysis of the various classes of antagonists.

11.2.4.1 Irreversible Competitive Antagonists

Irreversible competitive antagonists are relatively rare but they are worthy of discussion as they
form the basis of the receptor inactivation method developed by Furchgott4 that allows the
estimation of the efficacy and affinity of full agonists. These agents (for example phenoxy-
benzamine) bind covalently to receptors and thereby decrease [Rtot] by making a portion of the
receptor pool unavailable for agonist binding. As outlined in section 11.2.2, agonist efficacy is
partly dependent on [Rtot] so this chemical inactivation of receptors decreases agonist efficacy
and converts full agonists into partial agonists. Under these conditions the [A50] (or pA50) of the
partial agonist curve yields a good estimate of the affinity (KA or pKA) of the agonist; the lower
the maximum effect (a) the better the [A50] of the E/[A] curve serves as an estimate of agonist
affinity. The [A50] estimate obtained under the ‘‘low efficacy’’ condition divided by the [A50] of
the control curve (no irreversible antagonist) serves as an approximate measure of the agonist
efficacy. In practice, such data can be fitted to mathematical models4,6,14 that give accurate
estimates of the parameters of affinity and efficacy (Figure 11.6).

Unfortunately, the lack of appropriate irreversible antagonists for many receptors precludes
this sort of analysis in the majority of cases. The ‘‘potency’’ of the antagonists themselves in
such experiments is somewhat meaningless as occupancy does not reach a steady state but
rather increases with exposure time and unbound antagonist is removed before assessment of
the agonist effects.

11.2.4.2 Reversible Competitive Antagonists

Reversible competitive antagonists are probably the most important class of antagonists and a
large number of clinically used drugs fall into this class. As outlined above for agonists, the first
step in the action of these drugs is the formation of a reversible, relatively short-lasting, drug–
receptor complex governed by the Law of Mass Action. This can be measured directly in binding
studies used labelled (for example, radioactively or fluorescently) compounds with the binding
describing a saturable rectangular hyperbolic function. The concentration of antagonist that
binds 50% [Rtot] defines the antagonist dissociation constant (KD or KB in functional studies)
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(Figure 11.7A). Binding of a competitive antagonist precludes the binding of other drugs to the
same sites on the receptor. This mutually exclusive binding allows test compounds to be as-
sessed for their ability to displace a labelled compound (L), a practice that is routinely used in
drug screening to derive an estimate of potency. Such indirect analysis is important as it is
impractical to label all test compounds. These displacement experiments typically yield a sig-
moidal curve (which can be fitted to a Hill equation similar to Equation (11.1)) from which the
IC50 (concentration of the test compound that produces 50% displacement of the specific
binding of the labelled compound) can be measured (Figure 11.7B).

Assuming that the interaction between the labelled compound and the test compound is
competitive then the dissociation constant (KI) of the test compound can be calculated using a
modified Cheng–Prusoff equation:15

KI¼
IC50

1þ ½L� =KD
(11:2)

Proof of the assumption that the interaction is competitive requires further experimentation,
such as studying the displacement by the test compound, of different concentrations of the la-
belled ligand. As is evident from the Cheng–Prusoff equation, at concentrations of L in excess of
KD the IC50 estimate will increase proportionately, that is, higher concentrations of L will require
higher concentrations of test compound to displace it. It is therefore imperative that the activities
of different test compounds are compared under identical conditions, that is, [L]/KD should be
constant. Since IC50 values do not infer a particular mechanism of action, they are routinely used
to compare the activities of compounds in binding assays rather than calculated KI values.

Figure 11.6 Irreversible antagonism. Panel A shows a simulation of the effects of an irreversible an-
tagonist on the response of a full agonist. Increasing concentrations of the irreversible an-
tagonist cause rightward displacement of the control agonist E/[A] curve (t¼ 100) with
depression of the maximum response (a). As the curves become increasingly depressed the
[A]50 approaches the KA affording an estimate of the agonist affinity. The data was generated
using the Operational Model of Agonism6 by varying [Rtot] which has the effect of reducing
agonist efficacy (t). Panel B shows an example of irreversible antagonism of the effects of the
k-opioid agonist ethylketocyclazocine by the alkylating agent b-chlornaltrexamine (b-CNA) in
isolated, coaxially stimulated guinea-pig ileum. E/[A] curves are shown in the absence of (K)
or following 30 minutes exposure to 10 nM (m) or 30 nM (’) b-CNA. The lines drawn through
the data are the results of fitting the data to the Operational Model of Agonism.6 The esti-
mates of pKA (affinity) and t (efficacy) for EKC were 8.3 and 9.8 respectively.
Panel B data was reproduced with permission from Leff & Dougall, 1989.38
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The affinity of competitive antagonists can also be measured in functional assays. In this
case, the presence of the antagonist (B) decreases the probability that an agonist–receptor
interaction will occur. To achieve the same degree of agonist occupancy and therefore the same
effect, in the presence of the antagonist as in its absence, the agonist concentration must be
increased. The factor (r) by which it must be increased depends on both the concentration of
antagonist ([B]) used and on how well it binds (KB). This relationship which was first described
by Schild16 is shown in Equation (11.3) below:

r� 1¼ [B]n/KB (11.3)

where r¼ [A50]/[A50]c (location parameter of the E/[A] curve in the presence of the antagonist/
location parameter of the E/[A] curve in the absence of the antagonist), KB is the antagonist
equilibrium dissociation constant and n represents the order of reaction between the an-
tagonist and the receptors (for a first order reaction n¼ 1, that is, one molecule of antagonist
binds to one receptor molecule).

Experimentally, a KB is estimated by studying the interaction of an agonist and antagonist
over a wide range of antagonist concentrations (the wider, the better). This is necessary because
drugs which are not reversible competitive antagonists may appear to be so within a narrow
range of concentrations (see Figures 11.10A and 11.11A). If the antagonist is truly competitive
then it should produce parallel rightward displacement (that is, no change in midpoint slope (n)
occurs) of the E/[A] curves with no change in the maximal response (a) (Figure 11.8A), that is,
surmountable antagonism is observed. This is intuitively obvious, since the antagonist is merely
decreasing the probability that an agonist–receptor interaction will occur, an effect that can
always be overcome by increasing the agonist concentration. The analysis involves fitting ex-
perimentally derived values of r at different concentrations of antagonist to the following form
of Equation (11.3); (Figure 11.8B).17

log10(r� 1)¼nlog10[B]� log10KB (11.4)

Figure 11.7 Competitive antagonism: Binding assays. Panel A shows a direct binding assay using 125I
labelled cyanopindolol as a b2-adrenoceptor ligand. The curve describes a rectangular
hyperbola which saturates at high ligand concentration. The ligand dissociation constant
(KD) was estimated as 0.3 nM and is a measure of the ligand affinity (1/KD). Panel B shows a
typical displacement analysis in the same system using 0.1 nM labelled cyanopindolol. The
displacing ligand, the selective b2-adrenoceptor antagonist ICI 118551 produces complete
displacement of the specific binding yielding an IC50 of 1 nM. In this instance [L]/KD is o 1.0
so the IC50 is a good estimate of the KI as calculated by the Cheng–Prusoff equation.
Unpublished data.
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Adherence of the data to this equation is judged by the finding of a linear plot with unit slope.
Under these conditions the intercept on the x-axis (log10[B]) gives an estimate of KB. When n is
significantly different from 1 then the intercept gives an estimate of pA2 (� log10KB/n). The pA2

is an empirical estimate of antagonist affinity and equates to the negative logarithm of the
concentration of antagonist that produces a two-fold rightward shift (r¼ 2) of the control E/[A]
curve. Non-linearity and slopes other than unity can result from many causes. For example, a
slope of greater than 1 may indicate incomplete equilibration with the antagonist or removal of
the antagonist from the biophase (receptor compartment). A slope that is significantly less than
1 may indicate removal of the agonist by a saturable uptake process, or it may result from the
interaction of the agonist with more than one receptor. In the latter case the Schild plot may be
non-linear with a clear inflexion.18 All of these potential complicating factors have been
described in detail previously by Kenakin.19

Although, Schild type analysis is the most robust method of assessing antagonist behaviour in
functional assays, the needs of modern high throughput drug discovery programmes dictate
that it is used sparingly to assess the mechanism of action for priority compounds. Routine
screening of antagonist properties will more likely be assessed by doing a functional Cheng–
Prusoff type experiment (Figure 11.9) in which the effects of several concentrations of the test
compound on the response to a single concentration of agonist are studied. The experimental
data can then be fitted to the following equation:20

KB¼
IC50

ð2þð½A�=½A50�ÞnÞ1=n� 1
(11:5)

As was outlined above for binding studies, the estimated IC50 is dependent on the concen-
tration of ligand employed. In this case the concentration of agonist (A) relative to its [A50]
dictates the IC50 (and hence the estimated KB). Practically, the experimenter usually employs a
concentration of agonist that is as close to the [A50] as possible so that the IC50 is a good es-
timate of the KB. The shape of the agonist E/[A] curve is also important as evidenced by the

Figure 11.8 Competitive antagonism: functional assays. Antagonism of the PGE2 mediated induction of
cAMP by the competitive antagonist Ono-AE2-227, in CHO cells stably transfected with the
human EP4 receptor (Panel A). Note the concentration-dependent parallel rightward dis-
placement of the control curves. Panel B illustrates the displacements (r values) in Schild plot
form derived for one of the five experiments that make up the data shown in panel A.
The plot has a slope of unity and the intercept on the x-axis yields an estimate of 9.5 for the
pKB (� log10KB).
Modified with permission from Ratcliffe et al., 2007.39
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inclusion of the slope parameter (n) in this form of the Cheng–Prusoff equation. When n¼ 1 the
equation simplifies to a form equivalent to Equation (11.2). Such analysis, although higher
throughput, does not discriminate different modes of action of test compounds, for example, it
will not differentiate competitive from non-competitive compounds. Without additional proof
that the interaction of agonist and antagonist is competitive it is more appropriate to use the
measured IC50 as a measurement of antagonist potency rather than calculating a KB.

11.2.4.3 Non-Competitive Antagonists

Non-competitive antagonists bind to receptors and make them functionally inoperative either
by preclusion of agonist binding or through some other biochemical mechanism that obviates
agonist effect. Under these circumstances, increasing the agonist concentration cannot over-
come the effect of the antagonist and therefore a distinctive feature of non-competitive an-
tagonists is the depressive effect they have on the maximal agonist response, that is, they exhibit
insurmountable antagonism (Figure 11.10). This mechanism has the potential therapeutic
advantage that high concentrations of endogenous agonists, (for example those associated with
tumours such as prolactinomas) are less likely to overcome the antagonist effects. The mag-
nitude of the depression will however depend on the agonist under study and the system used.
This relates to the concept of receptor reserve whereby maximum agonist effects can be
achieved at low levels of receptor occupancy (binding). For example, if an agonist can elicit a
maximum response by activation of 10% of the receptor population, then there will be a 90%
receptor reserve. Receptor reserve depends on both the receptor number ([Rtot]) and the effi-
ciency of stimulus–response coupling as well as the intrinsic efficacy of the agonist, hence non-
competitive antagonists will have differing capabilities to depress the maximal response to the
same agonist in different systems (compare Figures 11.10A and 11.10B). The same will be true
for different agonists in the same system. In terms of measuring the potency of insurmountable
antagonists the data can be fitted to a number of models to yield estimates of KB.21

Slowly dissociating reversible competitive antagonists exhibit non-competitive behaviour when
their rate of offset prevents correct re-equilibration of agonist, antagonist and receptors during

Figure 11.9 Cheng–Prusoff analysis of antagonism in functional assays. Panel A shows a histamine
concentration effect curve generated in HeLa cells which endogenously express the human
H1-receptor. 10 mM histamine (grey symbol) was chosen as the concentration of agonist to be
used to assess the inhibitory effects of the H1-receptor antagonist mepyramine (Panel B).
Mepyramine completely inhibited the Ca21 induced histamine response and yielded a pIC50
value of 8.4. As [A]/[A50] was significantly greater than 1, the affinity (pKB) estimate (9.3) is
considerably greater than the pIC50. In this case the slope of the histamine E/[A] curve was 1
so equation 11.5 simplifies to the equation show in panel B.
Unpublished data.
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the period of agonist response measurement. Under these conditions, a pseudo-irreversible
blockade of the receptors occurs whereby the agonist cannot access antagonist-bound receptors.
Antagonists with very slow off-rates offer a means of extending the duration of action (pharma-
codynamic effect) of therapeutic agents distinct from (or complementary to) optimising their
pharmacokinetic profiles.22,23 In practice this requires the identification of very high potency
(nanomolar–picomolar range) compounds although factors such as the rate of free diffusion away
from the receptor compartment are also important in determining duration of action.

11.2.4.4 Allosteric Antagonists

The modes of antagonism described above are orthosteric, that is, the antagonist blocks access
of the agonist to its binding site through steric hindrance. Allosteric antagonists in contrast
bind to their own site on the receptor to induce a change in conformation of the receptor which
in turns alters the affinity or efficacy of the receptor for the agonist. It is now clear that allosteric
ligands can both increase (for example benzodiazepines at GABAA receptors) and decrease the
affinity and efficacy of other ligands so allosteric modulators is a more appropriate term. One of
the key properties of allosteric modulators is their saturability of effect which can be evidenced
in functional experiments such as Schild analysis where a curvilinear plot is observed (Figure
11.11; contrast this with the competitive antagonist in Figure 11.8).24 This results from the fact
that while the allosterically modified receptor may have diminished affinity (and/or efficacy) for
the agonist, the agonist can still produce receptor activation in the presence of the modulator. A
detailed discussion of the complex behaviour of allosteric modulators is beyond the scope of
this chapter but the interested reader is referred to some recent reviews.25–30

Allosteric modulation offers a number of potential advantages over orthosteric antagonists.
Firstly, they can modify (that is, reduce or increase by a small amount) endogenous agonist
signals without completely blocking them thus allowing fine-tuning of responses. Secondly,
there is the potential to increase the duration of allosteric effect by loading the receptor

Figure 11.10 Non-competitive antagonism. Simulations showing the effect of a non-competitive an-
tagonist on responses to the same agonist in a system with high receptor reserve (A) or low
receptor reserve (B). Increasing concentrations of the antagonist (3, 10, 30 nM) cause more
marked depression of the agonist maximum effect in the low reserve system. Data was
simulated using a form of the Operational Model of agonism that assumes that antagonist
binding precludes binding of the agonist.37 The model parameters used were Em¼ 100,
n¼ 1, t¼ 100 (high reserve) or t¼ 3 (low reserve), pKA¼ 5.0, pKB¼ 9.0.
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compartment with high concentrations of modulator. Such large concentrations will have no
further effect than to prolong the saturated allosteric effect, that is, the saturability of the
allosteric ligand can be used to limit effect but increase duration. Another potential advantage
of allosterism is increased selectivity. Orthosteric antagonists often have limited selectivity
across receptor subtypes, for example, most muscarinic receptor antagonists exhibit poor se-
lectivity between the five known subtypes (M1–M5) presumably because they are competing with
acetylcholine for very similar recognition sites. However, the surrounding protein structure of
the receptors are sufficiently different to offer the potential for selective stabilization of receptor
conformations by allosteric modulators. The identification of a number of allosteric antagonists
with selectivity for the M2-receptor supports this hypothesis.28 Allosteric ligands also exert ef-
fects that are probe dependent, meaning that their effects are not the same towards all agonists
(in contrast to orthosteric antagonists which typically show the same degree of blockade of all
agonists). This may offer further advantages if different agonists induce different responses (or
degrees of response) following receptor activation, that is, allosteric antagonists in theory could
block the adverse effect of one agonist without affecting the beneficial effect of another. An
example of where this approach may bear fruit is the HIV co-receptor CXCR4, as there is evi-
dence of dissociation of virus binding and chemokine peptide activity.31 This raises the pos-
sibility that allosteric molecules that block HIV entry but do not interfere with SDF-1a-mediated
chemokine function could be found, thus avoiding the undesirable side-effects of blocking the
important physiological roles of CXCR4. A corollary of the above is that it is important to use the
physiological/pathophysiological agonist(s) in experiments where possible rather than synthetic
agonists. All of the above mentioned potential therapeutic advantages of allosteric modulators
remain largely theoretical as very few such agents have reached the market. Nevertheless, the
approval of the CCR5 antagonist Maraviroc for the treatment of HIV demonstrates the feasibility
of the approach. This compound inhibits the entry of the virus into cells by binding to a re-
ceptor site distinct from where the viral gp120 envelope protein binds.32,33

Finally, although the discussion above focuses on receptors, allosteric modulation of enzyme
function is perhaps a better known phenomenon. The availability of binding sites distinct from
those for the substrate again offers the potential for increased selectivity, for example, com-
pounds designed to bind to an allosteric site in a particular protein kinase are likely to have
improved selectivity over compounds targeting the well conserved ATP binding site.

Figure 11.11 Allosteric antagonism. Panel A shows the effects of acetylcholine (Ach) on the electrically
evoked contractions of the guinea pig left atrium in the absence (’) or presence of the
allosteric modulator gallamine at the following concentrations: 10 mM (m), 30 mM (.),
100 mM (E), 300 mM (&), and 500 mM (K). Panel B shows the Schild plot of the data shown
in A. The solid line (slope¼ 1) denotes the behaviour expected for a competitive antagonist,
whereas the dashed line shows the best fit linear regression (and associated slope factor)
through the points. The curve through the points and associated parameter estimates
represent the fit to an allosteric model. The estimated pKB was 6.03 and the a value of
5.3�10�3 equates to a gallamine-induced decrease in the affinity of ACh of 189-fold.
Reproduced with permission from Christopoulos and Kenakin, 2002.24
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11.3 APPLICATION TO DRUG DISCOVERY

The above sections have hopefully given the reader an understanding of the type of experiments
conducted and the analyses carried out during the early evaluation of the biological activity of
compounds. This section aims to illustrate the utility of this process in drug discovery by de-
scribing a series of experiments that led ultimately to the development of AZD1981, a selective
DP2 (CRTh2) receptor antagonist. In 2001, this receptor was discovered, somewhat unexpectedly
to respond to prostaglandin D2 (PGD2).34 This finding together with its high expression on Th2
cells, eosinophils and basophils rekindled interest in the role of PGD2 in allergic diseases and
prompted many companies to initiate projects aimed at the identification of selective DP2 re-
ceptor antagonists. At AstraZeneca, during development of the primary assay, a common
finding was a biphasic rather than monophasic PGD2 E/[A] curve (Figure 11.12A). Reasoning
that the biphasic curve may be the result of PGD2-induced release of PGE2 and subsequent
activation of an endogenous EP receptor in the HEK cells in which we had overexpressed the
human DP2 receptor, we attempted to ‘‘clean up’’ the assay by blocking the endogenous pro-
duction of PGE2. For that purpose we used the cyclo-oxygenase inhibitor, indomethacin, which

Figure 11.12 Application to drug discovery I: Identification of DP2-receptor Partial Agonists. Panel A shows
typical PGD2 E/[A] curves in HEK cells stably transfected with the human DP2-receptor as
assessed by measurement of increases in intracellular [Ca21]. The responses appear to plat-
eau at 1 mM then increase again at higher concentrations. The inset shows the logic for using
indomethacin to try and make the PGD2 curve monophasic. Panel B shows the effects of pre-
incubating 3 mM indomethacin on responses to PGD2—complete ablation was observed.
Panel C shows that indomethacin exhibited DP2 receptor partial agonism and also highlights
the discovery of another compound AR-C157572 which had lower potency and lower IA.
Panel C data, redrawn with permission from Birkinshaw et al., 2006.35 Other data
unpublished.
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we pre-incubated with the cells before measuring the response to PGD2. To our surprise, this
did not make the PGD2 E/[A] curve monophasic but rather ablated it completely (Figure 11.12B).
This suggested that indomethacin was either an antagonist of DP2 or an agonist that had
desensitised the response to PGD2. Further experimentation confirmed the latter to be true and
identified indomethacin as a partial agonist with relatively high IA (0.72) (Figure 11.12C).35

This finding was subsequently confirmed by other investigators.36

As highlighted in section 11.2.2, partial agonists are good staging points on the way to
identifying antagonists so we next moved on to test a range of indomethacin analogs and
quickly identified a number of moderately potent antagonists (exemplified by AR-C157573,
Figure 11.13A and B) as well as some additional partial agonists. These antagonists had a
mechanism of action consistent with competitive antagonism in both the primary assay and in
more physiologically relevant cells such as human eosinophils (Figure 11.13B). Further opti-
misation of potency, as well as all the other properties essential for a safe, oral treatment, ul-
timately led to AZD1981which progressed to clinical development. Interestingly, this compound
had a mechanism of action inconsistent with competitive antagonism (Figure 11.13C) as evi-
denced by the finding of similar pIC50 values in a radioligand binding assay, using concen-
trations of [3H]PGD2 that were 100-fold different.37

Figure 11.13 Application to drug discovery II: Turning DP2-receptor Partial Agonists into Antagonists.
Panel A illustrates structural modifications that converted the partial agonist AR-C157572
into a moderately potent antagonist, AR-C157573. Panel B shows the effects of AR-C157573
on PGD2 induced up-regulation of the adhesion molecule CD11b on human eosinophils, as
assessed by flow cytometry. The antagonist produced apparently competitive antagonism
yielding a pKB value of 6.8 which was consistent with the value (7.0) obtained in the primary
(Ca21) assay. Panel C shows the effects of the clinical candidate (AZD1981) from this re-
search programme in a radioligand binding assay, employing DP2 expressing membranes.
The measured IC50 value for AZD1981was similar against two different concentrations of
[3H]PGD2 indicating that this compound is not a DP2 receptor competitive antagonist.
Panel C data reproduced with permission from Schmidt et al., 2013,37 other data
unpublished.
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11.4 CONCLUDING REMARKS

The application of the principles and the various analyses described in this chapter are the
cornerstone of structure–activity relationships. They have also significantly enhanced our
understanding of the mechanism of action of agonists and antagonists, and ultimately facili-
tated the discovery of new therapeutic agents. Whereas the measurement of the biological ac-
tivities of compounds synthesised by medicinal chemists is only one component of a successful
drug discovery screening cascade, the information generated influences all future project
stages, including clinical testing. Accordingly, this initial interface between the disciplines of
chemistry and biology remains one of the most exciting and rewarding areas of medicinal
chemistry.

HINTS AND TIPS

Agonist ligand binding assays have the benefit of confirming that the compounds bind to the
target of interest, but in most instances give no information on efficacy. Functional assays are
required to provide estimates of IA or efficacy.

As drug efficacy is both a drug and system dependent parameter, an agonist can
demonstrate different behaviours in different systems.

Testing agonists in recombinant cell systems over-expressing the target of interest offers
the advantage of high throughput and robustness, but a disadvantage is that the agonist
responses observed may poorly reflect those in the biologically relevant cells/tissues due to
differences in receptor number and/or coupling and the readout. Testing of compounds in
more relevant cellular and tissue systems is therefore desirable before progressing to in vivo
testing.

Partial agonists are good staging posts on the way to the design of antagonists.
The Cheng–Prusoff (‘‘IC50 type’’) analyses typically employed in screening cascades provide

very limited information on the mechanism of action of the test compounds.
To allow meaningful comparison of IC50 values derived from Cheng–Prusoff type analyses

it is imperative that the ratio of [L]/KD or [A]/[A50] remains constant in the assay.
Allosteric modulators offer the potential of increased selectivity over orthosteric

modulators.
As allosteric modulators can block the effects of one agonist and not another, it is

important to use the physiological/pathophysiological agonist(s) in experiments where
possible rather than synthetic agonists.
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CHAPTER 12

Animal Models: Practical Use and
Considerations

MILENKO CICMIL* AND ROBBIE L. MCLEOD

Merck Research Laboratories, 33 Avenue Louis Pasteur, Boston, MA, USA
*E-mail: milenko.cicmil@merck.com

12.1 INTRODUCTION

It is commonly accepted that in general animals, particularly mammalian species, share many
common aspects that engender and sustain life. For example, mammals have a complex and
dynamic central and autonomic nervous system that regulates multifaceted physiological
processes such as digestion, body temperature regulation, respiration, circulation and so on.
Thus, the advancement of biomedical sciences is and has been substantially predicated on the
thesis that animal physiology can be exploited to learn human biology. While this may be
generally true, the application of pharmacological treatments in order to prevent pathophy-
siological mechanisms across species adds greater opportunity for discord to humans.
Historically, the use of animal models in drug discovery has been integral to the development of
novel therapies. Unfortunately, the translatability of animal model data into the clinical arena
continues to be subject to seemingly everlasting debate (Figure 12.1). Nonetheless, due to
pipeline attrition of new drugs, pharmaceutical companies are utilizing several strategies,
including pharmacokinetic-pharmacodynamic (PKPD) approaches, to enhance the probability
of successfully advancing novel compounds from the bench to human patients. Central to the
PKPD modeling is a deep understanding of the utility and limitations of animal models.

In this chapter we make a distinction between pathway biology PD models and disease
mechanism models. PKPD modeling can be applied to both types. We define a pathway biology
PD model as being a model with a relatively quick turn around and a relatively simple meas-
urable output, or endpoint, that informs on drug action and engagement along a specific
biological process or pathway. While this type of model can be used in any phase of drug
discovery (i.e. target validation, lead identification or lead optimization), it is more often used in
lead optimization where there are efforts by a scientific team to advance the ‘‘best’’ compound
from an inventory of related drugs that may share similar physiochemical and pharmacological

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org

310

08
:3

6:
40

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
03

10



properties. Afterwards, there may be the desire to profile the lead molecule(s) in a disease
related model. No animal model encapsulates the complexities (i.e. chronicity, heterogeneity,
etc.) of human illness. Indeed, these assays typically only share some limited feature(s) of
human diseases. In short, there are no animal models of asthma, rheumatoid arthritis (RA),
Alzheimer’s, and so forth. Consequently, we refer to this second type of model as being a disease
mechanism model. The aim of this chapter is to provide information on the basic principles on
the effective use of both pathway biology and disease mechanism models. We provide high level
guidance on the use of animal models in the context of in vitro pharmacology and PK data,
focusing on preventing the over-interpretation of integrative data. We discuss practical aspects
of experimental design for in vivo studies and offer useful considerations for the medicinal
chemist and other biomedical scientists. Ethics, relevant species choice, group size, statistics,
pharmacodynamic (PD) end point and PKPD relationship are addressed. Additionally, some
practical examples of pathway biology PD (LPS-mediated cytokine liberation in rat serum) and
disease mechanism animal (rheumatoid arthritis; asthma) models are provided.

It is worth remembering that in order for scientists to successfully model relevant aspects of a
disease, they must have sufficient understanding of the pathological changes associated with
the disease itself. Often there is incomplete understanding of the clinical phenotype and this is
reflected in the restraints of the current repertoire of animal models. As a consequence, in vivo
researchers can only model pathophysiological mechanisms that are currently available to
them—the implication being that one can only model what one knows.

12.2 BASIC PRINCIPLES AND MAJOR CONSIDERATIONS OF ANIMAL MODELING

As we indicated above, there are legitimate arguments against and in support of the use of
animal models in pharmaceutical sciences. A recent review by McGonigle and Ruggeri1 con-
cluded that, ‘‘the predictive value of an animal model is only as useful as the context in which it
is interpreted.’’ However, ‘‘rather than dismissing animal models as not very useful in the drug
discovery process, there must be focus on improving existing and developing new animal
models.’’ This begs the question, what does the ideal animal model look like? While there is
expected to be some understandable uniqueness (among animal models) depending on the
pharmacological inquiry being studied, we believe that there are some mutual features that may

•  No in vivo model can encapsulate all the aspects of the symptoms or pathologies of a disease

•  We can only model what we understand (pathway biology)

•  Inconsistent clinical pharmacological
   translatability
•  Acute uniform models of acute responses in
   adults animals
•  Major anatomical differences 
•  Comparable human endpoint measurements
   are often difficult in animals
•  Animal models do not capture the chronicity
   or the heterogeneity of human diseases

•  Animal models are the most
   relevant available for modeling in
   vivo processes
•  Historically used to inform on
   physiology/pathology
•  Useful for PK/PD modeling
•  Integrates ”efficacy” with safety
   and disease biology

Figure 12.1 Balancing the rational use of animal models in drug discovery. Listed are common argu-
ments against and in support of the use of animal models to support development of novel
pharmacological drug entities. The current thinking around the utility of animal models is
based on the belief that ‘‘the predictive value of an animal model is only as useful as the
context in which it is interpreted.’’
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improve translatability to clinical settings (Figure 12.2). For example, these include character-
istics such as having similar anatomy, physiology and pathology linking the animal model to
the clinical condition, measuring the same or equivalent endpoints or biomarkers in both
animal and human experiments and showing comparable pharmacological responses between
animal assays and proof of concept studies in man. While obvious, it is important to point out
that translatability between preclinical and clinical models are improved by having some his-
torical precedence and/or an established blazed path to progress compounds through a
pharmaceutical pipeline. For example, if we were interested in developing a new antihistamine
(anti-allergy drug for allergic rhinitis), given the successful development of drugs like azelastine,
cetirizine, desloratadine, fexofenadine, levocetirizine, loratadine and olopatadine over the past
two decades it may be reasonable to use analogous tactics, including animal experiments, to
advance your new drug entity. Indeed, we would be likely to use several of these drugs as
positive comparators in our pathway biology PD and disease mechanism models. Nevertheless,
before we conduct any in vivo experiments it is important to address some the following basic
regulatory requirements and milestones for successful animal experimentation.

12.2.1 Ethics, Legal Requirements and 3Rs

Both the European Union and the USA legally require researchers planning any experiment
using animals (vertebrates) to consider whether the objective of that experiment can be
achieved using an alternative approach. Animal research in the UK is regulated by law. These
laws cover the people carrying out the research, the research project itself and the location of
the research. Primates, cats, dogs and horses are given special status under the Animals
(Scientific Procedures) Act 1986. They can only be used if no alternative research model would
suffice and if their use can be justified by the scientist. Breeding facilities are also regulated by
law and are formally licensed by the Home Office. Russell and Burch74 (1959) developed an
effective tool to assist the researcher in planning the use of animal models called the ‘3Rs’—
Replacement, Reduction and Refinement.

Similar genetic basis to
human disease or can be

readily engineered

Similar anatomy and
physiology to human

Similar pathological
response and underlying

mechanisms that
recapitulate key features

of human disease

Similar endpoints as used
in a clinical trial

Responsive to drugs
with known clinical

efficacy

Predictive of clinical
efficacy—translational

validity

Improving predictive
value of animal

models

Figure 12.2 The ideal animal model. The figure lists characteristics that if aligned may improve the
translatability of animal models. Additionally, ‘‘translatability between preclinical and
clinical models is improved by having some historical precedence and/or an established
blazed path to progress compounds through a pharmaceutical pipeline.’’
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1. Replacement—consider achieving goals using modeling, tissue culture, or lower organisms
such as C. elegans or Drosophila.

2. Refinement—if is not feasible to replace animals, researchers must try to minimize suf-
fering and pain to individual animals.

3. Reduction—minimize the number of animals used in each experiment. In order to achieve
this goal, researchers need to have a good understanding of their model; they must set
clear objectives for the study and understand biological variability, in order to apply ap-
propriate statistical tests.

Although the use of open access journals has revolutionized biomedical research and con-
tributed enormously to data sharing across the research scientific community, there is still
substantial evidence showing that the reporting of in vivo data for biomedical research often
fails to accurately describe research methods and, in some cases, to report results appropriately.
This in turn can have a range of implications for the entire research process and in some cases
the reputation of the investigators involved. Kilkenny et al. highlighted major unreported
characteristics of animal experiments ranging from details about species, i.e. strain, sex, age,
weight, to lack of clarity as to which statistical method has been used. It is vitally important that
investigators create and then follow well designed experimental protocols, to ensure the use of a
minimum number of animals in providing valid results. It is becoming increasingly recognized
that the number of animals used does not necessarily lead to an improvement of the output, but
in many cases merely illustrates the bad design of the experiment.2

12.2.2 Define Objective of the Study and Readouts

The aims and objectives of the experiment must be clearly defined and the species must be
carefully selected (Table 12.1). An experiment is usually designed to test a hypothesis, or dif-
ferences between two variables, such as dose of a chemical used and an observed response.
Alternatively, the objective of the experiment may be to explore a particular hypothesis, to
formulate a new hypothesis, or simply to gather data for information purposes. Therefore, al-
though formal statistical testing may be performed, it may not be the main objective of the
study. No researcher should design an experiment without having a clear understanding of how
the resulting data will be analyzed. In order to perform in vivo experiments, researchers need to
assign an ‘experimental unit’, which is a unit of replication that can be randomized and receive
different treatment. Individual animals, or a group of animals, are often considered to be an
experimental unit. However, if for example the objective of the experiment is to compare dif-
ferent diets and the animals in the same cage have the same diet, the cage as a whole will be
deemed a unit and not any individual animal. Conversely, if a particular cell type is isolated
from animal blood or tissue and placed on culture dishes for different treatment, than each
culture dish will be the experimental unit and not the animal the cell(s) originated from. Failure
to correctly identify the experimental unit is the most common mistake in the design of in vivo
experiments. To enable appropriate statistical analysis, experimental unit readouts must be
clearly defined, robust and reproducible.

12.2.3 Controlling for Variability

Controlling for variability within in vivo experiments is an essential part of the experiment. To
design efficient experiments that produce meaningful quantification, researchers must have
sufficient understanding of the biological variability between effect (signal) and variability
(noise). Variability can be separated into two groups: ‘random’ variability, which is mainly due
to individual variability between animals; and ‘fixed’ variability, such as animal sex, strain, diet,

313Animal Models: Practical Use and Considerations

08
:3

6:
40

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
03

10
View Online

http://dx.doi.org/10.1039/9781782621836-00310


age and housing. The latter can be controlled by researchers. Increasing the signal to noise
experimental window will result in an improvement in statistical significance and lead to a
reduction in the number of animals used per experiment. The statistical significance test is
mainly driven by the signal to noise ratio, hence if ‘noise’ within the experiment is significant,
the biological effect (of) the ‘signal’ can be masked, making interpretation challenging.

12.2.4 Animal Housing

Animals housed under optimal environmental conditions usually exhibit greater uniformity
than animals housed under poor conditions. Bedding, diet (particularly for long term studies),
and physical environment can influence the outcome of experiments. Always procure bedding
from reputable vendors that have been regularly vetted. Housing mice individually appears to
increase variability in comparison to group housing.3

12.2.5 Animal Weight

Animals should be stratified by weight using randomized experimental design. Failing to do so
can result in variability and create bias within the experiment.

12.2.6 Treatment

Applying treatment uniformly across all animals is an essential part of any in vivo experimental
design. Although this can be achieved in the majority of cases in experiments using transgenic
animals, it may be challenging in some cases due to the limited availability of the animals.
Although not ideal, this can be overcome by using a single animal for each experimental group
over a period of time.

12.3 ADDITIONAL CONSIDERATIONS WHEN WORKING WITH ANIMALS

12.3.1 Controls

Wherever possible, researchers should always include one or more control groups which are
either untreated (satellite), or treated with placebo, or sham-treated animals. It is good practice
to consider controls as treatment groups. If experiments are repeated frequently over time,
controls should be monitored in order to understand fluctuation and trends. Analyzing the data
with time as a control chart (Manhattan plot or Shewhart chart) enables unusual results to be
identified from natural variability and is generally considered a useful monitoring tool.

Table 12.1 Typical species used in research settings.

Species Adult weight (g) Weight at birth (g) Average longevity (years)

Mice 25–30 1–2 1–3
Rats 250–600 5–6 2–3
Hamster 30–40 1–2 2.5–3
Ferret 750–800 10 5
Guinea pig 500–800 85–90 6–8
Rabbit 1000–7000 100 5–6
Cat 35000–4500 110 13–17
Dog 10000–30000 200–500 13–17
Rhesus Monkey 5000–12000 400–450 15–20
Marmoset 250–600 25–35 8–12
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12.3.2 Choice of Animals

Given that diseased animals are usually more variable than healthy animals, it is desirable to
use, ‘‘Specific Pathogen Free’’ (SPF) animals. This approach reduces the number of animals
required and allows greater statistical precision. SPF animals are widely available from com-
mercial breeders. Care needs to be taken to avoid infection within the animal unit as infections
can potentially have a detrimental effect on animal models or readouts.

12.3.3 Species Choice

In general, species choice is mainly governed by: physiology; relevant translatability to
humans; availability of the model across different species; model robustness; and model
reproducibility. For example, if research is performed for cancer therapy and the objective is
to investigate the role of a particular gene or protein within disease-like settings, the most
likely strategy would be to use a mouse model. In addition, their smaller size and the
abundance of genetic variances make mice often the preferred choice to rats. Generating
complete knockout, or conditional knockout models is economical and a relatively straight-
forward process these days. Rats are the next obvious choice as laboratory species, mainly
because of their size and the existence of a large bank of current experimental evidence re-
garding their physiology, pharmacology and toxicology. Other rodents such as guinea pigs,
gerbils, ferrets and hamsters are also frequently used, depending on their anatomical and
physiological similarities with humans. A good example of this is the use of guinea pigs,
particularly within the respiratory therapy, where similarities with humans in the anatomical
and physiological composition of their lungs make this species an attractive choice for animal
modelling. Larger species such as rabbits, dogs and sheep are also frequently used in tox-
icology studies, as well as to investigate particular physiological questions that cannot be
addressed using mice and rats. It is also common to use non-human primates in biomedical
research (Table 12.2). In general, the larger the animal, the fewer the numbers used in the
experiment. Although in drug discovery settings more rats are used than mice, there is no
particular statistical justification for this. A more likely explanation is that rats, being larger,
allow for more parameters to be measured with greater precision. Rats are also a popular
choice for safety and toxicology studies within the drug discovery environment, hence the
current attraction of PKPD relationship assessment. The cross-over activity of compound
series across the different species is also an important determinant in selecting species for
animal model experiments. Ideally test compounds should exhibit similar pharmacology to
humans in the chosen species.

12.3.4 Genetic Definition of Strain

There is a large range of genetic types currently used for biomedical research, which can be
divided into three main types:

� Genetically undefined ‘outbred’ animals—each animal in this stock should be considered
generally unique (i.e. there will be limited knowledge about its genotype), unless deter-
mined. Still used in some disciplines, but the use of these animals is considered less
desirable by researchers these days due to their inherent variability and potential for
genetic drift.

� Genetically defined ‘isogenic’ animals—the most important factor regarding these strains
is that their genotype is replicated across all individuals. Inbred strains are generally
produced by more than 20 generations of mating between so called ‘‘brother and sisters’’
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Table 12.2 Attributes and limitations of common mammalian species used in biomedical research.

Species Advantage Drawback Current use

Mouse Small in size, reproduce
quickly, amiable for
genetic manipulations.

Share some degree of
similarities to human
physiology and anatomy
but not all.

Majority of biomedical
research is currently
conducted in mice.
Leading mammal for
experimental genetics.

Rats Larger than mice and
frequently used as a
standard physiological
and toxicological species.
Popular in cardio-
vascular, hypertension
and immunological
modeling. Used in
behavior studies, rats’
cognition and memory is
superior to mice.

Lack of complete genome
data.

Second most cited animal
model species. Cardio-
vascular, hypertension,
brain and nervous
system, cancer research,
toxicology, respiratory,
infection and immunity,
psychology and behavior.

Ferrets Share many anatomical
and metabolic features
with humans: Estrous
cycle similar to human
menstrual cycle, develop
similar flus symptoms to
humans. Alternative to
dogs and primates in
some toxicology studies

Require specific handling
and housing conditions.
Lack of genetic
information and
reagents.

Reproductive, heart, brain
and digestive system
research. Vaccine and
anti-emetics
development.

Guinea Pig Similar lung anatomy and
mediators to human air-
way disease pathology,
similar receptor pharma-
cology to human. Allergic
reactions—anaphylaxis.
Anatomical similarity to
human airways. Dietary
requirement for
vitamin C.

Influence of the axon reflex
over airways which is
limited in humans. No
published reports on
transgenic guinea pigs.
Compared to mice,
substantially less of the
guinea pig genome is
known. Low arterial
blood pressure. High
baseline airway
hyper-responsiveness.

Research for: asthma and
allergies; nutrition, safety
and hearing.

Rabbit Easy to handle and widely
available compared to
larger animals. Some
similarities to bone
mineral density and
remodeling with
humans. Spontaneously
develop some form
of cystic fibrosis,
cholera and
hypercholesterolemia.

Diverse genetic back-
ground in comparison to
inbreed or outbreed mice
which can lead to
increase in variability if
single gene is studied.

Frequently used for
antibody production.
Research for: lipid
metabolism,
atherosclerosis
hypercholesterolemia,
orthopedics and medical
device testing prior to
larger species, dental
implantation.

Dog Share many anatomical
and pathological features
with humans.

Larger species requiring
larger compound
amounts and special li-
cense from Home Office.
Fewer animals per group
limits statistical
robustness.

Research use:
neuroscience,
cardiovascular, diabetes,
endocrinology,
respiratory, bone and
joint studies, multiple
sclerosis, safety and
toxicology.
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and in many cases they represent clones of genetically identical material. These
isogenic animals tend to exhibit phenotype uniformity when compared to outbred
animals. There are over 600 inbred strains of mice and rats available worldwide. Never-
theless, about 80% of research is conducted using only the most popular 10 strains of
isogenic animals (Table 12.3). It is important to emphasize that each strain has its own
unique characteristics. Certain strains develop cancer naturally, such as (AKR/J) mouse
strains, others are more prone to immunological phenotype (Table 12.3). A common ap-
proach is to choose a strain based on a particular research project. However, the most
popular strains used in general research are BALB/c or C57BL/6 for mice or Lewis and F344
for rats.

� Partially defined strains of animals (mutant and transgenic with an unidentified genetic
background)—only the genotype of the particular locus in these strains is usually defined.
This is typical for transgenic animals that are bred with an undefined background in order
to improve their survival rate. Potentially, use of these strains can create substantial
challenges for data interpretation, since these animals can have genetic drift in their
background strain genotypes and this can lead to modification of expression or functional
redundancy of the gene of interest.

It is important to note that within each type there are individual strains and stocks of animals
with specific characteristics. This increased complexity makes the investigator’s task in se-
lecting the correct strain quite a challenge. However, in some specific cases a particular strain,
transgenic strain or even mutant is chosen due to its potentially desirable features or charac-
teristics. For example, it is quite common for hypertension studies to use spontaneously
hypertensive (SHR) rats since they have a propensity to develop hypertension and therefore
provide a good phenotypic research tool.4,5 Furthermore, certain mouse strains seem to develop
a particular type of tumor, or grow tumors at a higher rate than other strains.6,7 A very popular
mouse strain in the asthma research area is BALB/C, because of its propensity to develop robust
and reproducible Th2 responses, which are considered one of the pathologies of the human
disease. As good practice, however, it is generally desirable to use animals from defined isogenic
stock.

12.3.5 Statistical Analysis

In the majority of cases, the purpose of an animal experiment is to allow the researcher to assess
whether a particular treatment causes changes in an outcome/biomarker (readout) of interest.

Table 12.2 (Continued )

Species Advantage Drawback Current use

Non-Human
Primates

Closest to human in terms
of anatomy, physiology,
metabolisms and
pathology.

Larger species, fewer
animals/group limits
statistical robustness and
ethical considerations.

Research use: HIV,
neurology, behavior,
cognition, reproduction,
Parkinson’s disease,
stroke, malaria,
respiratory viruses,
infectious disease,
genetics,
xenotransplantation,
drug abuse, vaccine and
safety drug testing.
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This will be followed by statistical analysis, which helps calculate the probability of error within
the experiment. In other words, to assess the probability that the observed outcome occurred
due to chance, (known as a false positive), instead of the real effect. The proof of good ex-
perimental design is to be able to determine beyond reasonable doubt that the causative effect
is produced by the treatment itself rather than experimental variability. There is an important
relationship between experimental design and the statistical methods used for data analysis. In
the majority of situations where the efficacy of either one, or both of these, are called into
question, one or two possible scenarios have occurred:

a. In vivo scientist possesses good knowledge about in vivo models, but often
lacks basic principles of statistical design. ‘‘We have always performed experiments this
way. . .’’

b. Statisticians have extensive theoretical knowledge of statistical design, but often very little
understanding of the in vivo model.

Table 12.3 Most popular mouse and rat strains.

Mouse strains Comments Rat strains Comments

BALB/C Used for immunology and
oncology models. Produce
robust Th2 responses frequently
used for asthma models.
Resistant for diet induced
atherosclerosis. Frequently util-
ized for generating antibodies.

F344 Used for general purpose,
experimental autoimmune
encephalomyelitis (EAE),
oncology and autoimmunity.

C3H Used in cancer and infectious
disease area.

Lewis Used for transplantation,
induced arthritis/inflammation
EAE and streptozotocin
(STZ)-induced diabetes.

C57BL/6 Most popular strain. Sensitive to
pain and cold. Whole genome
published. Convenient to create
transgenic.

SHR Hypertension research.

CBA Used to study autoimmunity.
Commonly used for leukemia
research also develop
mammary tumors.

WKY Control for SHR rats.

129 Many sub-strains available—
used for targeted mutations.
High incidence of teratomas.

Brown Norway
rats

Used for allergic respiratory and
immunological research.

DBA/1 Widely used for arthritis models.
Susceptible to develop
atherosclerosis once on
artherogenic diet.

Dark Agouti Used for EAE, arthritis and
cardiovascular research.

C57BL/10 Used in immunological research.
Susceptible to ovalbumine but
not to DNP-KLH. Susceptible to
TSNB colitis and EAE.

WAG Used in neuroscience, cancer and
immunology research.

AKR/J Used for cancer research and
immunology.

PVG Immunology research.

SJL Used for multiple sclerosis. Sus-
ceptible to EAE and muscular
dystrophy. Immunocompetent
but have elevated T cells
number.

Sprague Dawley Most widely used. Used for
toxicology, safety reproduction
and developmental testing.
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The analysis of variance (ANOVA) is a contemporary versatile statistical method, commonly
employed by researchers to quantitatively analyze experimental data. The validity of ANOVA
relies on the following assumptions that:

1. The deviations of each observation from their mean group have normal distributions;
2. The variances within each group are approximately equal; and
3. The observations are independent of one another.

It is common to use ANOVA to compare several treatments within an experiment. Using
this approach, ANOVA can indicate whether there is sufficient evidence that the treatment
across the groups is different. In addition to analyzing the whole experiment (using all
collected data), researchers often like to be able to differentiate controls, or compare
individual groups to each other. This can be achieved using post-hoc multiple comparison
treatment (Table 12.4). However, the more tests that are performed on the same data set, the
greater the possibility, or risk, that one of the tests will produce statistically significant
results purely by chance, leading to a false positive. This is mainly due to the reduction in
sensitivity caused by multiple comparisons. Tukey’s, Dunnett’s and Bonferroni’s, are the most
frequently used multiple comparison tests as briefly described in Table 12.4. These tests
should only be used if there is a significant overall treatment difference in ANOVA. It is good
practice for experiments to test simple hypotheses, as well as avoiding multiple post hoc
comparison.

12.3.6 Unexplained Data Exclusion

It can be tempting to exclude an observation without any explanation, because it spoils an
otherwise good result. In fact, excluded data points should be noted as well as the reason for the
omission. Experimental outliers should be investigated in order to fully understand and improve
the model.

12.4 BUILDING A PLATFORM OF EVIDENCE TO ADVANCE THE
PHARMACOLOGICAL PIPELINE USING ANIMAL MODELS

A major use of animal models is to explore the relationship between the drug’s pharmacokinetic
profile, the timing and magnitude of a biomarker and/or a clinically meaningful effect in the
animal model. Ideally, the data from the animal model should support an integrative platform
of evidence, building with a line of sight to clinical proof of concept (Figure 12.3). Mathematical
modeling and simulation experiments are critical parts in formulating the PKPD hypothesis,

Table 12.4 Examples of certain statistical analysis tests.

Test Comments

Tukey’s Methods used for comparing several treatments. Tukey’s test is essentially a t-test,
except that it corrects for multiple comparisons, therefore more suitable than
t-tests.

Dunnett’s test Multiple comparison procedure comparing each of the number of treatments with
a single control.

Bonferronni’s test Most conservative multiple comparison method. ‘‘Bonferroni adjustment’’
suggests that the ‘‘p’’ value for each test must be equal to or less than alpha, the
critical level of p used to decide on statistical significance, divided by the
number of tests.
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which can then inform the design of later pre-clinical and clinical studies. Control of the
pharmacokinetic profile builds confidence that modulation of the chosen biological mech-
anism is indeed driving the pharmacology, rather than some as yet undefined off-target effect.

Important questions that can be answered with PKPD models include:

a. What degree of ‘‘occupancy’’ of the biological target mechanism is required to generate a
meaningful pharmacodynamic response?

b. Does the drug have to be present at high enough concentrations to engage the biological
mechanism throughout the dosing period, or can the drug use a hit-and-run mechanism
(i.e. Cmax driven PKPD relationship?

c. How long does the target need to be engaged before a meaningful pharmacodynamic
effect can be measured?

d. How does the pharmacokinetic and pharmacodynamic profile relate to any adverse events
that can also be measured (maybe at higher doses)?

It is good practice to consider the following guiding principles before embarking on
designing PKPD in vivo models. Although some practical aspects of animal modeling may
vary across different research areas, there is unanimous agreement on how to build the animal
model or a tool, in order to study and understand the PKPD relationship and achieve the end
product.

12.4.1 Specificity

Models should be induced with specific stimulus that is relevant to the target/pathway of
interest. In order to understand PKPD, researchers must understand their model and select a
biomarker that links to the clinical end point, (i.e. which cells or tissue produce biomarkers/
readouts of interest). It is worth remembering some basic principles: A) identify the tissue of
interest; B) understand the target expression of the tissue; and C) understand compound ex-
posure at the site of action. The combination of all these parameters can enable assessment of
both target engagement and the PKPD relationship.

Pre-clinical research
operating plan

evaluation assays

Pathway biology
models 

Disease mechanism
models

Preclinical
pharmacology

Clinical
pharmacology

PKPD

Confidence in compound 

Confidence in target 

Figure 12.3 Animal models: building platform of evidence to bridge preclinical pharmacology to clinical
success. Animal studies are not conducted in isolation. This work should be considered, in
the context of in vitro and PK data, looking towards clinical proof of concept.
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12.4.2 Robustness

The induction of the model needs to be sufficient in magnitude (assay window) in order to allow
differentiation between the compound doses (i.e. treatment groups). Although this is often
assay dependent, any assay windows less than three-fold are generally considered insufficient
for detailed pharmacological evaluation and PKPD assessment, particularly if there is a high
degree of experimental variance around the treatment means.

12.4.3 Reproducibility

It is essential to have a reproducible response in the model, enabling direct comparison across
different experiments. Monitoring baseline and induction responses longitudinally is essential.

12.4.4 Simplicity

Whenever possible, models should be simplified. Complex model design with multiple or
cocktail drug induction challenges tends to result in a large number of variables, which in turn
often leads to a reduction in reproducibility.

12.4.5 Tools and Reagents

It is important to have adequate tools in order to generate a robust PKPD model. For example,
the use of supra-maximal doses of human specific reagents (i.e. cytokines), in order to overcome
non specificity of the reagents. The implications of using non-specific tools can often lead to an
off target effect or response within the model.

In addition to the aforementioned, it is also very important that in vivo pharmacology and PK
data are captured within a designated data base, in order to be available for further analysis,
monitoring reproducibility and legal/regulatory purposes. Currently, pharmaceutical and biotech
companies have different approaches in capturing in vivo data, ranging from fully integrated data
capturing system available to all scientists, all the way to data being stored on share drives or
individual folders being available only to scientists involved in the experiments. This often leads
to misinterpretation of the data and difficulties comparing different experimental conditions.

12.5 EXAMPLES OF PATHWAY BIOLOGY PD AND DISEASE MECHANISM MODEL

12.5.1 Pathway Biology PD Model

12.5.1.1 Lipopolysaccharide (LPS) Challenge Model

LPS is a component of bacterial cell membranes and is an endotoxin that through binding to
CD14/TLR4/mdm2 receptor complex promotes innate immune responses. The use of LPS is
frequently employed in experimental settings to elicit robust, reproducible cytokine release and
subsequent inflammatory cell recruitment, (and pathological consequences), in various tar-
geted organ systems. Thus, a LPS model represents a good showcase example to highlight some
very basic aspects of PKPD modeling. LPS has been administered by systemic or the inhaled
routes to an assortment of animals, including guinea pigs,8,9 rabbits,10,11 dogs12 and pigs.13

However, rat and mouse LPS models are the most common.14,15 Given the fact that LPS is also
used to study human biology (i.e. from ex vivo samples or clinical studies), an opportunity is
presented to link preclinical PKPD relationships with successful drug action in man. None-
theless, taking a step back to animal models, there are a few aspects that researchers need to be
aware of in order to use LPS vivo models appropriately for PKPD. The first is having a clear
understanding of what are the desired essential supporting data sets (in vitro and ex vivo), that
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provide mechanistic insights into the basic pharmacology of the test drug. As simple as this may
appear to be, many well-meaning scientists have arbitrarily selected doses of LPS, or com-
pounds, for in vivo experiments, perhaps sometimes from published reports, without a clear
understanding of how their pharmacological agent interacts with the target (receptor, enzyme,
etc.). Using in vitro studies, (receptor binding assay or a cell based functional assay) to establish
an IC50 (the molar concentration of an antagonist or agonist that elicits 50% of its maximum
effect) and the maximum achievable efficacy is a good starting point. As a sidebar, the concept
of maximum achievable efficacy is exceptionally important when dealing with agonists, as they
can vary in the responses they produce. For example, some agonists can produce their max-
imum efficacy while only stimulating a low number of receptors (i.e. ‘‘super agonist’’). On the
other hand, low potency agonists may interact with the receptor only to produced partial efficacy
(i.e. partial agonist). Secondly, it is important to have an understanding of ‘‘off target’’ inter-
actions, as this may allow better explanations of the in vivo data, particularly around under-
standing potential side effect liabilities and if the drug is engaging a second target that may also
potentially contribute to whole animal efficacy. In the example below, data from a typical LPS
PD assay is provided. In this experiment, different doses of LPS were administered by the i.p.
route to mice (Figure 12.4). At 1.5 and 3.0 hours post LPS treatment, blood was collected and
IL-6 and TNF concentrations in the serum were determined. Although this type of LPS model is
robust and reproducible, there are salient points that require mentioning: (1) Cytokines
measured in the blood can originate from different sources (liver cells, Kuppffer cells, PBMC or
epithelial cells) which can potentially complicate interpretation of the results if target ex-
pression is restricted to a particular tissue or cell population. (2) The kinetics of cytokine release
is very important. Note the differences in the relative concentrations of TNF and IL-6 as a factor
of time. TNF is a short lived cytokine that in the current experiment was only marginally de-
tected after 3 hours. After understanding the temporal profile of LPS mediated cytokine release,
the impact of the test compounds can be evaluated in the assay to generate data similar to the
simulated graph in Figure 12.5. Shown is a hypothetical effect of an orally administered anti-
inflammatory agent on LPS-evoked serum TNF release. Given our understanding of the tem-
poral characteristics of TNF, the plot is simulated to describe the plasma concentrations of
Compound A relative to the percent inhibition of serum TNF at 1.5 hours post LPS challenge.
Appropriate curve fitting could be allied to the graph and the IC50 of approximately 9 mM can be
estimated (Figure 12.5).

Figure 12.4 Impact of LPS on serum TNF and IL-6 Concentrations. Figure displays the effect of increasing
doses of LPS (0.0001–0.3 mg/kg, i.p.) on TNF and IL-6 release at 1.5 and 3.0 hours post ad-
ministration. Each point represents the MEAN�SEM (n¼ 8 per treatment group). Byford A.,
(unpublished).

322 Chapter 12

08
:3

6:
40

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
03

10
View Online

http://dx.doi.org/10.1039/9781782621836-00310


Neutrophils are quickly recruited to a site of inflammation, or in tissue, following infection or
injury.16 Consequently, the aforementioned pathway biology PD model would be useful in re-
search focused on understanding the impact of drugs on neutrophil trafficking, or upstream
cytokines that drive influx of these cells into damaged tissues. One example, is that some in the
scientific community have used LPS-mediated release of cytokines and/or pulmonary inflam-
mation to support preclinical—clinical translatability of targets for Chronic Obstructive Pul-
monary Diseases (COPD), where neutrophils are believed to play a prominent role in the disease.
Drug mechanisms like PDE4 antagonists and CXCR2 inhibitors are good examples of targets that
have undergone testing in LPS-challenged animal models and human studies.17–20 While CXCR2
inhibitors to date have a lackluster success in clinical settings, roflumilast (a PDE4 inhibitor) was
approved by the FDA in 2011 as a general anti-inflammatory drug for COPD.

12.5.2 Disease Mechanism Models

While animal models have improved our understanding of the mechanisms driving various
diseases such as asthma, rheumatoid arthritis and inflammatory bowel disease, they are not
without substantial limitations. While it may be somewhat safe to state that many of the currently
available clinical drugs do work in many of the preclinical animal models, it is also accurate to
affirm there have been many examples of novel pharmacological agents displaying efficacy in
animals and producing little or no effects in man. As an example, the asthma field provides a
unique perspective of the challenges in bridging the vast chasm between animal pharmacological
assays and efficacy in man. In the early 1990s, a very exciting emerging area of asthma research
was around understanding the pathology around tachykinins.21,22 In brief, tachykinins are a
family of neuropeptides (i.e. substance P, neurokinin A (NKA) and neurokinin B (NKB) that
mediate through their respective receptors (NK1, NK2 and NK3) inflammation, airway con-
striction and cough in the lungs. Many pharmaceutical companies invested significant resources
into developing tachykinergic antagonists. Unfortunately, the animal models, most notably the
guinea pig, over predicted the actions of tachykinin inhibitors in the clinic. Sadly there would be
numerous clinical failures driven by validation conducted in Th2 driven experimental models,
particularly the ovalbumin sensitized and challenged mouse.23 A bleak history such as this has
underscored the translatability of the preclinical and clinical efficacy data. However, it is also
important to note that the approaches inducing some of the disease-like changes in small ani-
mals only reflect our current advances in understanding the pathogenesis and mechanisms
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Figure 12.5 Simulated concentration vs. effect curve for the effect of a hypothetical drug ‘‘Compound A’’
on TNF concentrations after challenge with LPS. Figure displays the effects of increasing
concentrations of Compound A on TNF at 1.5 hours post LPS treatment. Shown are
MEAN�SEM with an estimated IC50 value.
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driving these diseases, which is still very limited. It is widely recognized that the term asthma is
considered an umbrella for a heterogeneous group of disorders representing different phenotypes
which share common symptoms of partially reversible difficulties in breathing.24 The ultimate
goal is to identify the phenotypes, in order to optimize treatment for the particular patient group.
To date, the range of severe asthma phenotypes have been identified based on a patient’s cellular
or inflammatory components. These include high or low airway eosinophila, or neutrophila
phenotype; or Th2 high and Th2 low cellular component.25–27 This high Th2 severe asthma
phenotype is particularly interesting since it has been shown to respond to treatment with inhaled
corticosteroids, or IL-13 antibody, significantly better than low Th2 phenotype, leading to re-
duction in exacerbations.28–30 Similar findings were confirmed using IL-5 Ab in a Hyper-
Eosinophilic Syndrome (HES) patient population, compared to normal asthmatics.31–33 Taking
into account the complexity and heterogeneity of asthma, it would be naı̈ve to think that it can be
accurately reproduced in any single animal model. Therefore, depending on the mechanisms or
the question being asked, a particular animal model can be useful tool to help investigators
elucidate the pathway or establish a PKPD relationship for the compound of interest. The recent
clinical success of emerging therapeutic antibodies to Th2 inflammatory cytokines like mepoli-
zumab (IL-5), lebrikizumab (IL-13) and the utilization of clinical biomarkers, such as periostin in
severe eosinophilic asthmatics, may offer an opportunity to better align animal models with
humans. Finally, it is important to note that both IL-5 and IL-13 blocking antibodies have been
shown to be efficacious in both the OVA and the House Dust Mite model.34–39

A description of the breadth of disease animal models across all therapy areas is beyond the
scope of this chapter, for illustration purposes, we will focus on asthma and rheumatoid
arthritis animal disease models

12.5.2.1 Arthritis Like Model

Rheumatoid arthritis (RA) is a chronic inflammatory disease of unknown etiology, associated
with disability and pain, and which significantly affects quality of life.40 If left untreated, RA can
ultimately lead to joint destruction, systemic bone loss, increased risk of fractures and other
comorbidities.41 The pathogenesis of RA comprises a complex inflammatory response involving
macrophages, synoviocytes, T/B lymphocytes, proinflammatory cytokines and autoantibodies,
causing joint damage as a result of the erosion of bone and cartilage.42,43

In RA, the release of numerous proinflammatory mediators, such as cytokines IL-6, IL-1b and
TNF, results in increased sensitivity to pain.44,45 It has also been shown that mechanical
thresholds for pain and pressure are decreased in the affected joints of patients with RA.46 Most
anti-rheumatic therapeutics are effective in controlling inflammation, however, further in-
vestigation is required in order to identify novel anti-rheumatic agents that can simultaneously
inhibit inflammation and pain. Consequently, the investigation of pain is critical for any
effective treatment paradigm for RA.47

Animal models for RA have played a major role in our understanding of the mechanisms of
disease pathophysiology and have supported drug discovery leading to novel therapies.48 Pre-
clinical models of arthritis share many immunological, clinical and histological characteristics
with human RA, however, none of them capture all the facets of the human disease.49 Today, the
most popular arthritis models used are in mice and rats. This is mainly because of cost, genetic
homogeneity and the ability to use genetically modified strains. In general, arthritis animal
models are generated by treatment or induction with a specific treatment. Even ‘‘spontaneous’’,
models can be considered to be induced, since gene expression or deletion is under specific
control. Examples of genetic mouse models include, K/BxN and IL-1 receptor knockout mice.
Several preclinical models of arthritis, such as Adjuvant Induced Arthritis (AIA) and Collagen
Induced Arthritis (CIA) are widely used in drug discovery (Table 12.5).48 These models are
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Table 12.5 Examples of selected animal models utilized in Immunological Research.

Model
Disease-like
mechanism Advantage Disadvantage

Mechanism/target
evaluation

Ovalbumin
Challenge Model
(OVA)

Asthma Robust eosinophilia. Sensitization
required.

Corticosteroids, IL-5/13/
33, TSLP, Abs, CRTh2
antagonists.IL-5/13 induction, IgE,

mucus production.
Antigen not related

to human asthma.
Lack of ‘‘allergic’’
component of
asthma.

House Dust Mite
model

Asthma Human relevant
allergen.

Induce allergic events.
No sensitization

required.
Robust eosinophilia.
IL-5/13 induction, IgE,

mucus production.

HDM extract con-
tains many pro-
teins in addition to
Der p1/f1) that can
elicit additional
allergic responses.

Batch to batch
variability.

Corticosteroids, IL-5/13/
33, TSLP, Abs, CRTh2
antagonists, TLR4.

Adjuvant Induced
Arthritis (AIA)

RA Captures RA
pathology.

Robust and
reproducible disease
suitable for
screening com-
pounds.

Multiple SOC are
efficacious in the
model.

Disease is chronic
progressive unlike
the flares and
remission observed
in RA.

Severe bone loss can
lead to cartilage
damage due to loss
of supportive tissue
unlike RA.

Does not have the
humoral com-
ponent.

Antigen not related
to RA.

Antigen can cause
granuloma in the
liver.

T cell, Cox2 and
macrophage mediated
inflammation

Cox2, IL-1, IL-6, IL-12,
IL-23, Syk, pan-Jak
inhibitor, CCr2.

Collagen Induced
Arthritis model
(CIA)

RA Captures RA
pathology.

Disease is chronic
progressive unlike
the flares and
remission observed
in RA.

T, B and macrophage
mediated inflam-
mation.

P38, IL-1, IL-12, IL-23,
Syk and pan-Jak
inhibitor.

Robust and repro-
ducible disease suit-
able for screening
compounds.

Does not have the
severe bone loss
observed in AIA.
Cartilage erosion
leads to bone loss.

Multiple SOC are effi-
cacious in the model.

Sreptococcal Cell
Wall Model

RA Captures RA
pathology.

Disease progression
occurs as flares and
remission similar
to RA.

Robust and repro-
ducible disease suit-
able for screening
compounds.

Antigen not related
to RA.

Does not have the
humoral
component.

T cell and macrophage
mediated inflam-
mation.

TNF, Abatacept, anti-
IL-1, Corticosteroids,
ICAM-1, P_selectin,
MIP-2, IL-4/10, INFg,
p38.
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Table 12.5 (Continued )

Model
Disease-like
mechanism Advantage Disadvantage

Mechanism/target
evaluation

Disease mild com-
pared to AIA or CIA
so the animals
maintain a healthy
status over the
course of the study.

Multiple SOC are effi-
cacious in the model.

T Cell Adoptive
Transfer Colitis

IBD Closely resembles
human pathology.

Multiple SOC are val-
idated in the model.

In vitro cell purifi-
cation adds dif-
ficulty and
variability.

4–10 weeks for dis-
ease development.

T cell mediated inflam-
mation.

TNF, IL-12, IL-23,
MyD88 in Tcell,
NKG2D, integrin,
CTLA-4 Ig have been
evaluated in the
model.

DSS-Colitis IBD Convenient induction
of intestinal
inflammation (DSS
in water).

Mortality rate is easy
to manage.

High reproducibility.

Disease phenotype is
difficult to
suppress.

Epithelial damage.
Innate inflammation.
Cyclosporin A,

Sulfasalazine (5-ASA),
TNF blocker, Anti-
IL-12 have been evalu-
ated in the model.

TNBS-Colitis IBD Involves T cell com-
ponent.

Potential use the
hapten as the
antigen in ex vivo
assays.

Highly dependent on
the facility mi-
crobial environ-
ment.

Mortality rate highly
variable.

Short disease
duration.

Acute injuryþT cell
mediated inflam-
mation

TNF, IL-12/23, IL-18,
Stat 3, NFKB,
antibiotics.

MLRL/lpr Mouse
Model

SLE Spontaneous disease
model.

Commonly used for
compound
evaluation, and
many pathways have
been studied and
evaluated in this
model.

Relatively fast disease
development (3–6
month).

In addition to neph-
ritis, it has skin,
lung, joint, CNS dis-
ease phenotype.

Disease development
can be hetero-
geneous and vari-
able.

Mortality starts rela-
tively early.

Fas mutation.
Lymphoproliferative.
Accelerate lupus-like

disease development.
Four susceptibility locus

(Lmb1-Lmb4) are
linked to ANA and GN.

B cell, T cell, comple-
ment, inflammatory
cytokine, TLR7
dependent.

FcRg independent.
Syk, PI3Kg, BTK, IL-6 R,

IFNb, IFNg, IL-17, IL-
18, IL-21R.Fc, iNO.

MyD88, B cell pathway
(TACI-Fc, CD20 B de-
pleting mAb, Anti-
CD79a or b), CD 4 T
cells, Complement C3
inhibitor, Proteasome,
CCL2/MCP-1 have
been evaluated.
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poly-arthritic, involving multiple joints and the disease phenotype is chronic and progressive,
unlike the flares and remissions observed in RA.50 This review will focus on rat induced arthritis
models, with a specific emphasis on the streptococcal cell wall model.

12.5.2.2 Streptococcal Cell Wall (SCW)

SCW is an animal model of arthritis that effectively captures the repeated remission and flaring
phenotype, similar to RA.51 Previous studies have shown that a single intra-peritoneal injection
of SCW extract, PeptidoGlycan-PolySaccharide (PG-PS 10s), induces inflammation in the per-
ipheral joints of Lewis rats, with repeated phases of self-reactivating flares resembling RA.52

However, the recurrence of reactivation is unpredictable and often difficult to control, hence
this model was modified by Schwab et al.53 in order to synchronize the flares. The modified
SCW model is induced by a local intra-articular (i.a.) injection of SCW extract PG-PS 100p in the
hind ankle (Flare 1), followed by a systemic intra-venous (i.v.) challenge (Flare 2) (Figure 12.6).
The model is characterized by a mono-arthritic multi-flare phenotype of two distinct remissions
and flares. One of the advantages of this model, is that inflammation is only limited to the
sensitized joint and there is no detectable involvement of other joints, unlike other preclinical
arthritis models.54 Therefore the contralateral joint can be used as a control.

The first flare, induced by an intra-articular injection of SCW, results in mild paw swelling,
peaks 24 hours post sensitization (Flare 1) and resolves over 72 hours. The second flare, induced
by an intra-venous challenge with SCW (typically three weeks later), results in a pronounced onset
of paw swelling, reaches its peak on day 3 after the i.v. challenge (Flare 2) and resolves over a 7 day
period (see Figure 12.7). Previous studies by Schimmer et al.55 show that the early phase of the
model can be triggered by neutrophils and Th2 cells. They have also demonstrated that, in
addition to T cells, neutrophils were involved in the reactivation of flares. In addition, the model
is dependent on multiple proinflammatory cytokines including TNF and IL-1, as assessed by
specific anti-cytokine therapy and gene expression analysis.56,57 Mechanisms that block neutro-
phil activation and recruitment, Th1/Th2 cell activation and recruitment, or block the production
of TNF or IL1 all have shown a degree of efficacy in this model.56 Furthermore, the glucocorticoid

Table 12.5 (Continued )

Model
Disease-like
mechanism Advantage Disadvantage

Mechanism/target
evaluation

NZB/NZW F1 SLE Spontaneous disease
model.

Slow disease devel-
opment (6–12
months).

Multiple susceptible
loci.

Commonly used for
compound evalu-
ation, and many
pathways have been
studied and evalu-
ated in this model.

Autoreactive B and T
cell activation.

ANA.
GN.
Complement and FcRg

dependent.
Syk, BTK, IL-6 R/IL-6,

TNF, IFNg.
B cell pathway (TACI-Ig,

CD20 B depleting
mAb, Anti-CD22 B de-
pleting), T cell path-
way (CTLA-4 Ig, anti-
CD3), proteasome,
TLR7/TLR9 have been
evaluated.
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receptor agonists, which down regulates the inflammatory response in many cell types and TNF
antagonists, also demonstrated efficacy in this model.58 Conversely, therapies targeting ICAM-1,
P-selectin, IL-10 or INFg have shown no effect in this model. On the other hand, mechanisms like
CTLA4, IL-4 and p38 have shown partial effect in this model, but had no advantage in the clinical
settings demonstrated.55,58,59 In addition to measuring ankle diameter, demonstrating efficacy of
pain in animal models of arthritis is an important step in identifying novel anti-rheumatic agents
that can effectively target inflammation and pain in the clinic.44 As mentioned above, in addition

Figure 12.6 Induction of the arthritic phenotype: Inflammation of the ankle joint following intra-ar-
ticular sensitization (day 1; Flare 1), the first intra-venous challenge (day 21; Flare 2).

Time post-induction (day)
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Figure 12.7 Simultaneous evaluation of inflammation and pain in mono-arthritic SCW model. A com-
posite of four independent studies showing inflammation (ankle diameter; Y axis) and pain
(withdrawal threshold; Z axis) over time (days; X axis) following systemic i.v. challenge.58
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to inflammation, many researchers have used this mono-arthritic model to evaluate paw with-
drawal threshold readouts (von Frey) as a surrogate for pain.46,60 The mechanisms leading to
pathogenesis in the model can be further investigated by histopathological evaluation, cytokine
profiling and immune cell phenotyping in the arthritic joint.

12.5.2.3 Asthma-Like Models

Mice and rats don’t develop asthma spontaneously. Only a very low percentage of cats and
horses seem to spontaneously develop some symptoms of the asthma phenotype, including
allergic airway responses. Asthma, like many diseases, may be better described as a non-genetic
syndrome, a group of patients linked by associated symptoms, rather than a common pheno-
type. Due to the complexities that characterize the majority of asthmatics, such as multiple
disease manifestation features, heterogeneity, different cellular pathologies and susceptibility
to genetic and environmental factors, it is extremely challenging to create animal models that
can capture the full range of disease components and mirror the human situation.

In general, immune responses can be divided into two groups. One group is immunosup-
pression, arising from an insufficient ability of the immune system to defend itself against
invading pathogens, or cancer cells. The second group of immune responses is considered to be
an enhancement or hyper-responsiveness of immune system activity. This latter response is
thought to be triggered by an agent, or allergen, that can mobilize the humoral or the cellular
arm of the immune system. These processes can lead to autoimmunity and hypersensitivity.
The most common causality of asthma is exposure to an allergen. This is generally described as
a condition characterized by persistent airway inflammation, airway hyperactivity, airway re-
modeling and reversible airflow limitation. Asthmatic responses can be divided into an in-
duction phase (sensitization) and an effector phase (challenge). The induction phase tends to
mark the exposure to an allergen leading to specific immune responses. The second phase is
triggered by re-exposure of the same allergen leading to the effector phase, or the display of
asthma symptoms. In some patients, these asthma symptoms can be further separated into
early asthmatic responses (EAR), mainly consisting of bronchospasm and mucus secretion due
to the involvement of mast cell and mediators such as histamine, leukotrienes, proin-
flammatory cytokines and late asthmatic responses (LAR), which occur 24 hours after the al-
lergen challenge. LARs are thought to be manifested by inflammation of the airway (i.e. Th2
cytokine production, increased eosinophilia and CD4þ T cells infiltration). Researchers his-
torically utilized this knowledge in order to devise in vivo models that could resemble some of
the features of the disease and therefore enable development of drugs for respiratory diseases
including asthma.61,62

12.5.2.4 The Ovalbumin Model (OVA) of Allergic Lung Inflammation

For a considerable period of time, this model has been considered to be the standard approach
for modelling some of the features of the asthma disease phenotype. The approach utilized in this
model relies on the ability of antigen in egg white ovalbumin (OVA) to induce immunological
responses in the lungs of sensitized rodents. Currently several variations of the protocol exist,
however, the principle for all such protocols is relatively similar. Animals are sensitized with
OVA in the presence of an adjuvant, usually aluminum hydroxide, which primes immune
responses towards the Th2 phenotype. The sensitization, usually 2 weeks, is followed with
an aerosol challenge. Traditionally, certain species have been preferred for modeling some as-
pects of the asthmatic responses, due to the anatomical and physiological features of their
lungs (Table 12.2).63 Although OVA does not induce asthma symptoms in humans, this model
can be used to successfully replicate some features of asthma. These include Th2 mediated
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inflammation, which is very rich in eosinophils, IgE production, edema and mucus secretion, as
well as EAR/LAR bronchoconstriction responses. Some of the readouts were shown to be sensitive
to standard care treatments such as glucocorticoids and the b2-adrenergic agonist.64–66 There is a
large body of evidence that links the nature of the allergic Th2 inflammation in the OVA model
with clinical phenotypes. In addition to inflammation readouts (eosinophila and Th2 cytokines),
airway hyper-responsiveness (AHR) to methacholine was often measured as an end point., al-
though researchers do need to be careful not to use these readouts in isolation when making
decisions on the efficacy of their compounds. A good example is measuring AHR in a mouse OVA
model. Mice airways have substantially less smooth muscle than human and do not respond
readily to pharmacologic agents affecting the bronchial tone.67 Therefore, high doses of
bronchoconstriction agents are needed to elicit responses, which in turn can complicate inter-
pretation of the data. Recently, whole body unrestrained plethysmography and the measurement
of ‘‘enhanced pause’’, or PenH, as an artificial parameter of airway function, has gained popu-
larity. PenH is a non-invasive method of measuring AHR in mice, although not without significant
concerns regarding the readout and its interpretation.68,69 A more comprehensive approach as-
sessing methacholine challenge in 29 different strains of mice concluded that changes in PenH
appeared to be regulated by underlying genetic factors.70 Furthermore, using computer simu-
lation to define AHR in OVA-mice models suggests that AHR is measuring something other than
the abnormalities in smooth muscle, which is fundamentally different to the response in human
asthma and thus requires further investigation.68

Currently, asthma drugs are assessed by their ability to improve lung function, as measured
by forced expired volume in 1 second (FEV1), or their ability to improve incidences of severe
exacerbations in the disease. The majority of animal models that are currently used for asthma
research do not measure those parameters and therefore there is a significant gap between
measures of efficacy in animal models and humans.

Conversely, researchers have successfully used guinea pigs to assess AHR as guinea pig
anatomy and physiology resembles many features seen in humans, making this species very
useful for studying respiratory diseases. Several important processes, mediators, regulators of
airways disease pathogenesis and breakthroughs in measuring lung mechanics were discovered
or demonstrated first in guinea pigs, including the immediate type hypersensitivity reaction,
the actions of histamine, the cysteinyl-leukotrienes and their two receptors. Additionally, con-
tractile and relaxant agonists of airway smooth muscle have been shown to be very similar in
potency and efficacy between humans and guinea pigs, building confidence in the translat-
ability of this model, at least for bronchodilator mechanisms such as leukotriene D4 receptor
antagonists, b2 agonists and muscarinic M3 antagonists.71,72

While mice models of allergic airway diseases have proven to be invaluable for illustrating
various aspects and pathways relating to respiratory biology and pathology, they are not ne-
cessarily the preferred species from a drug development perspective. Additionally, a recent re-
port by Seok et al.73 suggested that some genomic responses in mice poorly mimic human
inflammatory diseases, thereby casting an additional shadow on the translatability of mice
models to human inflammatory diseases. Because of these reasons, many researchers use rats
as their species of choice in studying lung airways inflammation. The Ovalbumin challenge in
Brown Norway (BN) rats is a frequently used rat model for airway inflammation. One of the
reasons for the popularity of this rat strain is their ability to produce a substantial Th2 cytokine
response, followed by a substantial eosinophilic recruitment in the bronchoalveolar lavage fluid
(BALf). It is also interesting to note that these rats develop spontaneous granulomatous
pneumonia under normal husbandry conditions. In addition to Th2 cytokines and eosinophilic
infiltration, other asthmatic features include: damage to the airway epithelium, thickening of
the basement membrane, acute and late-phase airflow obstruction and the presence of airway
hyper-responsiveness after the antigen challenge.
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12.6 ADDITIONAL ANIMAL MODELS FOR CONSIDERATION

12.6.1 Non-Human Primate Models

In addition to anatomical and structural similarities with humans, in the majority of cases non-
human primate models also offer similarities in their response to various challenges. For ex-
ample, the allergen challenge in human asthmatics and non-human primates is very similar,
with an early and a late-phase bronchoconstrictor response, an increase in airway eosinophilia
and AHR, unlike when compared to mice models. This approach enables researchers to study
human protein and monoclonal antibody therapeutics—a feature often difficult to perform in
mice. The major drawbacks to using primate models are the cost and the extended timelines to
develop model/phenotype and produce data. For example, house dust mite-induced sensitiza-
tion develops over 6–12 months and requires frequent exposure to the allergen over the whole
period. However, a big advantage is that a colony of non-human primates can be re-studied
several times if patient-like endpoints are utilized.

This chapter primarily focused on models recapitulating some aspects of autoimmune dis-
ease such as RA and asthma. It is worth mentioning that genetically modified animal models
have provided significant insights into the function of genes associated with cancer and
neurodegenerative disorders, such as Alzheimer’s and Parkinson’s disease. Although these
animal models have been critical in understanding the underlying biology of the disease pro-
cesses, none of the existing models faithfully recapitulate all aspects of the pathology. Moreover,
there has been poor translatability of efficacy in preclinical animal models to human clinical
trials. As these animal models are based on genetic associations that account for a minority of
the cases, continued development of new models that incorporate aspects of cancer and neu-
rodegenerative processes involved in sporadic disease can be helpful in treating this rapidly
growing unmet medical need.

12.7 SUMMARY

We began this chapter by suggesting that the advancement of biomedical sciences is and has
been substantially predicated on the thesis that animal physiology can be exploited to learn
human biology. On the other hand, the use of animal models to advance novel pharmacological
drug entities continues to be a challenge branded with a multitude of past failures. Thus the
question should be asked, do animal models have a role in the drug discovery process at all?
Some would default to a negative response, supporting a ‘‘glass half empty’’ philosophy with the
mantra, ‘‘these animal models are not predictive’’.

We propose that pharmacology results from animal models needs to be placed into context
of both the specific scientific questions being asked and the conditions under which the data
was generated. Moreover, we strongly advocate that these models, both pathway biology PD or
disease mechanism, need to be integrated into a drug discovery platform geared at building
confidence in the novel chemical entities and the pathophysiological target. As described in
this chapter, gaining a greater assurance around a new drug can be attained by an under-
standing of PKPD relationships and its target engagement. Fundamental in establishing a
PKPD concept is an appreciation for the challenges of working with animals, which we have
discussed in this chapter. Additional confidence in the target will be gained when disease
mechanism models are anchored to a human translation platform, which incorporates the use
of in vitro and/or ex vivo human diseased tissues, proteomics and genomics to confirm its
impact in patient population. Caution should be used so as not to over interpret results from
animal models, given that they only serve as surrogates for complex and typically chronic
human conditions. Despite years of research, some diseases such as RA, IBD, COPD and severe
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asthma still remain without curable treatment or known etiology, perhaps suggesting that no
single model will ever provide all the answers. It is challenging to speculate how animal
models will be used in the drug discovery process in the future. Regrettably, an ever dimin-
ishing number of in vivo scientists are currently being trained by universities, which may slow
the current movement towards developing an effective, integrative, in vivo approach to drug
discovery, as proposed in this report.

HINTS AND TIPS FOR ANIMAL MODEL USES

General Housekeeping Hints and Tips

� Always consider ethics and legal requirements before conducting in vivo experiments.
� Clearly define objective of the study and readouts.
� Control for variability (animal husbandry and treatment).
� Relevance, Robustness and Reproducibility of the read out are essential components of a

good animal model.
� Use appropriate controls and satellite animals.
� Consider use of relevant species and strains based on anatomy, physiology and bio-

logical mechanism studied.
� Utilize appropriate statistical input during experimental design and data analysis.

Selecting the Relevant Model, Data Interpretation and Translatability

� Animal models are not accurate representations of human disease and at best can be
considered as disease mechanism models. They can mimic some aspects of biological
mechanisms present in human disease.

� PKPD modeling provides information linking the desired pharmacological response and
the pharmacokinetic profile of the compound.

� Select appropriate induction stimulus and its magnitude (dose) in your model (ED80).
� Investigate temporal profile of the PD response measured and establish relevant time

point for desired PD readout.
� Establish target engagement readout and duration of action in the animal model and its

relationship to the desired efficacy.
� Understanding the relationship between drug exposure in animals and target engage-

ment vs. in vitro potency is essential.
� Consider the translatability of your animal model to the human disease situation.

Explore tool compounds or standard of care compounds shown to modulate the same
or similar mechanism tested in man, these provide invaluable comparators which can
be used to validate your chosen model.
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CHAPTER 13

Bioinformatics for Medicinal Chemistry

NIKLAS BLOMBERG,a BRYN WILLIAMS-JONESb AND
JOHN P. OVERINGTON*c

a ELIXIR Hub, Wellcome Trust Genome Campus, Hinxton, Cambridge CB10 1SD, UK;
b ConnectedDiscovery Ltd., 27 Old Gloucester Street, London WC1N 3AX, UK; c European
Bioinformatics Institute (EMBL-EBI), European Molecular Biology Laboratory, Wellcome
Trust Genome Campus, Hinxton, Cambridge CB10 1SD, UK
*E-mail: jpo@ebi.ac.uk

13.1 INTRODUCTION

When the first draft of the human genome was finished in 2000 in a close race between the team
at the Sanger Center1 and Craig Venter’s Celera Genomics2 and announced in a joint
press-conference by Bill Clinton and Tony Blair, there was a genuine expectation that having the
blueprint for humans laid out for inspection would transform medicine and, in particular, drug
discovery.3 Around the same time ‘‘array’’ technologies, chip-based techniques to read the
binding of cellular DNA and RNA, became accessible for routine application in laboratories.
Based on the assumption that the finite number of human genes would necessitate intellectual
property protection of drug targets, most pharmaceutical companies made large investments in
genetically driven target discovery and validation programs. With the benefit of hindsight we
now know that there was no massive unfolding of new targets amenable to medicinal
chemistry.4,5 While many of the large genetic disease association studies generated strong
signals6 a large fraction of the associations did not map to protein coding genes or, when there
were candidate gene associations, their role in disease biology often remained unclear. We have
learned that microarray studies of gene expression, while invaluable as a tool to understand the
transcriptional response to cellular stimuli, have significant limitations in quantitating RNA
response and that the statistical analyses of studies are subject to limitations.7–9 Understand-
ably this generated an ‘‘omics-fatigue’’ in many industrial, and academic, drug discovery units
and attention shifted to ‘‘target-class’’ approaches—concerted efforts to transfer the medicinal
chemistry knowledge between homologous targets where chances of successful drug develop-
ment were felt to be better understood. There is an argument that the development of ‘‘omics’’
and high-throughput screening has actually increased the expense of drug discovery without
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tangibly improving success. Whether new technologies in drug discovery are open to the same
challenges of technical innovation in other fields is debatable, but hype cycles in drug discovery
seem to have steeper peaks, deeper troughs, and can take a very long time to plateau.

When bioinformatics surfaced in a drug discovery programme, it was usually to answer
questions such as the transferability of assay results between model organisms and humans by
analysis of active site mutations, or perhaps to ascertain that the in vitro assays were based on a
clone from one of the major variants in the human population. These are important issues
which will be covered in this chapter, but as nucleotide sequencing technologies have matured
and costs have plummeted, many drug discovery programmes will involve large scale patient
sequencing either as part of translational medicine efforts or as part of patient stratification for
the clinical development programmes. Similarly, metabolomics and proteomics approaches
have matured. Many programmes, in particular in oncology, will be using a broad suite of
complex multivariate biomarkers. Over the last five years improved experimental and analysis
methods have clearly demonstrated that gene expression is an important regulatory factor, and
genetic variation of expression levels is associated with many disease states, as evidenced by the
expression QTLs (quantitative trait loci)—hereditary changes in gene expression caused by
polymorphisms in gene promoters and other regulatory elements.10,11 Indeed, as demonstrated
by the ENCODE project, up to 80% of the genome can be assigned a biochemical function12,13

where cell-type specific regulation is an important aspect of signalling response.14 Genomic
medicine now plays such an important role in biomarker discovery and translational medicine
that, while few medicinal chemists or molecular modellers will aspire to expertise in the
increasingly complex field of bioinformatics, it is indispensable to have a basic understanding
of the technologies, tools and opportunities to fully understand the approaches to target
discovery, validation and translation.

As the number of protein encoding genes in the human genome indeed is finite, and
continuously revised down,15 it is increasingly clear that the complexity of human biology does
not come from the number of genes, microRNAs and other transcripts but rather in their
regulation.12 The ability to generate, integrate and analyse large scale genomic, proteomic,
expression, and increasingly imaging data-sets, has led to an appreciation of the cellular
regulation networks and how the same actors can signal in many contexts depending on for
example the spatial location of signalling or accessibility of chromatin states.16,17 Critically, the
networks and interactions of these factors are the key to understanding human biology and how
multiple subtle changes ultimately drive disease.18 Network and systems analysis is now an
integral part of computational drug discovery.

This chapter aims to give a broad introductory overview of a computational biology toolbox
that covers the fields outlined above, with particular emphasis on the many open resources
available. Although there is a bewildering array of bioinformatics data resources available, the
latest update of the Nucleic Acids Research (NAR) Molecular Biology Database Collection lists
1552 resources,19 many of these are highly specialized and focussed on the needs of a single
community or biological function. Unfortunately many resources are also ephemeral with short
funding horizons.20 Nevertheless, the major primary archives for biological data have been
sustained for decades; the data bank for protein structures, PDB, started in 1971 and the
EMBL Data Library, the predecessor to today’s sequence repositories, was founded in 1981.
Many bioinformatic resources are secondary resources that provide value-added services,
curation or analysis on top of the primary archives—UniProt, mentioned below, is a prime
example, with extensive manual curation of protein sequences and function. Given the
plethora of resources and archives, the ‘‘integration hubs’’, services that integrate and
summarize data, are increasingly important. Thus there is extensive crossover in content
between bioinformatics databases and it is always important to note the provenance—input
source—of the underlying data.
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Bioinformatics is more than finding a gene sequence and then using that sequence to find
similar genes—this chapter aims to give a broad overview of the applicability in drug discovery
by highlighting key databases and tools. For a drug discovery programme there are multiple
facets which must be investigated to determine the suitability of a drug target for a particular
disease, and the validation of that target’s relevance in a particular disease. There are large pre-
existing sources of evidence, and knowledge can be carefully repurposed from the efforts of others
to support project decision-making, but it is vital to take into account the advantages and pitfalls
of bioinformatics in experimental design. Computational analysis of large datasets is not a magic
wand that makes sense of poorly designed experiments through sheer numbers. This is
particularly true for patient stratification and data integration of the increasingly common multi-
omics driven biomarker studies. Maintaining the provenance and context for large amounts of
data is critical to successful data integration and downstream analysis. Close attention to the final
use cases is critical: the understanding of how to select patients based on relevant, measurable
and actionable criteria. Bioinformatics also has an important role in the daily project cycle,
supporting the trouble-shooting of science issues, supporting and improving experimental
design, and finding evidence to progress ideas either into the lab, or into the waste bin.

Bioinformatics and computational biology has a very active training community with a strong
ethos of professional training. There are many excellent web-based resources available for
most of the key resources. Thus, the emphasis here is to give basic concepts and directions for
further studies, investing a few additional hours on the many excellent webinars and on-line
training resources is time well-spent. Thoughout this chapter links to relevant on-line training
resources are provided, and we can only recommend reaching out to the friendly next-door
bioinformatician!

13.2 THE TARGET DOSSIER

The traditional starting point for a medicinal chemist foraging into bioinformatics has been the
target dossier or bioinformatics report, a somewhat lengthy document that compiles infor-
mation from a range of public resources. Today Wikipedia is the first, and in many cases ex-
cellent, starting point, and manually curated target reports are, or can be, superseded by public
databases and data integration services.

UniProt (www.uniprot.org), or more accurately UniProt KnowledgeBase, is an excellent
starting point to explore the known biology around a new protein target. UniProt was formed in
2002 through a merger of the three major protein databases, Swiss-Prot, PIR, and TrEMBL, and
is the central protein hub for bioinformatic analysis. UniProt entries are, as far as possible,
manually curated, but an automated functional annotation process based on homology com-
plements this to cover the whole protein universe. While the quality of manual annotation is
generally very high and the curation process synthesizes multiple lines of evidence, it ultimately
depends on the primary literature and will be sensitive to non-reproducibility and bias of ex-
periments.21,22 It is useful to have a brief understanding of the manual annotation process for
effective use of the database; the UniProt/Swiss-Prot curators compile reports based on the data
from the scientific literature and will, by necessity, make judgements on the strength of evi-
dence for protein function. It is important to note that the functional assignment will make
inferences across cross-species. For instance, annotation of human protein function will take
experiments from animal models into account, but e.g. posttranslational modifications would
only be recorded in the species for which there are experimental data. Thus, it is important to
review entries from orthologous proteins, functional homologs from related species. The UniProt
team recently published an illustrative case-story on the annotation of SIRT-5 which gives a very
good overview of the process and assumptions involved.23
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UniProt functions as an integration hub and provides a large set of links to other resources.
For medicinal chemistry the most important aspect of UniProt is perhaps the useful summaries
of known drugs from DrugBank, links to Chembl entries (which also have summaries of
marketed drugs) as well as an excellent overview of protein structural data from the PDB
databank. Again it is important to remember that for crystal structures UniProt will not link
across species (e.g. the entry human will link to crystal structures of the human protein in the
PDB database). As discussed further below under homology modelling many proteins are
modular with several distinct, independently folding domains. UniProt provides a summary of
the domain annotations, across databases, and has links out to the more detailed assignments
in e.g. InterPro24 and SMART.25 Post-translational modifications, as well as single nucleotide
polymorphisms, can be of major importance for drug discovery projects and GeneCards26 (www.
genecards.org, free for academic research, commercial licence required) provides an excellent
summary of protein as well as the associated gene data from a very large number of underlying
sources, including links to suppliers of reagents and tool compounds.

Understanding of tissue distribution of a target, both at the gene and protein level, is of
course a critical aspect of both target validation and risk assessment but can be a major
challenge, in particular for targets with low or variable expression levels. GeneCards, mentioned
above, provide a high level summary of gene expression but the ExpressionAtlas27 (www.ebi.ac.
uk) is an excellent resource for browsing public functional genomics data. Analysis of gene
expression, in particular across experiments and platforms, is non-trivial with many pitfalls.
Often there is discordance between experiments but integration of data across resources and
the application of simple heuristics markedly increases the quality of results28—the recent
review by Rung and Brazma29 provides an excellent overview of public functional genomics
resources and is a good guide to the challenges in collating and analysing public expression
data-sets.

13.3 PROTEIN STRUCTURE RESOURCES AND HOMOLOGY MODELLING

Structure based design is a mainstay of medicinal chemistry. Detailed understanding of protein
ligand interactions requires high-resolution crystal structures but for a new target with un-
known 3-dimensional structure much can also be learned from studies on related proteins.
Since the seminal observation by Chotia and Lesk30 that the structural resemblance of two
proteins is broadly related to their sequence similarity, there has been intense efforts to model
the structures of new proteins by homology—homology modelling.

The main use of model structures in drug discovery is perhaps in the understanding of po-
tential selectivity issues, e.g. for selection of the appropriate counter screens in a screening
cascade, but in the initial phases modelled structures are also useful for selection of peptides as
antibody epitopes and understanding the location of disease causing single nucleotide
polymorphisms.31,32

Nevertheless one of the first success stories of structure based drug design, the development
of captopril (www.drugbank.ca/drugs/DB01197) as an inhibitor of angiotensin converting
enzyme (www.uniprot.org/uniprot/P12821), ACE in 1977 used homology modelling.33 Bio-
chemical studies on ACE had established that this enzyme was a zinc-dependent metallopro-
tease, and 3D structural information from the closely related pancreatic carboxypeptidase A34

could be used to understand the binding geometry of the succinyl-L-proline (www.chemspider.
com/Chemical-Structure.168469.html?rid¼ebbd3b1a-1f40-4b2e-bcf8-ec07deb02ba3) lead. Ob-
serving that ACE is a dipeptidase and, in contrast to carboxypeptidase A that releases single
amino acids, cleaves off the two last amino acids of a peptide chain led to the conclusion that
the distance from the C-terminus of the peptide chain to the catalytic zinc ion should be
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approximately one amino acid longer in ACE. The hypothesis that the carboxy-alkanoyl group of
the succinyl-L-proline bound to the active site zinc ion led to a search for better zinc binding
substituents. While amine, guanine or amide functionalities did not improve potency, a series
mercaptoalkanoyls gave a breakthrough in potency and ultimately led to the synthesis of D-3-
mercapto-2-methylpropanoyl-L-proline, captopril.

The use of homology models has remained popular in drug discovery and while protein
structure models clearly have significant limitations, blind predictions shows that the models
are more similar to the template structure than structures of the target protein,35,36 they remain
an important tool to understand the details of new targets. Modelling of protein structures is a
well-established field with robust and mature tools available on-line; the Swiss-Model (www.
swissmodel.expasy.org/) server and workbench is a good starting point and the recent review by
Schwede37 gives a good overview of the field and points to many excellent resources. A number
of these resources also provides extensive on-line training on protein structures (www.ebi.ac.uk/
training/online/) as well as training in the use of specific tools. As usual, Wikipedia (http://en.
wikipedia.org/wiki/Homology_modelling) offers a starting point outlining the technical details
of a modelling workflow.

The tools and resources provided online give easy access to modelling tools for non-
specialists but there are some aspects worth noting. The most critical issue in homology
modelling is the quality of the alignment; this establishes the equivalent amino acids and hence
geometries of the template structure to the target sequence. For homologous proteins without
large insertions or deletions in the sequence the online resources give an adequate result; how-
ever care must be taken to ascertain that this is indeed the case. A closely related issue is handling
of the modular architecture of proteins; many, if not most, cell-signalling proteins consist of a
distinct set of structurally independent domains that are often connected through intrinsically
disordered or flexible linkers.38 The src family of kinases39 is a good example how this modular
architecture is used to regulate functional signalling both through spatial location16 and through
the domain rearrangements that drive kinase activation: in the inactive state access to the kinase
active site is sterically blocked through binding of the N-terminal SH2 domain to a C-terminal
motif. Binding of a cognate cellular partner to the SH2 domain opens up the structure and the
kinase domain can access the downstream targets. Analysis of protein structural families and use
of multiple different templates when modelling a drug discovery target is critical. In particular it
is important to decide on what aspects of the target that will be modelled—sequence similarity in
distinct domains can be quite different from the overall homology.

Through large structural genomics consortia aiming to systematically determine protein
structures for human drug targets (www.thesgc.org) or e.g. tuberculosis targets (www.webtb.org)
we now have at least a basic understanding of the structure of over 50% of human proteins.37

This, together with the recent developments in super-resolution light microscopy,40

X-ray scattering41 and electron tomography,42 is leading to a renewed interest in protein
modelling. Combination of structural and volume data from different techniques and reso-
lutions with geometric and structural features from detailed modelling is now starting to give
detailed understanding of large macromolecular assemblies, such as the structural organization
of genomes43 or detailed reconstructions of the 26S proteasome.44 As these techniques mature
they are likely to find wide applicability in drug discovery and open up the possibility of
structure driven approaches for large signalling complexes or assemblies.

13.4 THE GENOMICS EXPLOSION

The rapid decreasing cost of sequencing, with the $1000 genome rapidly approaching,45 is
driving profound changes in genomic medicine and translational research. On a weekly basis
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large international collaborations are now unravelling the genomic basis of cancer as well as
complex diseases from trans-national patient cohorts.

While the bioinformatics of genome sequencing is a rapidly developing specialist research
field beyond the scope of this chapter, there are aspects, particularly around pharmacoge-
nomics, the study of the influence of genetic variation on patient drug response, that are of high
relevance to medicinal chemistry and that likely will impact not only patient stratification and
clinical trials but also drug design considerations.

Genetic data is an important part of target selection; strong genetic links between molecular
targets and human disease phenotypes provides unambiguous support and validation of
targets. Examples such as the discovery that loss-of-function alleles of the NaV1.7 a-subunit
made homozygous individuals unable to experience pain46 provided direct evidence of the
relevance of this target to pain research and triggered intense drug discovery efforts.47 Similarly
the finding that gain-of-function mutations in the PCSK9 gene led to high LDL-cholesterol level
and increased risk of heart disease led to the development of PCSK9 antibodies, currently in
late-stage clinical trials.48 A recent review by Altshuler and colleagues provides a very good
overview of target validation via genomics49 although it should be noted that to detect the rare
variants involved in complex diseases such as type II diabetes and asthma, very large cohorts, in
the excess of 100 000 patients, will be required.50 For inherited diseases the Online Mendelian
Inheritance in Man, (OMIM; http://omim.org/) resource provides manual annotations of diseases
and genes and the Orphanet (www.orpha.net) database links rare diseases, drugs and genes
through manual annotations. While both OMIM and Orphanet focus on the clinical community
both resources are invaluable as research tools and can provide strong mechanistic links for
disease biology.

The other major impact of the genomics revolution is the growth of personalized medicine, or
rather targeted treatments developed together with a companion (genomic) biomarker
diagnostic. It is rapidly being established for cancer drug discovery with crizotinib for ALK-
positive lung cancers,51 and vemurafenib52 for melanoma patients carrying the B-Raf V600E
mutation is a prime example. Currently there are well over a hundred compounds with a
pharmacogenomics biomarker in the label (www.fda.gov/drugs/scienceresearch/researchareas/
pharmacogenetics/ucm083378.htm).

While a growing number of these compounds represent targeted treatments, the under-
standing of ADME variation on the basis of genetics clearly will have a major impact on me-
dicinal chemistry. Warfarin (www.ebi.ac.uk/chembl/compound/inspect/CHEMBL1464) is an
illustrative example; the compound is widely prescribed as an anti-thrombotic, despite having a
narrow therapeutic index that requires frequent monitoring and is among the leading causes of
emergency room visits due to drug adverse-events. Warfarin is a racemic compound where the
most potent isomer, S-warfarin, has a shorter half-life than the R-isomer (21–43 h compared to
37–89 h) and CYP2C9 driven metabolism. Patients that have CYP2C9 variants CYP2C9*2
(R144C) and CYP2C9*3 (I359L) metabolize the S-isoform more slowly and often require a lower
dose; the association between these polymorphisms and warfarin dose, as well as risk, has now
been established in several studies. Although the FDA label now indicates the pharmacoge-
nomics association, the path to establishing this link demonstrate the complexities taking this
into clinical practice.53

Similarly the P2Y12 antagonist clopidogrel, a prodrug dependent upon CYP2C19 for acti-
vation, now carries a black box warning for patients with a common CYP2C19 variant that leads
to a truncated, inactive enzyme. Although this link has been established in several studies
CYP2C19 genotyping did not affect outcomes in clinical trials and the value of genetic testing in
clinical practice remains unclear.53

Although the UniProt and GeneCards resources mentioned above annotate known poly-
morphisms in a target, the Pharmacogenomics KnowledgeBase54 (www.pharmgkb.org) is the
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key resource for understanding the effects of genomic variation in drug discovery. In addition to
annotated pages of drugs and targets, PharmGKB also provides illustrated pathways for many
drugs that summarize known pharmacogenetic effects and provides lists of the clinical
evidence.

13.5 SMALL MOLECULE RESOURCES AND DATA INTEGRATION FOR DRUG
DISCOVERY

Data integration and systems modelling are rapidly becoming standard tools the analysis of
biological systems and while the need for extensive integration of biological data to serve drug
discovery, in particular target discovery and target validation support, has been long noted—the
seminal paper by Searls55 remains an excellent overview with many key issues well covered—the
main driver today is the integration of genomics, functional genomics and phenotype data for
translational research and large stratified medicine studies. Tools, technologies and
approaches for integration of chemical, biological and clinical data have emerged as an
intensive research field and there are now rapidly maturing public platforms accessible to
medicinal chemists. Integrative informatics at the interface between chemistry and biology is a
good starting point for medicinal chemists venturing into bioinformatics.

A good recent example of how systematic integration of biological and chemical data re-
sources can drive medicinal chemistry efforts is the platform developed by Bornot et al.56 for
systematic investigation of dual-acting receptor modulators within a disease area. They defined
a set of medicinal chemistry and bioinformatics workflows that systematically explored data
resources and literature for evidence (or indications) of previous dual-acting compounds.
Recognizing that many disease areas are mature with a significant history of drug discovery
research, their starting point is not a de novo search of compound–disease associations but a
manually curated list of potential opportunities. Of particular interest in this study is the
alignment of medicinal chemistry risk assessment and the supporting target validation
evidence (and risks) from detailed mapping of known bioprocesses and molecular mechanisms
of disease.

The study from Bornot et al. relied on extensive integration of chemistry and in vitro
pharmacology data; this is an extensively explored area over the last ten years that built on the
availability of data-resources from systematic cross screening of compounds against a large
panel of in vitro assays. Computational scientists in the pharmaceutical industry soon realized
that the utility of these data-sources reached far beyond the original purpose of assisting safety
assessments.57–59 As the initial data resources to a large extent were commercial, the intense
research efforts into tools to analyse and predict polypharmacology for compounds to potentially
interact with a range of targets were mostly confined to industrial researchers. This has changed
dramatically since the launch of the NIH Molecular Libraries Initiative—a large scale molecular
screening programme that led to the formation of PubChem. Other resources such as Chem-
bank60 from the Broad institute screening programme followed and there are also plans
underway for a European repository, linked to the EU-Openscreen infrastructure.61 Of particular
interest is the Chembl database which provides compound–target associations abstracted
from the literature,62 and with the addition of the chemistry patent source in SureChem63

together with integration of bioinformatics resources from EMBL-EBI, will be an important
future platform.

While an extensive review of chemogenomics data resources is beyond the scope of this
chapter, and extensively covered elsewhere,61,64–66 the familiar challenge of normalizing
chemical structures from different sources, such that charges, stereochemistry, tautomeric and
ionization states are consistently treated, is a good illustration to the fundamental challenge of
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data integration—equivalence: What aspects of two different data-sets should be considered
‘‘the same’’ and hence joined together? In many cases this is of course straightforward—
starting with the UniProt identifier for a single-chain target one can quickly assemble an
overview of small molecule ligands from Chembl, tissue expression from ExpressionAtlas or
BioGPS and protein expression data from immunostaining in Human Protein Atlas and
ProteomicsXchange.

For a single-chain protein the link to genetic and gene expression data is direct and the as-
sumption of gene–drug and gene–disease pairing will hold. But consider, for instance, 5-HT3

antagonists that bind to large oligomeric ion channels with variable sub-unit composition.67 In
this case there is a one-to-many mapping of the compound to genes, and this is further com-
plicated by a complex tissue variability of subunit composition.68 In general, for any large scale
data integration effort there will be many complicating factors that can undermine analysis
efforts. Linking genomic variations (such as single nucleotide polymorphisms) to compound
binding should be viewed as a hypothesis rather than a fact derived by deductive reasoning.
Simplifications such as: ‘‘ion channel isoforms are considered equivalent’’ allows effective
summary and analysis of data-sets, but it is critical to be aware of the assumptions underlying
the combination of different data sets. For service-focussed integration efforts, catering to a
broad range of users and use-cases, the ability to tune and focus results depending on the
expectations of the user is vital. This is the concept of a ‘‘scientific lens’’ where queries can be
tuned to return differentially complex results depending on the use-case the user has in mind.
The complexity is hidden from the user by the use of comprehensive and flexible data models.69

The need for complex integration over multiple data-sources is often driven by seemingly
simple user questions: ‘‘are there any published data-sets where kinase inhibitors influence
expression changes in an immune cell?’’ Humans are very apt at summarizing data in con-
venient categories—in the example above ‘‘kinase inhibitor’’ and ‘‘immune cell’’—that require
extensive classification systems, ontologies, for any computational mapping and search.70,71

This is an active area of research and the development of ontologies for human disease and
phenotypes as well as similar efforts for model organisms have enabled large scale data inte-
gration to support lead generation,72 compound repurposing73 as well as translational efforts
between mouse models and human disease.74 The development of high-quality vocabularies
and classifications for many of the key concepts in drug discovery research: compounds, targets,
diseases, mechanisms and companies, can also be applied to analysis of commercial data and
competitive intelligence. The SciBite system (www.scibite.com) is an interesting, open system
based on public resources that tags and classifies data in real time. An interesting aspect of the
system is the semantic capabilities that allow integration of information across news-sources,
molecular databases as well as grants into easily digestible categories.

Recently a systematic analysis of scientific questions or use-cases for preclinical drug dis-
covery across eight pharmaceutical companies and a range of academic laboratories showed a
remarkable consistency in priorities and core concepts.75 This analysis was used to drive the
development of a large-scale data integration platform (www.openphacts.org) with an accessible
interface and a range of associated public services focused on the early drug discovery process.
Platform usage and training is supported by a YouTube channel (www.youtube.com/user/
OpenPHACTS )—again demonstrating the importance and availability of online training re-
sources for bioinformatics services.

Moving further in the drug discovery value chain compound repurposing has been a favourite
use-case for large data integration efforts with a number of interesting case-studies pub-
lished18,73,76,77 but clearly the most successful examples of repurposing have not come through
extensive computational analysis but rather through clinical reasoning—for example, losartan,
an anti-hypertensive AT-1 blocker, has been used to treat patients with Marfan’s syndrome78 on
the basis of its ability to block TGF b signalling. Much of the current focus is on rare diseases,
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and as our understanding of these conditions improves through application of genomic
medicine, this is likely to be a fruitful area for computational drug discovery.79

A second area where genomic medicine and large-scale data integration, including chemistry,
will have a transformative impact is oncology. Large scale cancer genomics projects80 allow an
increasingly detailed resolution of the molecular mechanisms of tumour and tumour subtypes;
similarly there are now also large-scale data-sets of small molecule effects on cancer cell-
types81,82 linked to the underlying genetic aberrations. Clearly linking and integrating data over
‘‘multi-omic’’ studies for many thousand patients with a broad range of different in vitro
pharmacologies will be a challenge—highlighted by the lack of correlation between the different
assays and conditions83—but individualised treatments on the basis of integrating genomic
profiles, metabolite biomarkers and chemical screening of tumour samples are moving into
clinical practice.84 For oncology research, multi-omics biomarkers and extensive profiling is
rapidly becoming the norm and the medicinal chemistry and drug discovery community will
need to develop approaches to rationally design against complex end-points.

Medical and translational research, in both public and commercial organisations, increas-
ingly depend on this integrated analysis of complex data-sets and in particular the rapid ad-
vances and plummeting costs in sequencing based assays will have a profound impact on drug
discovery research—at the time when the current projects hit the market genomic profiling will
be standard practice in most clinical settings. Human genetic variation will likely be an im-
portant component of clinical decision-making both in terms of compound efficacy as well as in
the assessment of compound safety and pharmacokinetics. The rapid development of genomic
medicine is also mirrored in bioinformatics; the current data glut in biology is changing the
field to a critical infrastructure service provider. The challenge for medicinal chemistry is to
assess which of these aspects that can be built into a programme today. The opportunity is to
use the understanding of systems responses to open up new targets and approaches for small
molecule drug discovery.

HINTS AND TIPS

Genomic medicine now plays such an important role in biomarker discovery and transla-
tional medicine that medicinal chemists need to have to have at least a basic understanding
of the technologies, tools and opportunities to appreciate the approaches to target discovery
and validation.

Many the key bioinformatics resources are freely available on the internet and these are
hyperlinked throughout this chapter.

UniProt functions as an integration hub and provides a large set of links to other re-
sources. For example summaries of known drugs from DrugBank, links to Chembl entries as
well as an excellent overview of protein structural data from the PDB databank.

The Chembl database provides compound-target associations abstracted from the litera-
ture,62 and with the addition of the chemistry patent source in SureChem63 together with
integration of bioinformatics resources from EMBL-EBI, will be an important future platform.

The pharmacogenomics database is the key resource for understanding the effects of
genomic variation in drug discovery.

Currently there are well over a hundred compounds with a pharmacogenomics biomarker
in the label.

The understanding of ADME variation on the basis of genetics is growing, and will have a
major impact on medicinal chemistry.

With sequencing plummeting costs, by the time current research compounds hit the
market genomic profiling will be standard practice in most clinical settings.
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CHAPTER 14

Translational Science

ALASDAIR J. GAW

Department of HealthþCare, Technology Strategy Board, North Star House, North Star,
Swindon, SN2 1UE, UK
E-mail: Alasdair.Gaw@tsb.gov.uk

14.1 INTRODUCTION

The term ‘‘translational science’’ has been defined in different ways in different places. For the
purpose of this article we will follow the definition as described by the Medical Research
Council of the UK, ‘‘Translational Science is the process of the bidirectional transfer of
knowledge between basic scientific work (in the laboratory and elsewhere) with that of the
person, in health or disease.’’

This field of science has been brought to the fore in recent years, as the successful develop-
ment of new medicines has increasingly failed at the point of experimental efficacy testing in the
patient, to increase the awareness of the relevance of academic research to society. Translational
science encompasses all of the key biomedical disciplines such as genetics, biochemistry, drug
metabolism, cellular sciences, physiology, pharmacology, clinical pharmacology and clinical
development that are part of the established drug discovery process. Translational science de-
mands the integration of this knowledge from target protein to clinical outcome, rather than the
isolationist approach between disciplines that has developed in recent years, as the field of
biology and medicine has expanded and become increasingly specialised. This isolation between
disciplines has contributed to the high failure rate of clinical efficacy. In this chapter we shall try
to describe approaches that can aid in the improvement of the translation of basic science from
target to delivering expected clinical outcomes, and provide a perspective for medicinal chemists
and where their skills can contribute.

The ultimate aim of any medicinal chemist is to create a compound that will treat disease in
patients. Diagnosis is the foundation of determining treatment and is principally based on the
use of biomarkers, which are core to the field of translational science and can link the drug
discovery process from target identification to clinical testing. A biomarker has been defined by
the FDA as ‘‘A characteristic that is objectively measured and evaluated as an indicator of
normal biologic processes, pathogenic processes, or pharmacologic responses to a therapeutic
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intervention.’’1 They are essentially quantitative measures that allow us to diagnose and
assess the disease process and monitor response to treatment. Strictly speaking, all clinical
outcomes are biomarkers, however, those that are exclusively applicable to, or useful in, human
beings are usually excluded from the definition as they do not lend themselves to preclinical
translational purposes. In such cases alternative biomarkers will need to be sought to establish
confidence in a new mechanism, compound or drug prior to the moment in clinical trials that
such a clinical outcome can be introduced. For example, in oncology targets tumour size
or blood biomarkers may be used in preclinical studies but clinical outcomes will still be around
mortality rates. In respiratory disease anti-inflammatory biomarkers may be measured through
animal models and early phase clinical trials but reduction in exacerbation rates and improve-
ment in patient reported outcomes will still be required for drug registration by regulators.

The use of biomarkers has become synonymous with translational science as they allow
preclinical and clinical effects to be measured in an experimental setting and allow comparison
of preclinical observation to observation in the clinic. As a consequence, the use of biomarkers
has become essential in modern drug discovery and guidelines have been issued by the FDA2

and the EMEA3 for the process of qualifying a biomarker as demonstration of efficacy.
Essentially the qualification process of a biomarker for use in disease requires:

� Context of the disease/condition in which the biomarker will be applied:
J Symptoms, pathophysiology, risk factors and epidemiology related to the biomarker.

� Context of the use of the biomarker:
J To demonstrate target engagement or to claim clinical efficacy.

� Influence of current treatments against the biomarker.
� Technical aspects of proposed biomarker measurement:

J Limits of detection, complexity, intra- and inter-test variability, within subject vari-
ability, sensitivity/specificity, positive and negative predictive value, ROC (Receiver Op-
erating Characteristic) curve, change between pre- and post-test.

� Suitability for use in patient care and clinical trial settings.

There are several pre-competitive activities involving industry, academia, patient groups and
charities currently underway that interact with regulatory authorities to drive faster acceptance
and qualification of biomarkers for uses such as safety biomarkers for medicines (SAFE-T
consortium)4 and new biomarkers of COPD.5 There are also several initiatives such as those by
the MRC and ABPI that bring together academia and industry to extensively phenotype patients
in several therapeutic areas such as rheumatoid arthritis, chronic obstructive pulmonary dis-
ease and diabetes.6

The term translational science frequently refers to the stage at the end of preclinical work
progressing into clinical testing (Figure 14.1). Different organisations refer to clinical studies
and biomarkers with varying definitions of Proof of Concept, Proof of Principle and Proof of
Mechanism (or Target Engagement) studies and biomarkers.

In this article we will define the use of biomarkers in three categories:

� Proof of Concept (PoC) biomarkers: These are biomarkers of presumed direct clinical
relevance that can be used to register a drug as effective with regulatory authorities, e.g.
blood pressure for anti-hypertensives, FEV1 for bronchodilators, cholesterol for statins.
These are used if possible from Phase 2A onwards for the first clinical studies in patients;
however, if longer duration and greater patient number are required to show an effect they
will more commonly be used from Phase 2B studies. As they are required for registration,
they are essential for Phase 3 studies and, as confirmation is the main objective of Phase 3
studies, it is highly advisable to use the same biomarkers in both Phase 2b and Phase 3.
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Occasionally, PoC biomarkers can also be used in Phase1 studies where patients are used,
e.g. in oncology.

� Proof of Principle (PoP) biomarkers: These are biomarkers that are closely linked to the
mechanism of action and closely linked to the clinical symptoms, but are not sufficient to
define clinical efficacy for registration due to lack of validation, e.g. inflammatory cytokines
levels for anti-inflammatory treatments, reduction in amyloid for Alzheimer’s treatment, re-
duction of TNF production by p38 inhibitors, inhibition of cell infiltration to joint with CCR1
inhibitors. These are commonly used in Phase 2 clinical studies that are of short duration and
provide confidence of obtaining a Proof of Concept Signal in longer studies. The potential of
studying such markers in healthy volunteers, in human challenge models (e.g. an LPS chal-
lenge in a Phase 1b study), in volunteers with a clear expression of the disease process of
interest (e.g. testing treatments for allergic asthma in otherwise healthy patients with aller-
gies) should be considered as this could provide an early decision point for a compound or
mechanism. Many PoP markers are also suitable for animal model studies and allow Phar-
macokinetic/Pharmacodynamic (PK/PD) comparison from animal models to be used to
model expected human PK/PD and effect which can then be verified in the Phase 2 studies.

� Proof of Mechanism or Target Engagement (PoM/TE) biomarkers: These are directly linked
to activation of the test mechanism normally in an ex vivo environment clinically or as a
tertiary assay pre-clinically, e.g.:
J Reduction in LPS-induced TNF production from human blood by p38 inhibitors, re-

duction in STAT phosphorylation by JAK inhibitors.
J Binding of a radiolabelled PET ligand or displacement of the label with test compound

demonstrating occupancy of the target binding site.

These are commonly used in Phase1 clinical studies that are of short duration and provide
confidence of PK/PD relationships. These allow exposure levels to be compared to effect levels

Primary
assay

Cellular
assay

Human

Animal

Phase 1
DMPK

Phase 2
PoP

Native
cell assay

Disease
tissue/cell

Phase 1
DMPK Ex Vivo

Phase 2
PoC

Disease
pathology

model

Native
cell assay

Disease
Tissue/cell

Primary
assay

Cellular
Assay

Clinical

In Vivo

In Vitro

In Vitro

Translational

Translational science in drug discovery

Figure 14.1 The role of translational science in drug discovery.
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and aid dose selection to ensure blockade or activation of the target in the clinical study. These
are also suitable for animal model studies and allow PK/PD comparison from animal models to
be used to model expected human PK/PD and effect. These PoM markers are fundamental as
they can be used in both preclinical and clinical testing and provide the key data that will
translate compound effect from bench science models to man.

Within drug discovery and translational science perhaps the greatest role of a biomarker is
to provide evidence of target engagement in the various stages of testing of a drug candidate
(Figure 14.2).

Assuming that initial DMPK predictions of exposure to engage and block the target were
achieved then you have a variety of potential outcomes:

� No exposure for target engagement: No effect on PoM markers; do not progress.
’ Re-evaluate drug metabolism absorption models or stop programme.

� Target engagement: No effect on POM markers; do not progress.
J Re-evaluate exposure levels required or stop programme.

� Target engaged, effect on POM markers.
J No effect on PoP markers; do not progress.

’ Re-evaluate link of mechanism to PoP marker or stop programme.
J Unexpected effect on PoP markers:

’ Re-evaluate hypothesis on link, re-establish platform of evidence.
� Progress with caution or stop programme.

� Target engaged, effect on PoM, PoP markers.
J No effect on PoC markers.

’ Re-evaluate hypothesis and trial design or stop programme.

Drug

Target

Proof of
Mechanism

Proof of
Principle

Proof of
Concept

Target
engagement

+ effect

Target
engagement
+ no effect

No target
engagement
+ no effect

Wanted effect

No effect

Unexpected effect

Big effect

No effect

Adverse effect

Low exposure
No target

engagement
+ effect observed

Good clinical
effect

No target
engagement

+ effect observed? ?

Application of biomarkers to decision process

Figure 14.2 Decision tree for translational testing.
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J Unexpected effect on PoC markers.
’ Positive effect.
� Re-evaluate hypothesis and trial design; progress.

’ Adverse effect.
� Re-evaluate risk–benefit, progress or stop programme.

� Target exposure too low for expected engagement.
J Effect on PoM markers and/or PoP markers.

’ Re-evaluate pharmacodynamic characteristics of compound.
’ Consider active metabolite that acts on same target.
’ Consider off target mechanism of activity.
� If mechanism identifiable then progress.

’ If adverse event seen then stop programme.

Only very few compounds progress from screening to man (Figure 14.3), and the demon-
stration of efficacy in patients is also the point of greatest, and costliest, failure in the drug
discovery process. It should always be remembered that this is called Research for a reason: the
answers are not yet known therefore failure when a new mechanism is not sufficiently im-
portant in disease is to some extent unavoidable, despite the growing focus within the industry
on the linkage of target to disease and translation of preclinical hypotheses into the clinic.
However, failure because of insufficient target engagement when good markers of target en-
gagement are available should be rare. Certain conditions may well prevent accurate assessment

Relative  progression of compounds to translational science

Disease
(PoC biomarker)

Disease Pathoogy (PoP)

Diseased Tissue
(PoP & PoM biomarker)

Native Target Cells

Healthy Tissue
(PoP & PoM biomarker)

Cell lines,
expressed target

Recombinant target
protein

Number of
Compounds Tested

Translation

Figure 14.3 Relative progression of compounds into translational screening.
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of target engagement, e.g. when testing inhaled or topical drugs, but in these cases one should
aim to use PoP markers as proof of target engagement at the earliest opportunity. Translational
research allows creation of a platform of evidence to improve decision making and increase the
expectation of demonstrating an effect in patients.

14.2 LINKING HYPOTHESIS TO DISEASE

Although translational science concentrates on measuring efficacy in man it extends
through the target validation process and is important in designing your hypothesis and
establishing a screening cascade. Diseases may be defined clearly on a clinical outcome
basis, however they are likely to consist of several pathologies that may occur at the organ,
tissue and cellular level. At the core of choosing any biological target for Drug Discovery
Research you must first know the disease that you wish to treat, the target pathology you
wish to change, the clinical impact of changing that pathology and then generate a
hypothesis of how the chosen target will achieve that. An example of three potential
pathologies within the disease of Chronic Obstructive Pulmonary Disease is shown in
Figure 14.4. Maintaining this line of sight from the disease to the target and back is a key
element of any translational strategy.

There are five key questions necessary to determine if a target is involved in a disease:

1. Is the target (pathway) present in disease pathology?
2. Is the target (pathway) activated in disease pathology?
3. Will activation of the target (pathway) induce the disease pathology?
4. Will inactivation of the target (pathway) prevent the disease pathology?
5. Will agents which prevent inactivation of the target induce the disease pathology?

This allows you to identify a platform of evidence that will support a hypothesis of expected
effect in disease and enables creation of a focused screening strategy that tests the hypothesis
(Figure 14.5).

14.3 CREATING A SCREENING STRATEGY FROM MOLECULE TO MAN

The ultimate end point of drug discovery is to show efficacy in man therefore it makes sense to
start with the patient and identify the effect you wish to achieve and then establish a trans-
lational strategy which will allow you to screen and progress compounds while creating a
platform of evidence that will support the expectation of achieving that end point in man. A
suggested screening cascade that will provide a platform of evidence suitable for compound
progression through to man is shown in Figure 14.6. It is important to remember that the vast
majority of compounds synthesised in a drug discovery project will not progress beyond the
initial primary screening phases, however the latter assays must be as accurate, rigorous and
indicative of compound activity in a physiological environment as possible (Figure 14.3). At
the end of the programme molecules will be tested in living human beings at physiological
pH, body temperature and in physiological solutions. Therefore a screening strategy must
include physiological assay systems that mimic the human situation before progressing into
man. When developing novel compounds there is always more that is unknown about
the compounds’ activity than is believed to be known. It is therefore critical to ensure that
the effect being observed can be attributed to the mechanisms that these compounds
are targeting. For this reason the measurement of affinity, and efficacy in the case of
agonists, is critical at all stages to ensure that the effect occurs at the expected exposure to
the molecule.
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Assays become more complex the closer they get to mimicking aspects of human disease
therefore only a few key compounds should really progress into complex tertiary assays. For
primary assays, where the majority of compounds are tested, then a high to medium throughput
system for selection of the most potent and stable compounds and determining structure–
activity relationships is critical.

With the advent of molecular biology it is now possible and standard practice that targets are
generated as human recombinant proteins which are expressed and used by generating cells
that express membrane proteins such as GPCRs or enzymes. The target can then be used in
broken cell assays for enzyme activity measurement or membrane binding assays. These are the
standard approaches for establishing primary assays and are suitable for ranking compounds to
develop a structure–activity relationship.

In primary assay systems, where human recombinant target proteins are tested in bio-
chemical based molecular assays, the assay matrix is generally a very simple salt solution
buffered to a physiological pH that can be more easily controlled and optimised for a larger
signal to noise ratio for screening higher throughput of compounds. However, as these assay

Chronic Obstructive Pulmonary Disease
Inflammation

Receptor
Actiivity

Cell influx/mediator
measures 

Mucus synthesis
and release

Emphysema

Lung density
Gas transfer

Elastin breakdown
(desmosine)

Airway wall
diameter*

Mucociliary
clearance

Pathology:

Marker of target modulation:

Marker of biological activity:

Markers of clinical effect

PD/PoM

PoP

PoC
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Production
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Inflammation EmphysemaPathology: Mucus
Production
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Figure 14.4 Linkage of mechanism to pathology in Chronic Obstructive Pulmonary Disease. Transla-
tional depiction of how three separate pathologies that contributes to the symptoms of COPD
can be broken down to separate target mechanisms with biomarkers relevant to the indi-
vidual pathologies.
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Platform of evidence from target to clinic
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Figure 14.5 Generic screening strategy to generate platform of evidence for translation.
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Figure 14.6 Example of a screening strategy to test a chemokine CXCR2 antagonist for Chronic
Obstructive Pulmonary Disease.
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conditions are non-physiological then issues may occur when progressing the compounds to
more physiological conditions required in secondary cellular assays, for example:

� Some assays may perform better at a pH of 6, however the molecule may demonstrate very
different biological effect at pH7.4 as pH can affect the amount of charged/neutral mol-
ecule in an assay therefore the proportion of active form may vary between assays.

� Many assays have little or no protein present which allows good affinity estimates but
underestimates the concentration required in physiological situations (see below).

The human recombinant proteins can also be tested in intact cells to determine the ability to
block functional responses. The strength of these secondary assays is that they can demonstrate
both affinity and efficacy of compounds as agonist effects of compounds can be seen. In the case
of GPCRs whole cell assays can use intracellular calcium signalling as a functional endpoint. By
adding test compounds it is possible to observe if compounds have an agonist response in their
own right (increasing calcium release) and it is also possible to determine functional calcula-
tions of affinity by use of Schild analysis or Cheng–Prussoff analysis. It is always advisable to
calculate affinity rather than use functional measures such as IC50 values (concentration of
inhibitor necessary to reverse a challenge by 50%) as these will vary depending on the challenge
level use. This is especially relevant in estimating exposures required for man where the level of
challenge agent is variable and can be unknown.

When moving to intact cell assays the assay matrices have to become more physiological to
ensure the cells remain viable through the experiment. A common element in secondary cell
assays that can cause problems in establishing affinity is the presence of plasma proteins from
added serum. Because many assay systems have different requirements for plasma protein
content, it is important that affinity estimates in each assay are estimated by the free concen-
tration of molecule in any assay system. This is more apparent in secondary cell systems and
tertiary testing systems that use human cells and tissues as there is a greater requirement for
more physiological conditions that mimic the human response, for example:

� If an assay has 4% human serum albumin present (similar to human plasma) then a
molecule with 99% plasma protein binding will appear to be 100 times less potent than a
comparable affinity compound with 1% plasma protein binding. When compounds of
different structural and physicochemical properties are being tested (e.g. converting from a
neutral compound to a weak acid) then it is difficult to determine a strong SAR unless you
account for the loss of free molecule due to protein binding.

� Many primary assays control the substrate to standardise signal to noise and screening data,
however in intact cells for example the substrate concentration may be considerably greater;
this is true for many kinase inhibitors that act at the ATP site. The excess amount of ATP
competes with the compound and can reduce the apparent cellular potency by 100 fold.

Therefore, primary and secondary assays can be used to estimate the binding affinity of
compounds for the target but do not necessarily demonstrate the concentration of the com-
pound required to block the functional response in the physiological situation. They are useful
for affinity measurements but not necessarily for ensuring efficacious exposure to engage and
block the target. It is feasible that a compound with an affinity of 1 nM may require an exposure
of 10 to 100 nM (or even greater) in blood to achieve a similar degree of target blockade. Thus
the importance of using clinically relevant markers of target engagement and compound effi-
cacy come to the fore. If you introduce secondary and tertiary assays and markers that can be
utilised in the clinic then the exposure required in man to block the target and observe efficacy
can be better determined.
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Increasingly, primary human cells, sometimes from disease, are used in the secondary or
tertiary screening setting, increasing the relevance of the assay but also likely impacting cost,
throughput and complexity. When used in primary screening as ‘‘Black Box’’ or ‘‘Phenotypic’’
screens, the translational relevance of the screening may be very high, but the challenges for the
medicinal chemist will increase too. Developing SAR may be difficult and any structure-based
design is impossible until the molecular nature of the target is elucidated. Despite great pro-
gress in different methodologies of target deconvolution, it may not happen within a relevant
timeframe to impact chemistry (indeed it may never happen but whilst it will slow down de-
velopment it is not necessarily a show-stopper as it is not required for registration of a new
drug). The authors recommend that assays based on cells or tissues from patients are used to
determine phenotypic effects of key compounds rather than to develop SAR.

It is necessary in establishing any translational screening cascade that cross-species assays
are available for the main toxicology species such as dog and rat but also for the species that any
animal models are planned in, e.g. guinea pig, mouse, rabbit, mini pig, or primate. These assays
are necessary to ensure that appropriate species are used for toxicology studies (to demonstrate
any side effects of blocking the mechanism) and to be able to identify appropriate dose selection
and dosing regimes in animal models to establish PK/PD relationships for effect. It is important
that the rank order of potency across several compounds holds up between assays to ensure that
the observed effect in cell systems or animal models are a consequence of the expected
mechanism and not due to off target mechanisms or active metabolites.

14.4 TRANSLATIONAL SCIENCE AND STRATIFIED MEDICINE

The PoM/TE and PoP biomarkers assays may be carried out on healthy volunteers or blood or
tissue samples taken from healthy volunteers, however the critical PoC test has to be carried out
on patients. It is true that the PoC marker can sometimes be measured in healthy volunteers in
particular with agonistic mechanisms (FEV1 will change in response to beta2 agonists in
healthy individuals) but whilst a negative effect may well lead to termination of the project and
positive data may be very encouraging, they may not be definitive as it is unlikely to indicate
whether the level of response has therapeutic relevance. In such studies the PoC marker
functions as a PoM/TE or PoP marker.

As demonstrated (Figure 14.4), within a single disease indication such as COPD there are
different PoP/PoC biomarkers for each of the relevant pathologies. For this reason it is im-
portant that patients are stratified within the overall disease to ensure that the most relevant
patients are tested and to provide the best opportunity to demonstrate efficacy.7,8

By selecting the patients into sub-populations for Phase 2 it also allows planning for the
future and the development of the candidate drug as a targeted drug that may require a com-
panion diagnostic. This has the potential to allow shorter and more efficacious patient studies
enabling faster, more successful progression to market and the earlier generation of a com-
panion diagnostic can enhance rate of adoption by healthcare providers.

Classification of patients into these sub-populations using diagnostic tests that identify the
status of a particular biomarker (for example the presence of a genetic mutation or protein) and
tailoring the clinical approach accordingly is referred to as stratified medicine. Stratification is
desirable for patients, healthcare systems, and pharmaceutical and diagnostic companies as it
has both health economic and clinical benefits.

Biomarkers that can be used as PoP can also be used to stratify patients for specific target
mechanisms an example being interleukin-13 which is a mediator of allergic asthma.9 Agents
which block or reduce IL-13 could be considered as anti-asthmatic, however to identify asth-
matic individuals with high IL-13 levels that may benefit from this treatment, an alternative
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diagnostic, periostin, a protein whose abundance in blood are influenced by the level of IL-13,
has been developed.10

Stratification represents a more targeted approach, with the potential for greater efficacy of
treatments and minimisation of their side effects as non-responders are not prescribed in-
effective medication. A recent example from the oncology field is crizotinib, a drug indicated for
the treatment of locally advanced or metastatic non-small cell lung cancer (NSCLC) that is
anaplastic lymphoma kinase (ALK)-positive (this occurs in approximately 5% of patients). This
patient population has a 10% response to standard chemotherapy, yet 55% respond to the
targeted therapeutic.11

The necessity of stratification in the development of new medicines is increasingly recog-
nised. Stratification as a factor in drug response is now sufficiently appreciated by regulators
and payers that within the last few years the US Food and Drug Administration (FDA) and UK
National Institute for Health and Clinical Excellence (NICE) have both rejected drugs due to the
lack of a companion diagnostic to identify a responder subpopulation.12

A full report on the current importance of stratified medicine for future healthcare has been
released in the UK by the Academy of Medical Sciences.13 The growing need for stratified medicine
clarifies the need to include translational science early in the drug discovery process as it not only
contributes to the creation of a screening strategy but allows future planning for faster clinical trials
and a better estimation of the market opportunities available for companion diagnostics and for
improved disease diagnosis. A roadmap describing the challenges associated with the development
of stratified medicine and introduction of diagnostics within the UK has been generated by the
Technology Strategy Board14 who have established a Stratified Medicine Innovation Platform to
partner across government, industry and the research community to develop this area.

Translational Science and stratified medicine are creating a large opportunity for new and
novel diagnostics in the areas of unmet clinical need. In many diseases the probability of
achieving a positive clinical outcome from treatment is far greater the earlier a disease is de-
tected and the earlier appropriate treatment can be delivered. There is a considerable unmet
clinical requirement for early and detailed characterisation of disease in inaccessible areas of
the body such as the brain (dementia, Alzheimer’s, oncology), abdominal and thoracic cavities
and the deep viscera/soft tissues such as the pancreas and liver. There is a growth in demand for
detector and biosensor technologies that can be used on patients for diagnosis or during
medical procedures to address these challenges which provides chemical opportunities for
development of novel fluorescent or radiolabelled tracers, imaging contrast agents, PET ligands
etc. Thus, translational science and stratified medicine are not only relevant to aid the design
and testing of novel chemical entities but they require the invention of novel tool compounds.
This can range from tools for animal testing and model validation to novel diagnostic markers
such as PET ligands to enable measurement of target interaction in animal and human.15,16 The
drug discovery process is an integrated multidisciplinary approach and requires the invent-
iveness of chemists across the entire process from compounds to diagnostics.

Stratified medicine raises challenges in translational medicine and it can impact a drug
development programme in a number of ways. Early evidence will be required that the chosen
target population is indeed the most likely to respond to therapy and this may make relevant
animal and other preclinical models even more difficult to identify. In planning clinical studies
when less certain of the target population, an alternative is to include different groups of pa-
tients and perform (previously agreed) post hoc analysis to determine the best responders. Also
whilst you may need fewer patients to see a signal, you may need to recruit a lot more than a
traditional study to find such well-defined patients, which will increase the cost and potentially
the duration of the study. Within a therapeutic indication it means only a subpopulation will be
treatable so the commercial potential may not be as obvious, although regulatory bodies are
adopting new reimbursement models as a consequence of this. On balance though, when there
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is both a strong rationale for stratification and good methods to do so, it is the preferred option.
A greater clinical response, not having to treat people who do not respond well or would suffer
side effects, are all things that will help drive adoption and reimbursement of a new medicine.

HINTS AND TIPS—POTENTIAL PITFALLS

� Compounds vary in metabolism across species; ensure exposure relative to affinity is
relevant when concluding a PK–PD relationship. Try to emulate the human Cmax–Cmin

range as much as possible.
� Calculate exposure by free active concentrations when estimating human doses relative

to animal PK/PD as inter-species protein binding can vary greatly.
� Test selectivity profile of compounds against key targets in animal model species and

man. Try to ensure the effect is due to the tested mechanism.
� Ensure that there is evidence of comparable physiology and target expression/distri-

bution between animal models and humans. Use in vitro assays where possible to de-
termine the strength of the mechanistic link between species before using models to
predict PK/PD in man.

� PoP and PoC markers may have been established for an existing drug for a given indi-
cation, but this doesn’t mean it will have relevance to a different class of drugs for the
same indication. . . Every drug that is effective in Rheumatoid Arthritis (RA) lowers
serum CRP levels so that we now believe that lowering CRP is a good predictor for ef-
ficacy in RA, but whilst the very effective inhaled corticosteroids that are commonly used
in mild to moderate asthma reduce sputum eosinophils in asthmatics, other drugs that
do so equally dramatically such as anti-interleukin 5 antibody were not effective at all.

� Always ask for preclinical evidence linking the marker and pathological improvement
for the new mechanism; do not rely on what has been found for different mechanisms.

� Try to determine the level of target engagement (antagonism, agonism, inhibition. . .) that
is required for a relevant therapeutic effect in pre-clinical models and aim to achieve at
least such levels when going into man. Effective levels may vary greatly from target to
target and despite various analyses, there are no hard and fast rules! It is better to work on
free plasma concentration to determine exposure as varying protein concentrations and
binding affinities across species can be very misleading. Always try to get relevant species
and strain plasma protein binding data for the screening cascade being used.

HINTS AND TIPS—CHEMISTS CONTRIBUTE TO TRANSLATIONAL SCIENCE IN
MANY WAYS

� Designing and making compounds of different chemical classes, minimising risk of
unknown, off-target activity.

� Designing and making compounds which can be used for both animal and man are
most valuable.

� Designing and making selective compounds suitable for testing in animals if required.
J The majority of screening is now human target based and therefore animal selectivity

can be lost, so compounds with suitable DMPK and affinity may have to be made for
hypothesis testing in an animal model of a specific species for specific disease
pathology. As mouse, rat and dog are the principal species for toxicology and disease
pathology models these are the key species to consider.
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J Ensuring species and strain variation in protein binding and physical properties re-
lated to tissue penetration are considered.

� Making selective compounds specifically designed for testing target engagement.
� Designing and making novel detection agents such as PET ligands that can be essential

for areas such as neuroscience where it is difficult to sample the test organ to test if there
is target occupancy from the test compound.

� Developing detection techniques to identify metabolites and in some cases new bio-
markers such as with the use of LC-MS/MS.

� Ensure all members of the project team and various decision-makers are aware of the
principles discussed above.

� Influencing all project team members to ensure that only compounds that are good
enough to test the hypothesis are progressed to human studies.
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CHAPTER 15

Discovery Toxicology In Lead Optimisation

SIMONE BRAGGIO*, MAURO CORSI, ALDO FERIANI, STEFANO FONTANA,
LUCIANA MAROCCHIO AND CATERINA VIRGINIO

Aptuit Srl, Via Fleming 4, 37135 Verona, Italy
*E-mail: simone.braggio@aptuit.com

15.1 INTRODUCTION

The cost impact of late-stage failures of drug candidates has motivated the pharmaceutical
industry to develop, validate, and implement a more proactive testing paradigm, including an
emphasis on conducting predictive in vitro and in vivo studies earlier. The goal of drug discovery
toxicology is not to reduce or eliminate attrition, as is often misstated as such, but rather
to reprioritise efforts to shift attrition of future failing molecules upstream in discovery.
This shift in attrition requires additional studies and investment earlier in the candidate
evaluation process in order to avoid spending resources on molecules with soon-to-be-
discovered development-limiting liabilities.

15.2 IN SILICO TOXICOLOGY

In silico toxicology can be defined as the application of computer technologies to analyse and
model available data in order to predict toxicological activity of a substance from the chemical
structure. It can be strictly a computer-based analysis of the relationship of chemical structure
and toxicological activity (SAR), or a simple structural alert identification and association with
toxicity.1–3 In silico toxicology methods such as computational toxicology, predictive quantitative
structure-activity relationship (QSAR) modelling of toxicity and predictive ADME-Tox are cur-
rently used in the pharmaceutical industry at the design stage, to help at identifying lead
compounds with reduced toxicological potential risk.4 In fact, being aware of potential tox-
icological issues early in the discovery process can be very useful to prioritise chemical series at
the hit discovery stage or hopefully to fix these liabilities during lead optimisation (just as
potency and pharmacokinetics properties are being optimised), before significant investment of
time and financial resources are spent in clinical trials. The advantages of these methods are
low costs, standardisation, minimal equipment needs, and short time of execution (i.e. high

The Handbook of Medicinal Chemistry: Principles and Practice
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throughput) and can hence be used as a pre-screen and to prioritise compounds for in vitro or
in vivo assay testing.5–7

15.2.1 In Silico Toxicology Tools

A number of chemical–biological informatics-based tools and related software programs for
toxicity prediction along with details of the algorithms have been described in various reviews,
published in the literature.8–15 Some of the most used systems are listed in Table 15.1, along
with a general brief description, availability and the biological endpoint they predict. Compu-
tational toxicology approaches are typically aimed at building toxicity databases, QSAR models,
rule/descriptor-based methods, as well as classical ligand and target-based techniques. Visu-
alisation tools combining QSAR models and systems biology and pharmacology pathway an-
alysis16 are also available. The choice of the modelling method to be used can be influenced by
many factors including: the size and the type of the dataset (few congeneric or many, chemically
diverse compounds) the endpoint to be modelled and the type of answers required. The com-
mon objective of all methods, however, is to attribute a toxicological indication/effect to a
chemical structure.

15.2.2 Databases

Data collection is the most critical and time-consuming task. Toxicology heavily relies on the
use of in vivo data obtained from animal models. If, however, the mechanism leading to
toxicity is known, for example, in the case of the hERG potassium ion channel inhibition and
subsequent QT interval prolongation, high-throughput screening (HTS) and high-content
screening (HCS) methodologies can be used to replace in vivo studies.17–19 All the computa-
tional models employed in the field of toxicity prediction are based on the structure of
existing, annotated ligands. Typically, scientists gather data from different sources: literature,
patents and, when available, from in-house programs. Following several initiatives aiming at
collecting information from legacy, unstructured systems (e.g. National Toxicology Program
(NTP) reports and literature) and integrate them into organised and searchable open-access
databases,20–26 more and more data are becoming available. Table 15.2 provides an overview
of some of the publicly available and commercial databases and electronic data sources which
include human health effects of substances useful in risk assessment, safety evaluation, and
hazard characterisation. Accordingly, open sources of toxicity data are the first to be exploited
in computational modelling and in silico toxicology software programs. Furthermore, pro-
prietary toxicity databases tend to offer promise for enhanced ‘‘predictive accuracy’’ or ex-
panded chemical space of the representative molecular structures they contain compared to
public databases. In addition, the aforementioned high-throughput capabilities developed
and used by the pharmaceutical industry enable the attractive toxicological profiling approach
to be pursued, using whole-cell and phenotypical assays (i.e. genotox and metabolism
modulation, hERG, cytochrome P450 3A4, Ames assay and others).27–31 Finally, the appli-
cation of genomics techniques in toxicology, due to the ease of sequencing technology which
allows whole-genome expression analyses for organisms used in toxicological tests, has led to
the creation of a new discipline called toxicogenomics32–34 that has proved to be very useful in
prediction and interpretation of off-target effects.35–37

15.2.3 QSARs and Statistical Modelling

A toxicological QSAR model is a mathematical equation used to predict the toxicity of a new
substance from a training set of chemicals with known toxicity and spanning a defined
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chemical space. It is usually specific to a single defined endpoint38 (i.e. a specific biological
target like hERG) or a defined toxic effect.39,40 Accordingly, each model has a specific applic-
ability domain which is defined as a calculated region of chemical space of the training data set
used to make the model41 where molecular features of compounds to be predicted are ad-
equately represented. Consequently, toxicity of compounds falling outside the applicability
domain cannot be reliably predicted. If the training set is large enough and diverse in molecular

Table 15.1 Most used computation systems for predicting toxicology alerts.

System/developer Availability Description
Toxicity endpoint
prediction Ref.

MDL QSAR (MDL) Commercial Quantitative Structure-
Activity and Structure-
Property modelling
system

Acute (oral) tox, hepatoxi-
city, nephrotoxicity,
urinary tract toxicity,
mutagenicity, carcino-
genicity, skin sensitisa-
tion and irritancy

90

HazardExpert
(CompuDrug)

Commercial Fragment, rule-based
system

Mutagenicity, carcino-
genicity, skin sensitisa-
tion and irritancy,
immunotoxicity and
neurotoxicity

91

Derek (Lhasa Ltd) Commercial Knowledge-based expert
system

Mutagenicity, carcino-
genicity, skin sensitisa-
tion and irritancy

78

ADMET Predictor
(Simulations
Plus Inc.)

Commercial Modelling based on Neural
network

Hepatoxicity, mutagenicity,
carcinogenicity, cardiac
toxicity, allergenic skin
and respiratory sensitisa-
tion, phospholipidosis

92

Lazar (Freiburg
University)

Freely
available

Uses data mining algo-
rithms to derive predic-
tions for untested
compounds from experi-
mental training data

Chronic (oral) tox, hepa-
toxicity, mutagenicity,
carcinogenicity

93

Leadscope
(Leadscope)

Commercial Integrate disparate sources
of toxicity data, mine
historical collections of
public and proprietary
toxicity data, build pre-
dictive models, identify
analogs with toxicity data

Hepatoxicity, nephrotoxi-
city, urinary tract toxicity,
neurotoxicity, genetic
toxicity, carcinogenicity,
reproductive toxicity,
cardiac toxicity

94

MCASE/MC4PC
(MultiCASE)

Commercial Identifies molecular frag-
ment with high prob-
ability of being associated
with a toxic effect

Acute (oral) tox, hepatoxi-
city, nephrotoxicity,
urinary tract toxicity,
cytotoxicity, mutageni-
city, carcinogenicity,
teratogenicity, irritancy,
maximum tolerated dose.

56

TOPKAT
(Accelrys)

Commercial Uses cross-validated Quan-
titative Structural Tox-
icology Relationships
(QSTR) models to assess
various measures of
toxicity

Mutagenicity, carcino-
genicity teratogenicity,
lethal dose, skin sensi-
tisation, chronic (oral)
toxicity.

53

OncoLogic
(US EPA)

Freely
available

Knowledge based expert
system

Carcinogenicity 77
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Table 15.2 Publicly available and commercial databases and electronic data sources.

Database/Developer Availability/access Description

Acutoxbase (‘‘A-Cute-
Tox’’ EU FP6 project)

Access restricted to project partners
https://acubase.amwaw.edu.pl

For B100 chemicals (50% drugs) available B100 in vitro assays
including general acute cytotoxicity, metabolism-mediated
toxicity, biokinetics, and organ-specific toxicity; in vivo: B2200
LD50 values in rodents (rat and mouse) and other animals (e.g.
guinea pig, dog) with various administration routes (oral,
intravenous, etc.) compiled from published literature.

ChemIDplus (US NLM) Freely available http://chem.sis.nlm.nih.gov/
chemidplus/

Structure searchable toxicity data for B130 000 chemicals
retrieved from TOXNET (Toxicology Data Network; http://
toxnet.nlm.nih.gov

CEBS (US NIEHS) Freely available http://cebs.niehs.nih.gov/ In vivo data and acute dose on rat for a small number of known
hepatoxicants.

RTECS (Symyx
Technologies)

Commercial: searchable through the Symyx
Toxicity Database http://www.symyx.com/
products/databases/bioactivity/rtecs/index.jsp
and Leadscope Toxicity Database
http://www.leadscope.com/databases/

Structure searchable rat acute oral toxicity (LD50) and acute
inhalation toxicity (LC50) data from published literature for
B 7000 compounds (B4000 organic).

TerraBase databases Commercial http://www.terrabase-inc.com/ Several databases include rat and mouse LD50 values for dif-
ferent product types (natural compounds, drugs, pesticides).

ZEBET (BfR ZEBET) Freely available http://www.dimdi.de Includes rat or mouse (LD50) and cytotoxicity (IC50) data for
347 compounds from the literature.

MRTD Database
(US FDA)

Freely available http://www.fda.gov/AboutFDA/
CentersOffices/CDER/ucm092199.htm

MRTD (Maximum Recommended Therapeutic Dose) values for
1215 drugs from clinical trials, mostly by oral administration
and daily treatments, (3–12 months), 5% of the drugs ad-
ministered intravenously and/or intramuscularly). Includes
structures. Available from FDA and EPA DSSTOX.

DSSTox http://www.epa.gov/ncct/dsstox/index.html Distributed Structure-Searchable Toxicity Database Network of
downloadable, structure-searchable, standardised chemical
structure files associated with toxicity.

RepDose (Fraunhofer
Toxicology and Ex-
perimental Medicine)

Freely available http://www.fraunhofer-
repdose.de/

Sub-acute to chronic, oral and inhalation data for B700 pub-
licly available chemicals in rat, mouse and dog studies; also
including structures, physicochemical properties and study
designs.

AERS (US FDA/CDER) Freely available http://www.fda.gov/Drugs/
GuidanceComplianceRegulatoryInformation/
Surveillance/AdverseDrugEffects/

US FDA/CDER Adverse Effects Reporting system of post-market
safety surveillance for all approved drug and therapeutic
biologic products.

CEBS US NIH/NIEHS Freely available http://cebs.niehs.nih.gov/ Chemical Effects in Biological Systems Knowledgebase; inte-
grates genomic and biological data (including dose–response
studies) in toxicology and pathology.

CERES (FDA) Freely available http:www.fda.gov/ Chemical Evaluation and Risk Estimation System Contain
databases on toxicity of food ingredients, drugs, agro, and
industrial chemicals, compound profiling, structural alerts,
and QSAR-based toxicity predictions.
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chemotypes, covering a huge chemical space, the model is termed global, If it is restricted to a
set of congeneric compounds, it is termed local.38–42 Global models are used especially by
regulatory authorities that have to assess diverse compounds that may present new structural
classes,43,44 or in drug discovery to broadly evaluate different chemical lead series in order to
select the potentially cleanest one. Local models are built to address and hopefully solve toxicity
issues in lead optimisation as they are centred on the chemotype(s) of interest and hence are
likely to be more accurate and specific. For example, in global hERG models lipophilic and
positively charged compounds are in general predicted to be hERG inhibitors with respect to
more hydrophilic neutral or negatively charged substances. However, most CNS drugs are
lipophilic, carrying an ionisable amine. A useful model is hence the one able to identify, within
this unfavourable chemical space, more specific features that hinder hERG interaction in order
to reduce or hopefully remove this liability.

The most commonly modelled QSAR endpoints in toxicology are carcinogenicity and genetic
toxicity as these findings for a new drug product under development (and its metabolites) can
impede regulatory approval. In addition, genotox and carcinogenic potential of a pharma-
ceutical is a critical regulatory milestone that cannot usually be tested in humans unless using
very costly and time consuming assays. In general the aim of statistical commercial modelling
software, such as Topkat 53 and Multicase45,46 (see also Table 15.1), is to analyse available data
and automatically build models that, however, have to be carefully reviewed by the scientist.
Modelling techniques and structural descriptors also have to be carefully selected. A large
number of independent investigations have been widely conducted by experts to assess the
commercial and non-commercial in silico QSAR/statistical modelling software products in order
to determine their performance for predicting carcinogenicity and mutagenicity endpoints.
Those based on external validation methods are considered the most scientifically rigorous.47–56

In general the quality of predictions varies depending on many factors, among the most critical
are applicability domain41,57 and the complexity of the toxicological endpoint (i.e. the number
of underlying mechanisms of action). Clearly, the more complex an endpoint, the more difficult
is the prediction.58,59 For example, the Ames test (salmonella mutagenicity assay that measures
genetic toxicity; one of the mechanisms by which compounds can induce cancer) is a relatively
simple assay because it involves a low number of underlying mechanisms, and many models
with respectable accuracy exist.60 By contrast, carcinogenicity, liver toxicity and developmental
toxicity are complex endpoints that can be caused by a wide variety of events, and the prediction
of these endpoints is usually far from acceptable.58,61 Hence, although they are useful in a few
cases, the broad application of such predictions has been prevented by their lack of accuracy.
Clearly from a regulatory review perspective of protecting public health, there is a need for
models tuned for sensitivity (i.e. accuracy in predicting toxic compounds with low number of
false negatives) not specificity (accuracy in predicting non-toxic compounds with low number of
false positive). The focus, therefore, is on modelling more simple endpoints, such as off-target
activity, to increase accuracy in prediction and hence application usefulness.

15.2.4 Human Knowledge-Based Methods

Among the several approaches to predicting the effects of small molecules from the structure,
the human knowledge-based systems, as distinct from statistical-based/machine learning ap-
proaches, rely on a set of predefined rules derived from specific examples, widely accepted
within the scientific community, to predict toxicity risk. These rules may suggest that the
presence of a chemical feature in a molecule or a certain chemical class (e.g., heterocyclic
amines, highly reactive groups such as aldehydes) provides a concern about the toxicity risk of a
queried chemical.62–66 Two of the most recognised systems using this modelling approach
are the EPA’s OncoLogict freeware67 and Lhasa Ltd.’s (non-profit) Derek for Windows
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(DFW) program. While the former only evaluates carcinogenicity, DFW has a knowledge base for
predicting many toxicological endpoints, including carcinogenicity, mutagenicity, genotoxicity,
skin sensitisation and irritancy, teratogenicity, hepatotoxicity, neurotoxicity, and ocular toxicity,
and it is fully integrated with a qualitative xenobiotic metabolism prediction program Meteor.68

One of the problems associated with methods providing such structural alerts is the difficulty to
use the identified fragments in medicinal chemistry for drug design purposes. Furthermore, the
fragments are sometimes too small to unambiguously map onto a molecule. In addition these
structural rules are dependent on the set they are derived from and may, therefore, not be
transferable from one chemical series to another. Consequently, although the information
contained in these systems is considered reliable enough, these methods suffer from a lack of
sensitivity (i.e. low accuracy in predicting toxicity issues).26,56 The direct consequence is that
many side effects are likely to be missed.

15.2.5 ADME-Tox Modelling

ADME-Tox modelling may provide a useful indication in order to address metabolic, pharma-
cokinetic, and toxicological issues related to drug disposition and fate, through in silico
evaluation of individual or classes of compounds. These methods, such as expert systems and
QSAR analysis,69,70 enable millions of virtual molecules to be examined across a broad range of
desired properties in lead identification and optimisation. Some of these methods are based on
simple and well-known rules for drug/lead/metabolite likeness, derived from physicochemical
properties.69,71–73 As part of these computational applications, either ‘‘off-the-shelf’’ products or
custom built models, there is potential to identify properties of molecules that can be predicted
to have ‘‘off-target’’ effects that can potentially have an impact on the human health (i.e. hERG).
Today the role of computational ADMET in helping to reduce the number of safety issues in the
whole discovery phases is well recognised, however, the successful application of these simple
approaches are often limited by the paucity of high quality experimental data,74 and by the use of
descriptors neglecting direct structural information about the ADMET proteins and hence of
limited impact on drug design, especially in lead optimisation. Accordingly, in silico methods
based on the 3D structures of relevant proteins might add extra benefits to rule-based and/or
statistical 2D methodologies,75–77 as they provide understanding at a molecular level gained from
analysing the ligand and/or protein interactions. So far, structure-based techniques have been
rare in computational toxicology due to the lack of structural information for many drug targets,
despite the increasing number of x-ray coordinate available in the public databases especially in
recent years. In fact, docking experiments relying on target homology models and experimental
structure–activity relationships (SARs) to propose binding poses of ligands, can be inaccurate.
Furthermore, application of docking-scoring methods to ADMET proteins is a challenging pro-
cess because they usually have a large and flexible binding cavity; however, promising results
relating to metabolising enzymes have been recently reported. An excellent review on structure-
based ADMET, including a list of ADMET proteins along with the available 3D structures from the
PDB, has recently been published.75 Finally it is worth mentioning other promising in silico
ADME-Tox approaches based on quantum mechanical/molecular mechanical (QM/MM) meth-
ods, that are used to extract descriptors (i.e. HOMO, LUMO) to model the reactivity of compounds
towards CYP isoforms and for predicting the rates of reactions in drug metabolism.78,79

15.2.6 Application of In Silico Tools in Lead Optimisation

Knowledge/rule based high throughput in silico ‘‘global’’ tox and structural/physicochemical
models are widely applied as filters in the lead identification phase, usually resulting in the
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selection of developable and potentially clean chemical series. However, it is not guaranteed
that these compounds are devoid of toxic effect as these methods have low sensitivity (i.e. only
know fragments/chemical groups responsible for toxicity well represented in the training set see
above).56 On the other hand, a too restrictive application of these filters may result (especially
for poorly tractable targets) in no or too few chemotype compounds left, with the risk of killing
valuable leads;74 moreover, toxicity can build up or hopefully be abolished during lead opti-
misation,80 even if in this phase chemical modifications are usually not major. However it is
advisable to start a lead optimisation program with multiple, different chemotypes/chemical
series, even if some may have some toxicology flags that clearly have to be carefully considered
in the optimisation process. Normally little is known about toxicity issues of a new chemical
class. Ideally, one would test all new compounds in every available in vitro profiling assay to
identify potential off-target activities. However, because of cost and practicality aspects, only a
few representative compounds (depending on the throughput of the assay) can be tested on a
subset of assays, selected according to the knowledge of the on-target relations with the rest of
the proteome (in particular with targets associated to adverse events) determined by sequence
homology similarity and chemical connectivity (i.e. ligands in common). The latter information
is provided by chemogenomics databases which contain cross-screening data of collections of
compounds tested on a diverse panel of assays spanning the druggable proteome. Interestingly,
the two approaches (system biology and chemoproteomics) are not always completely over-
lapping, rather they provide complementary information. As for the in vitro safety pharmaco-
logical profiling, only the major potential issues are usually studied (e.g. genotoxicity and hERG
blockade). ADMET targets are finally added to the panel, among the most common are CYPs
interaction, PPB, and P-gp. Once a single liability is identified, computational models are built
using the most appropriate approach depending on the available structural information on the
target and data on ligands. As soon as a model has been built, any number of structures can be
tested in silico in a very short time frame. For some of these targets, global models are also
commercially available but caution has to be used for their correct application (i.e. appropri-
ateness of the applicability domain, see above). Local models, built using in house data, around
chemotypes of interest usually provide the best results. Clearly structure-based (docking) and
pharmacophore approaches are preferred by medicinal chemists because they provide a better
understanding of the recognition processes at a molecular level. ‘‘Local’’ QSAR models (only for
congeneric series of compounds) can also be very useful (provided that the chemical descriptors
used are simple and meaningful from the physicochemical point of view, rather than a com-
bination of sometimes ‘‘exotic’’ parameters). MLRA (Multi Linear Regression Analysis) and
PLS81 (Partial Least Squares regression), the latter most suitable with a high number of cor-
related dependent variables, or PLS-DA (Partial Least Squares regression-Discriminant Analysis)
when the independent variable is categorical, are among the most used statistical method-
ologies. Model predictions have to be clearly verified by testing key compounds and, in case of
lack of predicitivity, subsequently modified accordingly.

15.3 TARGET SELECTIVITY

The regulatory request to the pharmaceutical industry to improve preclinical safety testing has
increased due to recent drug withdrawals.82 Defining the risk of exposing humans to new drug
candidates still depends on preclinical testing which, in many, but not all, cases predicts
outcomes in humans accurately. Accordingly, understanding mechanisms of drug toxicity is an
essential step toward improving drug safety testing by providing the basis for mechanism-based
risk assessments. In a recent paper by Bowes and co-authors83 it was reported that about of 75%
of all adverse reactions produced by novel drugs are dose dependent and they can be predicted
on the basis of their pharmacological profile. Drug interaction with off-targets might often be
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the reason for the adverse reactions produced by a candidate compound when tested in animal
or/and clinical studies. Therefore, the precise identification of the off-targets and their deep
characterisation are essential steps in modern drug discovery. In vitro pharmacological profiling
involves the testing of compounds against a panel of targets dissimilar from the intended
therapeutic one with the aim of identifying specific interactions responsible for the adverse
reactions. A perfect example is the case of fenfluramine. This molecule was originally marketed
as an appetite suppressant for weight control and its efficacy was attributed to its agonism to the
5-HT receptor. However, in 1997 fenfluramine was withdrawn from the market since it also
induced heart valve disease and pulmonary hypertension. Indeed, it was discovered that
whereas the clinically desired effect on appetite was related to the 5-HT2C receptor (primary
target), the heart and pulmonary diseases were produced by agonism of the molecule at the
5-HT2B receptor (secondary target or off-target).

Currently, a regulatory guidance describing which targets should constitute the in vitro
pharmacological selectivity panel does not exist with the exception of the human voltage gated
potassium channel subfamily H member 2, also known as hERG, which is now required by the
FDA together with other cardiac ion channels.84

15.3.1 The Targets Panel for In Vitro Selectivity Evaluation

Specialised companies to screen for selectivity of novel chemical candidates exist and all have
different types of solutions and different costs by offering small (fewer than 30 targets) and very
large (more than 100 targets) target panels. It seems, therefore, that the decision on the panel to
be used for off-target characterisation of a novel discovery compound would depend only on
economic factors. However, in recent years a new way of thinking has been introduced by
pharmaceutical companies with an approach that takes into account if the characterisation of
the novel compound takes place in the lead generation/optimisation or in the clinical phase of
the drug discovery process. Indeed, in the lead generation and optimisation phases the iden-
tification of off-targets has a different consequence with respect to the same request made for a
novel candidate ready to be tested in clinical studies. Consequently, the composition of the
panel should be different in the two conditions. In addition, the therapeutic area of interest and
the primary target family always play an important role in the choice of the target panels to be
considered.

Hence, in the lead generation and optimisation phases pharmaceutical companies have now
accepted that the screening for potential off-target activity can be carried out by a customised
targets panel made of approximately 30–50 targets.83–85 Its composition may include exemplars
of GPCRs, ion channels, enzymes, nuclear receptors and transporters. As pointed out by other
authors, the included targets become sentinels for potential targets of liability and the observed
positivity would require further evaluation within the target family. The advantage of such an
approach in an early discovery phase is that the findings can immediately be transformed by
the project using a dedicated SAR strategy to eliminate the liability of the off-target activity.
An example of a customised target panel used for projects dealing with CNS indications is
listed below:

� Central benzodiazepine receptors (GABA-A),
� Opioid receptors (mu, k, delta),
� Serotonin receptors (5-HT2A, 5-HT2B, 5-HT3),
� NET, DAT, SERT,
� Cannabinoids receptors (CB1, CB2),
� MAO-B,
� Histamine H1 receptor,
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� Dopamine D1 and D2 receptors,
� Phosphodiesterase PDE4,
� Neurokinin NK1 receptor,
� Alpha adrenergic receptors (alpha-1 and alpha-2),
� Beta adrenergic receptors (beta 1),
� Adenosine receptors (A2),
� Cycloxygenase COX2,
� Muscarinic receptors (M1 and M2),
� L-type Ca channel,
� Nav1.5 channel,
� hERG channel.

The selected targets can potentially be indicators of drug abuse potential, convulsion,
cognitive impairment, emetic and cardiovascular liabilities for compounds interacting with
them (Table 15.3).

Two relevant factors still require consideration. First, whichever customised target panel is
selected, the target assays should be robust enough for detecting both agonism and antagon-
ism. Second, pharmacological species difference should be kept in mind when developing the
assay and translating the results in animal or human studies (e.g. a clear pharmacological
species difference exists for instance between human and mouse or rat NK1 receptors86).

Finally, for a novel candidate ready to be tested in clinical studies there is the general con-
sensus that a large and sometime very large panel of hundreds of potential off-targets is re-
quired to widely explore the selectivity of the compound. Projects targeting kinases generally
require a large off-targets panel, since more than five hundred different kinases have been
identified in humans.

15.3.2 Testing Strategies

Different technical approaches have been adopted for testing compounds on these targets.
As discussed in depth by Bowes,83 binding assays utilise purified preparations of membranes or
proteins from recombinant or tissue sources expressing the target and a labelled high affinity
ligand that incorporates either a radioisotope or fluorescent probe. Test compounds are assayed
for their ability (e.g. affinity) to displace the labelled ligand. Binding assays in their general
configuration do not indicate if the test compound behaves as an agonist or antagonist.

Functional assays measure activation, inhibition, or modulation of the activity of the target
either expressed in a host cell or in a purified preparation. Assays for GPCRs rely on the meas-
urement of secondary messengers like calcium, cAMP of 35-labelled-GTPgS-binding. For ion
channels, technologies allowing automated electrophysiological measurement of channel activity
when expressed in a host cell are used. Enzymes, including kinases, are assayed by measuring the
product formed after their incubation with a specific substrate. Nuclear receptors are usually
expressed in cells and tested in combination with gene reporters or by biochemical assays using
time resolved fluorescent resonance energy transfer (TR-FRET) technologies.

IC50 and Ki values are determined in binding studies (concentration of the test compound
that displaces by 50% the labelled ligand; affinity constant of the test compound, respectively).
Ki is derived from the IC50 value by applying the Cheng–Prussoff equation.87 In functional
studies, EC50 values (agonist concentration that produces 50% of the maximal response) or IC50

and KB values (concentration of the antagonist/inhibitor that produces 50% inhibition; an-
tagonist dissociation constant, respectively) are calculated. The KB parameter can be derived by
the use of competitive antagonist affinity from functional inhibition curves using the Gaddum,
Schild and Cheng–Prusoff equations.88
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Table 15.3 Potential hazards produced by compounds acting on the following off-targets panel.

Target Family System Agonism Antagonism

Adenosine receptors A2 GPCR CNS Sedation
CV Vasodilatation

Adrenergic a1, a2 receptors GPCR CV Hypertension Hypotension
Adrenergic b1 receptor GPCR CV Tachycardia Hypotension
D1 and D2 receptors GPCR CNS Dyskinesia Extra-pyramidal side effects

Hypotension
Hallucination
Psychosis
Increase orgasmic

intensity
Muscarinic M1 and M2 receptors GPCR CNS

Peripheral
CV

CNS
excitation
Gastrointestinal
motility

Agitation
Hallucination
Memory impairment
Tachycardia

Opioid mu, k, delta receptors GPCR CNS Dysphoria
Drug abuse

H1 receptor GPCR CNS Sedation
5-HT2A, 5-HT2B receptors GPCR CV Vasoconstriction

Peripheral Heart valve disease
Pulmonary hypertension

NK1 receptor GPCR CNS Nausea
Central

benzodiazepine
receptors (GABA-A)

Ion channel CNS
Peripheral

Sedation Muscular spasm seizures, Convulsions

L-type Ca channel Ion channel CV Hypotension
hERG channel Ion channel CV Arrhythmia Torsade de Pointes risk
Nav1.5 channel Ion channel CV Arrhythmia Brugada syndrome
5-HT3 Ion channel CV Anxiety

CNS Hypotension
NET, DAT, SERT Transporters CNS Tachycardia

Drug abuse
Seizures
Serotonin syndrome

MAO-B Enzymes CNS Dyskinesia
Hallucination
Hypotension

PDE4 Enzyme CNS Nausea
Peripheral

COX2 Enzyme CV Hypertension
Cardiovascular risks
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A point which generally creates discussion within the discovery project is the choice of the
concentration of the compound to be tested against the off-targets panel. In the early profiling
performed in the lead generation and optimisation phases it is always recommended that the
testing be performed at multiple concentrations to allow a direct and precise estimation of the
compound activity (e.g. compound affinity, potency). This provides a faster and more reliable
result than testing a single concentration. Of course this approach is more expensive if the off-
targets list is extensive but the benefit of the approach is the early introduction in the project of
a SAR strategy to reduce the potential liability risk of the lead series.

15.3.3 Data Interpretation

Potential leads and candidates should be prioritised based on in vitro pharmacological profile,
namely the selectivity for the primary target with respect to off-targets (e.g. secondary targets). It
is generally accepted that the greater the ratio between compound activity for the primary target
with respect to the off-target, the better it is for compound safety. However, it is very difficult to
assess safety only from in vitro data. Complicating factors include species differences in receptor
pharmacology, receptor distribution and density, access of the test compound to the active site,
compensatory and synergic mechanisms, redundancy and plasticity of response systems. All of
these can affect the outcome. As rule of thumb it is suggested to calculate the therapeutic
concentrations of the test compound (non-protein bound Cmax) and if the ratio with the off-
target activity measured in vitro is greater than 100-fold, it generally represents no safety con-
cern. Leads and candidates displaying lower values should be considered with prudence.

15.4 CELL VIABILITY ASSESSMENT

The determination of cell viability has a fundamental role in all forms of cell culture. In toxicity
assays cell viability is the main purpose of the experiment; however, it can also be used to
correlate cell behaviour to cell number. One of the most used cell viability assay using
single endpoints such is the 3-(4,5-dimethyl-2-thiazolyl)-2,5-diphenyl-2H-tetrazolium bromide
(MTT) test.

The MTT cytotoxicity assay is a colorimetric method for determining the number of viable
cells based on mitochondrial dehydrogenase activity measurement.89 The MTT tetrazolium
compound (a yellow tetrazole) is bioreduced to formazan (coloured) by the intracellular dehy-
drogenase in living cells. The quantity of formazan that is directly proportional to the number of
living cells in culture is measured spectrophotometrically. The assay is performed by adding test
compounds at different concentrations to PC-3 cells (or other cell lines) in a 96 well format. The
MTT reagent is added directly to the cultured cells and after that an organic solvent is added to
dissolve the insoluble purple formazan product into a coloured solution. The absorbance at
490 nm of this solution is quantified by a spectrophotometer. An internal standard is included
in each assay for quality control. In Table 15.4 the effect of a series of standard compounds is
reported.

As an alternative test to MTT, the Adenosine Triphosphate (ATP) monitoring system based on
firefly (Photinus pyralis) luciferase can be used.90 This luminescence assay is the alternative to
colorimetric, fluorometric and radioisotopic assays for the quantitative evaluation of prolifer-
ation and cytotoxicity of cultured mammalian cells. ATP monitoring can be used to assess the
cytocidal, cytostatic and proliferative effects of a wide range of drugs, biological response
modifiers and biological compounds. The major advantages are high sensitivity, linearity,
simplicity, fast results and the lack of cell harvesting or separation steps. The assay is performed
by adding test compounds at different concentrations to PC-3 cells (or other cell lines).
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15.5 CARDIAC LIABILITY

Cardiovascular toxicity remains a major cause of concern during preclinical and clinical de-
velopment of drugs as well as contributing to post-approval withdrawal of marketed drugs.91

From 1998 to 2008 40 drugs were withdrawn from the US, European, or Asian markets for
safety reasons. Most of these drugs are either cardiotoxic, hepatotoxic or neurotoxic.92 Amongst
cardiac related post-approval adverse events reported over the last 40 years, the majority are
cardiac arrhythmias. Such data is likely reflecting the increased scrutiny around drug-induced
QT interval prolongation and associated arrhythmias over the last decade.93 Indeed, drug-
related Torsade de Pointe (TdP), a potentially fatal arrhythmia characterised in the electro-
cardiogram (ECG) by a prolongation of the QT interval followed by a ‘‘twisting’’ of the waveform
around the isoelectric line, accounted for one-third of all drug withdrawals between 1990
and 2006.94

There is a need to accurately predict the risk of drug-induced cardiotoxicity in preclinical and
early clinical stages in order to avoid progressing drug candidates with a high risk for cardio-
vascular toxicity into late clinical development and marketing approval phases.

15.5.1 Cardiac Function and Ion Channels

The heart electrical activity determines its ability to beat and pump oxygenated blood suc-
cessfully, and the overall electrical activity is determined by action potentials (APs) at the level of
the cardiomyocyte. The sequential propagation of APs from the sinoatrial node to the ven-
tricular muscle of the heart can be detected at the skin via the ECG (Figure 15.1).

The cardiac AP is the electrical change across the membrane of the cardiac myocyte, and
results from the sum of the activity of various ion channels. An ion channel is an integral
transmembrane protein responsible for the ion’s conduction across the cell membrane. One ion
channel underlines one ionic current that, together with other ionic currents, contributes to
determining the AP. In summary, the AP results from the balance between inward currents that
depolarise (Na1 and Ca21 currents) and outward currents that repolarise (K1 currents) the
cardiac myocytes. In the cardiac AP five phases can be recognised (Figure 15.2):

� Upstroke (phase 0); large sodium current (INa) due to a rapid influx of Na1 via opening of
Nav1.5 channels.

� Early repolarisation (phase 1); initiated by closure of Nav1.5 channels and activation of
transient outward (Ito) and ultra-rapid (IKur) potassium currents via Kv4.2/4.3 and Kv1.5
channels, respectively.

� Plateau (phase 2); sustained by inward Ca21 current (ICa, L) due to L-type Ca21 channels
(Cav1.2) and outward delayed rectifier K1 currents via rapid hERG channel (IKr) and in
atrial cells via ultra-rapid Kv1.5 (IKur).

Table 15.4 Compounds when tested in the MTT assay in PC-3 cells.
Compound potency, expressed as negative logarithm of
the compound concentration producing 50% of re-
duction of cell viability (pIC50) when tested in the MTT
assay in PC-3 cells. The incubation time was 72 h at 37 1C.

Test compound pIC50

Taxol 8.30
Doxorubicin 7.35
5-Fluoracil 5.15
Cisplatin 4.60
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� Late or final repolarisation (phase 3); closure of Cav1.2 channels and activation of rapid
(IKr) and slow outward rectifier (IKs) potassium currents via hERG and KCNQ1/mink
channels, respectively, which brings the myocyte to the next phase.

� Resting state (phase 4); the resting potential is determined by inward rectifier K1 current
(IK1) via Kir2.1 channels and is modulated by acetylcholine-regulated K1 current (IK, ACh).

Figure 15.1 Typical human ECG tracing of the cardiac cycle. The P wave, the QRS complex and the T wave
are indicated by letters. The baseline of the electrocardiogram corresponds to the isoelectric
line. Coloured shaded areas underline the phases of the electrical impulse propagation
through the heart.
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Figure 15.2 Cardiac action potential recorded from a rabbit Purkinje fibre. The five phases are indicated
by arrows. Action potentials are generated by the movement of ions through the ion channels
present in the cardiac cells and indicated by red (inward currents) and blue (outward cur-
rents) boxes.
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15.5.2 Channels With Safety Liabilities

Functional alterations of one or more of the channels contributing to AP lead to an abnormal
ECG. Several mutation-associated cardiac diseases, such as atrial fibrillation, Brugada syndrome,
cardiac conduction defects, long QT and short QT syndromes, affecting Na1, K1 or Ca21 ion
currents, have been described. Such cardiac channelopathies may be clinically identified only by
the presence of some characteristic ECG abnormalities.95 Therefore it is evident that drugs that
modify the ECG parameters represent a major safety concern for pharmaceutical companies and
regulatory agencies. Many compounds interact with cardiac ion channels potentially leading to
abnormal propagation of electrical action potentials through the heart tissue. This action is
‘designed in’ to anti-arrhythmic drugs, but is often an unwanted side effect of non-cardiac drugs.

Historically, for drug development programs that must establish cardiac safety profiles to
achieve regulatory approval, the QT interval remains one of the most important ECG par-
ameters. The prolongation of QT interval is the consequence of an increase duration of AP due
to a delay in repolarisation that theoretically could arise from an increase in inward (depolar-
ising) current, or alternatively, from a decrease in outward (repolarising) current so that the
interaction of the drug with even one ion channel contributing to the AP can result in a cardiac
adverse event.

The cellular electrophysiological testing of drugs for cardiac safety tends to involve potassium
channels, sodium channels and the L-type calcium channel, because the association of these
channels with long QT syndromes is well established. The hERG channel is the most commonly
tested ion channel for cardiac liability of new drugs. The reason many drugs are linked to long QT
syndrome mediated by hERG is presumed to be due to the structure of the channel which allows
the making of promiscuous interactions with many different small molecules.96 Examples of
drugs withdrawn from the market between 1997 and 2002 due to an unacceptable TdP risk are, for
example, astemizole and terfenadine (antihistamine drugs), cisapride (gastrokinetic drug), and
thioridazine (antipsychotic drug). They were found to be hERG channel blockers.

For many years the only test of drug-induced channel blockade that was viewed as critical for
cardiac safety by drug regulators was hERG (Figure 15.3), despite the fact that an ensemble of
currents contribute to the AP (and the ECG) and extrapolating the net drug-induced effects on a
range of channels based on measuring only one type of current can give a false picture. Some
drugs that are not proarrhythmic, such as verapamil (hypertension drug), phenobarbital
(anticonvulsant drug) and ranolazine (antianginal drug), show positive results on hERG assay. A
clear example of this is verapamil, a potent hERG blocker that does not cause QT prolongation,
likely due to its concomitant blockade of the calcium current. Amiodarone is an example of a
drug that affects multiple calcium and sodium cardiac currents (with higher sensitivity for late
component over the peak component of INa) providing protection from proarrhythmia despite
hERG block.97,98

In 2005, the International Conference on Harmonisation (ICH) released the guidelines S7B99

and E14100 that currently govern cardiac safety landscape. S7B provides a non-clinical testing
strategy to evaluate the potential for human pharmaceuticals to affect cardiac electrophysiology,
with specific attention focused on ventricular repolarisation. E14 addresses clinical evaluation
of QTc (the QT interval ‘‘corrected’’ for the effects of heart rate) prolongation. These guidelines
are focused on the hERG (as a surrogate of proarrhythmia) and QTc interval, namely, the
measurement of hERG current, the in vivo QT assay in an animal model and a trial examining
the drug’s effects on healthy volunteers’ QT interval (a thorough QT study). With evolving
nonclinical and clinical data, it is appreciated that the hERG current block is one part of the
whole picture related to the proarrhythmic potential of non-antiarrhythmic drugs. S7B and E14
guidelines have been successful since there have not been any withdrawals of marketed drugs for
torsadogenic concerns since their adoption. However, they have had the consequence of
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promoting the perception that detection of even a small effect on hERG or mild QTc pro-
longation will result in adverse regulatory and commercial implications impacting the
pharmaceutical drug discovery pipeline by stopping the development of potentially valuable
therapeutics.97

In 2013 the US Food and Drug Administration (FDA), the Health and Environmental Sciences
Institute (HESI) and the Cardiac Safety Research Consortium (CSRC) presented a new paradigm
for cardiotoxicity testing,101 the Comprehensive in vitro Proarrhythmia Assay (CiPA). The pro-
posal is based on an established mechanistic understanding of TdP. To assess overall proar-
rhythmic risk, CiPA relies upon the testing of drugs on multiple human cardiac currents
measured in heterologous expression systems, whose electrophysiological effects will then be
integrated in silico by computer models reconstructing human cellular ventricular electro-
physiology and confirmation of effects in a myocyte assay such as human stem-cell derived car-
diomyocytes. Evaluation on non-clinical in vivo models still remains part of the new paradigm.

A comprehensive in vitro set of ion current assays could explore IKr, IKs, IK1, INa (fast and late)
and ICaL for drug effects. Potency of current block (IC50 values, the concentration of compound
that inhibits 50% of the current) would be of key importance and additional blocking mech-
anisms characterisation (for example voltage-, state-, use- or time-dependency) may be critical.102

Human stem-cell derived cardiomyocytes are suggested to be used to provide a cell-based
integrated electrophysiological drug response where the set of endogenously expressed chan-
nels produce a cardiac AP.103,104

15.5.3 Binding vs. Functional Assays

The gold standard for studying ion channel function and modulation is the manual patch
clamp,105,106 however it is too slow and too expensive to be adopted in early phases of drug
discovery. Alternative approaches with higher throughput and lower costs are binding, fluo-
rescence, or flux assays which represent an indirect readout of ion channel activity and as such

K+ channel block
(↑ AP Duration)

IKr

Ito

IKs

IK1

ICa

INa

Action Potential

P wave

Q   S

R

T wave

QT interval

Electrocardiogram QT prolongation

Figure 15.3 Schematic representation of the effect of a hERG channel blocker on the cardiac action
potential and on the ECG trace. The potassium channel block has the consequence of in-
creasing the action potential duration and consequently prolonging the QT interval in the
ECG recording.
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are prone to false positives/negatives. The binding assay is not as informative as functional
measurements because unless the sites at which test compounds interact with a channel are
identical or strongly allosterically coupled to the region where the radiolabel probe binds, po-
tential channel interactions can be missed. In a binding assay there is no possibility to identify
compounds that interact with different functional states of the ion channel so binding assay
results do not necessarily correlate with functional activity.107

Although hERG binding assays (for example [3H]-dofetilide or [3H]-astemizole binding assays)
have been used for many years, this approach is conceptually flawed when compared with
profiling actives directly on hERG function. Many instances of hERG binding by drug candidates
have yielded both false positive and false negative data during testing of novel structural series.
False positives can be sorted out by subsequent evaluation in a functional assay. However, false
negatives can have disastrous program consequences if the hERG liability is not detected until a
potential preclinical candidate is profiled in vivo. The time wasted and lack of SAR information
on the newly discovered hERG activity usually results in termination of development efforts. The
use of hERG binding assays as the only support for medicinal chemistry is too risky since al-
ternatives exist for employing medium- and high-capacity functional hERG assay formats.107

Fluorescence assays by using ion sensitive or voltage sensitive fluorescent dyes can detect
changes in intracellular concentrations of ions such as calcium or thallium (a permeable ion
through potassium channels) or detect changes in membrane potential. Such assays show good
correlation with patch clamp results with the risk of false positives in case of fluorescent
compounds.

It is clear that assays that directly measure ion channel function are prone to fewer artefacts
than those using an indirect measure so that in the last decade automated patch clamp in-
struments were developed in order to merge the quality of the manual patch clamp technique
and the throughput of the other mentioned techniques. As a matter of fact it is now widely
applied to reduce the liability of compound series towards the hERG channel as part of safety
pharmacology assessment early during medicinal chemistry compound development108 as well
as for the other aforementioned cardiac ion channels.

15.5.4 Integrated Cardiovascular Risk Assessment Strategy

A strategy to progress compounds and discharge cardiovascular risk can be put in place during
the lead optimisation phase and in later phases (Figure 15.4).

The identification of early warning signals is suggested by exploiting the knowledge on the
target and on the desired mechanism of action of compounds. Early during lead identification the
submission of compounds to in vitro pharmacological profiling against known cardiovascular
targets including cardiac ion channels helps the discharge of cardiac risk and to decrease drug
discovery attrition. The testing of compounds in human stem cells-derived cardiomyocytes, where
the cardiac set of channels are expressed, allows the evaluation of compound action on cardiac
action potentials and to bridge human to preclinical species such as guinea pig and rodents.

The functional assays for ionic currents in recombinant systems, for action potential in
human stem cells derived cardiomyocytes and in vivo models, provide an integrated screening
strategy to discharge cardiovascular risk for novel compounds in the drug discovery and
development process.

15.6 DRUG–DRUG INTERACTION

Frequently, patients are given more than one medication and adverse effects have been ob-
served when one drug interacts with a co-administered drug. For the pharmaceutical industry, a
significant challenge in early drug discovery is the successful prediction of potential drug–drug
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interactions in man (DDI) using in vitro CYP450 inhibition data. There have been a number of
drugs notably withdrawn from the market because of DDI and this can cause significant ethical
and economic problems for the pharmaceutical industry.109–111 Additionally, it has been re-
ported that the most common cause of deaths in hospitalised patients in the United States is
from adverse drug reactions (ADRs) (76 000–137 000 cases a year), making these reactions be-
tween the fourth and sixth leading cause of death.112 It has been found that the incidence of
DDI-related ADRs was significant, and most of the events presented important clinical con-
sequences. Because clinicians still have difficulty managing this problem, minimising the
factors that increase the risk of DDI-related ADRs is essential.

15.6.1 Drug–Drug Interaction Mechanisms

Of all the human enzymes involved in drug metabolism, CYP450s have been the most exten-
sively characterised and are regarded as the most important in DDI.113 Cytochrome P450s are
mainly concentrated in the liver,114,115 the major organ for metabolism of oral drugs. Cyto-
chrome P450 (CYP) enzymes are haem-thyolate proteins that are responsible for the oxidative
metabolism of a wide variety of xenobiotics (Table 15.5). They comprise a superfamily of related
enzymes that are grouped into families and subfamilies based on similarities in amino acid
sequences. Currently, there are 18 superfamilies, 32 subfamilies, and 57 isoforms found in
human P450s.116,117 The five major human CYP enzymes responsible for the metabolism of
xenobiotics are CYP1A2, CYP2C9, CYP2C19, CYP2D6, and CYP3A4 and account for 70% of all

Identify early warning signals (ESP, Target CV, historical issues etc.)

HT screen for CV liability targets
(hERG, Nav, Cav, other ICs, 7TMs, transporters, enzymes)

In vivo Guinea pig cardiovascular telemetry
study BP/HR/ECG In vivo rodent BP/HR/ECG

Candidate Selection

Assess safety margin and risk:benefit

Automated Patch Clamp 
(cardiac ion channels)

Acceptable Unacceptable Identify probable MoA

Incorporate
appropriate assay or

screen into LO
critical path

Stop
On target

Off target

External telemetry ECG non rodent

Human stem cells derived cardiomyocytes
as integrated cellular system  to bridge human and

preclinical species

Figure 15.4 Example of an integrated risk assessment strategy. Please note that the high throughput HT
screen for liability targets can be expanded outside the cardiovascular field as described in
section 15.5. ESP¼Early Safety Prediction, CV¼Cardio Vascular, HT¼High Throughput,
BP¼Blood Pressure, HR¼Heart Rate.
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drug clearance.118,119 It is estimated that these five CYP enzymes are responsible for approxi-
mately 99% of CYP-mediated drug metabolism.120,121

Major mechanisms of DDI are:

1. A compound may affect the effective plasma concentrations of other drugs taken
concomitantly with the compound of interest, by inhibiting the metabolism of a co-
administered drug (Table 15.6). The affected drug thereby might have plasma concen-
trations higher than intended, leading to toxicity. A well-known case of inhibitory
drug–drug interactions is the inhibition of the metabolism of terfenadine by the antifungal

Table 15.5 Known cytochrome P450 substrates.

Enzyme Substrates

CYP1A2 Amitriptyline, betaxolol, caffeine, clomipramine, clozapine, chlorpromazine,
fluvoxamine, haloperidol, imipramine, olanzapine, ondansetron, propranolol, tacrine,
theophylline, verapamil, (R)-warfarin

CYP2A6 Coumarin, betadiene, nicotine
CYP2C9 Amitriptyline, diclofenac, demadex, fluoxetine, ibuprofen, losartan, naproxen,

phenytoin, piroxicam, tolbutamide, (S)-warfarin
CYP2C19 Amitriptyline, citalopram, clomipramine, diazepam, imipramine, omeprazole
CYP2D6 Amitriptyline, betaxolol, clomipramine, codeine, clozapine, desipramine, fluoxetine,

haloperidol, imipramine, methadone, metoclopramide, metoprolol, nortriptyline,
olanzapine, ondansetron, paroxetine, propranolol, risperidone, sertraline, timolol,
venlafaxine

CYP2E1 Acetaminophen, caffeine, chlorzoxazone, dextromethorphan, ethanol, theophylline,
venlafaxine

CYP3A4/5 Alprazolam, amiodaron, amitriptyline, astemizole, bupropion, buspirone, caffeine,
carbamazepine, cerivastatin, cisapride, clarithromycin, clomipramine, codeine,
cyclosporine, dexamethasone, dextromethorphan, DHEA, diazepam, diltiazem,
donepezil, doxycycline, erythromycin, estradiol, felodipine, fluoxetine, imipramine,
lansoprazole, lidocaine, loratadine, lovastatin, midazolam, nicardipine, nifedipine,
omeprazole, orphenadrine, paroxetine, progesterone, quinidine, rifampin, sertraline,
sibutramine, sildenafil, simvastatin, tacrolimus, tamoxifen, terfenadine, testosterone,
theophylline, verapami, vinblastine, (R)-warfarin

Table 15.6 Known inhibitors and inducers of CYP isozymes.

Enzyme Inducers Inhibitors

CYP1A2 Cigarette smoke, phenobarbital,
ritonavir, carbamazepine, charbroiled
foods, vegetables, omeprazole

Enoxacin, ciprofloxacin, grepafloxacin,
fluvoxamine, fluoxetine, nefazodone

CYP2A6 Barbiturates
CYP2C9 Rifampin, carbamazepine, ethanol,

phenytoin
Amiodarone, fluvastatin, fluvoxamine,

fluoxetine, fluconazole, miconazole,
metronidazole, ritonavir, sulfamethoxazole

CYP2C19 Rifampin Fluvoxamine, fluoxetine, ticlopidine,
ritonavir

CYP2D6 Pregnancy Quinidine, fluoxetine, paroxetine, sertraline,
thioridazine, cimetidine, diphenhydramine,
haloperidol, ticlopidine (ticlid), ritonavir

CYP2E1 Ethanol, isoniazid, ritonavir Cimetidine, watercress
CYP3A4/5 Carbamazepine, dexamethasone, rifa-

pentine, prednisone, growth hormone,
rifampin, phenobarbital, phenytoin,
troglitazone

Ketoconazole, itraconazole, erythromycin,
grapefruit juice, fluvoxamine, fluoxetine,
diltiazem, verapamil, clarithromycin,
omeprazole, ritonavir, indinavir
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drug ketoconazole, a well-known potent inhibitor of CYP3A4, the P450 isoform responsible
for metabolism of terfenadine. A number of patients developed fatal cardiac arrhythmia
after they were administered both terfenadine and ketoconazole owing to the elevated level
of terfenadine.

2. If the parent drug is a CYP inducer (Table 15.6), it may increase the clearance rate of
concomitantly administered drugs, which are metabolised by these CYPs. This may result
in a decrease in the effective plasma concentrations of these drugs, thus decreasing their
pharmacologic effects. Rifampin–birth control pill interaction is an example of this type
of drug–drug interactions. Rifampin, the bacteriocidal antibiotic, is now known to induce
CYP3A4 and oestrogen sulfotransferase, the two major pathways of the metabolism of
birth control pill ingredients. Women of child-bearing age on birth control pills experi-
enced pregnancy owing to the induction of the drug-metabolising enzymes for the active
ingredients of the birth control pills.

3. Metabolites formed via CYP metabolism may be responsible for undesirable side-effects,
such as organ toxicity. Formation of reactive metabolic intermediates is one of the causes
of drug toxicity. Oxidation to electrophilic intermediates or reduction to nucleophilic
radicals that can attack DNA or RNA and induce carcinogenicity are two major reactions
by which toxicity is exerted. Although many leads are abandoned early on in drug dis-
covery stage due to toxic metabolite formation, presence of a toxic metabolite does not
always imply toxicity in a given drug candidate since there are other factors that can make
the metabolite toxic or non-toxic. Presence of a toxic metabolite however raises a red flag,
which must be extensively examined in animal toxicity studies.

Several of the drug metabolising enzymes, for example the CYP2 family, are polymorphic
(having more than one variant of the gene). Although the CYP isozymes generally have similar
functional properties, each one is different and has a distinct role (Table 15.7). This poly-
morphism forms a basis for inter-individual differences in the efficacy of drug treatment, side
effects of drugs and the toxic and carcinogenic action of xenobiotics. There is a wide variation in
the expression, activity and concentrations of different isozymes among individuals, species
and ethnic groups. The expression or the activity of these enzymes is influenced by factors such
as species specificity, genetic polymorphism, gender-hormonal control, age, disease and en-
vironmental inducers (caffeine, cigarette smoke).

The variability associated with the CYP450 enzymes in each individual results in marked dif-
ferences in response when the same drug and dose is administered to different individuals.
Genetic polymorphism of CYP450 enzymes characterises the general population into three groups:

A. Extensive metabolizers (EM): normal population.
B. Poor metabolisers (PM): Individuals who inherit two inactive alleles (alternative forms of

the gene) showing complete absence of enzyme activity.
C. Ultra extensive metabolisers (UEM): Individuals with one common allele and one ampli-

fied allele showing enhanced enzyme expression.

Ultra extensive metabolism can cause therapeutic failure due to reduced bioavailability or
lack of activation of the drug whereas poor metabolism can lead to drug toxicity and sometimes
death. For optimal drug therapy, the prescribing physician should have the knowledge of the
genetic makeup of the CYP enzymes in the patient.

The determination of the CYP enzymes responsible for the metabolism of new chemical
entities (NCEs) and the identification of interactions with a specific CYP isozyme (e.g. inhibition
or induction of that isozyme) can aid in predicting clinical drug interactions and in vitro
methods are commonly used to determine the CYP interaction potential of NCEs.
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15.6.2 CYP Driven DDI Test Systems

In vitro studies are best suited to determining the types of clinical trials needed to assess potential
DDIs. FDA guidelines suggest first using in vitro studies to assess the effect of drugs on metabolic
pathways and if the results indicate possible DDIs, to follow up with in vivo assays. Well estab-
lished protocols are commonly used to determine the CYP driven DDI potential of NCEs and there
is a universally accepted strategy to use in vitro human liver-based experimental systems.122,123

The most widely used systems are discussed below in detail.

15.6.2.1 Expressed Enzymes

Advances in molecular biology have enabled the identification and characterisation of a large
number of individual CYP genes. Specific cDNA sequences for particular CYP isozymes have been
cloned and expressed heterologously. These enzymes, which can be produced in large amounts to
meet the increasing demand of screening assays for drug metabolism research, show catalytic
properties comparable to those of HLMs. Resulting recombinant human CYPs are isolated in
microsomal forms and are commercially available for CYP phenotyping, metabolic stability
screening and inhibitory potential evaluation. Moreover, heterologously engineered cells ex-
pressing individual CYPs can be used for metabolism or toxicity studies. Major drawbacks in-
herent to recombinant models are that concentrations of CYPs are far in excess of their relative
amount in the human liver, and that the secondary metabolism cannot be identified.

15.6.2.2 Liver Microsomes

Microsomes can be prepared easily from frozen liver tissues. They contain most of the oxidative
drug metabolising enzymes. Their easy preparation and good long-term stability at �80 1C

Table 15.7 Examples of human polymorphic CYPs.

Enzyme
Major Variant
Alleles Mutation Consequence

% occurrence
Caucasians

% occurrence
Asian

CYP2A6 CYP2A6*2 L160H Inactive enzyme 1–3 0
CYP2A6*3 2A6/2A7 conversions Not known 0 0
CYP2A6*4 Gene deletion No enzyme 1 15
CYP2A6*5 G479L Defect enzyme 0 1

CYP2C9 CYP2C9*2 R144C Reduce affinity for P450
reductase

8–13 0

CYP2C9*3 I359L Altered substrate
specificity

7–9 2–3

CYP2C19 CYP2C19*2 Aberrant splice site Inactive enzyme 13 23–32
CYP2C19*3 Premature stop codon Inactive enzyme 0 6–10

CYP2D6 CYP2D6*2xn Gene duplication/
multiduplication

Increased enzyme activity 1–5 0–2

CYP2D6*4 Defective splicing Inactive enzyme 12–21 1
CYP2D6*5 Gene deletion No enzyme 4–6 6
CYP2D6*10 P34S, S486T Unstable enzyme 1–2 50
CYP2D6*17 T107I, R296C, S486T Reduce affinity for

substrates
0 n.d.

CYP2E1 CYP2E1*2 R76H Less enzyme expressed 0 1
CYP2E1*3 V389I No effects o1 0
CYP2E1*4 V179I No effects o1 n.d.

CYP34A4 CYP3A4*2 S222P Higher Km for substrates 3 0
CYP3A4*3 M445T unknown 0 o1

n.d.: not determined (has a very high frequency among Black Africans and African Americans).
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make microsomes the most frequently used in vitro system in drug metabolism studies.
Microsomes are isolated from liver cells by disrupting the cellular contents and centrifugation
at 100 000�g. The ability to phenotype microsomes greatly increases the utility of this system in
the identification of specific isozymes responsible. Metabolic information such as metabolic
profiles, stability, metabolite identification and kinetics can be obtained from microsomal
systems. Microsomal incubations are most often used to obtain information on Phase I re-
actions. One disadvantage is that the information is not complete as from the cellular systems.

15.6.2.3 Isolated Hepatocytes

Cell cultures or cell suspensions can be used to study multiple aspects of drug metabolism, drug
transport across cell membranes, cytotoxicity and enzyme induction in an environment where
enzymes and co-factors are present in normal physiological concentrations and cellular integ-
rity is maintained. Hepatocytes are used to study both Phase I and Phase II reactions. Cells can
be either primary or permanent cell cultures. Primary cell lines are most often used for drug
metabolism studies because permanent cell lines possess very little or no enzyme activity.
Primary cells are isolated from fresh liver tissue and can be used immediately after isolation or
culture for long-term studies. With the increased availability of fresh human tissues from
various commercial and non-profit institutions, human hepatocytes have become the most
widely used and preferred in vitro system.

15.6.2.4 Tissue Slices

Tissue slices have certain advantages over other systems. With intact cell–cell junctions, normal
hepatic cellular architecture is retained in the tissue. Since they contain the complete com-
plement of drug metabolising enzymes with all the cofactors present in relevant concentrations,
complete information on the metabolism reactions can be obtained. Liver slices can be easily
and rapidly produced. In addition, liver slices are not exposed to proteolytic enzymes that can
destroy important membrane receptors of the cell. Although liver slices are increasingly used
now in drug metabolism studies, they have certain disadvantages. One drawback is the
inadequate penetration of the medium. Liver slices cannot be cryopreserved and they have
a limited useful experimental period.

15.6.3 Drug-Metabolising Enzyme Inhibition

Enzyme inhibitors function in different ways. The competitive inhibitors compete with the
substrate for the active site, e.g. fluvoxamine and caffeine for CYP1A2. The non-competitive
inhibitors bind to the enzyme–substrate complex or to the haem group, e.g., ketoconazole. The
third type, irreversible inhibitors, inactivate the enzyme either by haem binding or protein
binding.

Primary in vitro metabolic systems used in drug metabolism, to evaluate whether the drug in
question would inhibit drug-metabolising enzymes, involve hepatic enzymes or tissue prepar-
ations. The drug to be studied is incubated with recombinant enzymes, liver microsomes or
hepatocytes in the presence of substrates of specific drug-metabolising enzymes. The metabolic
rate of these substrates in the presence and absence of the drug would allow one to estimate its
inhibitory potential. Results are in general expressed as IC50, a concentration leading to a 50%
decrease in activity, or Ki, the inhibitory constant. Low IC50 or Ki values as compared with the
intended plasma concentration would suggest a high potential of the drug to cause drug
interactions with co-administered drugs, which are substrates of the affected enzyme.
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In early drug discovery, in vitro CYP inhibition fluorescence assays124 that are more amenable
to high throughput are used widely in the pharmaceutical industry for initial screening pur-
poses (Figure 15.5).

Such assays provide critical information for evaluating, ranking and/or eliminating com-
pounds at the earliest stage of drug development. Validation of Escherichia coli expressed
CYP450 enzymes as surrogates for their counterparts in pooled human liver microsomes125 and
also the comparison of the kinetic properties of the E. coli expressed enzymes with liver
microsomes with appropriate substrates have been reported.126 These studies have compared
fluorescence-based CYP450 inhibition data generated using CYP450 enzymes (1A2, 2C9, 2C19,
2D6 and 3A4) expressed in E. coli (Cypex bactosomes) or human lymphoblastoid cells (Gentest
cDNA microsomes), and have analysed the prediction of these data sets toward DDIs using
published clinical data on 68 marketed drugs.

Human liver microsomes are the most widely used in vitro metabolic models to assess the
inhibition potential of drug candidates and, with the increased in number of NCEs due to
combinatorial chemistry and high-throughput screening techniques, novel high-throughput
liquid chromatography-mass spectrometry (LC-MS)127,128 assays have been developed. A sen-
sitive and rugged LC-MS/MS method was developed for a comprehensive in vitro metabolic
interaction cocktail screening.129 A cocktail, consisting of ten cytochrome P450 (CYP)-selective
probe substrates with known kinetic, metabolic and interaction properties in vivo, was
incubated in a pool of human liver microsomes and then 13 metabolites and internal standard
phenacetin were analysed in multiple reaction mode. Recently,130 by integrating a RapidFire
system with an API4000 mass spectrometer (RF-MS), a cytochrome P450 inhibition assay
was developed and fully optimised on the system. Compared with the classic liquid chro-
matography-mass spectrometry method, the RF-MS system generates consistent data with an
approximately 20-fold increase in throughput. The lack of chromatographic separation of
compounds, substrates, and metabolites can complicate data interpretation, but this occurs in
a small number of cases that are readily identifiable. Overall, this system has enabled a real-
time and quantitative measurement of a large number of ADME samples, providing a rapid
evaluation of clinically important drug–drug interaction potential.

When a drug converted to a reactive metabolite(s) by P450 enzymes interacts with them ir-
reversibly and inactivates their function, this is called metabolism dependent inhibition (MDI).

Figure 15.5 Incubation scheme for in vitro CYP inhibition fluorescence assay.
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Metabolic drug–drug interactions resulting from MDI can display a delayed onset due to the
time-dependence in inhibition and can persist even after the inhibitor has been eliminated as
enzymatic activity is only restored by de novo protein synthesis. Of those drugs currently on the
market from various clinical categories that are associated with metabolism-dependent inhib-
ition, most suffer from DDI.131–133 Indeed, drugs such as astemizole, cerivastatin, cisapride,
mibefradil, nefazodone and terfenadine have been withdrawn from the market because of P450
related DDIs.134 All of these drugs inhibit CYP3A4, with the exception of cerivastatin, which
inhibits CYP2C8. Given the importance of CYP inhibition to the developability and safety of new
medicines, many pharmaceutical companies have implemented high-throughput assays to
evaluate metabolism dependent inhibition (MDI) early in the drug discovery process, in order to
enhance the quality of development candidates and reduce attrition.135–138 In general in drug
discovery studies there are three different analytical approaches that are used for the study of
P450 inhibition in vitro: liquid scintillation counting of radioactivity liberated during site-spe-
cific metabolism,139 selective analysis of fluorescent metabolism,140–142 and mass spec-
trometry.143–145 Traditionally, the extent of inactivation of the test enzyme is determined from a
decrease in the IC50 after pre-incubation with the test compound. In an ‘‘IC50 shift’’ experiment
the IC50 is determined for a CYP marker activity before and after the test compound has been
incubated with enzyme and NADPH for a set pre-incubation time. Generally, IC50 shift experi-
ments can be conducted by running the pre-incubation at a higher concentration and then
diluting into the activity assessment incubation, or conducting the incubation by adding the
probe substrate with no dilution step (Figure 15.6).

15.6.4 Pathway Identification

Understanding which drug metabolism pathways are involved in the metabolism of a drug
enables prediction of potential clinical drug–drug interactions (DDIs), as well as prediction
of potential variability in patient pharmacokinetics or pharmacodynamics due to genetic

Figure 15.6 Incubation scheme for ‘‘IC50 shift’’ experiment for MDI assessment.
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polymorphism or different expression levels. Some well-documented examples include the
CYP3A4-catalysed oxidation of terfenadine to carboxyterfenadine,146 the CYP2D6-catalysed
O-demethylation of codeine to morphine,147 CYP2C19-catalysed oxidation of proguanil to
cycloguanil,148,149 and the CYP2C9-catalysed oxidation of losartan to carboxylosartan.150 In re-
cent years, in vitro methods for determining which forms of CYP are involved in the metabolism
of a given drug, so-called ‘‘CYP reaction phenotyping’’, have become firmly established. Re-
action phenotyping can be generally described as a set of in vitro experiments with the overall
goal of identifying the pathways responsible for the clearance of a new chemical entity (NCE)
and, more specifically, to provide information that aids in characterising an NCE as a victim of
drug–drug interactions. Generally, pharmaceutical companies are looking for drugs with mul-
tiple routes of elimination, in fact, if any one route is impaired, the others can compensate.

In addition to CYP mediated metabolism, several other enzymes, the most significant of
which are the flavin-containing monooxygenases (FMO), can mediate the oxidative metabolism
of various drugs and xenobiotics.151 Less extensively studied but potentially just as significant
are polymorphisms and DDI involving other drug metabolism routes, such as UDP-glucur-
onosyltransferase (UGT) mediated glucuronidation pathways.152–154

Currently, drug discovery capabilities in predicting clinical DDI for a drug candidate are very
adequate where the candidate drug is the perpetrator of DDIs (e.g. inhibitor of a drug metab-
olising enzyme like CYP3A4); while quantitative predictions of risk of DDI as victims are usually
conducted relatively late in the drug development process. This is because definitive pheno-
typing of a given reaction requires a thorough understanding of metabolic pathways and
radiolabelled drug or synthetic metabolite standards are usually not available. However, it is
often desirable to ‘‘screen’’ for desirable properties (e.g. multiple clearance pathways to avoid
higher risks of DDI) in drug discovery and lead optimisation. Because radiolabelled material
and authentic metabolite standards are not readily available in discovery, the approach of
relative quantitation by assessing ‘‘substrate depletion’’ is typical at this stage. In a substrate
depletion experiment, the amount of metabolism is assessed after various time points (e.g. 0, 5,
10, 20, 30, 45 and 60 minutes) by measuring how much substrate is remaining relative to that
found at the initiation of the incubation. Since only the substrate is quantified, the amount
of metabolism is equivalent to the sum of all metabolites formed. The rate of disappearance
of parent or the rate of appearance of the metabolite(s), if known, is then monitored by
appropriate analytical tools, frequently LC-MS/MS. By comparing the rates of metabolism
across cell lines, one can then identify which enzymes are capable of metabolising the lead
compound.

Compared to measuring the formation of metabolites, this approach is prone to potential
underestimation of the determined parameters, especially for compounds with limited clear-
ance. However, it has been shown that data generated from determination of parent dis-
appearance in vitro, once processed with an extrapolation tool like SimCyp, can generate an
acceptable prediction of likely in vivo pharmacokinetic (about 85% success in the prediction).155

In drug discovery, perhaps the most common approach to reaction phenotyping is the use of
cDNA expressed enzyme systems, each expressing a different enzyme, to evaluate metabolism of
lead compounds. For oxidative studies, the test compound is incubated with a panel of indi-
vidually expressed recombinant human CYP enzymes (CYP1A2, CYP2A6, CYP2B6, CYP2C8,
CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP3A4, and CYP3A5 in a typical panel) expressed in
baculovirus-infected insect cell membranes. The incubation mixture typically contains the test
compound at a final concentration of 1 mM or 10 mM. Ideally, pilot studies should be conducted
to establish the concentration range for the test compound to ensure that substrate concen-
trations are in the linear range (well below the Km of the targeted enzyme). In practice, however,
the evaluations are more commonly conducted in a screening format with two or three initial
starting concentrations of test compound.
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Various methods for scaling the results to predict in vivo drug clearance have been described,
but for screening purposes, the usual approach is to use the following equation to calculate
intrinsic clearances (CLint) for each of the individually expressed enzymes based on the esti-
mated turnover rate constants (Equation (15.1)).

CLint CYPx¼ k
CYPx

� �
�pmol of CYPx�mg microsomal protein ð15:1Þ

Where CYPx is the concentration of recombinant CYP enzyme in the incubation.
The contribution of an individual CYP enzyme to the overall oxidative metabolism of a drug

candidate can be estimated as follows (Equation 15.2):

% Contribution by enzymex¼
CLint x mL=min=pmolrCYPxÞð x Abundance x

pmol
mg protein

� �

P
CLint i ðmL=min=pmolrCYPiÞ x Abundance i

pmol
mg protein

� � ð15:2Þ

A second approach to reaction phenotyping involves conducting incubations in hepatocytes,
microsomes, or some other in vitro preparation using normal tissues as the enzyme source, but
including selective chemical or immuno-inhibitors of specific enzymatic pathways. By per-
forming a battery of incubations with various inhibitors (Table 15.8), and comparing the relative
rates of metabolism, one can identify which inhibitor reduces the overall metabolism to the
greatest extent and thereby uncover the metabolic pathway that contributes the most to the
clearance of a compound.

The extent of inhibition is determined by comparing the extent of metabolism observed in the
presence of inhibitors with the extent of metabolism observed in comparable incubations
without inhibitors. This approach is generally favoured for experiments intended to deconvo-
lute the contributions from various enzymes when multiple pathways are involved in metab-
olism of a compound. For compounds exhibiting low turnover, the use of specific inhibitors
presents an additional challenge since it may be very difficult to detect a decrease in an already
very low metabolic rate. In such cases, monitoring for appearance of metabolite(s) is an option if
the metabolic products are known.

15.6.5 Drug-Metabolising Enzyme Induction

Several drug-metabolising enzymes, for example CYP1A2, CYP2A6, CYP2B6, CYP2C9 and
CYP3A4, can be induced. Enzyme induction is a relatively slow adaptive process that increases
metabolic capacity, unlike direct enzyme inhibition which is an immediate effect that decreases
metabolic capacity. A drug-induced change in the expression of CYP genes is a key cause of
issues in pre-clinical development and clinical drug–drug interactions (DDIs). In particular, CYP

Table 15.8 Inhibitors used for microsomal reaction
phenotyping incubations.

CYP Inhibitor

CYP1A1/2 Furafylline
CYP2C9 Sulfaphenazole
CYP2C19 3-Benzylnirvanol
CYP2D6 Quinidine
CYP3A4 Ketoconazole, Troleandomycin
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induction can impact pre-clinical safety studies by reducing the exposure of the drug candidate,
thus limiting the achievement of the exposure multiples expected by the regulatory agencies for
the approval of a drug. P450 induction may increase the pharmacological effect of a drug. For
example, upon co-administration of phenobarbital with alprenolol, the oral bioavailability of
alprenolol is reduced by 45%. Despite the marked change in bioavailability, there is only a
modest reduction in the pharmacological response. This observed effect can be attributed to
b-adrenergic receptor activity of an alprenolol metabolite, 4-hydroxylprenolol, which is as potent
as the parent. P450 inducers can indirectly cause cellular toxicity by increasing the rate of
formation of toxicologically active products, such as stable metabolites or reactive intermedi-
ates. For example, CYP2E1 is responsible for the formation of N-acetyl-p-benzoquinoneimine
(NAPQI), a toxic metabolite of paracetamol. Long-term ethanol consumption increases para-
cetamol hepatotoxicity, whereas acute or simultaneous ethanol and paracetamol consumption
has limited or negligible toxicological effects. The time interval between ethanol consumption
and paracetamol ingestion is key in terms of the observed toxicological consequences as ethanol
is both an inducer and inhibitor of CYP2E1.

The major mechanism for CYP enzyme induction is via increased rates of transcription,
which is mediated predominantly by the intracellular ‘nuclear hormone receptors’ Ah, CAR,
PXR and PPAR.

The mechanism of induction of CYP1A is based on increased protein synthesis, primarily
initiated by the binding of the inducer to the Ah (aryl or aromatic hydrocarbon) cytosolic re-
ceptor (AhR). The activation of the constitutive androstane receptor (CAR) by translocation from
the cytosol into the nucleus mediates induction of CYP2B genes by phenobarbital (PB)-type
inducers. The regulation of the CYP3A family of enzymes is complex, with marked species
differences in the capacity of compounds to activate PXR and induce CYP3A in the liver
(Figure 15.7). In addition, PXR agonists may induce intestinal CYP3A and the transcription of
various genes for transporters.

Quantification of CYP induction in pre-clinical species is tested systematically as part of the
toxicological safety evaluation and can be measured by ligand binding, reporter gene assays,
mRNA levels (TaqMans), protein or catalytic end points (Figure 15.8).156 These assays involve
the culturing of human hepatocytes in the presence of the drug in question at a range of
concentrations, in parallel with the known positive control compounds, such as rifampicin for
CYP3A4, CYP2C9 and CYP2C19, Phenobarbital specific for CYP2B6 and omeprazole for CYP1A2.
Induction potential can be assessed by measuring the enzyme activity of model substrates

Figure 15.7 Mechanism of CYP induction/regulation.
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determined by HPLC or LC-MS/MS, or by determining the protein or messenger RNA levels of
drug-metabolising enzymes, the latter using real-time quantitative reverse transcriptase poly-
merase chain reaction (qRT-PCR), commonly referred to as TaqMans.

As these assays require gene and protein expression, human hepatocyte primary cultures
represent the most appropriate experimental system. Cultured primary human hepatocytes
represent the only proven in vitro experimental system for predicting the induction potential of
metabolic enzymes and are considered by the FDA as the more realistic system for in vitro
studies on P450 induction.

Several reporter cell lines157,158 have also been developed as rapid screening assays allowing
P450 induction to be evaluated early in drug development. It is generally believed that the
results with these screening assays require to be confirmed by that with primary human
hepatocytes.

15.7 TRANSPORTER-MEDIATED DRUG INTERACTIONS

In addition to the effects of drug metabolising enzymes on the pharmacokinetics of drugs,
increasing attention is being given to transporters where emerging evidence indicates their
important role in modulating drug absorption, distribution, metabolism, and elimination as
well as the historical importance of transporters in the development of drug resistant tumours.
Transporters, acting alone or in concert with drug metabolising enzymes, can affect the phar-
macokinetics and/or pharmacodynamics of a drug and drug–drug interactions involving drug
transporters and genetic polymorphisms of drug transporters have been described.159,160

Accordingly, methods allowing the rational prediction and extrapolation of in vivo drug dis-
position from in vitro data are also essential.

Many different drug transporters are expressed in various tissues, such as the epithelial cells
of the intestine and kidney, hepatocytes, and brain capillary endothelial cells.161–163 In recent
years, a number of important transporters have been cloned, and considerable progress has
been made in understanding the molecular characteristics of individual transporters. It has
now become clear that some of these are responsible for drug transport in various tissues and
they may be key determinants of the pharmacokinetic characteristics of a drug as far as its
intestinal absorption, tissue distribution, and elimination are concerned.

Figure 15.8 Steps of regulation and type of measurements.
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15.7.1 Most Relevant Transporters for DDIs

Various transporters expressed in the small intestine are involved in the absorption of nutrients
or endogenous compounds. Influx transporters expressed in gut, such as oligopeptide trans-
porters (PEPT1), apical sodium-dependent bile acid transporters (ASBT) or organic anion
transporting polypeptide-B (OATP), improve drug absorption;164,165 while primary active efflux
transporters, such as P-glycoprotein (P-gp) encoded by multidrug resistance gene (MDR1),
multidrug resistance associated protein 2 (MRP2) or the breast cancer resistance protein
(BCRP), are expressed on the brush border membrane of enterocytes and excrete their sub-
strates into the lumen, resulting in a potential limitation of net absorption. P-gp contributes to
the absorption of many drugs because of its broad substrate specificity.166 Multispecific
transporters are expressed in the liver and kidney and play an important role in the elimination
of many xenobiotics, acting as a detoxification system. Many drugs are excreted into the urine
via organic anion and cation transport systems, expressed on brush border and basolateral
membranes of renal tubular cells (PEPT2, OATs, OCT2, OCTNs).167–169 As far as the liver is
concerned, a wide variety of transporter families are known to be present at the sinusoidal and
canalicular membranes and play a significant role in hepatobiliary excretion (Figure 15.9).170–172

Active transporters expressed on the sinusoidal membrane are responsible for the uptake of
drugs from the blood into hepatocytes.173 Primary active transporters (MDR1, MRP2, BSEP,
BCRP) expressed on the canalicular membrane are involved in the biliary excretion of both
parent drugs and their metabolites.174,175

Due to the broad substrate specificity of drug transporters, drug–drug interactions involving
these transporters are very likely. Recently, both inhibition and induction of transporters have
been implicated as one mechanism responsible for certain drug–drug interactions. P-gp inhibi-
tors, such as quinidine and verapamil, are known to increase plasma concentrations of digoxin
because they block biliary and/or urinary excretion of digoxin via P-gp.176,177 The hepatobiliary

Figure 15.9 Individual carriers in the hepatocyte which are involved in drug uptake and secretion.
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transporter of pravastatin has been shown to be carrier-mediated (OATP-C and MRP2).178 This
transporter is also expected to be involved in distribution to the liver, the main site of cerivastatin
distribution, resulting a drug–drug interaction between cerivastatin and cyclosporine during
hepatic uptake. Recently, cerivastatin was withdrawn from the market because of severe rhab-
domyolysis associated with cerivastatin–gemfibrozil combination therapy (Table 15.9).179

P-gp may be involved in human drug–drug interactions associated with absorption. For
example, the plasma concentration of talinolol is increased by co-administration of ery-
thromycin.180 In fact erythromycin inhibits talinolol secretion from enterocytes into the lumen
via P-gp, resulting in increased net absorption because of the lack of any significant metabolism
of talinolol. Grapefruit juice and orange juice reduce oral bioavailability of fexofenadine, an
OATP substrate, in healthy volunteers,181 via inhibition of OATP-mediated drug uptake at the
intestinal wall. Rifampin induces intestinal P-gp, resulting in reduce oral bioavailability of
digoxin.182 Since rifampin also induces intestinal MRP2, co-administration of rifampin is
expected to increase secretion into the lumen of MRP2 substrates, such as glucuronide
conjugates.183

15.7.2 In Vitro Models to Study Transporter Related Drug–Drug Interactions

Many methods and models to study drug–transporter interactions in vitro have been and still
are being developed. The optimal method to use depends on the specific research question, as
well as on the physicochemical nature of the drug that is under investigation. In vitro trans-
porter assays are usually carried out with either intact cells or isolated cell membranes over-
expressing the transporter of interest. The advantage of in vitro assays is that they can be
performed with relatively high throughput and low costs as compared to in vivo studies. In
bi-directional transport assays polarised epithelial cells are cultured on so-called Transwell filter
inserts that separate an apical and basolateral compartment (Figure 15.10). Using this ap-
proach, the effect of a specific transporter on the actual flux of a drug from the apical to the
basolateral side of the cell monolayer and vice versa can be studied in detail. This experimental
set up is the most widely used in vitro assay to investigate whether a drug is a substrate for a
specific efflux transporter such as the ABC transporters P-gp, breast cancer resistance protein
(BCRP), and the multidrug resistance proteins (MRPs).

Table 15.9 Examples of transporter-mediated drug interactions.

Interacting
Drug Affected Drug

Fold Changes in Substrate
Plasma AUC Consequence

Quinidine Digoxin Digoxin exposure 1.7-fold
increase

P-glycoprotein (P-gp, MDR1)
inhibition

Rifampin Digoxin Digoxin exposure 30%
decrease

P-gp induction

Dronedarone Digoxin Digoxin exposure 2.6-fold
increase

P-gp inhibition

Probenecid Cephradine Cephradine exposure 3.6-fold
increase

Organic Anion Transporter
(OAT) inhibition

Cimetidine Metformin Metformin exposure 1.4-fold
increase

Organic Cation Transporter
(OCT) inhibition

Cyclosporine Rosuvastatin Rosuvastatin exposure 7-fold
increase

Organic Anion Transporting
Polypeptide (OATP) Inhibition
and Breast Cancer Resistance
Protein (BCRP) inhibition

Lopinavir/
Ritonavir

Rosuvastatin Rosuvastatin exposure 2-fold
increase

OATP inhibition
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Alternatively, the influence of the drug on the transport of a model substrate can be assessed
to evaluate potential drug–drug interactions. These assays are routinely performed using po-
larising MDCKII (Madine-Darby Canine Kidney) cells that over-express the human version of the
transporter of interest, and comparing the translocation of the drug in these cells to that in
mock-transfected MDCKII cells, which usually clearly indicates whether a drug is a substrate for
the transporter of interest.

In addition to the cell lines transfected with a single human transporter, the human car-
cinoma cell line Caco-2 is used to study the transport of drugs in combination with inhibitors of
the transporter proteins of interest. The advantage of this set-up is that Caco-2 cells are con-
sidered a good model for the translocation of drugs over the human intestinal epithelium,
expressing considerable levels of a wider range of transporters (thus mimicking the in vivo
combined effects of various transporters and cellular processes on drug uptake). The fact that
Caco-2 cells express multiple transporters can in certain cases also be a disadvantage since
inhibitors available for use in these studies show limited specificity.184 However, for high-
throughput screening of drugs for their transporter interaction potential this is a highly valu-
able and widely used model. A disadvantage of polarising epithelial cells which express human
transporters is that to study drug efflux, the drug should first enter the cells. Especially with very
hydrophilic compounds this is often a problem, as passive diffusion over the cell membrane will
hardly occur and active uptake transporters are necessary. Therefore, to study transporter
interactions of drugs that cannot enter the cells described above, it is usually more useful to
perform a study with inside-out vesicles expressing the efflux protein of interest. These vesicles
can be prepared from almost any cell type (usually the insect cell line Sf-9 or, more preferably,
human HEK293 cells) as well as from tissues such as liver or kidney that over-express the efflux
transporter of interest. With this assay the active transport of a drug into the inside-out vesicles
is studied (as the membranes are ‘‘inside-out’’, the studied efflux protein now transports its
substrates towards the inside of the vesicles, where they are captured and can be detected). The
tendency for transported compounds to diffuse back across the vesicular membrane limits their
usefulness in substrate determination assays to low permeability compounds; however, because
the cytoplasmatic side of the transporter is now directly accessible, the selection of an appro-
priate probe substrate allows the inhibition of the transporter to be measured for compounds of
any permeability class. A big advantage of this transporter assay is that it is easily performed in a
high-throughput setting. Furthermore, it is relatively fast (and less costly), as no cell culturing is
needed for this assay. One limitation to the vesicular transport assay is the batch-to-batch
variation. This can result from differences in transporter expression in the host cell line as well
as the percentage of inside-out vesicles formed during the membrane isolation procedure.
Furthermore, the ability to cryopreserve a single large batch of membrane vesicles over a long
time period allows for minimisation of this variability across multiple transport experiments.

To study interactions of a drug with uptake transporters various cell based methods can be
used. These models are ideally based on cell lines from human origin (e.g. HEK 293 cells), as
plasma membrane lipid composition can affect transporter function.185 However, if not avail-
able, cells from other origins (e.g. CHO cells, MDCKII cells or Xenopus oocytes) can also

Figure 15.10 Bi-directional transport P-gp assay.
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be used. The cells over-expressing the uptake transporter of interest (and their mock transfected
controls) are plated on 24- or 96-well plates and incubated with the drug under investigation.
The time and concentration dependent uptake of the drug and/or the effects of the drug on the
uptake of a model substrate are subsequently analysed. This is a very convenient way to study
drug interactions with uptake transporters. One should, however, take into account that uptake
transporters may need co-transport, anti-transport or exchange of ions for their activity.

Although many in vitro assays are available nowadays to study drug transporter interactions, it
is obvious that the effect of a transporter on the pharmacokinetics of a drug will not only de-
pend on the direct interaction between a transporter and a drug. In the body many factors (e.g.
metabolism, tissue distribution of the transporter, presence of endogenous compounds etc.)
can influence drug–transporter interactions. To gain insight in the in vivo effect of the drug
transporter interactions, various models can be used. Combined with a wide range of analytical
techniques such as imaging, microdialysis and gall bladder/urinary bladder cannulations, these
models provide highly useful tools to study the interactions between drugs and transporters
in vivo. To study the in vivo influence of transporters on drug pharmacokinetics, pharmaco-
dynamics, and toxicity, many mouse models have been generated recently. The most widely
used model is the Mdr1a/1b (P-gp) knock-out mouse which has already been shown to be of
great value for studies on the in vivo effect of the ABC transporter Pgp, for example to study the
effect of P-gp on the brain penetration of drugs.186 Especially in combination with cell lines
expressing human or murine versions of this transporter, it appears quite possible to predict the
effect of a transporter in the human situation. As there is a large overlap in substrate specificity
between transporters, recently many transporter combination knockout mice (mice lacking
more than one transporter) have been generated, and can be used to study the relative in vivo
effects of the transporters on the drug.187 Still, although the tissue distribution and substrate
specificities of ABC transporters in mice are in general quite comparable to those in humans,
there are clearly species differences. To tackle this problem ‘‘humanised’’ transporter mice
(mice in which the murine transporter is replaced by the human homologue) are currently being
generated.188 In combination with transporter knockout mice, these are very useful models to
study the interaction of drugs with human transporters in vivo. If the drug of interest has been
shown to interact with a transporter in vitro, the effect of known modulators of this transporter
on the pharmacokinetics of the drug under investigation (drug–drug interactions) can be de-
termined in various animal models. A disadvantage of this type of interaction study is that the
inhibitors are usually not very specific and may also influence other processes in the body.
However, these studies are very useful to get an idea of possible transporter related drug–drug
interactions in vivo. A big advantage is that these studies can be performed in practically every
animal model and therefore are easy to incorporate in the ADME studies routinely performed
during drug development. With such studies one will not only add highly valuable data to
standard ADME study results, but also often provide better interpretations of the pharmacoki-
netic profiles found in animals. Furthermore, in combination with the in vitro studies described
above, this will lead to better predictions of the situation in patients. However, despite all the
available knowledge and techniques, it remains difficult to predict drug–transporter effects in the
human body with absolute certainty. Research is currently ongoing to describe all these trans-
porter-related processes in detail in an in silico model189 and to investigate how data from the
in vitro or in vivo transporter assays can be used as input data for this purpose. This will likely
be highly useful for the prediction of internal drug levels and related effects in humans.

15.8 PHOSPHOLIPIDOSIS

Phospholipidosis is a lysosomal storage disorder characterised by the excess accumulation of
phospholipids in tissues. Many cationic amphiphilic drugs (CADs), including anti-depressants,
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antihistamines, antianginals, antibiotics, antimalarials, cholesterol-lowering agents and other
prescription drugs, are reported to cause drug-induced phospholipidosis (DIPL) in humans, ani-
mals and cell culture models (Figure 15.11 and Table 15.10).190 The mechanisms of DIPL involve
trapping or selective uptake of DIPL drugs within the lysosomes and acidic vesicles of affected cells.
Drug trapping is followed by a gradual accumulation of drug–phospholipid complexes within the
internal lysosomal membranes. The increase in undigested materials results in the abnormal
accumulation of multi-lamellar bodies (myeloid bodies) in tissues. DIPL does not necessarily
constitute toxicity, and can resolve by itself, but it is predictive of drug or metabolite accumulation
in affected tissues that have led to liver, kidney or respiratory failure. For these reasons, DIPL is of
concern to the FDA, which in 2004 formed a DIPL Working Group to study the problem.191 Cur-
rently, there are two prevailing hypotheses for the putative mechanisms involved in DIPL:

1) Inhibition of phospholipases due to binding of drug to substrate phospholipases.
2) Drugs bind to the phospholipids resulting in the formation of a complex that cannot be

broken down by phospholipases.

The traditional method to evaluate DIPL is visual confirmation of myeloid bodies in tissues by
electron microscopy, a time-consuming and labour intensive technique, and/or quantitative
PCR. More recently, fluorescent dyes have been employed to assess phospholipidosis in a high
throughput manner in cell lines (e.g. HepG2 cells).192 The assay determines DIPL by measuring
the accumulation of a specific fluorescent phospholipid (NBD-PE) in HepG2 cells treated with
increasing drug concentrations. NBD-PE is broken down and metabolised by untreated cells,
and so fluorescence does not accumulate. When phospholipidosis is induced, the phospholipid
does not get broken down and fluorescence accumulates into the cells. A cytotoxicity marker is
run in parallel to normalise the amount of accumulation to cell viability.

A proposed screening strategy to progress compounds with phospholipidosis liabilities is
shown in Figure 15.12.

Figure 15.11 Chemical structure of compounds inducing PLD. PLD is induced by drugs with cationic
amphiphilic (cationic lipophilic) structure (hydrophobic ring, hydrophilic side-chain and
charged amine group).

395Discovery Toxicology In Lead Optimisation

08
:3

6:
58

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
03

64
View Online

http://dx.doi.org/10.1039/9781782621836-00364


Phospholipidosis is not considered to be a toxicity, but more likely an adaptive response,
however its presence should not be ignored as it is related to secondary damage to tissue
structure or impaired function. The decision to progress a compound bearing phospholipid
accumulation potential should be taken on a case by case basis. For candidate selection pur-
poses the traditional standard margins-based risk assessment is used to reduce the attrition of
safe medicines. Because the incidence and severity of DIPL increases with time, if present in
short term toxicology studies, a decision to anticipate longer term toxicology studies should be
taken, in order to assess the number of species affected, define the NOAEL, reversibility and
safety margins for clinical dosing. It should be finally noted that the occurrence of phospholipid
accumulation in preclinical species does not definitely predict for its occurrence in human and,
conversely, phospholipid accumulation can occur in human without any preclinical signal.

Table 15.10 Examples of compounds positively or negatively associated with DIPL inducing potential.

No DIPL Diazepam, 3-OH gepirone, gepirone, buspirone, valproic acid,
5-phenoxybenzamine, ketasarin, almitrine, haloperidol, bufetolol,
tetracycline

Positive in cell culture with
low DIPL potency in
animals

Mainserin, propranolol, clociguanil, noxiptiline, amitriptiline,
disobutamide, promazine, mesoridazine, nortriptyline,
chlorpromazine, maprotiline, thioridazine

Positive in cell culture with
PLD demonstrated in
animals

Chlorcyclazine, citalopram, chlorphenteramine, phentermine,
fenfluramine, imipramine, tilorone, fluoxetine, iprindole,
clomipramine, triparanol, mepacrine, gentamycin, erythromycin,
netilimicin, azithromycin

Positive in cell culture with
PLD demonstrated in
humans and animals

Chloroquine, amiodarone, perhexiline, desethylamiodarone,
tamoxifen, gentamycin

Figure 15.12 Early screening strategy for phospholipidosis.
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15.9 PHOTOTOXICITY

Phototoxicity (photoirritation) is a light-induced skin response to a photoreactive substance.
Photoallergy is an immunologically mediated reaction to a chemical, initiated by the formation
of photoproducts (e.g. protein adducts) following a photochemical reaction.

Photosafety testing may include an assessment of acute phototoxicity (photoirritation),
photoallergy, ‘photogenotoxicity’ and photocarcinogenicity.193

A photoreactive substance is defined as a chemical (or mixture of chemicals) which absorbs
light within the range of natural sunlight (290–700 nm) and generates reactive species following
absorption of UV-visible light and distributes sufficiently to light-exposed tissues (e.g., skin,
eye). Clinically, phototoxicity results in exaggerated sunburn (erythema, increased skin tem-
perature, pruritus and oedema).

Drugs associated with photosensitivity include tetracyclines, fluoroquinolones, sulfonamides,
macrolides, betalactams, nitroimidazoles, and nitrofuranes.

The initial consideration for assessment of photoreactive potential is whether a compound
absorbs photons at any wavelength between 290 and 700 nm. Light absorption is characterised
by the Molar Extinction Coefficient (MEC, also called molar absorptivity), that reflects the ef-
ficiency with which a molecule can absorb a photon at a particular wavelength (typically ex-
pressed as L mol�1 cm�1). This coefficient is influenced by several factors, including solvents. A
compound that does not have a Molar Extinction Coefficient (MEC) greater than 1000 L mol�1

cm�1 at any wavelength between 290 and 700 nm is not considered to be sufficiently photo-
reactive to result in direct phototoxicity. Excitation of molecules by light can lead to generation
of Reactive Oxygen Species (ROS), including superoxide anion and singlet oxygen via energy
transfer mechanisms. Although photoreactivity can result in other molecular outcomes
(e.g. formation of photoadducts or cytotoxic photoproducts), even in these cases, it appears that
ROS are typically generated as well. Thus, ROS generation following irradiation with UV-visible
light can be an indicator of phototoxicity potential.194

A proposed phototoxicity screening paradigm to identify potentially phototoxic substances is
described in Figure 15.13.

The most widely used in vitro assay for phototoxicity is the 3T3 Neutral Red Uptake Photo-
toxicity Test (3T3 NRU-PT) for which an Organisation for Economic Co-operation and Devel-
opment (OECD) guideline is available.195 This is currently considered the most appropriate
in vitro screen for soluble compounds.

In terms of photogenotoxicity testing, the main objective is to make an assessment of the
potential of a compound to turn into a photochemical carcinogen upon activation with UV or
visible (sic solar simulated) radiation. Several in vitro photogenotoxicity assays, such as the
photo-Ames, photo-chromosome aberration (CA) and photo-comet assays have been described
in the literature and are based on standard ‘dark’ versions of regulatory assays used for geno-
toxicity assessment.196

However, it is recognised that in vitro photosafety assays (phototoxicity and photo-
genotoxicity) are substantially over predicting human hazard. As far as in vivo testing is con-
cerned, no standardised study designs have been established.

It should also be mentioned that there are different regional regulatory views with regard to
the strategy flow for photoreactive substances; an international effort for addressing different
approaches, inconsistencies or gaps in the multiple guidances or papers published from dif-
ferent international bodies is ongoing by the International Harmonisation Conference (ICH),
whose S10 guideline is currently the fourth draft.

In conclusion, the evaluation of a candidate with photoreactive potential should be based on
experimental results as well as a thorough risk assessment.
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15.10 GENOTOXICITY

Genotoxicity is a term that refers to the ability of an agent to interact with DNA and/or the
cellular apparatus that regulates the fidelity of the genome (i.e. DNA, spindle apparatus and
enzymes involved in the maintenance of genome). Mutagenicity refers to the induction of
permanent transmissible changes in the structure of the genetic material of cells or organisms.
These changes (mutations) may involve a single gene or a block of genes. Mutations can arise
spontaneously or may be induced by a variety of physical and chemical agents. The permanent,
hereditary changes can affect either somatic cells of the organism or germ cells and be passed
onto progeny. Chemicals that exert their adverse effects through interactions with the genetic
material of cells, i.e. DNA, and by altering its structure and function are referred to as geno-
toxins. Note that all mutagens are genotoxic, however not all genotoxins are mutagens as they
may not cause retained alterations in DNA sequence.

Cells possess efficient mechanism to prevent expression of the genotoxic mutation such as
mechanisms of DNA repair or programmed cell death (apoptosis); mutations occur when the
damage may not be fixed.

Type of mutations can be classified as:

� Gene mutations: a detectable permanent change within a single gene (point mutations,
insertions, deletions);

� Chromosomal mutations (structural aberrations): morphological alterations in the struc-
ture of chromosomes (deletions, inversions, translocations);

� Genomic mutations (numerical aberrations): changes in the number of chromosomes
(aneuploidy, polyploidy).

Mutations may induce abortions, congenital malformations or tumours. In addition, diseases
such as hemophilia, deafness or Down’s syndrome are due to mutations.

Figure 15.13 Screening paradigm for phototoxicity.
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Bacterial and mammalian tests have been developed to detect the range of the possible
DNA damage.

The most common tests for detection of mutations are the in vitro Ames test (that reveals
point mutations) and the in vitro Chromosome Aberration test in human lymphocytes (that
reveals structural chromosomal mutations). In vivo, the Micronucleus test in rodents reveals
structural mutation as well as numerical aberration.

The most common tests for detection of genotoxicity (i.e. DNA damage without evidence of
mutation) are for example the Unscheduled DNA Synthesis, the Sister Chromatid Exchange and
the Comet assay.

During the early phase of research, high throughput assays such us Fluctuation Test,
SOS umu Test or Greenscreen, are used to help screening high number of molecules.
At the stage of lead optimisation, more sophisticated assays with lower throughput,
although still preliminary, are introduced including Ames Assay and mammalian in vitro and
in vivo tests.

Importantly, at these early stages, the test compound should be at the highest level of purity,
to discharge any doubt that positive results were due to the presence of genotoxic impurities or
contaminant.

15.10.1 Bacterial Tests

A bacterial test (Ames test) detects gene mutation. The Ames test uses amino-acid dependent
strains of Salmonella typhimurium and Escherichia coli, each carrying different mutations in
various genes in the histidine (Salmonella) or tryptophan (Escherichia) operon.

In the standard plate incorporation assay at least five strains of bacteria are used.
These should include four strains of S. typhimurium (TA1535, TA1537 or TA97a or TA97,
TA98 and TA100) and the strain E. coli WP2 uvrA, or E. coli WP2 or E. coli WP2
(pkM101). The experiment is conducted in the absence and in the presence of metabolic
activation (þ /�S9).

To accommodate the need for carrying out this critical test as soon as possible, industry has
elaborated several versions of the Ames test (see Table 15.11), in order to reduce the require-
ment of test compound.197,198

However, the best approach is to use the five strains, in order to reduce to a minimum the risk
of facing mutagenicity issues during the GLP studies. Pros and cons should be evaluated for
selecting the reduced tests; e.g. knowledge of the chemical class vs. timelines.

15.10.2 In Vitro Mammalian Tests

There are several mammalian cell systems and each of them can address different end points.
In Table 15.12 the tests that are most used for screening purposes are listed; mammalian
systems that are used for investigative purposes are not mentioned here. Experiments are
performed both in the presence and in the absence of metabolic activation.199–203

There are no preferred criteria to select the mammalian test to be included in the lead
optimisation phase, however the human peripheral blood lymphocytes (HPLA) or the in vitro
micronucleus tests, coupled with the bacterial test, offer the most comprehensive preliminary
assessment.

15.10.3 Evaluation of Results

Positives results in an Ames test are always highly alerting and should suggest deselecting
the candidate. However, some considerations can be made dissecting the result. Positivity can
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be both in the presence and in the absence of metabolic activation, or in one of the two con-
ditions only. A favourable outcome could be derived in case that the positive result is obtained
in the presence of metabolic activation only, where the responsible agent could be a metabolite.
In this case an analysis of the metabolite profile in the genotoxicity test incubations, for
comparison with known metabolite profiles in preclinical species or in human preparations can
help determine the relevance of test results. To explore this hypothesis, supplementary in vivo
genotoxicity tests in liver can be considered (e.g. in vivo Comet assay in liver or unscheduled
DNA synthesis in the rat). Moreover, a new chemical entity that gives positive results in vitro in
the presence of metabolic activation might not induce genotoxicity in vivo because the me-
tabolite is not formed, is formed in very small quantities, is metabolically detoxified or rapidly
excreted, indicating a lack of risk in vivo.

As far as in vitro mammalian cell assay is concerned, the scientific literature reports a number
of conditions that can lead to a positive result of questionable relevance. Any mammalian
in vitro positive result should be evaluated based on an assessment of the weight of evidence.
Factors to consider are, for example, the conditions of the experiments that do not occur in vivo
(e.g. pH, osmolality, precipitates) or genotoxicity that occur only at the most toxic concen-
trations. If one of these is the case, the weight of evidence indicates a lack of genotoxic potential

Table 15.12 In vitro mammalian genotoxicity tests.

Assays System Endpoint

Mouse lymphoma Mouse lymphoma cell line Gene mutation and chromosome
aberration

In vitro mammalian
chromosome
aberration

Cell line, e.g., CHO (Chinese Hamster
Ovary cell); CHL (Chinese Hamster
line)

Chromosome aberration

Primary human peripheral blood
lymphocytes (HPLA)

Structural chromosomal damage
and indications of numerical vari-
ations (e.g. polyploidy, aneuploidy)

Micronucleus test Primary human peripheral lymphocytes
or cell line (e.g. CHO)

Structural chromosomal damage

Comet assay Primary human peripheral lymphocytes
or cell line (e.g. CHO, MLA)

Single and double-strand breaks
and alkali labile sites

Table 15.11 Different Ames test versions.

Bacterial test Strain Notes Compound

Ames 5 strains S. typhimurium TA1535,
TA1537, TA98, TA100 and
E. coli WP2 uvrA (pKM101)

First choice, same strains that will be
used in the GLP studies.

350 mg

Ames 2 strains S. typhimurium TA98 and
TA100

Usually two strains of S. typhimurium
are used, TA98 and TA100 able to
detect the most frequent mutations,
i.e. frameshift and base pair substi-
tution, respectively.

100 mg

This test is also used in the genotoxic
evaluation of impurities and of
synthesis intermediates.

Ames II TA7001-TA7006 and TA98 It is offered as a standardised kit with
quality controlled bacterial strains,
however use different strains of the
GLP studies.

250 mg
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and the subsequent battery of regulatory tests is not affected, and will include, as standard, a
single in vivo test only. If there is not sufficient weight of evidence or mechanistic information to
rule out the genotoxic potential, in the subsequent battery of regulatory tests, two in vivo studies
are generally required, with appropriate endpoints, in appropriate tissues and with an emphasis
in obtaining sufficient systemic exposure to the test compound.

15.11 EARLY IN VIVO TOXICOLOGY

There is a progression of complexity of the in vivo studies that are performed in lead opti-
misation. They are aimed, step by step, to narrow down the candidate’s properties. Each study is
designed to answer precise questions we pose and are essentially aimed to identify potential
hazard and limit toxicity early on. Moreover, the knowledge of the chemical class and the in-
sight from the alerts resulting from in silico and in vitro work should also direct to the inclusion
of studies to explore potential pharmacodynamic issues.

The doses selected at this stage should be multiples of the pharmacologically predicted
efficacies, in order answer the question: are there severe toxicities or issues that preclude
progression?

The selection of doses is driven by the pharmacological and pharmacokinetic properties of
the candidates.

An example of a safety assessment cascade is below exemplified:

1. Preliminary PK in rat and in a second species;
2. In vivo tox study, generally performed in one species (rodent) and in one sex (male);
3. Safety pharmacology studies targeted to investigate liabilities previously flagged or

inherent to the chemical or pharmacological class (for example cardiovascular issues or
convulsions).

Pharmaceuticals must be tested, except in exceptional circumstances, in rodents and non-
rodents before and throughout the clinical phases of drug development programmes. For the
safety assessment purposes, species are chosen based on similarity to humans with regard to
pharmacokinetic profile and, wherever possible, selected species should respond to the primary
pharmacodynamic effect of the substance.

The first species used for PK or toxicology studies is rodent, namely the rat. Rodents fall in
the low neurophysiological evolutionary scale (i.e. have the least capacity to experience pain,
distress or lasting harm), are small in size, easy to handle and require a limited amount of
compound to be administered. The mouse is sometimes considered; however this species is
seldom used for regulatory toxicology studies, due to its small size and the high number of
individuals necessary to allow adequate blood collection. During the lead optimisation stage
only the rodent species is generally explored. Non-rodents are rarely used, unless driven by
previous experience, e.g. if the pharmacological receptor is only present in a particular species
or previous experience has shown the rodent as non-predictive for a specific toxicity within a
particular drug class.204

Should a second species be introduced, the default species is the dog, particularly the beagle,
because of its size, tractability, and the historical experience which makes the interpretation of
toxicological findings easier.205 Alternatively to dog, the minipig, or rarely the ferret, is some-
times selected. Non-human primates (NHP) should be selected only as a last instance, being the
nearest species to man in the evolutionary scale, which implies ethical considerations. For this
reason any use of non-human primates must be specifically justified. Justification is based
primarily on pharmacological basis when the target is known to be different in non-human
primates versus other species. Other considerations for selecting NHP are on previous
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toxicological experience with compounds of that class, ability to achieve the required exposure,
similarity to human of important metabolic/biochemical processes (e.g. CYP450 structures or
activities), specific pharmacological targets (e.g. COX-2 distribution in the kidney is similar in
non-human primate and man, but different in dog), or poor tolerability in other species (e.g. if
emesis precludes achieving adequate systemic exposure).

15.11.1 Preliminary Pharmacokinetics

Pharmacokinetic (PK) studies are essential to translate the dose administered in terms of mg/kg
to the systemic exposure (AUC) following the process of absorption, distribution, metabolism
and excretion. Early in vitro and in vivo DMPK studies, typically available at the stage when a
toxicity study is planned, are always used to help select the species, the doses and the pre-
liminary tox study design.

15.11.2 In Vivo Tox Study

Early tox study designs are usually simple, although able to ensure that potential hazard can be
detected. A typical study design is reported in Table 15.13.

The active substance is typically administered for 7 days via the intended route of adminis-
tration in human that is, in the majority of the cases, oral, intravenous or inhaled.

A repeated administration of 7 days predicts most of the dose limiting target organ toxicities
observed in subsequent pivotal 4-week rodent studies. Target organs that may be missed are
musculoskeletal toxicities observed with broad-spectrum matrix metalloproteinase (MMP) in-
hibitors, which may take 10–14 days to develop. Roberts et al.206 report that at least of 50% of
the historical failures were attributable to target organ toxicities or to unexplained death that
emerged within 14 days of repeat dosing.

Mortality or severe target organ toxicity at pharmacological exposure precludes progression.
The inclusion of three different doses is aimed to explore a range of margins, however the
preclinical safety margin (i.e. the ratio of the NOAEL—no observable adverse effect level—div-
ided by the predicted human efficacious exposure level or exposure at the maximum
anticipated dose in human) will be defined with pivotal (GLP) toxicity studies that will be
conducted at a subsequent stage.

In analysing the findings of the studies, discrimination should be made with regard to effects
due to target organ toxicity, exaggerated pharmacology (primary pharmacology) or effects
mediated by other (secondary) pharmacological targets.207

For each of these effects a risk assessment considering the nature of the finding and the
safety margin should be made. As examples, alosetron (highly selective serotonin 5-HT3

Table 15.13 Early toxicity study design.

Species Rat
Sex Male
Number of animals 4/group
Groups Vehicle, low, intermediate and high dose
Duration 7 to 14 days
Observations Clinical signs, body weight, clinical chemistry
Necropsy Macroscopic examination
Microscopic examination

of major organs
Adrenals; liver; lung; heart; kidneys; thymus; adrenals; testes; stomach

if oral administration; injection site if IV administration; larynx if
inhalation admin
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antagonist), cerivastatin (statin), flosequinan (vasodilator) and encainide (member of the
class 1C of anti-arrhythmic agents) and rofecoxib (COX-2 selective inhibitor) can be men-
tioned as agents posing issues related to primary pharmacology. Fenfluramine and dexfen-
fluramine (for obesity treatment), rapacuronium (neuromuscular blocking agent of nicotinic
receptors), astemizole and terfenadine (non-sedating H1 antihistamines), cisapride
(gastrointestinal prokinetic motility agent) and mibefradil (long acting calcium channel an-
tagonist) can be quoted as agents posing issues related to secondary pharmacology.208

The need for toxicity studies in dog or in other non-rodent species (see species selection)
is less frequent and may be of help in case of a new class of agent with unknown toxicity. It
is advisable to get toxicokinetic (TK) data at the maximum dose tolerated (MTD) to confirm that
the selected species can guarantee the exposure needed. These studies can be non-terminal and
aimed only to identify the MTD and the associated TK or may reflect the study design of the rat
as described before.

15.11.3 Early Safety Pharmacology Evaluation

The scope of the safety pharmacology studies is to investigate the potential undesirable
pharmacodynamic effects of a substance on physiological functions in relation to exposure in
the therapeutic range and above. The regulatory core battery includes studies on central
nervous system, cardiovascular system and respiratory system. Due to the rate of attrition, at
early stages focus is given to the cardiovascular system and to the central nervous system,
while the reparatory system is investigated within the regulatory package of studies.

15.11.3.1 Cardiovascular (CV) Functionality

One of the major causes of attrition during development is cardiovascular issues, particularly
QT prolongation, and a big effort has been devoted to design early studies to set reliable
stopping criteria. QT prolongation is an accessible, although imperfect, surrogate biomarker to
gauge potential fatal arrhythmias, notably Torsades de Pointes (TdP), an extremely rare but
potentially lethal adverse drug effect.209

A CV attrition reduction strategy to progress compounds and discharge cardiovascular risk
which can be put in place during lead optimisation phase and in later phases has been
discussed in paragraph 15.5.4 and shown in Figure 15.4.

The telemetry study in rodent is performed after single dose administration in rats, typically
males, at three dose levels.

The endpoints that can be collected are reported in Table 15.14.

15.11.3.2 Nervous System Functionality

Early assessment of the Nervous System functionality is of value with highly potent compound
crossing the blood–brain barrier (BBB) or compounds that are flagged with potential

Table 15.14 Telemetry rat study endpoints.

Hemodynamics � Systolic, diastolic and mean arterial pressures and heart rate
� Pulse pressure (SBP-DBP) (assessment of cardiac and vascular function)
� Rate Pressure Product (HR�SBP) (an index of cardiac work)
� QA interval (an index of cardiac contractility derived from ECG and BP signals)

ECG intervals � PR (assessment of Ca channel block/conduction)
� QRS (assessment of Na channel block/conduction)
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convulsant properties (e.g. cannabinoid-1 antagonists, activators of the excitatory amino
acids, GABAA receptor antagonists, 5-HT1B, 1D receptor antagonists). Together with the
assessment of the chemical and therapeutic class, early target selectivity assays are able
to identify potential hazards produced by compounds acting on off-targets receptors (see
paragraph 15.3).

A proposed screening strategy to progress compounds with convulsant liabilities is shown in
Figure 15.14.

Hippocampal brain slice assay for assessment of seizure liability210 is an example of in vitro
test; in vivo studies such us pentylenetetrazol-induced seizure in rats (PTZ) or Maximal
electroshock seizure threshold (MEST) test are performed. PTZ is based on the continuous
infusion of Pentylenetetrazol and a behavioural assessment in rats. MEST is based on a
single corneally delivered electroshock and observation of tonic hind limb extension
convulsions.

After candidate selection, telemetric electroencephalographic recording (EEG) in order to
correlate PK/PD and interpret in vivo signs complementary to the time-right collection of TK
metrics will complete the picture.

Undesired effects of drugs on the central and the peripheral nervous system can also be
detected with the neurobehavioral observation battery adapted from that first described by
Irwin in mice211 and subsequently modified as the neurologically based Functional Obser-
vational Battery (FOB). Behaviour represents the integration and integrity of the nervous system
and it is generally considered a sensitive indicator, and perhaps the ultimate assay, of neuronal
function.212 A neurobehavioral observation battery consists of a series of observation/meas-
urements, including home cage and open-arena observation, neuromuscular and sensory motor
tests and physiological/neurological measurements. As an example of read out, amphetamine
induces a stimulation of the nervous system activities and marked hyperthermia. Chlor-
promazine, diazepam and clonidine induce depressive, anxiolytic or sedative effects associated
with hypothermia.

In early stages this type of study is performed after single dose administration in male rats
or mice.

Figure 15.14 Proposed screening strategy for compounds with potential convulsant liabilities.
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HINTS AND TIPS

A number of freeware QSAR and rule-based programs are available for toxicity prediction.
These global models have limitations, however once a liability in a lead from a series has
been identified, local models built using in house data around the chemotypes of interest
usually provide the best results.

It is advisable to start lead optimisation with multiple different chemotypes, even if
some carry toxicity flags, provided these are considered during the lead optimisation
phase.

Drug interaction with off-targets might often be the reason for adverse effects, therefore
the precise identification of the off-targets and their characterisation are essential steps in
drug discovery.

As a rule of thumb it is suggested that if the ratio of the free Cmax : off-target activity is
4100-fold, it generally represents no safety concern.

Drugs that modify the cardiac action potential represent a major safety concern, and
establishing a cardiac safety profile is required to achieve regulatory approval. A com-
prehensive in vitro set of ion current assays could include IKr, IKs, IK1, Ina (fast and late) and
ICaL for drug effects.

It is too risky to rely on hERG binding assays as the only support for medicinal chemistry,
and a number of medium to high throughput functional hERG assay formats exist.

Clinicians have difficulty in managing drug–drug interactions, hence minimising the
factors that increase DDI risks is essential. Well established in vitro protocols are used to
determine the CYP driven DDI potential, and guide clinical trial design to assess potential
DDI’s.

Understanding drug metabolism pathways enables prediction of potential DDI’s as well as
likely variability in patients due to genetic polymorphism or different expression levels.

Victim drugs that have multiple clearance pathways reduce risks of DDIs due to a per-
petrator drug.

Drug induced phopholipidosis does not necessarily constitute toxicity, and can resolve
by itself, but it is predictive of drug or metabolite accumulation in affected tissue that have
led to liver, kidney or respiratory failure, and is therefore a concern for the FDA.

An initial consideration of photoreactive potential is whether the compound absorbs
light at any wavelength between 290–700 nm, and a molar extinction coefficient less than
1000 L mol�1cm�1 within this range is not considered sufficiently photoreactive to result in
direct phototoxicity.

The most common tests for detection of mutagenicity are the in vitro AMES assay and
chromosome aberration test in human lymphocytes and in vivo the rat micronucleus test.
The compound tested should be of the highest purity to discharge any doubt that positive
results are due to impurities or contaminants.
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CHAPTER 16

Toxicology and Drug Development

MARK W. POWLEY

U.S. Food and Drug Administration, Division of Antiviral Products, WO22 RM6373,
10903 New Hampshire Ave., Silver Spring, MD 20993, USA
E-mail: mark.powley@fda.hhs.gov

16.1 INTRODUCTION AND BACKGROUND

Drug development is a lengthy, multi-step process designed to characterize the safety and ef-
ficacy of drug candidates before being approved for marketing. Phase 1 clinical trials typically
provide safety, tolerability, and pharmacokinetic data for a drug following short-term ad-
ministration in a small number of healthy subjects or patients. During a Phase 2 clinical trial,
activity (e.g., proof of concept) and safety are evaluated in a small number of patients. Finally,
Phase 3 clinical trials involving many patients are conducted to provide more definitive efficacy
and safety information. Progression through the range of clinical trials and ultimately to
product approval depends on a series of risk vs. benefit analyses. A critical component of these
analyses is the establishment of a toxicity profile. In addition to the human safety database
generated during clinical trials, it is necessary to also consider non-clinical data to support
decision making. Providing this supporting information is the primary focus of non-clinical
safety assessment. This safety assessment covers a broad range of scientific disciplines in-
cluding safety pharmacology, general toxicology, genetic toxicology, carcinogenicity, and de-
velopmental and reproductive toxicology. An understanding of drug metabolism and kinetics is
also fundamental to non-clinical safety assessment.

A key assumption in drug development is that data obtained from non-clinical studies will be
useful to inform human risk. When assessing the various safety related endpoints, in vitro and
in vivo data is submitted to regulatory authorities to facilitate the decision making process. In
some cases, non-clinical studies may supply the sole source of safety data available to support
the initiation of a Phase 1 clinical trial. As the clinical safety database is generated during
development, non-clinical data helps support decision making in regards to conduct of add-
itional clinical trials as well as the approval for marketing. Non-clinical studies will generally
serve as the only source of information for endpoints that are not feasible and/or ethical to
study in humans (i.e., genotoxicity, carcinogenicity, developmental and reproductive toxicity).

The Handbook of Medicinal Chemistry: Principles and Practice
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To assist both regulators and sponsors of drug development, there are numerous guidances/
guidelines that provide recommendations related to non-clinical drug development. Globally
recognized guidelines are provided by the International Conference for Harmonisation (ICH).
Additional recommendations are provided by regional authorities such as the European
Medicines Agency (EMA), Japanese Pharmaceuticals and Medical Devices Agency (PMDA), and
the United States Food and Drug Administration (FDA). While guidances/guidelines provide
recommendations on drug development and highlight current regulatory thinking, decisions
are made on a case by case basis and require consideration of the best available science.

16.2 TOXICOLOGY TESTING

Standardized protocols exist for many studies conducted during drug development (e.g., OECD
guidelines); however, sound scientific judgment must be exercised to maximize the utility of
toxicology studies. When toxicology studies are conducted according to regulatory expectations
(e.g., good laboratory practices or GLP), there is added confidence that data are generated under
appropriate conditions. However, exploratory or non-GLP studies are sometimes considered ‘‘fit
for purpose’’ and, therefore, acceptable for regulatory purposes.

There are several important considerations for designing non-clinical studies. Of particular
interest for in vivo evaluations is selection of appropriate animal models to maximize clinical
relevance. Knowledge of a drug’s in vitro metabolite profile or additional ADME information as
well as pharmacological target characteristics (e.g., tissue expression profile) can provide a basis
for comparing humans with the various non-clinical species. Historical experience for a par-
ticular drug class may also be informative in aiding species selection.

The route of administration used in non-clinical studies should, in general, mimic the expected
clinical route. There may be instances where data from a second route of administration is
needed. For instance, intravenous administration of a drug with low oral bioavailability can
provide critical systemic exposure resulting in detection of a potentially important clinical toxicity.
Data from such a study will potentially provide safety data that could not be obtained otherwise.

Another critical factor in the design of non-clinical safety studies is the selection of doses.
In vitro studies may include exposures to very high concentrations of questionable clinical
relevance. Such a strategy is appropriate for assays intended to identify potential hazards vs.
defining quantitative risk. In vivo studies may include doses yielding systemic exposure com-
parable to those expected in the clinic. However, these studies should also include higher doses
in an attempt to increase the likelihood of detecting toxicity with potential clinical relevance.

In all non-clinical studies designed to characterize drug safety, it is important to determine
whether effects are related to the drug or fall within the range of expected observations for a
particular experimental model. The characterization of an effect as drug-related should take
into account dose–response as well as the statistical and/or biological relevance. An evaluation
of relevance will be based on comparison with treated groups and appropriate control groups.
Concurrent controls, cells or animals treated with a vehicle or inactive control article, are
routinely included in the study design. In addition, historical control values are also an im-
portant source of data. When a value is deemed to be statistically significant but falls within the
range of historical control values, the effect may be described as drug-related but possessing
limited biological relevance.

The following sections are intended to provide brief general descriptions of non-clinical
toxicology studies routinely conducted during drug development. Focus is placed on the overall
goal, endpoints evaluated, timelines for reporting, key sources of regulatory recommendations,
and ultimate utility of the various non-clinical studies. A summary of the recommended
non-clinical toxicology studies and timing for submission is provided in Table 16.1. Note that
non-clinical development is conducted on a case by case basis so the actual studies conducted
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and timing may vary. For instance, sponsors may be asked to conduct embryofetal evaluations
early for drugs in a class known to be associated with teratogenicity.

16.2.1 Safety Pharmacology

The goal of safety pharmacology studies is to characterize drug effects on vital physiological
functions. Per ICH S7A,1 a safety pharmacology testing battery should include extensive
evaluations of central nervous system (CNS), cardiovascular, and respiratory parameters. Other
organ systems (e.g., kidney, gastrointestinal, etc.) may also be evaluated when appropriate.
Measurement of multiple endpoints (e.g., CNS assessments include numerous behavioral and
functional endpoints) should be included to maximize the ability to detect adverse effects.
In vivo studies are designed to identify effects over a dose range yielding exposures that exceed
the expected clinical exposure. Each study is typically conducted in a single species. Cardio-
vascular assessments utilize telemeterized animals allowing continuous measurement over
a prolonged period (e.g., 24 hr). Telemetry is a powerful tool for identifying effects that may
escape detection by less intensive sampling. In addition to the core battery of in vivo tests, an
in vitro assay should be conducted to assess potential risks for inducing QT prolongation, a
potentially serious effect associated with lethal cardiotoxicity. Regulatory recommendations
concerning in vitro safety pharmacology studies are described in ICH S7B.2

Table 16.1 Recommended non-clinical studies.a,b

Study o Phase 1 o Phase 2 o Phase 3
Marketing
Application

Safety Pharmacology
– cardiovascular

in vitro O
in vivo O

– neurological O
– respiratory O

Genetic Toxicology
– Option 1

bacterial reverse mutation assay O
in vitro mammalian cell assay O
in vivo assessment O

– Option 2
bacterial reverse mutation assay O
in vivo assessment #1 O
in vivo assessment #2 O

General Toxicology O O O

Developmental/Reproductive Toxicology
– fertility O
– embryofetal development O
– pre/post-natal development O

Carcinogenicity O

Miscellaneous Studies
– immunotoxicity O
– photosafety O
– abuse liability O
– local tolerance O

aPer ICH M3(R2).3
bTiming and scope of non-clinical studies may change during drug development.
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Data from safety pharmacology studies can be used to calculate safety margins based on
comparison with expected clinical exposure. The results can also be used to help select doses for
additional non-clinical evaluations and identify parameters of concern that should be moni-
tored during clinical trials. According to ICH M3(R2), 3 safety pharmacology studies should be
submitted prior to Phase 1.

16.2.2 Genetic Toxicology

Genetic toxicology studies are designed to establish a drug’s potential to induce changes in the
DNA sequence (i.e., mutations) and consequently contribute to carcinogenicity in humans.
Because of the correlation between genotoxicity and carcinogenicity, results from genetic tox-
icology assays are useful for understanding potential carcinogenic risks during the development
phases. Similar to the safety pharmacology testing strategy, genetic toxicology testing utilizes a
battery approach as described in ICH S2(R1).4 As the recommended assays are intended to
identify potential genotoxic hazards, both in vitro and in vivo studies are performed using doses
yielding exposures that may greatly exceed clinical exposure.

A bacterial reverse mutation assay, also known as the Ames assay, is performed to evaluate the
potential to induce gene mutations in vitro. Additional in vitro studies in mammalian cells are
used to detect structural chromosomal damage (e.g., clastogenicity) and/or numerical
chromosomal damage (e.g., aneugenicity). Assays capable of investigating these critical end-
points include the mouse lymphoma assay and cytogenetic evaluations designed to identify
chromosomal aberrations or micronuclei. An in vivo evaluation of chromosomal damage, most
often micronuclei in peripheral blood or bone marrow from rodents, is also part of the testing
battery performed. The combination of the Ames assay, an in vitro mammalian cell assay, and
in vivo evaluation is referred to as Option 1. A second testing strategy (i.e., Option 2) allows a
sponsor to replace the in vitro mammalian cell assay with a 2nd in vivo endpoint. An example of a
2nd endpoint is the single cell gel electrophoresis assay (i.e., Comet assay) in the liver. When
positive results are encountered in any of the recommended assays, additional follow-up testing
may be needed to further characterize genotoxic potential.

Genotoxicity data is used to determine whether or not clinical trials are safe to proceed. From
a practical standpoint, the concept of safety margins does not apply to drugs that cause gene
mutations or are considered true clastogens. In contrast, aneugenic compounds may be asso-
ciated with a threshold (i.e., exposure below which effects are not observed) and comparison
with clinical exposure may allow for margin of safety to be identified. Results from the Ames
assay and an assessment of chromosomal damage in a mammalian system is typically sub-
mitted to support a Phase 1 study. Results from all components of the testing battery must be
provided in advance of Phase 2 clinical trial. When a drug is approved for marketing, the genetic
toxicology data is included in the label.

16.2.3 General Toxicology

The goal of general toxicology testing is to identify drug-related toxicity occurring in the whole
animal. As such, these studies use high doses sometimes well above expected clinical exposures.
Examples of criteria to limit the high-dose include observations of a dose-limiting toxicity,
maximum feasible concentration based on limits of solubility, saturation of systemic exposure,
large differences in non-clinical exposure vs. the expected clinical exposure, or a limit dose (e.g.,
1000 or 2000 mg/kg/day).

The studies are wide in scope with regards to duration of dosing as well as the number
and diversity of endpoints evaluated. Studies range from single doses to chronic studies of up to
9 months. To facilitate the use of a drug in clinical trials, general toxicology studies are
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evaluated throughout the development process. The studies are completed in a step-wise
manner with initial clinical studies supported by short-term repeat dose non-clinical
studies. Extended duration non-clinical general toxicology studies are required to support the
initiation of longer term clinical trials and submission of a marketing application (Tables 16.2
and 16.3). Specific recommendations regarding duration and timing of submission for general
toxicology studies are provided in ICH M3(R2).3 Following recommendations in ICH M3(R2)3

assures that the expected duration of non-clinical data is sufficient to cover proposed clinical
dosing.

To maximize the potential to predict clinical risk, multiple endpoints are routinely evaluated
in a rodent and non-rodent species. Observations and measurements routinely include changes
in behavior/appearance, body weight parameters, food consumption, ophthalmoscopy, and
electrocardiograms. Clinical pathology data is collected to help identify target organs of toxicity
by monitoring changes in hematology, coagulation, clinical chemistry, and urinalysis par-
ameters. Evaluations of organ weights and macroscopic tissue changes are useful; however,
microscopic changes detected by histopathologic evaluation are often the definitive indicators
of toxicity. Results of the various assessments are not viewed independently but are instead
integrated. Overall, the most convincing evidence of target organ toxicity is consistency in ef-
fects detected by multiple endpoints (e.g., hepatotoxicity indicated by both changes in clinical
chemistry and histopathology).

Important outcomes from these studies include identification of target organs as well as es-
tablishment of the no-observable adverse effect level (NOAEL), no-observable effect level (NOEL),
lowest observable effect level (LOEL), and/or maximum tolerated dose (MTD). Ultimately, the
specific effect, severity, incidence, and reversibility (i.e., persistence of an effect following a
treatment-free period) will be considered in order to determine whether an effect is adverse or
non-adverse. Keller et al.5 recently defined an adverse effect as ‘‘A change in morphology, phy-
siology, growth, development, reproduction, or life span of a cell or organism, system, or

Table 16.2 Non-clinical general toxicology studies needed to support
clinical developmenta

Clinical Trial Non-Clinical Studies

r2 weeks 2 weeksb

42 weeks to r6 months Equivalent to duration of
clinical trialb

46 months 6 month study in rodent and
9 month study in non-rodent

aModified table from ICH M3(R2).3
bStudies should be conducted in both rodent and non-rodent.

Table 16.3 Non-clinical general toxicology studies needed to support
marketing approvala

Clinical Use Non-Clinical Studies

r2 weeks 1 monthb

42 weeks to r1 month 3 monthsb

41 month to r3 months 6 monthsb

43 months 6 month study in rodent and
9 month study in non-rodent

aModified table from ICH M3(R2).3
bStudies should be conducted in both rodent and non-rodent.
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(sub)population that results in an impairment of functional capacity, an impairment of the
capacity to compensate for additional stress, or an increase in susceptibility to other influences.’’

Results from general toxicology studies can be used to guide clinicians when selecting end-
points to monitor in clinical trials. Another primary use of the data is generation of safety
margins based on comparison of non-clinical and clinical doses or exposures. To support an
initial clinical trial, safety margins are routinely based on body surface area conversion of the
non-clinical NOAEL dose to the proposed clinical trial starting dose. Clinical trials are generally
considered reasonably safe if the converted NOAEL dose is Z10-fold the proposed clinical
starting dose.6 Note that larger or smaller safety margins may be appropriate depending on non-
clinical toxicity profile observed. Larger safety margins may be warranted when a drug induces
severe toxicity, irreversible toxicity, or a non-clinical effect that is difficult to monitor clinically
(e.g., certain types of cardiotoxicity). Lower margins of safety are sometimes acceptable for re-
versible toxicities and those that are more easily monitored in the clinical trial (e.g., liver
toxicity). A more refined method of calculating safety margins is to compare systemic exposures
once both non-clinical and clinical data are available. Regardless of whether safety margins are
calculated using dose, body surface area conversion, or systemic exposure, the information is
important the for risk assessment used in making decisions about the acceptability of clinical
trials or marketing. General toxicity data is rarely included in the approved drug label.

16.2.4 Developmental and Reproductive Toxicology

Developmental and reproductive toxicology studies evaluate the ability of a drug to impact re-
productive function in adult animals as well as development of offspring. While general tox-
icology studies can provide some limited information (e.g., histopathological changes in
reproductive organs), more focused studies are often needed. Regulatory recommendations for
these specific evaluations are described in ICH S5(R2).7

As part of the evaluation of developmental/reproductive toxicity testing, a study of fertility
and early embryonic development (i.e., Segment 1 study) is typically performed in the rat. The
Segment 1 study is designed to assess changes in mating behavior and fertility of adult animals as
well as effects on implantation and early stages of embryo development. An embryofetal devel-
opment study (i.e., Segment 2 study) is conducted to assess effects on maternal health as well as
embryofetal development. Due to the severity of effects detected during embryofetal development
(e.g., malformations associated with teratogenicity), these studies should be evaluated in both a
rodent and non-rodent species, most likely the rabbit. Segment 3 evaluations, also called pre-/
post-natal development studies, are designed to address potential effects on the pregnant female
as well as embryofetal development and pups. Most often these studies are performed in the rat.
In all studies, the timing and duration of dosing must correlate with the appropriate reproductive
or developmental stage being evaluated. The doses evaluated in developmental and reproductive
toxicology studies are determined by similar criteria to those used in general toxicology studies
(e.g., dose-limiting toxicity, maximum feasible concentration, saturation of exposure, etc.).

Developmental and reproductive toxicology data is used to guide design of clinical trials.
While males and females can be included in early clinical trials without a specific assessment of
fertility, clinical administration of drugs in women of child bearing potential typically requires
appropriate measures (e.g., contraception) until embryofetal development data is available. The
data from developmental and reproductive toxicology studies is also used to support regulatory
decisions at the marketing stage and, if approved, is listed in the drug label. In general,
evaluations of fertility and embryofetal development are needed prior to initiating Phase 3
clinical trials while pre-/post-natal development studies can be submitted with the marketing
application.
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16.2.5 Carcinogenicity

Carcinogenicity studies are conducted to investigate the ability of a drug to induce tumors
arising through both genotoxic and non-genotoxic mechanisms. Because carcinogenicity is a
multi-step process requiring relatively long periods of time to develop, the studies are typically
conducted following lifetime exposure to a drug. An alternative method is to use transgenic mouse
models (e.g., Tg.rasH2, p531/�, etc.) genetically modified to increase their response to carcinogens.
Lifetime exposure studies include dosing periods of 2 years while the alternative transgenic mouse
study requires only 6 months of dosing. Regulatory recommendations for the need and conduct of
carcinogenicity studies are included in ICH guidelines S1A,8 S1B,9 and S1C(R2).10

Endpoints of primary concern include animal health and tumor formation. Tumors are
characterized through observation and palpation as well as macroscopic and microscopic
pathology. To increase the likelihood of detecting a carcinogenic response, studies are con-
ducted at doses that include the MTD, maximum feasible dose based on limits of solubility,
saturation of systemic exposure, or at systemic exposures greatly exceeding the expected clinical
exposure.

Because genetic toxicology data serves as a surrogate to rodent carcinogenicity data during
development, carcinogenicity studies, when required, are most often submitted prior to mar-
keting approval. Therefore, the data is not often used for regulatory decision making during
development. While carcinogenicity data can impact drug approval, the data is primarily used to
inform prescribing physicians through the drug label.

16.2.6 Miscellaneous Studies

Drug development sometimes requires additional studies beyond the routine toxicity testing
described above. The need to conduct special toxicity studies is dependent on both the drug
development strategy as well as empirical non-clinical data collected in early development.
When warranted, ICH M3(R2)3 recommends the following studies should be conducted prior to
Phase 3:

� Immunotoxicity studies to further evaluate the effects identified during standard toxicity
testing.11

� Photosafety studies for drugs that absorb sunlight, distribute to tissues of concern (i.e.,
skin and/or eye).12

� Evaluations of abuse liability for drugs affecting the central nervous system.
� Local tolerance studies for drugs administered through parenteral routes.

Routine toxicology studies may also be needed to demonstrate the safety of novel excipients,13

impurities,14–15 unique or important clinical metabolites,3 and in some cases drugs adminis-
tered in combination.3 For drugs intended for use in pediatric populations, non-clinical ju-
venile toxicity studies in an appropriate species are sometimes informative.3

Bridging studies are useful to support a change in the route of administration or a new
formulation. For instance, general toxicity should be evaluated for exposures occurring by
the new route of administration. Bridging toxicity studies may also be recommended if re-
formulation results in significant changes to systemic exposure. A change in drug synthesis will
likely have qualitative and/or quantitative effects on the impurity profile. As a result, bridging
studies may be needed to qualify new impurities or those present at higher levels than previ-
ously encountered.

The recommended timing for submitting data from these evaluations varies; however, the
studies may be relevant at all stages of development.
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16.2.7 Toxicokinetics

Toxicokinetic (TK) data is collected in order to characterize systemic exposures to drugs and
relevant metabolites. Measurements of blood/plasma drug concentrations at various time
points are routinely included in in vivo studies and provide a basis for understanding rela-
tionship of exposure with administered dose. Following quantitative analysis, an area under the
curve (AUC) can be obtained by applying non-compartmental modeling of the concentration vs.
time data. Other examples of toxicologically useful parameters obtained during TK analysis are
the maximum plasma concentration (Cmax), time of maximum plasma concentration (Tmax),
and half-life (t1/2).

TK data can add needed perspective to dose–response by helping differentiate between linear
and non-linear dose–response or identifying saturation of systemic exposure. Systemic exposure
data is also useful for detecting potential differences between males and females as well as de-
creases (e.g., from enzyme induction) or increases (e.g., from accumulation) in exposure over time.
TK data from developmental and reproductive toxicology studies can help understand the extent
to which drug crosses the placenta or is transmitted during lactation. In addition to TK evalu-
ations of parent drug, characterizing systemic exposure to metabolites may also be justified. In
most cases, metabolite measurements are limited to those accounting for a significant fraction of
systemic exposure (e.g., 410% of exposure to total drug-related material).3 ICH S3A16 provides
regulatory recommendations on the conduct of TK evaluations.

16.3 SMALL MOLECULE DRUGS VS. BIOPHARMACEUTICALS

Small molecule drugs are primarily organic chemicals that can cause toxicity through both target
effects (e.g., exaggerated pharmacology) and off-target effects. Biopharmaceuticals include pro-
teins, peptides, and monoclonal antibodies derived from biotechnological processes. Because
biopharmaceuticals have greater specificity than small molecules, toxicity concerns are generally
restricted to target effects. Therefore, toxicity testing of biopharmaceuticals should be limited to
animal models where the drug is active and have relevant tissue expression of the target. The use
of two species is recommended but one may be adequate if no other relevant species exist.

Another important difference between small molecules and biopharmaceuticals that impacts
toxicity testing is the potential for immunogenicity. Immunogenicity occurs when a protein
elicits an immunologic response potentially resulting in unintended clearance of the drug and/
or toxicity. Rapid clearance of the drug can limit the utility of long-term dosing. In addition to
evaluating toxicokinetics of the drug, monitoring antibody response is critical to understand
exposure–response.

All standard non-clinical safety studies described above are generally considered appropriate
to support clinical development and marketing for small molecule drugs. This is not the case
for biopharmaceuticals. As a result of the special concerns previously mentioned, some studies
are not likely to provide relevant information. Unless an organic linker is included in the
molecule, standard genetic toxicology testing is not appropriate. Likewise, carcinogenicity
studies are not recommended unless a mechanistic concern exists. Of primary interest are
in vivo studies that include safety pharmacology, general toxicity, and immunotoxicity end-
points. Developmental/reproductive studies may be appropriate in some cases. ICH S6(R1)17

provides regulatory recommendations for biopharmaceutical drug development.

16.4 REGULATORY DECISION MAKING

Extensive time and resources are spent characterizing hazards and risk associated with non-
clinical toxicology studies. However, empirical safety data is not the only component of regu-
latory decision making as the potential benefit of the drug must also be considered.
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Risk:benefit comparisons are fundamental to decision making and occur throughout devel-
opment. As drugs are developed for indications ranging from those intended to maintain
quality of life to those that will treat life-threating conditions, decisions are made on a case by
case basis. Certain non-clinical toxicities may be acceptable for serious and life-threatening
indications but would not be acceptable for drugs indicated for less serious conditions. The
patient population who will be administered a drug(s) during a clinical trial is another im-
portant consideration. A safety liability may be deemed inappropriate for clinical trials involving
healthy subjects but may not be viewed as unfavorably for trials involving patients. Similarly,
adult patients may be viewed differently than a pediatric population. The duration of dosing will
also be considered when making regulatory decisions.

A proposal to initiate a first in human trial must be supported by the appropriate non-clinical
data. In vitro and/or in vivo data describing the activity of a drug are usually submitted to provide
an initial indication of potential efficacy. However, the most important consideration at this
stage of development is non-clinical safety studies. Using non-clinical data, the regulatory
agency will determine whether a proposed clinical trial is appropriate based on the toxicities
observed and the duration of non-clinical testing. In the worst case scenario, a drug will be
deemed inappropriate for administration in humans under any conditions resulting in a full
clinical hold. In other cases, dosing may be allowed in humans but under more restrictive
conditions than those proposed by the sponsor’s protocol. This partial clinical hold may include
a reduction in the starting dose, overall dose range, duration of dosing, number of subjects, etc.
If deficiencies resulting in a clinical hold are related to non-clinical data, additional studies may
be required to remove the hold and allow clinical development to proceed. Throughout the drug
development process, non-clinical data helps supplement the clinical experience gained in
clinical trials and may also contribute to a drug being placed on full or partial clinical hold.

Non-clinical toxicology data is also considered at the marketing application stage (e.g., NDA,
new drug application, or BLA, biologic license application) and plays a role in the regulatory
decision to approve a drug and under what conditions. During the review phase of a marketing
application, the sponsor and regulatory Agency collaborate on the drug label. The drug label
provides details on use of the drug (e.g., indication, recommended dose and duration, potential
or known interactions with other drugs) as well as clinical and non-clinical safety data. Critical
considerations for the non-clinical data include effects on pregnancy and lactation, muta-
genicity, carcinogenicity, fertility, and other significant findings from animal studies. The non-
clinical information serves to inform prescribing physicians of the hazards and risks associated
with the drug.

16.5 DISCLAIMER

The views expressed are those of the author. No official support or endorsements by the United
States Food and Drug Administration are provided.

HINTS AND TIPS

1. Safety Pharmacology: Characterize effects on vital physiological functions including
extensive evaluations of central nervous system, cardiovascular, and respiratory par-
ameters. Additional organ systems (e.g., kidney, gastrointestinal, etc.) may also be
evaluated when appropriate.

2. Genetic Toxicology: Characterize potential to induce changes in DNA sequence (i.e.,
mutations). Recommended testing includes an in vitro assay to evaluated gene mu-
tations (i.e., Ames assay) and assays to evaluate chromosomal damage in vitro (e.g.,
chromosomal aberrations) as well as in vivo (e.g., micronuclei).
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3. General Toxicology: Characterize drug-related toxicity occurring in the whole animal.
Studies are conducted in both a rodent and non-rodent species to maximize the pre-
dictive potential. Toxicity is identified through observations and measurements such as
changes in behavior/appearance, body weight parameters, food consumption, oph-
thalmoscopy, and electrocardiograms. Clinical pathology data is collected to help
identify target organs of toxicity by monitoring changes in hematology, coagulation,
clinical chemistry, and urinalysis parameters.

4. Developmental and Reproductive Toxicology: Characterize effects on reproductive
function in adult animals as well as development of offspring. Important evaluations
include fertility and early embryonic development, embryofetal development, and
pre-/post-natal development.

5. Carcinogenicity: Characterize induction of tumors arising through both genotoxic and
non-genotoxic mechanisms. Studies in wild-type rodents include dosing periods of
2 years while the alternative transgenic mouse study requires only 6 months of dosing.

6. Miscellaneous Studies: In some cases, it may be necessary to further characterize
immunotoxicity, photosafety, abuse liability, local tolerance, as well as juvenile toxicity.
Testing of important clinical metabolites and combination drugs may also considered.

7. Toxicokinetics: Characterize systemic exposure to drugs and relevant metabolites.
Measurements of blood/plasma drug concentrations at various time points are routinely
included in in vivo studies and provide a basis for understanding relationship of
exposure with administered dose.

8. Adverse Effects: Important conclusions from animal studies include the no-observable
adverse effect level (NOAEL), no-observable effect level (NOEL), lowest observable effect
level (LOEL), and/or maximum tolerated dose (MTD). According to Keller et al.,5 adverse
is defined as ‘‘A change in morphology, physiology, growth, development, reproduction,
or life span of a cell or organism, system, or (sub)population that results in an im-
pairment of functional capacity, an impairment of the capacity to compensate for
additional stress, or an increase in susceptibility to other influences.’’

9. Safety Margins: Initial clinical trials are generally considered reasonably safe if the
converted NOAEL dose is Z10-fold the proposed clinical starting dose. A more refined
method of calculating safety margins is to compare systemic exposure values once both
non-clinical and clinical data are available. Larger or smaller safety margins may be
appropriate depending on non-clinical toxicity profile observed.

KEY REFERENCES

ICH, M3(R2) Nonclinical safety studies for the conduct of human clinical trials and marketing
authorization for pharmaceuticals, 2009.

Provides comprehensive summary of regulatory recommendations addressing non-clinical
development of small molecules.

ICH, S6(R1) Preclinical safety evaluation of biotechnology-derived pharmaceuticals, 2011.

Provides comprehensive summary of regulatory recommendations addressing non-clinical
development of large molecules.

FDA, Guidance for industry: estimating the maximum safe starting dose in initial clinical trials for
therapeutics in adult healthy volunteers, 2005.

Provides description of methods for calculating safety margins and rationale supporting
more conservative approaches to clinical trials.
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CHAPTER 17

Patents for Medicines

PAUL A. BRADY*a AND GORDON WRIGHTb

a Abel & Imray Patent Attorneys, 20 Red Lion Street, London WC1R 4PQ, United Kingdom;
b Elkington and Fife LLP, Prospect House, 8 Pembroke Road, Sevenoaks, Kent TN13 1XR,
United Kingdom
*E-mail: paul.brady@patentable.co.uk

17.1 INTRODUCTION

‘‘Without patents, the pharmaceutical industry would not exist.’’ So said Jean-Pierre Garnier
when chief executive of GSK. This comment is reinforced by headlines in the financial pages of
newspapers along the lines of ‘‘Loss of drug patents delivers more pain for AstraZeneca’’1 and
‘‘Pfizer shares closed down 1.4 percent on the New York Stock Exchange’’ as ‘‘U.S. court in-
validates Celebrex patent; generics loom.’’2

This last comment is key to the importance of patents. The costs of researching and de-
veloping a new medicine before it can be authorised for marketing are huge. Estimates for the
cost of getting a medicine from the bench to the market place range from $1.5 billion to in
excess of $1.8 billion.3,4 In contrast, the cost of manufacturing that medicine is small, par-
ticularly when the active ingredient is a low molecular weight chemical entity—maybe the order
of few dollars or even a few cents per unit dose. Profit margins on the sales price needs to be
high, in order to enable the massive cost of drug development to be recouped.

These profit margins can only be maintained whilst the originator (or its licensee) is the
exclusive source of the medicine. Once there is competition from a ‘‘copycat’’ or generic version
of the medicine, the price falls dramatically: a generic competitor who has not had to make
the investment in the drug development can operate profitably at a much lower sale price. The
profit margins on the medicine fall, and the originator’s market share of the sales of the
medicine decrease dramatically.

A typical illustration of the originator’s sales figures for a medicine is shown in Figure 17.1.
Annual sales grow steadily in the time after the product is placed on the market. However, once
the patent expires, the originator’s sales drop dramatically. It is not uncommon for sales to fall
by over 80% within 3 months of the patent expiry.

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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All of the costs of the development of a drug must be recouped before the price collapse, and
patents are the main tool that a drug originator has to maintain its exclusivity and thus delay
the price collapse. Patents are thus key to the viability of a drug development company as a
business. It is vital that scientists working in drug discovery gain a good working knowledge of
the patent system, both to avoid costly errors, and to help flag inventions when they are made.
This chapter aims to give an insight into what patents are, what they can do, and how they are
obtained and used.

17.2 WHAT IS A PATENT?

A patent is an exclusionary right, and it gives its owner the right to exclude others from using the
invention. It is important to note that a patent does not give its owner the right to practice his
own invention; there may be other patents or impediments that prevent that. Patents are one of
several rights collectively referred to as ‘‘Intellectual Property’’. Other forms of Intellectual
Property include Trade Marks (names and logos applied to goods or services), Copyright (for
creative works), Registered Design Right (for the appearance of articles), confidential infor-
mation (including ‘‘know-how’’) and regulatory data exclusivity. These other rights are also
important in the pharmaceutical industry, especially Trade Marks and regulatory data ex-
clusivity, but they generally arise late in the drug discovery process or when a medicine is al-
ready on the market. Patents are the most important rights for most organisations involved in
drug discovery and development or drug manufacture.

Patents are granted for products (compounds, compositions, formulations, etc.) or for pro-
cesses (routes of synthesis, methods of use). A patent for a product gives the owner the right to
prevent others from making, using, offering for sale, or selling the invention defined by the
patent claims in the country in which the patent has been granted and to prevent others from
importing a product covered by the claims into that country. Where the invention relates to a
process, the patent gives the owner the right to exclude others from using the claimed invention
or from using, offering for sale or selling in the country in which the patent has been granted, or
importing, products made by that process.
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Figure 17.1 Typical sales figures for a drug through the time of patent expiry.
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Use of a patented invention without the permission of the patent proprietor is called infringe-
ment. The exclusive patent right is enforceable in a court of law, where the patent owner sues the
infringer for patent infringement. More information on infringement is given in Section 17.8.

In general, policy makers and legislators are reluctant to grant monopoly rights: they can
harm competition and they interfere with the operation of the free market. Patents are an ex-
ception to this general rule, and a patent constitutes a special ‘‘deal’’ between an inventor and
the state: in return for the inventor disclosing his invention to the public (all patent applications
are published, generally 18 months after the first patent application is made for the invention),
the inventor is granted a monopoly over the commercial use of the invention for a limited
period (20 years in most countries). At the end of the patent term, the invention is available to
the public for use. The period of exclusivity serves as an incentive to innovate and invent. This
way, patents stimulate innovation and advances happen that would otherwise not happen. The
net result is that technology progresses and humanity benefits.

The principles behind patents apply across all fields of technology, and they are especially
important in drug development: society as a whole requires medicines for diseases that are not
yet adequately controllable. Without the availability of a period of market exclusivity, companies
(and indeed charities and governments) could not invest the necessary, and large, resources
needed to develop the next generation of medicines.

To ensure that the monopoly granted to an inventor is fair and commensurate to the in-
ventor’s contribution, it is necessary for the scope of the patent to be accurately defined and
scrutinised. The scope of a patent is defined by its claims. A patent claim is a concise and
precise definition of the invention, generally in a single sentence. The claims are usually found
at the end of the patent specification, under the heading ‘‘claims’’. When patent attorneys
and lawyers speak of the claims of a patent, this is what they are referring to (rather than
phrases extolling the virtues of the compounds, such as ‘‘it has now been found that the
compounds of the invention exhibit surprisingly high potency’’). The claims are of central
importance to a patent: it is the claims that are compared with what had been known before (the
‘‘prior art’’) in order to determine whether the grant of the patent is justified; and it is the claims
that determine what competitors are not permitted to do. More information on claims is given
in Section 17.4.

In some quarters, patents are perceived as being linked to secrecy. In fact, the opposite is true:
the word ‘‘patent’’ is derived from the Latin ‘‘patens’’ meaning to lie open. This refers to how
patents force open disclosure of technology, which might otherwise be kept secret. The lasting
record of much of humanity’s technology development of the last few centuries is to be found
primarily in the patent literature. Patent publications thus form an important repository of
information. More information on the patent literature and how to access it is given in
Section 17.10.

For a more detailed treatment of patents for medicines than can be provided in this
chapter, we recommend the book by Grubb and Thomsen which, at the time of writing, is in its
5th Edition.5

17.3 WHAT CONDITIONS NEED TO BE FULFILLED IN ORDER FOR A PATENT TO
BE GRANTED? PATENTABILITY

Patents need to be applied for via the national or regional patent office serving a particular
country. Patent office officials, known as ‘‘examiners’’, carry out rigorous checks to determine
whether or not all the requirements are met. If they are, then a patent is granted. In all
countries, it is possible for a court to revoke a patent that has been granted, if it is later
established that the requirements for patentability have not in fact been fulfilled.
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Patents are granted by governments and the details vary somewhat from country to country.
The following discussion gives broad-brush information applicable to most developed patent
systems.

The statutes on patents set out that an invention must fulfil the following four criteria in
order to be patentable. The criteria ensure that the inventor fulfils his side of the bargain in the
‘‘deal’’ between an inventor and the state mentioned in Section 17.2. The invention must:

– Be novel
– Be inventive
– Have industrial applicability
– Not be specifically excluded from being protectable by a patent

In addition to the invention fulfilling these criteria, the specification for the patent appli-
cation must:

– Describe the invention sufficiently clearly and completely for the person skilled in the art to
be able to put the invention into practice.

A patent which meets all of the requirements of the law is said to be ‘‘valid’’. Taking each of
the above criteria in turn:

17.3.1 Novelty

An invention is novel if, at the date on which the patent application is filed, the invention is not
in the state of the art. The state of the art is taken to be everything that has been disclosed to the
public up to that date. Disclosures in any form must be taken into account. The state of the art
thus includes not only printed publications and publications on the internet, but also oral
disclosures, such as conference presentations or non-confidential discussions. Disclosure to the
public can also occur by demonstrating a prototype or showing images in a video. There is no
requirement for a disclosure to be generally known to workers in the field: an obscure dis-
closure, which might be in a foreign language, must also be taken into account.

The requirement for novelty flows from the requirement of the ‘‘deal’’ mentioned in Section
17.2: if the invention was already known, then the inventor is not providing anything to fulfil his
side of the bargain.

An important feature of novelty is that the inventor’s own disclosure of his own invention is
also part of the state of the art. An inventor’s own disclosure before filing a patent application
can thus compromise the novelty of an invention. It is thus crucial that an invention be kept
confidential until a patent application is filed. In some countries, notably the USA, the law
provides a ‘‘grace period’’, a period in which an inventor may publish his invention without
damaging his own later patent application. In the USA, the grace period is 12 months. In some
other countries it is 6 months. A large number of countries (including most of Europe) have no
grace period, so deliberate use of the grace period should be contemplated only with extreme
caution. Controlling publications prior to filing patent applications is a vital part of achieving
effective patent protection across the world.

17.3.2 Inventive Step

In addition to possessing novelty, an invention must have an inventive step. An invention has an
inventive step if it is not obvious over what was in the state of the art at the patent filing date.
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Referring again to the ‘‘deal’’ mentioned in Section 17.2 above, the public should not be
prevented from doing something that is a non-inventive variant of something that was
already known.

Once it has been established what the state of the art comprises, the question of novelty
should be a black and white one: ‘‘was something inside the patent claims disclosed before the
patent filing date or not?’’ The question of inventive step is generally more nuanced; in
particular the answer can turn on just who should be taken into account as considering whether
an advance is obvious over what was already known.

A large number of patent cases that reach the courts turn on the question of inventive step.
The courts and patent offices have thus formulated tests in order to bring structure to the
assessment so as to increase legal certainty for patent applicants and the public. The tests by the
various authorities require a definition of the ‘‘person skilled in the art’’. Much has been written
about this legal construct: he is taken to know everything that has ever been published or
disclosed in other ways, but he has no inquisitiveness, and follows only very highlighted leads.
In the case of Pfizer’s patent covering the mechanism of action of Sildenafil (marketed under
the trade mark Viagras) and other cGMP phosphodiesterase inhibitors in the treatment of
erectile dysfunction, the person skilled in the art was described as follows by the UK High Court
judge Mr Justice Laddie:

‘‘The question of obviousness has to be assessed through the eyes of the skilled but non-inventive man
in the art. This is not a real person. He is a legal creation. [. . .] He is deemed to have looked at and
read publicly available documents and to know of public uses in the prior art. He understands all
languages and dialects. He never misses the obvious nor stumbles on the inventive. He has no private
idiosyncratic preferences or dislikes. He never thinks laterally. He differs from all real people in one or
more of these characteristics.’’6

Thus, the ‘‘person skilled in the art’’ is not a single person that could ever exist, certainly not
in a research or development role. In practice, it is necessary to gather evidence from the field of
the invention regarding what was generally known to teams working in the relevant area, and
then to impute that knowledge into the fictitious ‘‘person skilled in the art’’.

The European Patent Office (EPO) has probably the most rigid approach to the assessment of
inventive step. This has become known as the ‘‘Problem and Solution Approach’’. The approach
starts with identifying what is the single disclosure in the prior art that is the closest to what is
claimed in the patent in question. Next, one has to see what the difference is between that
disclosure and the claimed invention. Then one has to identify what technical effect that dif-
ference has. That technical effect defines what the problem is that is considered to be solved by
the invention (it may or may not be the same problem that the inventor actually thought he was
working on). One then asks the question, ‘‘starting from the closest prior art disclosure, and
trying to solve that problem, would it have been obvious to arrive at what is now claimed?’’

Taking a chemical example: an inventor has devised a set of compounds with general formula
(X) which have good activity at receptor Y. In the prior art, there is a compound (A) with
structure similar to (X), but with a methyl group at a particular location where (X) has a phenyl
group. The compounds (X) with the phenyl group have a higher affinity to receptor Y than
compound (A) with the methyl group. One would then have to answer the question: starting
from compound (A) and wishing to obtain a compound with higher affinity, would it be obvious
to replace the methyl group in the compound with the phenyl group? The answer will depend
on whether that replacement is known in other compounds to bring about the change in activity
that has been found by the inventor.

An important factor in determining the answer is how predictable the field of technology is. If
the field is highly unpredictable, then a finding that a compound has activity might very often
be surprising, and hence supportive of inventive step. In a field that is unpredictable, it is all the
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more important that a patent applicant provides good evidence that the invention does indeed
solve the problem. Generally, the evidence will be in the form of results of laboratory experi-
ments. The better the evidence that the patent applicant can provide, the better will be the
prospects of succeeding in demonstrating that the invention has an inventive step.

The EPO ‘‘Problem and Solution Approach’’ is perhaps the most rigid of the tests that have
been developed. Slightly different tests are used in other places, sometimes giving similar re-
sults, and sometimes not. For a more extended analysis of inventive step treatment in different
territories, see references.7,8

The structured tests are of assistance when assessing inventive step and it is important that
they are considered when one is writing a patent application. At the same time, it must be
remembered that they are only helpful tests rather than the ultimate law itself, and so they must
not be overly relied upon. Amongst other things, the tests evolve and can be overturned. A
decade or more can pass between a patent application being written and a case coming to court.
That is plenty of time for the approach on a particular matter to evolve. In general, a patent
applicant puts himself in the best possible position by obtaining good data showing that the
invention works well. Experiments comparing the invention side-by-side with what has been
done before are especially useful. This sometimes involves making a different comparison from
what would be done for an academic research paper: for a research paper, the important
comparator to look at might be the ‘‘Gold Standard’’, or the current standard clinical treatment.
To support inventive step in a patent application, the comparator should be the prior art
compound or method that is closest in its features to what is being claimed. That compound
or method from the prior art might be obscure, or it might not have achieved mainstream
acceptance for other reasons, such as cost.

17.3.3 Industrial Applicability

An invention is considered to be capable of industrial application if it is made or used in any
kind of industry. The concept of ‘‘industry’’ is interpreted very broadly, and includes essentially
any commercial enterprise. In practice, and certainly in the field of drug discovery, essentially
any invention will satisfy the industrial applicability requirement. In the early days of DNA
sequencing, when certain sequences were determined but their function was not known, some
patent applications for DNA sequences were refused under this heading. In 2011, the UK Su-
preme Court determined in the case of Eli Lilly vs. Human Genome Sciences regarding a DNA
sequence (for the gene for neurokine alpha) that HGS’s identification of the gene as being a
member of the TNF ligand superfamily was adequate to show that the sequence had an in-
dustrial applicability, even though the assertion had not been supported by any wet laboratory
work by the time the patent application was filed.9 The requirement forces applicants and their
patent attorneys to think about real-world uses of their inventions when formulating patent
claims, but in general it is rarely a factor that actually interferes with being able to obtain a
patent.

17.3.4 Exclusions

Certain forms of development are specifically excluded from patentability by the patent statutes.
The exclusion that most affects medicine is that most jurisdictions have a bar on the patenting
of methods of medical treatment. The rationale for the exclusion is that patent law should not
interfere with what a doctor can do when he or she is treating a patient.

In recognition of the fact that patents are key to the medical industry, many statutes make it
clear that the exclusion does not prohibit the grant of a patent for a substance or composition
for use in a method of treatment. This means that special wording must be used. In Europe, the
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use of a compound as a drug can be patented, but a patent claim must have the wording
‘‘compound X for use in the treatment of disease Y’’, rather than the more intuitive ‘‘method of
treating disease Y by administering compound X’’. This may look like wordplay that subverts
the exclusion in the statute, but that is not the case: the wording of the allowed claim makes it
clear that it is the compound that is the infringement, thus making manufacturers and sup-
pliers the potential infringers, rather than the doctor at the bedside carrying out the method.

In the USA, methods of medical treatment are not excluded from patentability, and they are
regularly granted by the US Patent and Trademark Office. The US patent statute deals with this
matter in a different way, by exempting from the definition of patent infringement a medical
practitioner’s performance of a ‘‘medical activity’’ on a human or animal. The same end result
of allowing doctors to treat patients how they see fit without a threat of patent infringement is
thus achieved in the USA in a different, and most would say more logical, way than in Europe.

In addition to methods of medical treatment, the excluded subject matter list for Europe also
includes abstract concepts (discoveries, scientific theories or mathematical methods, and also
methods for performing a mental act, playing a game or doing business), or a program for a
computer, and inventions the exploitation of which would be contrary to public policy or morality.
This latter category presents a bar to the grant of patent claims to a human being, in any stage of
its development. It has recently been decided by the highest court in Europe that this includes
human embryonic stem cells.10,11 In certain areas of medical research, if patents are to be ob-
tained, it is necessary to develop a strategy to deal with this exclusion, and the best approach will
depend on just how central stem cells are to the ultimate therapeutic product. The exclusion of
computer programs should not be taken at face value: over the years, case law has developed to
take account of the evolution of computers from simple mathematical machines that carry out
abstract calculations to integral parts of modern technological devices with real-world technical
effects. In practice, many software-based inventions are now patent-eligible.

17.3.5 Clarity and Sufficiency/Reproducibility

It is necessary for a patent application text to describe the invention with sufficient clarity and
detail for the person skilled in the art to carry it out without having to use any inventive skill.
The reason for this requirement is again linked to the ‘‘deal’’ described in section 17.2 above. If
the patent applicant is to deserve the 20 year period of monopoly, the patent must describe the
invention in such a way that at the end of the 20 year patent term, the public has full use of the
invention and can put it into effect. The patent applicant is not allowed to keep important
details secret. The standard of description is similar to that required for publication of a paper
in a peer-reviewed journal.

For the preparation of chemical compounds, the sufficiency requirement is generally met if
the patent application contains a description of the synthesis of specific example compounds. It
is important that the descriptions start from compounds that are in the literature or are
commercially available. For claims to compounds used in very specific treatments, the de-
scription should include details of how the treatment is carried out.

The sufficiency requirement is particularly important in the case of certain biotechnological
inventions. An antibody that has been raised by challenging the immune system of a laboratory
mouse with a selected antigen may have very beneficial properties and may in principle be
patentable. However, the isolation of a particular specific antibody can be a matter of chance,
and a paper description alone will often not provide a skilled reader with everything he needs to
carry out the invention himself. To deal with this situation, there exist specifically approved
International Depository Authorities which house and maintain samples of antibodies
or other biological entities and make them available to members of the public who request
them.
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In the USA, there is a particular requirement to disclose what the inventors consider at the
time of filing the patent application to be the ‘‘best mode’’ of working the invention. The ra-
tionale behind the requirement is sound: it is a more rigorous onus on the patent applicant to
keep his side of the deal described in Section 17.2. The patent applicant is not allowed to keep
important details secret. In practice, the best mode requirement is found by many practitioners
to be an overly onerous and costly feature: in the preparation of patent specifications, multiple
versions of an example might be included if it not clear which might be ‘‘best’’; in litigation, it
has often been necessary to find and then consider a large number of internal company
documents to check that a patentee has properly fulfilled the ‘‘best mode’’ requirements.
Therefore, when the US patent law was revised in 2011 with the passing into law of the ‘‘America
Invents Act’’, the requirement to disclose the ‘‘best mode’’ was retained, but failure to disclose
the ‘‘best mode’’ ceased to be a basis for invalidating or rendering unenforceable an issued
patent. The attention given to the requirement is now thus much reduced.

17.4 ANATOMY OF A PATENT SPECIFICATION

As will be apparent from the material above, patents are a specialised and complex field. Whilst it is
possible for an inventor to write and file his own patent application, the drafting of a patent ap-
plication is best carried out as a collaborative effort between the inventors and their patent at-
torney. Patent attorneys are scientists by background with specialised legal training. As a medicinal
chemist, you will have significant involvement in the drafting of patent applications in your field.
This section should provide some guidance as to what may be expected of you in that process.

The key part of a patent application is the ‘‘patent specification’’ which consists of a de-
scription and a set of claims, and in many cases figures. The claims will generally be written by
the patent attorney, in close discussion with the scientists and often also a business manager.
As a medicinal chemist, you will probably be involved mostly in the writing of the description.
The writing of a patent specification has some features in common with the writing of an
academic paper, but some important differences.

17.4.1 The Description

The description has several parts:

Introduction: this has to inform the reader of the technical field and background art. The
technical field is important to direct the Patent Office Searcher to the correct area in which
to carry out his search. The background does not need to be an analysis of the literature in
the broad area of the invention, and it does not need to explain to the reader how the
invention came about. It thus differs from the typical introduction to an academic paper.
The introduction to a patent application should simply describe a small number of closest
previous disclosures to show the prior art from which the invention is an advance. Ideally,
this should include the ‘‘closest prior art’’ discussed in Section 17.3 under inventive step,
but that is not always known at the time of writing. The introduction may include a de-
scription of drawbacks or shortfalls of the prior art. Care needs to be taken in describing
those shortfalls, as the new invention might well be an advance but not necessarily over-
come all of the shortfalls in the prior art.

Before any patent searching has been carried out, the medicinal chemist will have a
better idea of the background art than the patent attorney, and the medicinal chemist
might thus often write the first draft of the introduction.

Statement of Invention: after the introduction, there follows a statement of invention. This is a
re-stating of the main patent claim: ‘‘The invention provides compounds of formula (X).’’

431Patents for Medicines

08
:3

8:
10

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
04

24
View Online

http://dx.doi.org/10.1039/9781782621836-00424


That is followed by some statements setting out what is new and useful about the invention:
‘‘The compounds have high activity at receptor Y and they thus have use in the treatment of
disease Z.’’

Detailed description: this is the meaty part of the specification. Each aspect of the invention
should be described in further detail. This includes setting out fall-back positions that are
narrower than the main claims, in case something comes to light that means that the
broadest claim cannot be pursued to grant. For the purposes of sufficiency of disclosure,
the description also needs to explain how to carry out the invention. If there are alternative
ways of carrying out the invention, the detailed description should include as many of them
as possible. It is often also in a patent applicant’s interest to disclose features here (for
example combination treatments with other drugs) so as to put them into the public do-
main. When the patent application publishes, that disclosure prevents a third party from
applying for a patent for those features.

Worked Examples: these follow the detailed description and they describe actual preparations
and experiments that have been carried out. They serve in part to substantiate the suf-
ficiency of disclosure. They also serve to provide evidence of the beneficial properties that
underpin the inventive step of the invention. Generally, the medicinal chemist is the main
author of the worked examples section.

The claims: The claims define the invention: they define the monopoly that the applicant is
requesting. They must be entirely clear and self-contained, and they must define the in-
vention. It is important that they do not overlap with what is in the prior art and that
everything within the claims has the beneficial features that underpin the invention. The
specific worked examples will have a strong bearing on inventive step, but the applicant
actually provides more to the public than the specific examples: he may be opening up a
whole new field or he may be providing a new class of compounds. Commensurate to the
contribution to the art, the applicant is thus generally entitled to claim his invention more
broadly than the specific worked examples: close variants can also be claimed. One of
the most difficult elements in the drafting of a patent application is determining the best
scope of claim to apply for. Features can be generalised, but everything in the claim must
have the invention’s beneficial features. The generalisation is thus constrained by what can
reasonably be extrapolated from the data that has been obtained. At the same time, the
whole of the scope must be novel and not obvious. This requires a complicated balance to
be struck.

The patent application will contain several claims, so a broad and generalised first claim
can be backed up by narrower claims. A patent can also contain claims in several different
categories, for example a compound and its use. Categories of claims are summarised in
the next section below.

17.4.2 Types of Patent Claim

Depending on the stage of the research, an invention can arise in various elements of a new
medicine:

Compound per se: if a compound has never been made before, it is possible to claim the com-
pound (and compounds similar to it) itself (‘‘per se’’). That claim covers the compound in any
setting, in any form and for any use. In the USA, this is called a ‘‘composition of matter’’ claim.

Uses in medicine (first medical use claims/methods of medical treatment): if a compound is
known, but it has not previously had a use in medicine, then it is possible to claim the
compound for use as a medicament (Europe, Japan and many other territories), or a
method of treatment using the compound (USA).
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Further uses in medicine (second medical use claims/second method of medical treatment): if a
compound is known to have one use in medicine, and the compound is later found to be
useful in the treatment of a second condition, then it is possible to claim the compound for
use as a medicament for the treatment of that second condition (Europe), or for use in the
manufacture of a medicament for the treatment of the second condition (Europe, Japan
and many other territories), or a method of treatment of the second condition using the
compound (USA).

Salts or crystalline forms: during drug development, new physical forms of the drug compound
often need to be developed. If those have beneficial and surprising properties, then they
can be claimed in a patent.

Composition claims and combinations: a particular composition with particular excipients or
with a particular other drug might be developed. If such a composition provides beneficial
properties, the composition can be claimed.

Dosage regimen claims: if a clinical trial shows that a particular dosing regimen brings
unexpected benefits, then such a regimen can, in many countries, be the subject of a patent.

Synthetic processes: improved methods of preparing compounds can be patentable.
In general, going down this list, the value of the protection decreases. This is for a

combination of two reasons: the further one goes down the list, the more opportunities
there are for a competitor to work around the claim, for example by devising an alternative
route of synthesis; also in general the further one goes down the list the easier it is for a
third party to challenge the inventive step of a claim. A drug development team puts itself
in the best overall position by having a ‘‘portfolio’’ of patents covering various aspects of the
final product. The later-filed patents to downstream developments may be inherently less
valuable than the first compound per se patent, but the later-filed patents have later expiry
dates which give them added value in practice.

17.4.3 Case Study (a): Typical Claims in a Pharmaceutical Patent

Atorvastatin is the cholesterol-lowering statin drug originally marketed by Warner-Lambert and
later by Pfizer under the name Lipitors. Atorvastatin has the structure shown in Figure 17.2. It
was first approved by the European Medicine Agency (EMA) in 1997 and by the US Food and

Figure 17.2 The structure of Atorvastatin, sold as Lipitors.
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Drug Administration (FDA) in 1996. It is the world’s largest selling drug to date by value, with
total global sales estimated to be around $125 billion between 1996 and 2012, when it lost its
patent protection.

The main patent protecting Atorvastatin in Europe was EP 0 247 633B. It expired on 29 May
2007, and its Supplementary Protection Certificate (SPC) expired on 6 November 2011 (see
Section 17.7.2 below for details of SPCs). The patent specification can be accessed for free over
the internet from the Espacenet Database.12

Atorvastatin is specifically disclosed as Example 1 in the patent. As described above, it is not
the examples that determine what is protected by the patent—it is the claims. In the patent,
there are eight claims, with claim 1 reading:

‘‘1. A compound of structural formula I

wherein X is -CH2-, -CH2CH2-, -CH2CH2CH2- or -CH2CH(CH3)-; R1 is 1-naphthyl; 2-naphthyl;
cyclohexyl; norbornenyl; 2-, 3-, or 4-pyridinyl; phenyl, phenyl substituted with fluorine, chlorine,
bromine, hydroxyl; trifluoromethyl; alkyl of from one to four carbon atoms, alkoxy of from one
to four carbon atoms, or alkanoyloxy of from two to eight carbon atoms; either of R2 or R3 is -
CONR5R6; where R5 and R6 are independently hydrogen; alkyl of from one to six carbon atoms;
2-, 3-, or 4-pyridinyl; phenyl; phenyl substituted with fluorine, chlorine, bromine, cyano, tri-
fluoromethyl, or carboalkoxy of from three to eight carbon atoms; and the other of R2 or R3 is
hydrogen; alkyl of from one to six carbon atoms; cyclopropyl; cyclobutyl, cyclopentyl, cyclohexyl;
phenyl; or phenyl substituted with fluorine, chlorine, bromine, hydroxyl; trifluoromethyl; alkyl
of from one to four carbon atoms, alkoxy of from one to four carbon atoms, or alkanoyloxy of
from two to eight carbon atoms; R4 is alkyl of from one to six carbon atoms; cyclopropyl;
cyclobutyl; cyclopentyl; cyclohexyl; or trifluoromethyl; or a hydroxy acid or pharmaceutically
acceptable salts thereof, derived from the opening of the lactone ring of the compounds of
structural formula I and having the formula X

where X, R1, R2, R3, and R4 are as defined above.
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Claim 1 does not refer to any other claims in the patent and is called an independent claim. It
covers within its general formula not only the individual compounds exemplified in the patent
application, but also compounds that are similar to them. Because the compound can exist in a
ring-opened and a ring-closed form, the patentee included both structures, for the avoidance of
any doubt. Atorvastatin falls within the scope of claim 1 when, in formula I, X is -CH2CH2-, R1 is
phenyl substituted with fluorine in the para position, R2 is phenyl, R3 is -CONR5R6 where R5 is
phenyl and R6 is hydrogen, and R4 is iso-propyl.’’

The next claims, claims 2 to 5, each refer back to claim 1 (‘‘A compound as defined in claim 1,
wherein. . .’’), and they introduce further limitations in the scope. These are referred to as
‘‘dependent claims’’ and they define the invention more narrowly. They are fall-back positions
in case claim 1 should later be found to have a problem. Claims 3 to 5 are directed to single
compounds selected from the examples. Specifically, Atorvastatin is claimed in claim 3.

Claims 6 and 7 read:

‘‘6. A pharmaceutical composition, useful as a hypocholesterolemic agent, comprising a
hypocholesterolemic effective amount of a compound in accordance with Claim 1 in combin-
ation with a pharmaceutically acceptable carrier.’’

‘‘7. A method of use of a compound according to Claim 1 for the manufacture of a
pharmaceutical composition as defined by Claim 6 for inhibiting cholesterol biosynthesis in a
patient in need of such treatment.’’

Claim 6 thus relates to pharmaceutical compositions of the compounds of claim 1. The use as
a hypocholesterolemic agent is specifically mentioned. That use is not actually particularly
limiting on the claim: a composition that is prescribed for a different use, but that could be
used as a hypocholesterolemic agent will fall within the claim.

On the face of it, claim 7 looks it is directed to a method of manufacture. In fact, it is a second
medical use claim and it covers the use of the compound in treatments for inhibiting choles-
terol biosynthesis. The claim is present as a fall-back in case a prior art document comes to light
which discloses a compound within the scope of the patent, but for a different use.

Claim 8 is directed to a method of preparing a compound having structural formula I ac-
cording to Claim 1, comprising a series of recited steps. The full claim is not reproduced here.
The claim would catch a manufacturer of the compound using the claimed process.

It might seem that there is a lot of redundancy built in to the claims. Because the Atorvastatin
compound was new per se when the patent application was filed, the compound was claimed per
se and the patent covers the compound in any composition and for any use.

Within the compound per se claims (claims 1 to 5), the broadest claim (claim 1) covers a group
of compounds, and would catch ‘‘me-too’’ copies that a competitor might want to develop.
Within the claim breadth, the most important compound to protect is the compound that has
been taken to market, Atorvastatin. Probably, that compound was the lead development com-
pound at the time the patent application was filed, as it is included as Example 1. That indi-
vidual compound is therefore picked out individually in claim 3 and, if the worst came to the
worst, the patent could be amended to just that single compound. That cut-back patent would
still protect the active ingredient from direct competition from generic manufacturers.

Despite the presence of the compound per se claims, it is important that the patent contains
various different types of claims so that there are fall-back positions in case the compound per
se claims should later be found to have a problem; in that situation, the additional different
types of claim are necessary so that different infringers can be caught by the patent. The
pharmaceutical composition claim, claim 6, would be infringed by somebody manufacturing
tablets of Atorvastatin. The second use claim, claim 7, would be infringed by somebody
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manufacturing the compound for use in inhibiting cholesterol biosynthesis in a patient. Lastly,
claim 8 would be infringed by somebody manufacturing the compound using the claimed
general method.

17.4.4 Case Study (b): How Broad Should a Claim Be?

Litigation took place between Pharmacia and Merck in 2000 and 2001 first in the English High
Court and then in the English Court of Appeal concerning their COX-II inhibitors. The decisions
in the case can be accessed for free over the internet.13

In the 1990s, Pharmacia’s predecessor company, G D Searle, developed the drug Celecoxib,
the active substance of the medicine Celebrexs, which was the first in a new class of anti-
inflammatory drug: COX-II inhibitors. These had powerful anti-inflammatory effects whilst
minimising the adverse gastrointestinal effects seen with established Non-Steroidal Anti-
Inflammatory Drugs (NSAIDs), such as aspirin or ibuprofen. At about the same time, Merck
developed a competing anti-inflammatory drug Rofecoxib under the trade name Vioxxs, which
was also a selective COX-II inhibitor. The two drugs were similar in chemical structure, as seen
in Figure 17.3, but there was no suggestion that Searle’s patent protecting Celecoxib described
Rofecoxib.

It was clear at the time that Vioxxs and Celebrexs were potential blockbusters that could earn
billions of dollars for the company successfully marketing them. If Searle were able to keep
Vioxxs off the market, then it would potentially have this new market to itself. Searle had other
patents relating to COX-II inhibitors.

Just before the UK launch of Vioxxs, Pharmacia/Searle (which was by now owned by
Monsanto) sued Merck for patent infringement, seeking an injunction to prevent them from
commercialising Vioxxs. Pharmacia/Searle’s patent was EP 0 679 157B,14 in which claim 1 was
to a compound of formula I:

According to the claim, the definition of Y included O, the definition of X included -OH, and
the definitions of R2 and R3 included aryl optionally substituted by a radical that could be
‘‘lower alkyl sulfonyl’’. Further it was a requirement that at least one of R2 and R3 was substi-
tuted by methylsulfonyl.

O

O

O

O

O

S
H2N

N
N CF3

O
S

Figure 17.3 The structures of Rofecoxib, sold as Vioxxs, and Celecoxib, sold as Celebrexs.
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Pharmacia/Searle argued that this meant that the claim covered Merck’s drug substance,
Rofecoxib (at the time referred to by its code MK-966). They also argued that although the patent
claim covered hydroxyfuran derivatives, rather than furanones, the skilled person would know
that this would tautomerise to give the corresponding furanone, as shown in Figure 17.4.
Pharmacia/Searle were able to make this argument because the claims had been written
broadly. A broad claim is, however, susceptible to attack on its validity, and Merck exploited that
in a counter-claim for invalidity of the patent.

Although there was no dispute that MK-966 was a potent and selective COX-II inhibitor,
Merck showed that a significant number of close analogues of MK-966 were inactive in the
screens disclosed in the patent.

As discussed in Section 17.3, it is a requirement in the patent ‘‘deal’’ between the applicant
and the state that the claims of a patent must reflect the invention that the patentee has made.
This is controlled by the requirement for inventive step (see Section 17.3.2), and by the re-
quirement for a sufficient description of the invention (see Section 17.3.5). The fact that some of
the compounds covered by the claim were not selective COX-II inhibitors (in fact some were
neither COX-I nor COX-II inhibitors) meant that many of the compounds in the claims did not
have an inventive step.

The judge ruled that:

‘‘If compounds having the features of the claim may or may not possess the qualities which the patent
says unify the class, it cannot be said that the claim reflects a true class at all. It is just a generalised
description of a large number of chemical compounds. Such a claim is not analogous to a claim to a
new principle, since the patentee has given no information, such as a structure/activity relationship,
which enables the reader of the specification to draw any conclusions as to the properties of any
particular compound without further experiment. All he has done is to describe the scope of the claim
with spurious precision.’’

The patent was thus revoked for lack of inventive step.
Furthermore, the judge held that the patent was also bad for a lack of a sufficient disclosure,

and he also revoked the patent for that reason:

‘‘If the invention is a selection of certain compounds, in order to secure an advantage or avoid some
disadvantage, not only must the specification contain sufficient information on how to make the
compounds, it must also describe the advantage or how to avoid the disadvantage.’’

So, in this case, initially Pharmacia/Searle were probably pleased to have obtained grant of a
patent that was so broad as to cover not only their own compound Celecoxib but also Merck’s
Rofecoxib. However, the breadth of the claim was also its downfall: it was not inventive across
the whole of its scope and the description did not enable it to be operated across the whole of
its scope.

O
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Figure 17.4 The structures of the keto and enol forms of Rofecoxib.
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17.4.5 Case Study (c): A Second Therapeutic Use

Sometimes an invention concerns the new use of a known substance. An infamous example is
based on the finding of a new therapeutic application for Sildenafil (sold under the name
Viagras), the case mentioned briefly in Section 17.3.2. In June 1991, Pfizer filed a patent ap-
plication, EP 0 463 756, for a group of pyrazolopyrimidinones for use as anti-angina agents.15

The compounds had the general formula shown in Figure 17.5.
It was said that the basis of their therapeutic effects was that the compounds of the invention

exhibited selectivity for inhibition of cyclic guanidine 30,50-monophosphate phosphodiesterases
(cGMP PDEs) rather than cyclic adenosine 30,50-monophosphate phosphodiesterases (cAMP
PDEs) and, as a consequence of this selective PDE inhibition, cGMP levels were elevated. In
turn, that could give rise to beneficial platelet anti-aggregatory, anti-vasospastic and vasodila-
tory activity, as well as potentiation of the effects of endothelium-derived relaxing factor (EDRF)
and nitrovasodilators.

During its early clinical development for the treatment of angina, Sildenafil was found to be
useful in the treatment of erectile dysfunction, and in May 1994 a patent application was filed
claiming the use of essentially the same group of pyrazolopyrimidinones as EP 0 463 756,
including Sildenafil, for the treatment of erectile dysfunction. The new patent application
included not only claims to the use of the group of pyrazolopyrimidinones, but also a claim
to the use of any cGMP PDE inhibitor, particularly a PDEV inhibitor for the treatment of erectile
dysfunction.

The broad use claim was granted in Europe in patent EP 0 702 555B.16 The claim covered any
compound which is a cGMP PDE inhibitor, whether previously known or not, for this treatment.
It was a particularly powerful claim, enabling Pfizer to monopolise the use of the cGMP PDE
mode of action across the entire therapeutic area. That included Tadalafil which was in
development by Lilly ICOS (marketed under the name Cialiss) and Vardenafil which was
in development by Bayer, GSK and Schering Plough (marketed under the name Levitras), even
though Pfizer’s patent did not disclose or claim compounds with those structures within its
generic formula (Figure 17.6).

After it was granted, the patent was attacked by several parties, including Lilly ICOS, Bayer
and Schering Plough, and the opponents succeeded in convincing the European Patent Office
(EPO) to revoke the patent on the grounds of lack of inventive step: the invention claimed at that
level of generality was not inventive over the prior art.

Even though Pfizer’s patent covering the broad uses was revoked, it should be noted that there
was nothing wrong in principle with claiming the treatment by a compound in a functionally-
defined class. If the application had been filed a few years earlier, and before various publi-
cations had taken place, then the patent would probably have survived.

Figure 17.5 The generic structure of the group of pyrazolopyrimidinones covered by Pfizer’s EP 0 463 756.
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17.5 OWNERSHIP AND INVENTORSHIP

As patents are valuable pieces of property, it is important that they are owned by the body
(generally a company) that needs to own them. This sounds nice and simple, but it is surprising
how often things can go wrong, and increasingly so in the current age of spin-out companies,
joint-ventures and out-sourced research.

There are small variations from country to country, but in most jurisdictions, the first owner
of an invention, and hence the patent rights in it, is the inventor or the group of co-inventors.
Either by virtue of an employment contract, or by operation of the national law, an invention
made by an employee who is employed to make inventions belongs to his employer. That is a
relatively straightforward situation, though in corporate groups, it needs to be checked if the
employing entity is actually the company that needs to own the patent rights. If a contract
research organisation or an independent consultant is involved in the development of a
product, then it is important that the contract with them includes an obligation to assign all
patent rights to the company that engages them.

Given that ownership of a patent is determined by the inventorship, it is important that
inventorship is determined properly. An inventor is a person who is the ‘‘actual deviser’’ of the
invention. That is to say the person, or group of people, who came up with the invention that is
being claimed. Inventorship differs from authorship on an academic paper: supervising re-
search and providing resources for a laboratory does not constitute inventorship; nor does
carrying out the laboratory work to show that an invention works, no matter how specialised or
time-consuming the laboratory work may be. A rigorous approach needs to be taken to the
determination of inventorship.

The USA and some other countries (including China) have laws that restrict the ability of
applicants to file patent applications for locally-devised inventions abroad. These restrictions
exist to prevent inventions relevant to national security from being disclosed in other coun-
tries. Early determination of inventorship is especially important if there is any involvement
by somebody resident in the USA, China or another country with national filing restrictions in
place. Taking the USA as an example, if a resident of the USA is an inventor for a patent
application, then the application must be first filed in the USA, or a foreign filing licence must
be obtained from the US Patent and Trade Mark Office (USPTO), before the application is filed
in a country other than the USA. If a foreign filing licence is not obtained, any subsequently
granted US patent will be invalid and hence unenforceable unless the failure to procure the
license was ‘‘through error’’. A foreign filing licence can be obtained from the USPTO on an
expedited basis in around 3 days.

Figure 17.6 The structures of Tadalafil, sold as Cialiss, and Vardenafil, sold as Levitras.
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Getting inventorship or ownership wrong can be very costly. It is always best to ensure that
inventorship and ownership of patents are correct from the outset. It can be problematic to sort
out issues later on, particularly if a patent covers a valuable product.

17.6 THE PROCESS FOR OBTAINING A PATENT

17.6.1 The National Nature of Patents

Despite their importance to international business, patents remain matters of national law.
Ultimately, therefore, it is necessary for a company to have a separate national patent for an
invention in each state in which patent protection is needed. Until recently, substantive re-
quirements for patentability were also often very different in different territories. The TRIPS
agreement (Agreement on Trade Related Aspects of Intellectual Property Rights of 1994) went a
long way to harmonising laws to a minimum standard. Some national differences remain, and it
remains necessary for there to be a separate patent in each territory. The major downside to this
fragmented national arrangement is that the patent specification needs to be translated into a
large number of languages, and that litigation may need to be pursued in multiple jurisdictions.

In general, obtaining a patent in one’s home market is not sufficient, and most organisations
involved in medical research will want to obtain patents in several territories. Two long-standing
international treaties facilitate the process of obtaining patents around the world: under the
Paris Convention,17 one can file a patent application in a first country, and then file corres-
ponding applications in other countries within 12 months and claim for the later applications
the filing date of the first country (known then as the ‘‘priority date’’). The second international
agreement is the Patent Cooperation Treaty (PCT). Under the PCT, one can file a single patent
application for a large number of countries.18 The PCT application can be filed in one language,
in the applicant’s home country and the claims are subjected to a high quality patent office
search. A PCT application remains effective until 30 months from the priority date. At that time,
it is necessary to decide which territories to pursue the patent in, and which not.

17.6.2 A Typical Application Process

A typical application process in the field of medicinal chemistry for a company based in the UK
will thus be as follows:

– After discussion between medicinal chemists, business development manager and patent
attorney, a decision is made to file a patent application.

– The application is then filed at the UK patent office. This filing date is the ‘‘priority date’’.
– 12 months later, if the invention remains of interest, a PCT application is filed. The PCT

application may include additional material beyond what was in the original application
(e.g. additional examples).

– A search is carried out and the search report is sent to the applicant.
– At 18 months from the priority date, the PCT application is published.
– At 30 months from the priority date, it is necessary to enter the ‘‘national phase’’ in each

country in which a patent is wanted.
– Over the following 5 years, the application is examined by the various national patent of-

fices. Providing no surprising unknown prior art documents come out of the woodwork,
the patent should be granted in the various territories over this time scale.

Many observers are surprised that the patenting takes as long as it does: typically 4–6 years
from filing to grant in the USA, 5–8 years in Europe, and 7–9 years in Japan. In almost every
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country, there are mechanisms by which the process can be accelerated if an applicant wants to
do so. In general, it is in applicants’ interests for things to go slowly: every time the case ad-
vances a step through patent office prosecution, there tend to be costs; furthermore, when the
patent is granted, the scope of the claims becomes fixed. If a product is still being developed, it
can be useful if the claims could be changed to accommodate changes to the product, though it
should be noted that it is not possible to add new material to a patent specification once it has
been filed.

It is seen from the process summary above that there are three key decision points in the
process:

1) The initial decision to file, and when to do it.
2) The decision at 12 months whether to proceed with a PCT filing. If the product devel-

opment is going ahead well, then the PCT application should be filed. If the invention or
the programme is not yet sufficiently advanced, the first priority application can be
withdrawn, and a new priority application filed. This results in the application being re-
dated, so it should be checked that there has not been any relevant publication in the
intervening year that will compromise the validity of the patent. The third option, if the
invention is no longer of any interest, is to abandon the application altogether. Pro-
ceeding with the PCT application at 12 months sets the application on the course for
publication at 18 months.

3) The decision regarding which countries to proceed with for national phase entry at
30 months. This decision is very much determined by cost: how important is the project,
and for which countries are the costs justified?

17.6.3 Costs

Costs are an important consideration for any organisation, and long term budgetary planning is
important for a patenting programme. Of course, the exact costs will vary from case to case de-
pending on the complexity. Considering the process described above, the typical costs for drafting
and filing a ‘‘priority application’’ in the medicinal chemistry area are in the region of d4000–
7000. Filing a PCT application at the 12 month point typically costs around d5000, though there
are page fees if the specification has more than 30 pages. If there is significant additional ma-
terial, then the process of introducing that into the specification will also increase the costs.

The national phase entry at 30 months is the usually single largest cost point in the patenting
process, often amounting to tens of thousands of pounds if a significant number of territories
are to be covered. The 30 months national phase entry deadline has been arrived at as a
compromise between providing certainty to third parties about whether there will be a patent in
a particular territory, whilst allowing a patent applicant a reasonable amount of time to assess
whether the invention will be sufficiently commercially successful to justify the national phase
costs. In medicines research, 30 months can pass very quickly. Particularly for a small company,
it is important to try and align this deadline with milestones in the development programme.

Larger corporations generally have defined sets of country lists for national phase entry and
the appropriate list will be selected depending on the level of interest in the invention and its
likely future value. Country listings and the associated costs might be as shown in Table 17.1.

17.6.4 The National Phase: Examination of Patent Applications

In order to make sure that a patent application fulfils the requirements for patentability and
disclosure described in Section 17.3, most countries have a patent examination system in place.
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After an application enters the national phase in a particular country, it goes before an examiner
at the national patent office. The examiner first carries out a search of the art (in some cases the
search carried out previously in the PCT phase may be sufficient), and then writes a report to the
applicant setting out whether or not the application fulfils the requirements. If it does not, then
the examiner’s report will explain why the application cannot be allowed and the applicant is
given an opportunity to amend the patent claims and to provide arguments in favour of the
claims. This correspondence between the patent office examiner and the applicant and his
attorney is known as ‘‘patent prosecution’’. It is usual that a patent specification is amended
during this time. However, the applicant does not have a completely free hand when making
amendments: he is not allowed to introduce additional features or limitations. All amendments
must be based on information contained in the application as originally filed.

Eventually, either the patent is granted in the country concerned, or the application is re-
fused. If an application is refused by the patent office, the applicant has the opportunity to
appeal to a higher court.

The patent prosecution process takes place in parallel in each country in which the applicant
has applied for a patent. Some of this work is duplicative. On many occasions, different prior art
is found by different patent offices, meaning that in the end the confidence in the validity of the
patent is increased.

Having said above that patent applications remain national rights, in Europe, the majority of
states (including all EU states and Switzerland) are members of the European Patent Conven-
tion and patents for those countries can thus be obtained at the European Patent Office (the
EPO). Examination at the EPO takes place under a single procedure in English, French or
German (at the Applicant’s choice). This avoids the duplication mentioned above within
Europe. It is only after the ‘‘European Patent’’ has been granted that the patent splits into
separate national rights, and the applicant needs to translate the text into local languages and
decide in which European countries to have the patent in force.

At the time of writing in 2014, 25 states of the European Union have signed an agreement to
create a ‘‘European Patent with Unitary Effect’’, a single patent that has effect across all of the 25
states involved. A second agreement was also reached between a similar set of countries to
create a ‘‘Unified Patent Court’’, a single court in which European patents can be enforced for
the whole of the territories involved. The details of the implementation of the new systems are
complex and they have not yet been completed. The current best estimate for when the new
systems will come into force is some time in 2017. For up to date information on the progress of
this, please see the websites of the appropriate government and private sector organisations.19

17.7 THE PATENT AFTER GRANT

17.7.1 Maintenance

Once a patent has been granted, it is necessary to maintain it in force. In most territories, this is
done by paying an annual renewal fee. There are two public policy reasons for governments

Table 17.1

Group Level of interest Approximate costs

A Very promising and valuable product: cover top 25 economies d100 000þ
B Medium level of interest, an out-licensing opportunity: cover most

G8 economies and next tier, e.g. USA, Europe, Japan, China, India
d30 000–d60 000

C Low level interest: USA and Europe only d8000
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insisting on annual fees: the first is that as part of the ‘‘deal’’ between the state and the patentee,
the monopoly should only be maintained if the patentee is actually making use of his invention. If
he is not using it, then the public should benefit from being able to use it before the 20 year expiry
date. The second reason is that the annual renewal fees subsidise the costs of the patent office’s
search and examination operation. This enables the office to charge low up-front fees (thus
facilitating access to the system), and it weights the cost of the patent system towards those who
use it most, i.e. those patentees who maintain their patents in force the longest.

17.7.2 Extension of Patents

The patent system is a single system that applies to all fields of technology. It does not take any
account of the relative speeds of progress, or the different levels of investment needed in dif-
ferent fields. The 20 year patent term applies equally to a new shape of toilet brush as to a highly
complex mobile phone or a specialised cancer treatment. In recognition of the fact that before a
new pharmaceutical can be marketed, extensive trials are needed in order to obtain government
approval, many countries have put in place patent term extension provisions for pharma-
ceuticals. In many states there are similar extensions for the main other class of products that
require such approval: plant protection products.

The exact mechanism for the calculation of the extension period and the method of imple-
mentation of the extension varies from country to country. In general, up to five additional years
of patent-like protection can be obtained. In Europe, the extension is provided by a ‘‘Sup-
plementary Protection Certificate’’ (SPC). It can be up to 5 years long, but has a maximum expiry
date of 15 years from the first European marketing authorisation. It is not an extension of the
whole patent; only the scope that covers the exact compound that is marketed. In the USA, the
extension is called a ‘‘Patent Term Restoration’’ and its duration is calculated on the basis of
the time that the drug spends in pre-clinical and clinical regulatory review. Again, the extension
cannot be more than 5 years, but the maximum expiry date is 14 years from the US marketing
authorisation, so earlier than the 15 year European expiry. There are similar arrangements in
Japan, Korea, Taiwan, the Russian Federation, Israel and Australia.

These patent term extensions are of crucial importance to a drug development company. It is
therefore important to consider early in the product development process whether a given
product will be entitled to an extension and, if so, how long it will be.

17.7.3 Challenges to Validity

It is a surprise to some observers that grant of a patent by a patent office does not constitute a
guarantee of validity. Patent office examiners can work only on the basis of the documents and
evidence that they have before them; their searches are limited to written literature, and they do
not have facilities to repeat experiments. Examiners will not be able to find out if an invention
was disclosed non-confidentially at a meeting, or if it does not actually work. Therefore, al-
though patent office examiners do a good job, a patent that has been granted cannot definitively
be assumed to be valid. A granted patent remains open to challenge after grant, either at a
national patent office or before national courts.

17.8 USE OF PATENTS

17.8.1 Infringement and Enforcement

The primary raison d’être of a patent is to keep competitors off the market and to preserve the
patent holder’s market exclusivity.

443Patents for Medicines

08
:3

8:
10

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
04

24
View Online

http://dx.doi.org/10.1039/9781782621836-00424


Infringement of a patent occurs if a third party uses a patented invention without
permission of the patent owner. The patent owner has the legal right to stop the third party
from carrying out the infringement. To assert this right, the patent holder must bring an
action for infringement in the courts. The action is a civil action—in other words, it is the
patent owner, rather than the state, that brings the action against the alleged infringer. In
most countries, the case is heard before a technically qualified judge, although in certain
countries, in particular the US, infringement actions are heard before a jury. In the UK, the
judges usually have a technical degree and then many years of experience arguing patent
matters in the patents courts, either on behalf of the patent owner or on behalf of the
infringer.

The procedure and the costs of litigation vary tremendously between countries, with patent
litigation in the US and to a somewhat lesser extent the UK, being very expensive.

In general, in the medicinal chemistry field, competitors are sophisticated companies and
they know of the drug originator’s patents. The existence of a patent will generally keep the
competitor from launching a product until after the patent has expired (or, if the competitor
considers the patent invalid, he may challenge the validity). Actual patent infringement is thus
not a very common occurrence in the medicinal chemistry field. When infringement does take
place, it is important to act quickly, so that the infringement can be stopped before the market
price of the product drops.

In order to bring an action for patent infringement, the patent holder must identify who the
infringer is, and what infringing acts they are carrying out. In a complex supply chain, this can
be more difficult than one might expect: a drug being manufactured in India might be imported
into the Europe by a Greek company which passes it to a UK distributor who distributes the
drug to pharmacists on behalf of a UK marketing authorisation holder that is headquartered in
Monaco. If we have a UK patent, then we need to identify what in this chain is an infringing act
in the UK, and who is carrying out that act. Most probably in this imaginary scenario, it would
be the UK distributor and marketing authorisation holder that the patentee should bring the
action against.

17.8.1.1 Proving Infringement

Once the infringing acts and the infringer have been identified, it is necessary to prove that an
infringement has taken place. There are two parts to this. The first is gathering evidence of what
acts have taken place. This might involve making test purchases and obtaining samples, or else
obtaining copies of invoices or delivery notes showing what has taken place. Then, it is ne-
cessary to show that what is being sold falls within the claims of the patent.

17.8.1.2 Claim Interpretation

In general, it is usually a straightforward matter for the court to decide that a pharmaceutical
patent is infringed. Where the invention concerns a product, defined by a general chemical
formula (known as a Markush formula), it will usually be sufficient to show that the alleged
infringement meets the definition for the particular generic formula. Often, the substance in
question is specifically named in the patent, so there is little room for argument that the claims
of the patent are infringed.

But occasionally, there is real doubt as to whether or not a product is covered by a patent
claim. This requires the patent claim to be interpreted to determine what its scope is. In Europe,
the statutes require a claim to be interpreted in such a way as to ‘‘combine a fair protection for
the patent proprietor with a reasonable degree of legal certainty for third parties.’’
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This came to the fore in the Pharmacia vs. Merck case mentioned in Section 17.4.4. The
broadest claim in Pharmacia /Searle’s patent EP 0 679 157B14 was to a compound of formula I:

According to the claim, the definition of Y included O, the definition of X included -OH, and
the definitions of R2 and R3 included aryl.

The Merck compound MK-966 was a furanone. Pharmacia argued that although the structure
drawn in the claim was of hydroxyfuran derivatives, the claim should be taken as including the
corresponding furanones because hydroxyfurans tautomerise to furanones in water. The
product that Merck proposed to sell was a dry tablet, but the compound would inevitably come
into contact with water in the body once the patient took it. Pharmacia argued that the skilled
person would realise that the tautomerism would happen and would read the claim as
including furanones. The structures of the keto and enol forms of Rofecoxib are shown in
Figure 17.4.

To give this point credence, Pharmacia brought forward testimony from an expert from the
field, an ‘‘expert witness’’. The purpose of an expert witness is to assist the court in under-
standing technical points when applying the law. In an attempt to discredit Pharmacia’s view,
the defendants, Merck, brought forward testimony from their own expert witness. Pharmacia
called on Professor Sir Jack Baldwin FRS, then head of the Dyson Perrins Laboratory in Oxford,
and Merck relied on Professor Anthony Kirby FRS, then professor of bioorganic chemistry at
Cambridge. The result was a fascinating match between two heavyweights of academic mech-
anism chemistry bringing their knowledge and experience to bear on a legal question.

A patent document is intended to be read by a person with a reasonable technical knowledge
and understanding of the area. In this particular case, the skilled person was expected to have at
least an undergraduate knowledge of organic chemistry—and so was expected to be familiar
with keto-enol tautomerism. It was accepted by the parties that the proportion of furanone to
enol in water at physiological pH was 6.3�1010 : 1. Further, this overwhelming excess of keto to
enol was known from undergraduate text books—so it could be expected to be part of the skilled
person’s ‘‘common general knowledge’’.

Professor Baldwin read the patent and its claims as referring to the keto tautomer as well as
the expressly mentioned enol. Professor Kirby took a more literalist approach and interpreted
the claim as limited to the enol form, to the exclusion of the keto form. At first instance, the
judge favoured the literalist approach and held that keto forms were not included, and thus that
Merck’s compound did not fall within the claim.

However, Pharmacia appealed the decision to the Court of Appeal and, on appeal, this de-
cision was overturned. The appeal judges were more convinced by Professor Baldwin’s inter-
pretation. The Court of Appeal took the view that the compounds of claim 1 are a class which are
said to have activity in the body. In order to give fair protection to the patentee, it was rea-
sonable to take into account the form in which the compound existed in the body. It was ac-
cepted that the enol form would exist in an inseparable equilibrium with the keto form, and
that it was the composite that has the effect in the body. To restrict the claim to the minor
tautomer would not appear to achieve any useful purpose so far as the patentees were
concerned.

To construe claim 1 as covering the keto tautomer would not, in the Appeal Judges’ view,
prevent there being a reasonable degree of certainty for third parties. Of course third parties
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would appreciate that the keto form was not specifically mentioned. But they would know that
that did not necessarily mean that the claim would be construed as limited to the explicitly
mentioned compounds. If the contrary were the position, then claims to chemical compounds
would have to be construed using too literal an approach. The skilled reader would also know
that the inevitable result of using the enol was the formation of the other tautomer. They would
therefore not be surprised if manufacture and sale of the other tautomer, which would form the
enol in solution, would infringe. The Appeal Judges therefore concluded that claim 1 includes
the keto form and so Rofecoxib infringed.

Unfortunately for Pharmacia/Searle, the broad interpretation of the claim contributed to the
finding that many compounds within the claim did not work, and thus that the claim lacked
inventive step. The patent was therefore revoked. So, although the Merck compound had been
found to infringe the claim, Pharmacia were not able to keep Merck’s compound off the market.

17.8.2 Defences and Exemptions to Infringement

If a company is accused of patent infringement, what can it do?

17.8.2.1 Defence of Non-Infringement

The first line of defence to an allegation of patent infringement is to argue that the product or
method in question does not fall within the claims of the patent. That is what Merck did in the
case described above. In many cases in the pharmaceutical industry, it is a generic medicine copy
that is alleged to be an infringement. In that case, there is little scope for arguing non-infringe-
ment, as the generic pharmaceutical compound will necessarily have to be the same as the ori-
ginator’s compound, and it is quite rare that an originator’s patent does not cover its compound.

That said, the values at stake in the pharmaceutical industry can prompt some generic
companies to try making arguments that most medicinal chemists would think have little
chance of success: in a recent case in the USA, a collective group of 8 generic pharmaceutical
companies argued that their generic versions of the drug pregabalin should not be held to
infringe Pfizer/Northwestern University’s patent US 6,197,819 that covered the compound.20

Pregabalin is sold by Pfizer under the name Lyricas and it has the structure shown in
Figure 17.7. It is approved for marketing as the single (S) enantiomer.

The patent claim in issue was directed to ‘‘4-amino-3-(2-methylpropyl) butanoic acid, or a
pharmaceutically acceptable salt thereof.’’ The generic companies argued that the claim did not
specify that the compound is a single isomer and thus that it should only be considered in-
fringed by a racemic mixture. The court disagreed with the generic companies and found the
claim to be infringed by the single enantiomer compound.

17.8.2.2 Counterclaim for Invalidity

The next line of defence to an allegation of patent infringement is to counter-claim that the
patent in question is not valid. This is what Merck did in the case described in Section 17.8.1.
This approach generally starts with carrying out a thorough search of prior art that can be raised

Figure 17.7 The structure of Pregabalin, sold as Lyricas.
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against the patent. Documents or other disclosures that were not taken into account by the
patent office when it granted the patent can be particularly useful here.

The case then needs to be made to the court to demonstrate which of the criteria for
patentability are not fulfilled by the patent. The patent holder may request that the claims in his
patent be narrowed once he has seen the case put forward by the counter-claimant. Very often,
the validity of the patent will turn on inventive step: was it obvious to make the change in
question at the time the patent application was filed? The two parties will bring together as
much evidence as they can to show that it was, or was not, obvious to do that.

17.8.2.3 Exemptions to Infringement

Certain uses of a patented invention, even though not authorised by the patent owner, are
nonetheless excluded from the definition of infringement. In the UK, acts done privately and for
purposes which are not commercial are not infringements. The exemption that is most relevant
to medicinal chemists is the experimental use exemption: acts that are ‘‘done for experimental
purposes relating to the subject-matter of the invention’’.

The exemption needs to be treated with some caution. It does not mean that all uses of a
patented invention in experiments are exempted. For example, if the patent relates to an assay
system capable of identifying new drug candidates for the treatment of a particular disease,
then using such an assay without permission is almost certainly an infringement—the use is
not in an experiment investigating the invention—rather it is a commercial use of the invention
in an experiment, with the aim of identifying the potential new drugs.

The question often arises as to whether carrying out a clinical trial falls within the experi-
mental use exemption. In many countries, including Germany and the USA, it is not an in-
fringement to carry out studies and clinical trials on a patented substance, if those trials are
being conducted with a view to getting regulatory approval. Such trials are taken to fall within
the experimental use exemption. In the UK, the matter is not so clear cut, and all of the cir-
cumstances would have to be taken into account.

A separate exemption was introduced in Europe in 2005 (including in the UK) which permits a
generic company to do the studies necessary for getting a marketing authorisation for a generic
product, before patent expiry.

In summary, certain experiments are exempted from patent infringement. The exemptions
are quite specific and so it is not safe to assume that an exemption will apply.

17.8.3 The Consequences of Patent Infringement

If the court finds that a defendant’s use of an invention is an infringement, then the patent
holder will request that the court imposes one or more remedies, generally including:

– An injunction: a court order prohibiting any further unauthorised use of the invention
during the lifetime of the patent.

– Withdrawal of any product on the market and destruction of stocks.
– Payment of damages, to compensate the patent owner for its lost revenue as a result of the

unauthorised use of the invention.
– Legal costs: the infringer may have to reimburse the patent owner for a substantial part of

its legal costs in bringing the infringement action. Such costs can be extremely high. Each
side in a major infringement action in the UK (which will usually involve a counterclaim
from the infringer that the patent is invalid) will expect to incur well over d1 million in legal
fees. In the US, where recovery of costs is relatively rare, each party’s legal costs may well be
over $10 million.
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A special form of injunction merits a mention here: the preliminary injunction. Generic
products are generally priced at a very substantial discount to the corresponding product of the
originator. Unless it drops its price, the originator will rapidly lose market share to the generic.
But if the originator drops its price, it is unlikely to be able to put it up again, even if following a
successful patent infringement action, the generic product is withdrawn from the market. In
these circumstances, the loss of revenue to the patent owner is impossible to quantify. In-
fringement actions generally take at least a year to come to court—if the generic drug were on
the market for all that time, it would cause a dramatic change to the market place and a huge
loss of earnings for the patent owner.

To avoid this situation, the patent owner will try to get an injunction immediately, and before
the merits of the case are considered fully by the court. In the UK, an injunction obtained before
a full trial is called a preliminary injunction. To be able to get a preliminary injunction, the
patent holder must show the court that it has an arguable case for patent infringement and for
patent validity, and that it would suffer unquantifiable damages by the infringement. In gen-
eral, the patent owner must agree to compensate the alleged infringer for the loss suffered, in
the event that the court eventually decides that the injunction should not have been granted.

A preliminary injunction is sometimes the most important remedy that a patent holder in the
medicinal chemistry field will try to obtain.

17.8.4 Licensing

As discussed above, a patent does not give its owner the right to use his invention himself.
Rather, it gives him the right to prevent others from using the invention commercially without
his permission. A licence is, basically, the grant of permission to do things which, absent the
licence, would be an infringement of the patent. A patentee is often said to be giving an ‘‘im-
munity from suit’’ when granting a licence.

A patentee (the licensor) and the person taking the licence (the licensee) may agree the terms
of their licence to suit themselves, with one very important caveat: the terms of the licence must
not be in breach of the law. Specifically, various laws exist which control monopolies and unfair
competition, dealing with issues such as pricing, restrictive practices, and cross-border trade.
European Competition Law, which regulates (or, arguably, deregulates) trade between the
member states of the EU is a complex subject and outside the scope of this chapter, but must
always be taken into account when businesses operating in the EU enter into licence agree-
ments. In addition to EU competition law, various national laws operate in similar areas, while
in the USA, these laws are called ‘‘anti-trust’’ laws.

Subject to this, any licence will be tailored to suit the particular situation. Common issues
which arise in patent licence negotiations include the following:

The licence needs to clearly define what the licensee is allowed to do. It should define the
permitted product, or process, or both. This can include everything within the scope of the
claims of the patent, or it may be a narrower definition.

Subject to competition law, a licence may give permission to operate in a specific territory. For
example, a patentee may wish to satisfy the whole market in his home territory, say Europe,
himself, while raising revenue from licensing the technology in other territories, say the US. In
this case the licence will contain a territorial restriction. Similarly, a patentee may wish to satisfy
the whole market in a particular field of technology, but grant licences in other fields. If, for
example, the invention is a pharmaceutical compound which can be used in either a cream for
topical application, or in an injectable formulation for systemic use, he may choose to satisfy
the whole market for one of these formulations himself, while licensing the alternative use to
others. In this case, the licence will contain a field of use restriction.
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A licence can be a bare patent licence, i.e. include the grant of rights under a patent and
nothing else. Many licences however include other things, for example the grant of rights to use
confidential know-how belonging to the licensor, or the requirement for the patentee to provide
technical advice and assistance.

Exclusive and non-exclusive are common terms in licence agreements, but can be misleading,
because their precise definition differs from country to country. On the UK definition, if a li-
censor grants a non-exclusive licence, he remains free to grant additional non-exclusive licences
to others, while if he grants an exclusive licence, he agrees not to grant additional licences to
others, and is not free to commercialise the invention himself. A sole licence is an agreement
that the patentee will grant no further licences to others, but retains the right to commercialise
the invention himself. A licence may or may not give the licensee the right to grant further
licences, or sub-licences, to others.

Payment for the grant of a licence can be in many forms. It can be in the form of on-going
royalty payments, or lump-sum payments, or a mixture of both, either form of payment being
triggered by defined events. Possibly, no money at all changes hands: the licence may be royalty
free. A licence in which, rather than making payments, each party grants a licence to the other,
is known as a cross-licence.

Finally, the termination clause is very important. This determines under what conditions one or
both of the parties can terminate the licence. Bare patent licences usually terminate at the latest
when the patent terminates. If know-how is included, then a licence to use this know-how can
continue for many years after patent expiry provided that the know-still remains confidential.

Numerous other issues will arise, including the handling of disputes, action and responsi-
bilities if third parties infringe or attack the patent, warranties and indemnities given by each
party to the other, and regulation of liability. The prudent licensor always includes an audit
clause in a license, which gives him the right to appoint an independent auditor to inspect the
books of the licensee to ensure that the correct payments are being made. Expert help in pre-
paring a licence agreement is important.

17.8.5 The Patent Box

Until recently, a patent has served only one purpose: to prevent competitors putting their
products or services on the market (or at least to control the market by licensing). That remains
the primary reason for any business to obtain patents. In addition, there came into force in the
UK in 2013 a government tax initiative commonly referred to as the ‘‘patent box’’ which now
provides UK businesses with an additional reason to obtain patents.21

The regime allows a business to pay corporation tax at the lower rate of 10% on net profits
derived from a patented product. The profits can be made anywhere in the world, but to qualify
for the lower tax rate, the organisation must have a patent in the UK (or a short list of other
European countries), or be an exclusive licensee. The reason for the patent being needed is to
demonstrate that the product from which the profits are derived is ‘‘innovative’’. There is no
need to enforce the patent against competitors, and it does not matter if the patent is narrow
and could be worked around.

The patent box regime is designed to encourage product development work in the UK. Similar
regimes are in place in a small number of other countries, for example in the Netherlands. The
2013–2014 tax year was the first year in which the UK patent box tax regime was in place and the
relief is being phased in over five years to 2017. At the time of writing, it remains to be seen just
what effect it will have on the UK economy. It was lobbied for by the UK pharmaceutical in-
dustry, and certainly it has the potential to help medicinal chemistry businesses in the UK and
to encourage their activities.
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17.9 GENERIC MEDICINES AND BARRIERS TO GENERIC COMPETITION

An originator drug development company will often be keen to keep products from other drug
originator companies out of its market patch. However, as mentioned in several places in this
chapter, it is the generic pharmaceutical products that are the larger threat to an originator’s
business. Generic medicines thus merit special discussion.

17.9.1 What is a Generic Medicine?

Although precise legal definitions vary from country to country, in general a generic medicine is
a medicine which is identical to that of the originator in terms of its active principle(s) and
functionally equivalent in terms of its therapeutic profile, its safety profile and pharmaceutical
form. A physician or pharmacist is permitted to substitute the generic drug when fulfilling a
prescription for the originator compound.

Generic pharmaceutical companies have a very different business model to originator com-
panies. They do not carry out research and development on new active ingredients. Instead, they
focus all of their efforts on being able to efficiently manufacture and distribute pharma-
ceuticals. Generic pharmaceutical companies face direct competition from each other and from
the originators, and so they operate under pressure for product price and quality. Generic
pharmaceutical companies are important to health care organisations as they facilitate serving
the healthcare needs of the population within the inevitable budgetary constraints.

A generic medicine is not always precisely the same as the originator medicine: it will
contain the same active ingredient, but it may, for example, be in a different salt form or a
different physical form. For example, Pfizer’s calcium antagonist, Amlodipine (marketed under
the name Norvascs) is marketed by Pfizer as the besylate salt. It faced generic competition
from the functionally equivalent product amlodipine maleate. Similarly, GSK marketed Par-
oxetine (under the name Paxils) in the hemihydrate form, which was protected by a patent.
The medicine containing anhydrous paroxetine hydrochloride was considered to be essentially
the same by the medicines regulators, and so the generic product with anhydrous paroxetine
hydrochloride could be substituted for GSK’s product with paroxetine hydrochloride
hemihydrate.

In general, there are three barriers to generic competition for a medicine. The first is patents,
as described in most of this chapter. Further barriers are provided by regulatory data exclusivity
and synthetic challenges.

17.9.2 Regulatory Data Exclusivity

In all the major pharmaceutical markets, including USA, Europe and Japan, the sale of pre-
scription medicines is tightly regulated. The approval of a new medicine is only permitted after
Phase III clinical trials have been carried out in patients, and demonstrated a satisfactory
benefit–risk balance.

It is self-evident that once the originator has demonstrated a satisfactory benefit–risk balance
to secure a marketing authorisation, it is not in the public interest that authorisation of generic
versions of the medicine should require the same clinical trials as the originator to come to the
market. Indeed, it would be highly unethical to carry out a further clinical trial and deny a
control group of patients a treatment that we now know they would benefit from. Regulatory law
makers have struck a compromise between the needs of the originator pharmaceutical com-
panies and the needs of the public by permitting companies to apply for a marketing author-
isation for a generic medicine without repeating the originator’s clinical trials. Instead, the
competitor can rely on the safety and efficacy data generated by the originator. However, such
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use of the data by a competitor company is only permitted after a fixed period during which
the originator has the exclusive permission to use the data. This is referred to as ‘‘data
exclusivity’’.

The period after which this loss of ‘‘data exclusivity’’ occurs varies from country to country. In
the USA, it is five years. So, five years after an originator’s product has been approved for
marketing, it is possible to make an application for a marketing authorisation for a generic
version of an originator’s product, on the basis only of bioequivalence studies—a so called
‘‘abbreviated new drug application (ANDA)’’. If the product in question is protected by a patent
which the generic company considers is invalid, then the period of data exclusivity is very in-
fluential in determining when the generic company makes its challenge to the patent. A chal-
lenger will often aim to clear the way by removing the patent to coincide with the end of the data
exclusivity period.

In Europe, for medicines first authorised after 2003, the competitor must wait until eight
years have elapsed before it can apply for a generic marketing authorisation. Further, the
marketing authorisation of the generic medicine cannot take effect until 10 years after the first
authorisation of the originator’s version of the medicine in Europe. In addition, if the originator
gains approval for a new therapeutic indication in the first 8 years of marketing which brings
significant clinical benefit over existing therapies, then the 10 year period before generic
marketing can begin is extended by a further year. This combination of 8 years before a generic
marketing application can be submitted, together with the further two years before marketing
can begin delayed by a further one year in the event of a significant new indication is often
referred to as the ‘‘8þ 2þ 1’’ rule for determining the earliest date when generic competition
can begin in Europe.

Given that a patent expires 20 years after filing (or 25 years if an SPC-type extension is
available), whilst data exclusivity runs from the time of marketing authorisation, a medicine
that reaches the market only very slowly may have a data protection period that goes beyond the
date of patent expiry. In this situation, the timing of generic entry is determined not by the
expiry date of the patent (and any relevant patent extensions) but rather by the availability of
the abbreviated regulatory procedures. An example of this is the synthetic low molecular weight
heparin derivative, Fondaparinux, marketed by Sanofi and then GSK as Arixtras. In Europe, the
patent protection for the active principle expired in January 2008, but the regulatory data
protection period did not expire until March 2012, 10 years after the medicine was first
approved.

17.9.3 Technical Barriers

The final barrier to generic entry is the technical barrier of synthetic complexity. This is
illustrated, to some extent, by Fondaparinux. Fondaparinux is marketed by GSK under the name
Arixtras. It is a pentasaccharide with the structure shown in Figure 17.8 and it is manufactured
by a 57 stage process involving many difficult purification steps, as well as the introduction and
removal of protecting groups.

Many thought that irrespective of the patent and regulatory barriers to generic entry,
the synthetic complexity would be an insuperable barrier to overcome and that generic
competition to Arixtras would be unlikely. However, by 2011 a generic version of
the medicine was developed by Alchemia and it is marketed in the USA by Dr. Reddy’s
Laboratories.

It is fair to say that technical difficulty is rarely a reliable barrier to generic entry onto the
market, though there are occasions when generic entry is delayed by technical issues. Medicine
originators should not plan for that to occur, but rather treat it as an unexpected bonus if it
does.

451Patents for Medicines

08
:3

8:
10

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
04

24
View Online

http://dx.doi.org/10.1039/9781782621836-00424


17.10 PATENTS AS A SOURCE OF INFORMATION

The lasting record of much of humanity’s technology development of the last few centuries is to
be found primarily in the patent literature. Patent publications thus form an important re-
pository of information, and they are available for free in paper form in various libraries and
electronically over the internet. Patent specifications are quite dry and they generally do not tell
as interesting a story as academic papers, but the information in them is necessarily complete
and detailed, and they are well indexed and archived. They thus constitute a source of infor-
mation that is highly beneficial to those engaged in medicinal chemistry research.

The free online database with the broadest international coverage is Espacenet, operated by
the European Patent Office. It is found here: http://worldwide.espacenet.com

Patent publications can be located in the database using keywords, inventor names, applicant
company names and various other search criteria.

The USPTO operates a similar database, confined to US patent publications. It is found here:
http://www.uspto.gov/patents/process/search

Google operates a database search interface. At the time of writing, its content is not yet
global (though it covers EP, JP, US and WO), but it is steadily growing. The search output is less
structured than in the databases run by the patent offices, but it is perhaps more user-friendly
for non-specialist users. It is found here: http://www.google.com/advanced_patent_search

To an extent, these free databases rely on the text of abstracts submitted by the patent ap-
plicants. They are thus not 100% reliable. There thus also exist pay-for-access databases, such as
the Derwent World Patents Indexs operated by ThomsonReuters (see http://thomsonreuters.
com/derwent-world-patents-index/), and the CAplus database operated by CAS, the ‘‘Chemical
Abstracts’’ division of the American Chemical Society (see: https://www.cas.org/content/
references/patentcoverage). These databases include value-added abstracts and indexing. The
commercial databases allow more complex search queries to be formed as well as often
allowing the keyword searches to be carried out through the claims or full text of patents.
Further examples of such databases and systems include Thomson Innovation (http://info.
thomsoninnovation.com/en), STN (http://www.stn-international.de/index), PatBase (https://
www.patbase.com) and Questel-Orbit (http://www.questel.com).

Chemical Structure and Chemical Name searching is possible via more specialised databases.
The CAS Registry database, produced by CAS, is searchable by structures and sub-structures.
Searching of CAS Registry is available through STN (operated jointly by CAS and FIZ Karlsruhe),

Figure 17.8 The structure of Fondaparinux, sold as Arixtras.

452 Chapter 17

08
:3

8:
10

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
04

24
View Online

http://dx.doi.org/10.1039/9781782621836-00424


with its interface optimised for the more expert searcher user, and through Scifinder (operated
by CAS), which is designed for academic chemists. Entry of structure search queries in the CAS
Registry database is not straightforward, and specialised training and experience is generally
needed to perform a reliable search. More limited structure-based searching can be done for
free using, for example, the SureChem Open database portal (https://www.surechem.com/
products/open/).

The databases mentioned above will provide lists of patent documents that disclose the re-
quested information, and allow access to the patent documents themselves. They do not provide
up to date details of the status of a patent application: has it been granted? Is it still in force? Has
it been abandoned? For that information, it is necessary to look in the national patent registers.
These are also available for free online, at the addresses given below. The language used in many
of the databases necessarily contains much specialised legal phrasing, so it is recommended to
consult a patent attorney before drawing important conclusions from these registry reports:

European Patent Office: https://register.epo.org/
UK IPO: http://www.ipo.gov.uk/types/patent/p-os/p-find/p-ipsum
Germany: https://register.dpma.de/DPMAregister/pat/einsteiger?lang¼en
USPTO: http://portal.uspto.gov/pair/PublicPair
Japan: http://www.jpo.go.jp/ and http://www.ipdl.inpit.go.jp/homepg_e.ipdl

17.11 SUMMARY

We hope that this chapter has given a general, if necessarily brief, introduction to the important
role that patents play in medicinal chemistry. The main lessons that we hope you will take away are:

– Patents are crucial to medicinal chemistry as they allow the massive investment in product
development to be recouped.

– A patent must be applied for and it constitutes a special deal between a patent applicant
and the state: in return for full disclosure of an invention, the inventor is granted a
monopoly of limited duration (20 years).

– During the 20 year period, the patent does not give the applicant the right to use his in-
vention, but it does give him the right to stop others using it commercially.

– Patent applications are examined by patent offices, but patent validity can be challenged
after grant.

– Patents are enforced through the courts. Patent litigation is costly for both parties, so
should only be undertaken after serious consideration. Instead of enforcing his patent, a
patentee may grant a licence permitting another to use the invention in return for payment
or some other benefit.

HINTS AND TIPS

� A patent is a ‘‘deal’’ between an inventor and the state, an exclusionary right over the
commercial use of the invention for a limited period in return for the inventor dis-
closing his invention to the public. A patent does not give the applicant the right to use
his invention, but it does give him the right to stop others using it commercially.

� To be patentable, an invention must be novel, inventive, have industrial applicability
and not be specifically excluded from being protectable by a patent.
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� An important feature of novelty is that the inventor’s own disclosure of his own in-
vention is also part of the state of the art. An inventor’s own disclosure before filing a
patent application can thus compromise the novelty of an invention. It is thus crucial
that an invention be kept confidential until a patent application is filed.

� A patent claim is a concise and precise definition of the invention, generally in a single
sentence. It is the claims that are compared with what had been known before (the ‘‘prior
art’’) and it is the claims that determine what competitors are not permitted to do.

� The patent must also describe the invention sufficiently clearly and completely for the
person skilled in the art to be able to put the invention into practice.

� A patent applicant puts himself in the best possible position by obtaining good data
showing that the invention works well. Experiments comparing the invention side-by-
side with what has been done before are especially useful. To support inventive step in a
patent application, the comparator should be the prior art compound or method that is
closest in its features to what is being claimed.

� One of the most difficult elements in the drafting of a patent application is determining
the best scope of claim to apply for. Features can be generalised, but everything in the
claim must have the invention’s beneficial features.

� Patent applications are examined by patent offices, but patent validity can be challenged
after grant.

� A drug development team puts itself in the best overall position by having a ‘‘portfolio’’ of
patents covering various aspects of the final product. The later-filed patents to downstream
developments may be inherently less valuable than the first compound per se patent, but
the later-filed patents have later expiry dates which give them added value in practice.

� Patents are enforced through the courts. Patent litigation is costly for both parties, so
should only be undertaken after serious consideration. Instead of enforcing his patent, a
patentee may grant a licence permitting another to use the invention in return for
payment or some other benefit.
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CHAPTER 18

The Modern Drug Discovery Process

MARK C. NOE

Pfizer Worldwide Research and Development, Eastern Point Road, Groton, CT 06340, USA
E-mail: Mark.c.noe@pfizer.com

18.1 INTRODUCTION

Drug discovery began largely as an empirical science, exploiting observations of pharmaco-
logical effects in cells or whole animals, utilizing lead matter inspired by natural products, dyes
and their synthetic analogues. Advances in biochemistry and cell biology allowed results in
animal models to be put into context of activity against isolated enzymes or cell receptors. This
in vivo phenotypic screening approach provided one key advantage: it focused the medicinal
chemist on lead matter with drug-like physicochemical properties because reasonable solu-
bility, metabolic stability and tissue distribution are required to produce an observation of
biological activity in this context. However, it also suffered from some major drawbacks. A
rigorous understanding of molecular pharmacology and the molecular basis for target inter-
actions was often elusive or came late in the lead optimization process, limiting opportunities
for mechanistic differentiation. As a result, medicinal chemistry design was a largely empirical
process, involving a systematic survey of conservative substitutions from the initial lead
structure. The pace of screening was slow, limiting the speed with which new design ideas could
be tested.

As the fields of molecular biology, structural biology, computational chemistry, drug me-
tabolism and drug safety evolved, the drug discovery process became more rational. Drug
discovery projects could be started with an underlying hypothesis of how modulating a specific
biomolecular target could impact disease. Medicinal chemistry design was guided by a richer
understanding of how compounds interact with their biological targets and the influence of
physicochemical properties and structural features on absorption, metabolic stability, tissue
distribution and drug safety. Structure-based drug design and quantitative models for activity
and selectivity (Quantitative Structure–Activity Relationships or QSAR) created a more informed
approach to drug design. Lead molecules and clinical candidates could be more systematically
evaluated for attrition risks, building in vitro–in vivo correlations for permeability, metabolic
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stability, cellular efflux, drug interactions, cellular toxicity and cardiovascular risk due to ion
channel block.

The modern drug discovery process involves a hypothesis-oriented approach to target selec-
tion and medicinal chemistry design. The massive array of knowledge derived from the human
genome project and the association of disease states with specific genetic variations provides a
more solid foundation for drug discovery projects underpinned by a specific molecular biology
rationale. Advances in bioinformatics and systems biology enable a richer understanding of
how targets are interconnected through cellular signaling networks and the multiple points of
intervention to produce a cellular phenotypic response. The emerging fields of chemical biology
and the development of advanced techniques in protein mass spectrometry enable target
deconvolution for phenotypic screening hits in cellular assays.1,2 Advanced biophysical tech-
niques, such as surface plasmon resonance and microcalorimetry, provide information on
target binding kinetics and thermodynamics.3,4 Hydrogen–deuterium exchange mass spec-
trometry and advanced NMR techniques allow evaluation of target dynamics and the differ-
ential effects of compounds on protein conformational flexibility.5 New developments in
chemoinformatics enable the medicinal chemist to draw project specific inferences across large
compound data sets and to test the predictive power of in silico models for potency, selectivity,
ADME properties and safety. Future advances in medicinal chemistry and biology will only
further enhance the sophistication of the drug discovery process, and the combination of
technologies to drive new hypotheses in project and compound design represents another di-
mension of creativity by which the medicinal chemist can impact drug discovery.

18.2 HYPOTHESIS GENERATION

Most modern drug discovery programs begin with identifying a specific biomolecular target for
which pharmacological intervention is believed to be beneficial for treating disease. The
underlying target selection rationale is based on connecting knowledge of cell biology, clinical
disease biomarkers and/or human genetic evidence implicating the target itself or other
members of its biological pathway to the disease. Research programs are becoming more reliant
on human genetic evidence that modulating a particular biomolecular target will be effective in
treating disease, as this evidence reduces the likelihood of Phase 2 clinical trial failure due to
weak association of the target with the disease. An example of this principle is the CCR5 an-
tagonist Maraviroc: CCR5 is a chemokine receptor that is associated with HIV virulence. Spe-
cifically, individuals who lack a functional CCR5 receptor are strongly protected from HIV
infection, while those who have a heterozygous mutation have a reduced likelihood of infection
with HIV.6 This negative association suggested that a CCR5 antagonist might represent an
effective treatment for HIV infection. Importantly, individuals with these genetic mutations are
otherwise healthy, implying that CCR5 antagonism might be well tolerated. These genetic
findings formed the underpinning of the Maraviroc drug discovery program.

Once a biological target has been selected based on its postulated role in the disease state,
small molecule druggability assessments can be used to judge the feasibility of a traditional
drug discovery program. In cases where the target has a known ligand, substrate or cofactor, the
structure of that ligand can sometimes give clues on druggability. For instance, the ATP binding
site is a common target for protein kinase inhibitors because of the diverse array of heterocycles
that mimic the adenine ring of ATP. Target bioinformatic analysis can be used to determine
homology of the drug target to other proteins known to be modulated by drug-like small
molecules, providing an inference of druggability (the likelihood that a low MW compound will
potently modulate the target). If a crystal structure has been determined for the proposed
biomolecular target, the binding pocket proposed for screening can be characterized for shape,
hydrophobicity and solvent accessible surface area in characterizing its druggability.7,8 In some
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cases, a small screening campaign can be conducted using a random or targeted subset of a
corporate screening collection or a fragment collection, and the resultant target hit rate can be
used to infer druggability.9 If the protein target is determined to be druggable, the program
usually progresses to screening in an attempt to find lead matter. If, however, target druggability
is predicted to be low, then alternative strategies for modulating the target could be considered
(see Figure 18.1). For example, if the target resides in a signaling pathway, proteins that are
upstream or downstream of the target could be considered to modulate the signal. Alternatively,
modulating the biological half-life of the target by intervening in its production or catabolic
processes is another possibility. An example of where this approach was used successfully is
sitagliptin, a DPP-IV inhibitor that prolongs the half-life of glucagon-like peptide (GLP-1), an
important incretin hormone for glucose-dependent insulin secretion, by interfering with the
protease that is responsible for its destruction in vivo.10 Peptide analogues of GLP-1 are valid-
ated compounds for managing diabetic hyperglycemia; however, these agents are not orally
bioavailable and must be administered by injection. Inhibition of DPP-IV was identified as a
viable alternative to produce an orally bioavailable therapeutic agent indirectly acting on the
GLP1 receptor through inhibiting the destruction of its endogenous agonist.

The newly emerging field of chemical biology offers vast opportunity for the medicinal
chemist to play a prominent role in understanding how biomolecular targets interact with
cellular pathways. Chemical biology is underpinned by the fundamentals of organic and ana-
lytical chemistry, which are applied to interrogating biological systems. One example is the
development of ‘‘bump and hole’’ kinase interrogation technology wherein the gatekeeper
residue of a target kinase is mutated to enable selective binding of a modified ATP analogue
bearing an enlarged purine ring and a thiophosphate tag. This functionally active system
transfers stable thiophosphates to target proteins, enabling direct identification of the kinase’s
phosphorylation substrates.11 Another example is the tag and modify strategy for site-selective
protein modification, which enables the study of cellular processes regulated by post-transla-
tional modification. A diverse array of chemistry enabled through the in situ conversion
of cysteine to dehydroalanine enables site-selective incorporation of sugars, terpenes and

Screen for Allosteric
Modulators

Screen for Binders
Competitive with

Endogenous Ligand

Modulate Activity of
Catabolic Enzymes

Pursue Downstream
Signaling Targets

Pursue Upstream
Signaling Targets

Pursue Enzymes that
Modulate Target

Modulate Target
Directly

Modulate Other Members
of Target Pathway

Modulate Target
Concentration or Activation

L

Figure 18.1 Different strategies for modulating the activity of a target protein—through directly inter-
acting with it, influencing other members of its biological pathway or altering concentration
of its activated form within the biological system.
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phosphorylated functionality to mimic different manifestations of post-translational protein
modification.12

Established techniques in chemical biology also enable the capture, purification and de-
tection of proteins that interact directly with the target compound or whose expression is in-
fluenced indirectly by its mechanism of action. Chemical biology therefore facilitates whole cell
phenotypic screening in the modern era of target-based drug discovery. One exemplification of
this principle is phenotypic screening against a desired pathway biomarker, which has the
advantage of identifying modulators of an entire biochemical pathway in one cell-based assay.
Modern chemical proteomic approaches that combine new technology in organic chemistry,
mass spectrometry and bioinformatics enable target identification in a more efficient manner
than was possible in the era of classical phenotypic screening.1,13,14 Bio-orthogonal chemistry
technologies (‘‘Click’’ Chemistry) for in situ ligation of capture ligands (often biotin or des-
thiobiotin) or fluorescent tags allow the manipulation of test compounds covalently bound to
their target proteins (either through a photoactivatable crosslinker or electrophilic handle) to
produce isolable and detectable complexes (see Figure 18.2).15,16 It is important to choose the
appropriate bioorthogonal ligation strategy, recognizing that some metal catalysts may not be
compatible with experiments conducted in live cells, and the efficiency of ligation chemistry can
be influenced by the local protein environment around the ligation functionality. If fluorescent
tags are used, the cell lysate is run on an electrophoretic gel, and slices containing fluorescent
bands are excised. If biotin tags are used, a streptavidin bead or resin is used to isolate proteins
bound to the test compound. Once captured, the amino acid sequence of the target protein is
obtained using mass spectrometry after trypsin digestion. Because non-specific binding can
produce artifactual results, a control experiment is needed wherein the lysate is treated with
both the labeled test compound and a large excess of its unlabeled parent. In this case, proteins
that specifically bind to the test compound are eliminated from detection, allowing nonspecific
effects to be determined.13 Remarkable advances in mass spectrometer efficiency and analytical
speed have delivered rapid and accurate determination of peptide sequence on minute quan-
tities of protein. The vast array of protein sequence information in bioinformatic databases then
allows the identity of each target protein to be rapidly determined from the amino acid se-
quence of its peptide fragments.17

Once a chemical tool has been identified, its effect on cellular pathways can be determined
through gene expression array methodology, to examine effects on mRNA expression across a
subset of the genome, or whole cell proteomic analysis using SILAC (Stable Isotope Labeling of
Amino Acids in Cell Culture – see Figure 18.3).14,18,19 Because transcriptional changes do not
necessarily result in altered protein expression levels, proteomic methods offer a more direct

Figure 18.2 Tagging strategy using click chemistry to enable chemical proteomic-based target identifi-
cation for phenotypic screening hits.
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observation of functional consequences from compound treatment. The advantage of the SILAC
method is that it provides a chemically identical internal standard for protein expression. In the
SILAC experiment, isotopically labeled arginine and lysine are added to cell culture media for
one set of cells—these amino acids are incorporated into proteins produced by the drug-treated
cells. Since tryptic digestion occurs at amino acid sequences bearing lysine or arginine, peptide
fragments will be differentially labeled for mass spectrometric detection relative to the control
cells, which are grown in media containing unlabeled amino acids. Upon completion of drug
incubation, the cells are lysed, and the heavy (drug treated) cell lysate is mixed with the light
(control treated) cell lysate. The combined cell lysates are subjected to trypsin digestion
followed by mass spectral analysis. The heavy and light peptides corresponding to a particular
protein are then quantified and compared with the ratio for other proteins, giving an indication
of differential expression modulated by the drug. By identifying proteins whose expression is
upregulated or downregulated, the pathway effects of target modulation by the drug molecule
can be better understood.

18.3 LEAD IDENTIFICATION

Once a biological hypothesis has been developed, the next step is to identify chemical leads that
will enable early medicinal chemistry efforts. In the case of target-based screens, a direct
binding or functional assay is developed that allows screening large compound collections for
leads of moderate affinity. It is essential for the medicinal chemist to understand the mechanics
of this target-based assay, including the method of detecting compounds that interact with the
target (optical, fluorescence resonance energy transfer (FRET), radioligand displacement) and
the presence of coupling enzymes that may be used to detect cofactor depletion (for instance,
luciferase, which is used to detect ATP depletion in kinase assays). Most assay artifacts are
driven by interference with these detection methods and manifest themselves when secondary
assays not designed for high throughput screening are used to validate hits.20

Of course, one also needs to recognize the inherent limitations of SAR translation from a
simplified biochemical assay relative to the complex environment of the cell. Assays configured
to detect a binding event will give no information on functional activity for hits, which could be
inhibitors/antagonists, activators/agonists, allosteric modulators or have no functional activity
whatsoever—depending on where they actually bind to the protein and how they bias its con-
formation. Also, biochemical assays do not account for cellular penetration or efflux, which will
influence the activity of hits against intracellular targets. Finally, biochemical assays may be
conducted with truncated protein targets produced for ease of expression, purification and
manipulation in the assay. Because such reagents lack large segments of the full-length protein
that may be involved in regulation of its activity, structure–activity relationships may not
translate to a native whole cell system.

Light Amino Acid
Medium

Heavy Amino Acid
Medium

Drug Treated

Lyse cells

Control

Cells lysates mixed
after incubation

Protein digested
with trypsin

Heavy Peptides

Light Peptides

Mass
Spectrometer

MS of Peptide:
Affected Protein

Heavy

Light

Figure 18.3 Schematic depicting SILAC analysis to determine the effect of drug treatment on protein
expression within cells.
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It is also important to consider the binding parameters of the target for specific cofactors or
substrates that interact with the binding site of interest, along with the intended concentration
of those reagents in the screening assay relative to their endogenous concentration in cells
relevant to the disease state. A classic example is working with ATP-competitive kinase in-
hibitors: the millimolar endogenous ATP concentration is very difficult to overcome for kinases
that have a strong affinity for ATP (Km¼ 50 mM for some kinases that operate in saturation), and
therefore a kinase assay using low ATP concentrations will be needed to detect unoptimized
inhibitors. However, one needs to bear in mind that inhibitors discovered under such con-
ditions are unlikely to show functional activity in cells, where ATP concentrations are much
higher.

In some cases, it is desirable to pursue an allosteric target modulation approach for reasons
of needing to achieve better selectivity or to work under a wide range of endogenous cofactor/
substrate concentrations. While one could take the approach of characterizing compounds for
direct binding competition, either through mechanistic enzymology or ligand displacement
assays, it is often better to design the screen properly up-front to bias detection for allosteric
inhibitors. Typically, a high concentration of substrate or cofactor is used to swamp the pro-
tein’s binding site and prevent detection of competitive binders. In other cases, the protein is
modified with a fluorescent tag that detects motion induced by the presence of an allosteric
modulator, providing definitive evidence of binding interactions outside its active site which
perturb protein conformation. Such screens have been effectively implemented for kinases, but
are undoubtedly more broadly applicable.21

The typical target-based drug discovery campaign begins with a high throughput screen of a
large compound collection—typically in the order of 1–3 million compounds. Considering the
fact that this number represents a vanishingly small percentage of the 41040 possible com-
pounds in the universe of drug-like small molecules, it is remarkable that such screening
campaigns ever produce hits.22 However, it is important to bear in mind that most corporate
compound collections represent a heavily biased area of chemical space because the com-
pounds in these collections are derived from natural product or small molecule leads that have
already been proven to interact with human targets—often with only minor structural
modifications.

The concept of diversity oriented synthesis was recently introduced to complement chemical
space associated with typical corporate small molecule collections. Diversity oriented synthesis
(DOS) emphasizes highly efficient modular coupling reactions that expand chemical diversity
on the basis of richly populated functionalized monomer collections.23,24 Compounds from
DOS libraries generally have a greater number of stereocenters and saturated heterocyclic rings
than those from corporate compound collections emphasizing aromatic heterocycle scaffolds
and therefore provide complementary chemical space for screening. Many diversity oriented
synthesis libraries emulate natural product pharmacophores—either by virtue of compounds
being derived from natural product scaffolds, incorporating natural product motifs which are
presented in novel molecular contexts or possessing richly adorned arrays of functionalized
stereocenters that better emulate natural product chemical space.25 Because these natural
product structural features evolved to interact with proteins, these libraries have produced novel
bioactive compounds against a variety of challenging targets.

While many drug discovery efforts have focused in traditional ‘‘Rule of 5’’ chemical space
(being defined by Lipinski’s Rule of 5, which focuses on matter having MWo500, clogPo5, r5
hydrogen bond donors and r10 nitrogen or oxygen atoms), there is an increasing realization
that these guidelines can be inappropriately restrictive for challenging biomolecular targets.26

Exceptions to the Lipinski rules include certain natural products like cyclosporine A, macrolide
antibiotics and the recently approved small molecules aliskiren and argatroban. While oper-
ating in this chemical space increases the risk of poor cellular permeability or excretion, it may
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be necessary for protein targets with large peptidic endogenous ligands or for modulating
protein-protein interactions. This issue has prompted a revisiting of peptide leads.

Peptide drug discovery is fraught with complications ranging from instability to gut and
serum peptidases, cellular impermeability and the difficult attainment of secondary structure
with short, linear peptides. Some of these limitations have been addressed through con-
formational constraint—either by cyclizing the peptide or introducing a short intramolecular
‘‘staple’’ that nucleates secondary structural features, such as helicity.27,28 Some of these con-
formational constraints also improve permeability, as in the example of conotoxin peptide
knots.29 Presumably this permeability improvement results from reduced molecular volume
due to the conformational constraints and masking hydrogen bond donors and acceptors
through reinforcing intramolecular hydrogen bonding interactions. While the principles for
oral peptide delivery are still elusive, these advances potentially enable injectable, topical or
inhalable peptide discovery programs for extracellular targets and establish a foundation for
further developments in peptide drug delivery.

The cost to screen an entire corporate collection is significant, with the typical high
throughput screening assay costing in excess of $1 million when accounting for assay devel-
opment time, screening expenses and depreciation of capital equipment required to screen
large libraries. As such, many drug discovery efforts substitute focused screening campaigns
using a subset of the larger collection. That subset might consist of compounds biased toward
chemical space already known to hit other members of that target family (e.g. kinase subsets or
GPCR subsets), increasing the probability of finding valid hits. This approach suffers from the
risk of limiting possible lead matter to that which is already known to hit similar targets and the
attendant concerns regarding lack of novelty and selectivity. Alternatively, a diversity subset
derived from random sampling of chemical space represented in the full library might be used
in an initial screen for lead compounds or to sample the full corporate file’s ability to produce
viable leads.

Unbiased screening methods to detect compounds that bind to a target protein without re-
gard to its functional activity can provide ultrahigh throughput screening methods at signifi-
cantly lower cost than biochemical assay screening. One example is affinity selection mass
spectrometry (ASMS – see Figure 18.4).30,31 In this technique, mass encoded libraries with very
high compression (sometimes in excess of 100 compounds per well) are used to provide sub-
strate for lead identification. The target protein is incubated with these compound mixtures,
and a rapid separation process is applied where the protein and any small molecules bound to it
are separated from nonbinding small molecules. This separation process is critical to the
success of an ASMS campaign and typically relies on centrifugal filtration through a semi-
porous membrane to elute non-binders or size exclusion chromatography. Each of these
methods has its limitations: centrifugal filtration requires multiple washes to remove non-
binders, limiting the ability to detect weak binders or compounds with low ionization efficiency
due to dilution. Size exclusion chromatography precludes detection of compounds with fast off
rates, because they dissociate from the protein before it is eluted from the column. Once the
protein complex is separated from nonbinding small molecules, it is denatured, and the
binders are detected by mass spectrometry.

Another approach for detecting binders is biophysical screening applied to fragment lib-
raries. Fragment based drug discovery has been extensively reviewed and offers several ad-
vantages to screening more fully elaborated leads (see Figure 18.5).32–36 The principal advantage
of fragment based drug discovery is better coverage of chemical space. The number of theo-
retically possible compounds increases exponentially with molecular weight—therefore, by
limiting the size of molecules in a compound collection, one can get better (although still far
from complete) coverage with a small compound collection.37 Moreover, many of these frag-
ments are commercially available or exist in well-stocked corporate collections, representing an
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easily-obtained source of chemical diversity. Fragment libraries are typically constructed with a
few key principles: (1) absence of functional groups that might react with the target protein,
(2) high solubility to enable detection at millimolar concentrations, (3) low molecular weight
(MWo250) to enable elaboration while retaining oral permeability, (4) synthetic flexibility
through incorporating functionalizable handles and (5) molecular diversity.38,39

Fragment screening is typically performed using biophysical assay techniques, such as Sat-
uration Transfer Difference NMR (STD-NMR) or Surface Plasmon Resonance (SPR), and X-ray
crystallography, although there are many variants of these techniques employed.40 The basic
principle of STD-NMR relies on energy transfer from irradiated methyl groups on the protein to
small molecules, coupled with the slower relaxation time of small molecules relative to protein
complexes. Once irradiation occurs, magnetization is transferred from the protein to the bound
small molecule ligand. If that ligand dissociates before relaxation occurs, its magnetic energy
persists for a longer time and can be detected. Surface Plasmon Resonance relies on subtle
refractive index changes that occur when a small molecule binds to an immobilized protein.
This method is often implemented in a flow based system, where compound and buffer solu-
tions are passed by the immobilized protein, producing a refractive index response that is
plotted on a sensorgram. The SPR method offers the added advantage of being able to deter-
mine binding affinity and kinetics.41 Once identified, fragment hits can be rapidly elaborated to
more potent leads through adding appendages, often guided by X-ray crystal structures of the
fragment bound to its target.

Wells contain target
protein and mass

encoded screening file. 

Size Exclusion
Column

Protein
Peak

Unbound
Compounds

Denature and send
to mass spectrometer

Mass
Spectrometer

Binders identified by
mass spectrum

Figure 18.4 Schematic representation of typical Affinity Selection Mass Spectrometry screening workflow
using size exclusion chromatography to separate protein–compound complex from non-binders.

Figure 18.5 Pictorial representation of fragment based screening and hit optimization processes to derive
lead matter from small fragment collections.
Figure adapted from reference 36.
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In silico approaches have also been used to identify lead compounds.42 To enable target based
screening methods, an X-ray crystal structure of the protein (or at a minimum, a homology
model) is required. From this structure, compounds from a virtual screening collection are
docked into the target binding site and scored based on their protein interaction energies. High
scoring compounds represent the virtual screening hit set. Alternatively, a target pharmaco-
phore is defined for the desired binding pocket, and this 3D pharmacophore is screened
computationally against 3D pharmacophores for ligands in the virtual screening collection.
Compounds that best match the target pharmacophore are then tested in biological assays for
their ability to bind and modulate the target. It is also possible to conduct a ligand based
pharmacophore screen in cases where a small molecule lead already exists for a target. Ligand
based models can be built from the endogenous ligand or substrate for the protein target, for
example, and either 2D or 3D pharmacophore searches can be subsequently conducted against
the virtual screening collection. As in the target based method, hits are subsequently confirmed
through biochemical assay prior to progression.

After identifying the chemical space serving as potential lead matter with which to start the
drug discovery program, the medicinal chemistry team must understand the intellectual
property landscape relevant to those leads. The first consideration is whether the lead com-
pounds are represented specifically or generically in issued claims within other patent appli-
cations. If that is the case, the drug discovery team must consider whether lead optimization
efforts are likely to evolve the chemical equity outside the scope of those claims—otherwise
there will be issues with freedom to operate (the ability to commercialize the drug substance
without interfering on another inventor’s patent claims). If the lead series is not specifically or
generally claimed in another patent application, then the discovery team will need to demon-
strate novelty, non-obviousness and utility of the drug substance beyond what is otherwise
known in the literature. These hurdles can generally be met through demonstrating the con-
vergence of target potency and selectivity, appropriate pharmacokinetic profile and safety of the
drug substance—each of which will be hallmarks of the lead optimization effort—due to the
challenges associated with integrating all of these favorable properties into a single compound.
For these reasons, patent attorneys should be involved once leads have been identified and lead
optimization begins to ensure that the intellectual property landscape and its implications are
understood.

18.4 LEAD VALIDATION AND OPTIMIZATION

Once lead matter has been identified, it is important to conduct validation screens that confirm
specific binding interactions to the drug target, to gauge SAR depth around the lead series, and
to characterize the chemical matter for drug-like ADME and safety properties. One of the most
basic and useful pieces of information used in lead validation is the mechanism by which the
compound modulates its target. This information not only builds confidence in lead matter
validity, but also highlights potential selectivity issues and differentiation from other lead
matter that may be known for the target. If the drug target is an enzyme, mechanistic enzym-
ology can readily determine whether the inhibitor is competitive, noncompetitive or un-
competitive with substrate or cofactor. Radioligand displacement assays can be used for
receptor-based targets to determine orthosteric or allosteric modulation mechanisms relative to
the labeled ligand probe. In the event that a radiolabeled ligand is not available, biophysical
studies can be used as a surrogate to determine competitive binding. Often STD NMR offers a
fast and reliable answer for ligands whose dissociation rate from the target is rapid. In this
experiment, either the test compound or the ligand/substrate is titrated against the other to
determine whether there is a direct effect on the STD signal, which could signal a competitive
binding event.
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The kinetic and thermodynamic parameters of compound interaction can be determined
using common biophysical techniques and provide helpful information for judging the quality
of the lead and potential PK/PD disconnects that might be seen within the series. In any of these
experiments, it is important to use high quality purified protein reagent, preferably from a
construct similar to that used for biochemical assays to ensure relevance of the results. Iso-
thermal titration calorimetry (ITC) is useful for determining the enthalpy and entropy of
binding.43 There are two principal drawbacks to this technique: first, it requires large quantities
of purified protein target; second, the energetics of protein–ligand interactions can be strongly
influenced by buffer composition and other experimental conditions. Nonetheless, there is
evidence to suggest that enthalpically dominated protein–ligand interactions are beneficial lead
quality attributes relative to entropically dominated binding energetics.44 It is also helpful to
understand binding kinetics: kon (on rate) and koff (off rate), as this information has impli-
cations for assay design and understanding potential PK/PD disconnects.45 Surface plasmon
resonance (SPR) is often used to determine binding kinetics, its only principal disadvantage
being the requirement for immobilizing the drug target on a biosensor chip. Target immobil-
ization is typically accomplished through biotinylating solvent-exposed lysines and capture on a
streptavidin sensor. The immobilized target is validated through comparing Kd values meas-
ured by SPR with those measured by solution biochemistry techniques. A final biophysical
technique that is useful for characterizing protein ligand interactions is to measure thermal
stabilization of the protein target by the test compound. Every protein target has a melting
temperature, which is the temperature at which the tertiary and secondary structure of the
protein begins to change, resulting in different optical properties that can be measured.4

Compounds having tight binding interactions with their protein target typically stabilize its
bound conformation, resulting in a higher melting temperature in thermal denaturation
studies. While this technique does not provide direct insights into binding energetics, one can
determine binding constants and validate binding interactions with relatively small amounts of
purified protein.

The ultimate biophysical technique for determining protein–ligand interactions is x-ray
crystallography. While this technique can provide high resolution atomic coordinates for dir-
ectly visualizing protein–ligand interactions, it suffers from three limitations: it requires crys-
tallized protein, which can be difficult to procure, it produces a time-averaged picture of the
protein–ligand complex, and the conformation of protein subunits can be influenced by crystal
lattice contacts. The information produced using this technique directly enables structure
based drug design and can provide some insight into regions of the protein that are very rigid
and those that are more flexible. These crude measurements of protein flexibility can be per-
formed through examining disorder that might be present in the crystal structure and noting
large temperature factors that are present in backbone carbon and nitrogen atoms. It is best to
study several crystal structures of different protein–ligand complexes to get a sense of binding
pocket flexibility. Significant changes can be seen for proteases, where the regulatory flap region
can exist in several conformations depending on properties of the bound inhibitor. Likewise,
the ATP-binding site of kinases can exist in several conformations, most notably through
movement of the regulatory DFG loop, depending on the structure of the kinase inhibitor.
Computational tools to construct 3D ligand and binding pocket pharmacophores can be
developed and used for enabling scaffold hopping and alternative lead structure searches.

Protein structures are dynamic, adopting several conformations in solution both in the apo
and bound state. Understanding protein dynamics can provide useful information for under-
standing how the target might be differentially modulated by different compounds, informs
strategies for attaining selectivity against homologous targets (by understanding differential
accessibility of the conformation competent to bind the lead) and can be used to understand
binding kinetics data.46,47 Protein dynamics can be computed using molecular force fields and
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a starting structure, typically obtained from x-ray crystallography. An NMR structure can also be
used to produce protein dynamics information through understanding the range of structures
consistent with distance restraints (produced through NOE observations) and torsional con-
straints (produced from coupling constant values). NMR structures require that all amino acid
resonances be assigned, which can be a laborious task and requires multiply labeled proteins to
be produced for NMR studies. Sometimes rich information can be obtained from a singly la-
beled amino acid, such as phenylalanine or cysteine bearing a fluoroalkyl substituent. These
techniques were recently used to characterize DFG loop dynamics in kinases and GPCR con-
formations on binding ligands with different functional properties.48,49

Another technique for studying protein dynamics is hydrogen–deuterium exchange mass
spectrometry (HDX). In this experiment, the exchange of hydrogen for deuterium on the
backbone NH groups of a protein is a probe for dynamic motion. Solvent exposed and rapidly
moving residues are more likely to exchange than residues that are conformationally con-
strained and on the interior of the protein. Purified protein is incubated with test compound in
D2O for a fixed period of time, then cooled to 4 1C and treated with acid to stop the exchange
process. Peptic digestion followed by mass spectral analysis of the peptide fragments produces a
map of exchangeable protons which can be superimposed on an x-ray crystal structure to get a
dynamic picture of the protein. This technique has been used to characterize GPCR dynamics
and the differential effect of PPAR antagonists.50,51 The advantage of HDX is its speed and the
lack of prior structural assignment as is required for NMR. However, it is a low resolution
technique that requires crystallographic information to provide maximum benefit and is also
limited by the completeness of mass spectral coverage for the protein.

18.5 IMPORTANT CONSIDERATIONS FOR OPTIMIZING POTENCY

Once valid lead matter has been identified, it needs to be optimized for potency, selectivity,
ADME properties, safety and biopharmaceutical properties. These topics will be covered in
subsequent sections. The challenge of medicinal chemistry is to optimize what are many times
interdependent properties that do not move in the same favorable direction against each of
these endpoints. As such, holistic measurements of compound quality have been introduced to
help medicinal chemists focus on achieving the most efficient target–ligand interactions. These
measurements are directed at the two most common culprits detracting from lead quality:
molecular size and lipophilicity.52 Ligand efficiency is calculated by dividing the number of non-
hydrogen atoms into the free energy of binding for the drug molecule to its target, and returns a
value of kcal/heavy atom, which provides an indicator of binding efficiency based on size.53

Medicinal chemists typically optimize for LE values of 40.3 kcal/mol/heavy atom. Lipophilic
efficiency is calculated as pKi – log D, and it has been shown that highly optimized compounds
have LipE values 45.54 LipE provides an indication of how well polar functionality on the drug
molecule complements the biomolecular target and seeks to minimize the amount of lipo-
philicity required to produce a target potency value (see Figure 18.6).

Computational tools for understanding ligand–target energetics are commonly used in
structure based drug design to optimize potency and selectivity. These techniques typically rely
on a molecular mechanics force field for speed and can be run by medicinal chemists on the
typical desktop computer. Algorithms have been developed that consider many of the crucial
free energy terms for ligand binding, including enthalpic interactions from hydrogen bonding,
ionic pairing, cation–pi interactions and van der Waals interactions, along with ligand deso-
lvation. These interactions have been reviewed extensively elsewhere, and the section below will
focus on less appreciated protein–ligand interactions.55

The role of water in the protein binding pocket has more recently become a significant design
consideration. By creating a polar dielectric environment, bound water molecules have
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important effects on intramolecular hydrogen bonds that may be crucial for stabilizing the
bound conformation of a protein. On displacing these water molecules with a ligand, these
structural hydrogen bonds (dehydrons) become further stabilized due to the resulting lower
dielectric constant of their environment, resulting in a binding energy enhancement. This
dehydron concept has been successfully applied to structure based drug design.56 Another
approach is to consider the energetics of the water molecules themselves to determine whether
they should be retained or displaced from the active site. Commercially available applications,
such as WaterMapt (Schrodinger), enable the medicinal chemist to estimate the enthalpy and
entropy of a bound water molecule.57 These applications require a high resolution crystal
structure of the protein target, and an easy measure of their accuracy is whether they predict the
presence of crystallographically detected water molecules. Waters that are energetically favor-
able with a high enthalpy of binding are generally targets for making a hydrogen bond with a
donor or acceptor on the inhibitor, as direct displacement would require a highly optimized
hydrogen bond to be made with the protein. Waters that are energetically unfavorable are
targeted for displacement by the inhibitor.

Hydrogen bonding is a major interaction in reinforcing secondary structure of biological
macromolecules such as proteins and DNA. Hydrogen bonding also contributes to the enthalpic
interactions between small molecule drugs and their biomolecular target. Hydrogen bonds
form between an electropositive hydrogen atom that is attached to a much heavier electro-
negative atom (such as nitrogen or oxygen)—denoted the hydrogen bond donor (HBD) and a
hydrogen bond acceptor (HBA), which in proteins is typically the oxygen atom of a peptide
carbonyl, or a polar amino acid side chain. Halogen atoms also have the potential to interact as
a donor group with peptide carbonyl oxygens in forming a halogen bond. This interaction is due
to a unique property of carbon–halogen bonds wherein an electropositive crown (also known
as a sigma hole) forms due to polarization of the halogen along its covalent bond. A Lewis
basic group such as oxygen, nitrogen or sulfur can interact with the sigma hole. The typical
distance for a halogen bond is ca. 3 Å between the donor and acceptor atoms, which is similar to
the distance between the heavy atoms involved in a hydrogen bond. Halogen bonds have
the potential to serve as complementary intermolecular interactions to hydrogen bonds
(see Figure 18.7). A survey of crystallographic data for structures containing both hydrogen and
halogen bonds to the same carbonyl oxygen revealed that the bond angle between the hydrogen
bond and the halogen bond is typically 881 (þ /� 141).58 Moreover, the halogen bond has an
increased propensity to lie in the plane perpendicular to the amide bond. Ab initio calculations

Figure 18.6 Plots of potency vs. calculated lipophilicity to illustrate separation of compounds based on
lipophilic efficiency (LipE) values and potency vs. number of heavy atoms to illustrate ligand
efficiency (LE) values for different series within a drug discovery project.
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suggest that halogen and hydrogen bonds are energetically independent due to the existence of
two sets of independent electronegative potentials, allowing for two sets of energetically in-
dependent electrostatic interactions. An optimum halogen bond has been calculated to be
worth ca. 3–4 kcal/mol in binding energy.

18.6 IMPORTANT CONSIDERATIONS FOR ABSORPTION, DISTRIBUTION,
METABOLISM AND EXCRETION

It is often desirable to administer drugs via the oral route either for patient convenience or out
of practical necessity (in the case of regularly administered drugs). In order to achieve successful
oral delivery of a drug, medicinal chemists must consider biopharmaceutical properties such as
solubility, dissolution rate and stability to enzymes and pH excursions in the gastrointestinal
tract as well as permeability. Aqueous solubility is influenced both by lipophilicity and solid
state energetics. Lipophilicity or hydrophobicity drives down intrinsic water solubility by def-
inition. Similarly, highly stable crystalline solids require a lot of energy to break up the crys-
talline lattice, which is required for dissolution. It is important for preclinical oral PK work to be
performed on crystalline as opposed to amorphous material because oral exposure may be
overestimated with amorphous drug substance. Therefore, chemists typically optimize com-
pounds to deliver crystalline solids with melting point between 120 1C and 225 1C and intrinsic
aqueous solubility of 4 100 mg/mL (preferably 4250 mg/mL for high dose compounds) at the
pH range relevant to absorption in the ileum and jejunum (pH 6.0–7.5). Thermodynamic
solubility measurements made under physiologically relevant conditions can then provide a
theoretical maximum absorbable dose based on the additional parameters of permeability, GI
residence times, particle size and dissolution kinetics.59

Permeability is largely influenced by ionization state and lipophilicity, and often the par-
ameters that are optimum for permeability work against those that are optimum for aqueous
solubility. The majority of drugs are absorbed through passive transcellular processes, meaning
that diffusion through the phospholipid-based cell membrane governs flux into the enterocyte.
As such, the medicinal chemist must consider: (1) the overall lipophilicity of the drug molecule,
which governs partitioning into the cell membrane, (2) the molecular size, which governs the
amount of membrane displacement that must occur for absorption, and (3) the presence of
hydrophilic functionality, which governs desolvation effects that must occur for plasma
membrane partitioning. In the late 1990’s, Lipinski and co-workers derived a simple mnemonic
for predicting the probability of oral absorption called the ‘‘Rule of 5’’, which states that oral
drugs generally have MWo500, clogPo5, no more than 5 hydrogen bond donors and no more
than 10 N or O atoms.26 One can envision how this statistically derived mnemonic overlaps with
the physicochemical principles described for permeability and biopharmaceutics; however,
several additional principles have been advanced to aid the design of orally bioavailable drugs.
Molecular size can be described as a function of both gyration radius and molecular flexibility.60

O

HN

Br

O

HN

H
N

R1

R2

O

Figure 18.7 Differences in preferred geometries for halogen bonds relative to hydrogen bonds in protein–
ligand interactions.
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These properties are not perfectly correlated with molecular weight, as certain heavy atoms have
smaller size relative to isobaric functional groups containing only C, H, N and O atoms. Add-
itionally, topological polar surface area (TPSA) is used as a complement to analyzing number of
hydrogen bond donors or acceptors, as TPSA provides the opportunity to differentiate polar
functional groups based on their exposed hydrophilic surface and hydrogen bonding potential,
which is not equal for all functional groups.60 Higher dimensional (3D) polar surface area
calculations also offer the possibility of considering intramolecular hydrogen bonds, which
mask the availability of these functional groups for solvation and reduce the desolvation penalty
for lipid membrane partitioning. Finally, sp3 atom content can influence solid state stability
and therefore aqueous solubility.61 The fraction of sp3 hybridized atoms is also important to
consider for achieving pharmacological selectivity, as protein binding pockets typically have
significant 3-dimensional character that offers an additional opportunity for engineering se-
lectivity through the appropriate introduction of chiral centers in a drug molecule. Of course,
this principle also has to be balanced with not introducing significant synthetic difficulty that
makes subsequent drug development impractical.

Medicinal chemists must also consider the ability of a drug to access its biomolecular
target within the diseased tissue. Two key parameters influencing tissue distribution are cell
permeability and binding to plasma proteins. The free drug hypothesis states that it is only
the unbound fraction of drug that is available for interaction with its target, diffusion into
tissues and clearance (see Figure 18.8).62 Albumin is the major plasma protein involved in drug
binding and has particular affinity for acidic compounds. Because it is present in high con-
centrations and possesses several drug binding sites, albumin binding typically is not saturable
at physiological drug concentrations, although this assumption should be checked by meas-
uring plasma protein binding at different concentrations representing the extremes of expected
peak to trough plasma concentration excursions. Alpha-1-acid glycoprotein is another major
plasma protein involved typically in the binding of basic drug molecules. Drugs bind differ-
entially to proteins and phospholipids within tissues as well; this phenomenon, coupled with
tissue-specific active transport, can influence concentration gradients between plasma and
certain tissues and creates the potential for tissue-based drug reservoirs at equilibrium.63

Asymmetric tissue distribution typically only has pharmacological consequences when free drug
concentrations are different in the target tissue relative to plasma (i.e. when active transport is
involved), as the absence of active transport implies that free drug concentrations in plasma and
in tissues will otherwise be equal despite differences in total drug concentrations.

One tissue where free drug distribution is typically restricted is the brain and central nervous
system components. The tight junctions within the capillary endothelial cells surrounding CNS
tissues means that drugs must enter through passive diffusion, often against a negative

Figure 18.8 Effect of protein binding equilibria on tissue distribution, target binding and clearance of
drug substances.

469The Modern Drug Discovery Process

08
:3

7:
20

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
04

56
View Online

http://dx.doi.org/10.1039/9781782621836-00456


concentration gradient created by efflux pumps, such as P-glycoprotein (Pgp) and Organic Anion
Transporters (OATP). This blood–brain-barrier creates a significant hurdle for the discovery of
drugs against CNS targets. Until recently, the physicochemical property ranges for drugs to
enable distribution into CNS tissue were thought to be limited to lipophilic compounds pref-
erentially possessing a weakly basic center. However, a systematic study of brain penetration for
compounds across a broader range of physicochemical properties resulted in the development
of in silico tools with good predictive power for CNS penetration.64 These tools are based on a
multiparameter optimization (MPO) wherein specific physicochemical properties found to be
statistically significant in driving brain penetration are given functional ranges and weighting
factors for influencing the predicted brain penetration of a compound.65,66 This tool has ex-
panded the accessible chemical space for CNS penetrant compounds to include kinase and
phosphodiesterase (PDE) inhibitors, classes of compounds for which it was once thought to be
difficult to achieve physiologically meaningful brain concentrations.

Drug distribution can be directly observed through whole body autoradiography experiments,
although their requirement of radioactively labeled drug typically means these studies are
conducted at the candidate selection stage of the drug discovery process. These studies involve
the use of whole animal radioimaging, wherein the distribution of drug as a function of time
can be directly seen at the whole organ level. Because these techniques use stable radioisotopes
(3H is common) and are non-invasive, images can be taken at several points post-dose to in-
vestigate organs where drug accumulation might be observed and to study organs involved in
clearance. Because the presence of radiolabel is not dependent on metabolic stability of the
drug molecule, observation of the radiolabel does not necessarily imply presence of the drug
itself, but possibly also of its metabolite(s). Therefore, one should assess drug levels in tissues
directly using bioanalytical mass spectrometry to confirm the presence of unchanged drug and
the possibility of metabolites also concentrating in tissues.

The human body has developed several mechanisms for eliminating xenobiotic compounds
from systemic circulation. The purpose of all metabolic clearance methods is to make the
molecule more polar so that it can be excreted, and it is common for more than one metabolite
to be produced from a given compound. Common mechanisms for metabolism include oxi-
dation reactions catalyzed by cytochrome P450 enzymes, aldehyde oxidase and flavin-dependent
monoamine oxidase. The most common drug-metabolizing cytochrome P450 enzymes include
CYP 1A1, 2C9, 2D6, 3A4 and 3A5. Each of these enzymes catalyzes aerobic oxidation of xeno-
biotics. They are NADPH dependent, possess a heme moiety that performs the oxidation
chemistry and have a defined binding pocket recognizing certain target types and function-
ality.67 In general, increasing lipophilicity will drive more rapid CYP-mediated metabolism.
Xenobiotic metabolizing CYP isoforms are predominantly found in the liver, although some
CYP isoforms are also active in lung and in the small intestine. CYP mediated metabolism is
typically measured based on compound half-life in the presence of liver microsomes containing
NADPH as a reductive cofactor. The most important technique to reduce CYP-mediated me-
tabolism is to reduce overall lipophilicity. In addition, compounds possessing acidic func-
tionality tend to be less susceptible to CYP-mediated metabolism. Blocking sites of metabolism
with a fluorine or a methyl group gives mixed results, with metabolism sometimes being shifted
to another part of the molecule. The advantage of CYP-mediated metabolism is that it can be
readily scaled from in vitro intrinsic clearance to predicted in vivo clearance by considering
physiological parameters for the species of interest. It is also possible to predict CYP-mediated
metabolism using in silico statistical models that are trained on large data sets and compare
similarity of structural and physicochemical properties for the test compound relative to nearest
neighbors in the data set to derive a predicted intrinsic clearance. Statistical models typically
return a predicted clearance value along with a confidence metric based on similarity of
compounds in the data set to the test compound. Additionally, crystal structures exist for
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various CYP isoforms, which allow one to derive structurally-based predictive tools for CYP
interactions.68

Aldehyde oxidase and xanthine oxidase are cytosolic molybdenum-containing, FAD
dependent enzymes that contribute to hepatic metabolism. These enzymes are responsible for
C–H oxidation adjacent to the nitrogen atom of six-membered heterocyclic compounds, oxi-
dation of iminium ions produced by CYP oxidation of carbon atoms adjacent to amines and
reduction of certain 5-membered heterocycles (see Figure 18.9). Unlike CYP-mediated metab-
olism, the predictive tools for AO metabolism and scaling in vitro intrinsic clearance to in vivo
clearance are less well refined because of interspecies differences in AO isoform expression and
an incomplete understanding of how these enzymes function.69 Typical strategies for avoiding
AO-mediated metabolism are to try isosteric replacements for the subject heterocycle, place
bulky substituents on or near the heterocyclic ring to discourage oxidation or to place blocking
substituents at the site of metabolism.70

Beyond oxidative metabolism, hepatocytes possess several enzymes that are responsible for
conjugative reactions such as glucuronidation and sulfation. The glucuronidation reaction is
catalyzed by UDP-glucuronidyl transferase (UGT) and attaches a molecule of glucuronic acid to
the drug substance at the anomeric center.71 Typical sites of conjugation include carboxylic
acids, phenols, alcohols and amines. Common strategies for circumventing glucuronidation
include eliminating the functional group that is conjugated, placing steric bulk proximal to the
conjugated group or placing polarity proximal to the conjugated group. The latter two strategies
are aimed at reducing enzymatic efficiency through interfering with substrate binding. Like
aldehyde oxidase, it is challenging to scale UGT-mediated clearance from in vitro clearance
assessments to in vivo clearance predictions.

Drug substances can also be excreted—either through the biliary excretion pathway, in which
case they are ultimately eliminated in feces, or through the urinary excretion route. The biliary
excretion pathway is influenced by transporters, such as ABCG2, which act on a variety of
amphipathic lipid soluble drugs, and MRP2, which acts predominantly on drug conjugates such
as glucuronides.63 An important phenomenon with hepatobiliary excretion is the potential for
enterohepatic recirculation, wherein the excreted substance is subsequently reabsorbed
through the intestine back into the systemic circulation. In some cases, this reabsorption
process requires enzymatic hydrolysis of drug conjugates, such as glucuronides, which are

Figure 18.9 Aldehyde-oxidase mediated metabolism of zebularine as an illustration of oxidation of car-
bon atoms adjacent to nitrogen in electron deficient aromatic heterocycles.
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cleaved prior to reabsorption through the gastrointestinal tract. Enterohepatic recirculation
typically manifests itself in a second hump on a plasma concentration vs. time pharmacokinetic
plot and a high volume of distribution, reflecting the residence of drug in the gastrointestinal
depot. Renal excretion involves the processes of glomerular filtration, which is a passive dif-
fusion of free drug into the tubular lumen. This process is augmented by active tubular se-
cretion in cases where the drug molecule possesses functionality that is recognized by
transporters present in the proximal renal tubule, such as MRP2, Pgp and organic cation
transporters. A subsequent reabsorption process occurs wherein unionized drug can be re-
absorbed in both the proximal and distal regions of the renal tubule. The net reabsorption of
water and electrolytes by the kidney drives a concentration gradient required for reabsorption of
xenobiotics. Therefore, renal clearance is influenced by the glomerular filtration rate (which is a
function of kidney health), affinity for renal excretion transporters and pH of the urine, which
affects the unionized fraction of drug available for reabsorption.

18.7 PK/PD RELATIONSHIPS INFLUENCING DESIGN

As compounds become better optimized for potency, selectivity and pharmacokinetics, it be-
comes important to understand the relationship between plasma drug concentrations and ef-
ficacy in vivo. This relationship between pharmacokinetics (PK: drug concentration as a
function of time post-dose) and pharmacodynamics (PD: efficacy as a function of time post
dose) has significant implications for which ADME parameters are targeted for optimization as
the lead series evolves closer to enabling drug candidate selection. While in vivo PK/PD studies
are often more intensive in terms of animals and resource investment relative to more typical
dose-titration efficacy studies, they provide much clearer guidance to the medicinal chemist as
to how half-life and clearance should be optimized. There are several instances where con-
centration-effect relationships observed in a static concentration in vitro assay do not accurately
reflect observed PK-PD relationships in vivo, and often times these situations are characterized
by kinetic parameters for drug binding and distribution. For example, in cases where target off
rate is slow relative to pharmacokinetic elimination rate, the pharmacological efficacy will
persist for longer than observed drug levels in plasma. Drugs that covalently modify their target,
such as aspirin (cyclooxygenases), selegiline (monoamine oxidase-A) and clopidogrel (P2Y12)
are examples of compounds that exhibit prolonged efficacy relative to their pharmacokinetic
half-life.72,73 This effect presents a unique benefit in that it can offset issues associated with
high clearance or short half-life of the drug in vivo.74 The construction of a PBPK (Physio-
logically Based Pharmacokinetic) model integrating target binding kinetic parameters with
pharmacokinetic variables governing the rate of compound influx and elimination from the
relevant tissue compartment can inform the relevance of optimizing for slow target offset to
overcome clearance issues.75 Conversely, delayed tissue distribution or system based properties,
such as target turnover rate, can produce an observed lag between maximal drug concentrations
in plasma and maximum pharmacological effect.76 Examples of drugs showing delayed onset of
action due to slow target binding kinetics or delayed tissue distribution include buprenorphine
and morphine.72 Receptor pharmacology can also demonstrate complexities in that responses
can be amplified depending on cellular signaling feedback mechanisms or receptor association
upon drug binding.74 Dynamic concentrations of drug can be simulated in vitro using hollow-
fiber technology.77 Here, cells to be studied are placed in a hollow fiber bordered by a semi-
permeable membrane that allows small molecules to pass but precludes exchange of proteins
and cells. The hollow fiber is placed in a media chamber, and pumps are used to administer
drug (simulating absorption) or flush the system with media (simulating clearance). Cells can
be harvested from the hollow fiber and analyzed, or the fluid within the fiber studied for

472 Chapter 18

08
:3

7:
20

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
04

56
View Online

http://dx.doi.org/10.1039/9781782621836-00456


biomarkers. Hollow fiber technology has been used to study PK/PD relationships for anti-
infectives and oncology drugs, and it should also be applicable to other disease areas.

It is often tempting to target a ‘‘no regrets’’ dose for clinical study—sustaining free drug
concentrations that represent significant multiples of the target IC50 or IC90 for the entire
dosing interval. This approach is often used where there is not sufficient confidence in existing
in vivo disease models or in disease areas where clinical failure in Phase 2 due to lack of efficacy
is a frequent occurrence. However, this strategy has some limitations: it places a significant
burden on the medicinal chemist to optimize ADME and safety beyond what would otherwise be
required and it exposes patients to unnecessarily high drug concentrations in clinical trials
where efficacy might otherwise be achieved at lower doses. Most importantly, if not informed by
diligently run PK/PD studies, it leaves the medicinal chemist in the dark about which strategy
should be used for optimizing PK/PD and biopharmaceutical properties. It is therefore im-
portant that chemists partner with biologists to understand PK/PD relationships in relevant
disease models as early as possible in a drug discovery project.

Drug discovery teams have powerful tools to measure engagement of the biomolecular target
at the tissue site of action. Positron Emission Tomography (PET) imaging provides a non-in-
vasive, medium-resolution view of target occupancy using low concentrations of a target-specific
PET radiotracer probe. Typical PET studies look for displacement of the PET probe by unlabeled
drug molecule, where quenching of the PET image signals complete target occupancy by the
unlabeled drug.78 The advantages of PET are its resolution at the tissue-structure level and the
ability to study target occupancy as a function of time in whole animals. The principal dis-
advantages of PET are its requirement for a highly potent and specific radiolabeled probe that
generally has a short radioisotope half-life (11C or 18F) and the fact that the target must be
located in solid tissue. Therefore, synthetic incorporation of the PET label typically is done as
the final or penultimate step in PET probe synthesis, which typically occurs at the imaging site
and is used within hours of preparation.

A complementary strategy to PET imaging is the use of mechanistic biomarkers to investigate
target engagement. With this strategy, examination of a biochemical pathway provides insights
into which secreted or cytosolic proteins would have altered expression as a result of a drug
modulating the desired biomolecular target. For example, inhibition of Janus Activated Kinases
(JAKs) reduces phosphorylation of STATs, downstream signaling proteins that are the imme-
diate targets of phosphorylation by JAK. By measuring the level of phosphorylated STAT proteins
in control and drug-treated cells (or tissue samples from efficacy studies), one can infer the level
of JAK signaling inhibition.79 The relationship between downstream target modulation and
disease efficacy from preclinical PK/PD studies can be correlated with clinical mechanistic PK/
PD information to set dose for longer term efficacy trials. The advantage of mechanistic bio-
marker studies is that they measure functional modulation of the target (as opposed to just
binding). Their disadvantages are the fact that one must assume biomarker modulation is an
effect of drug target engagement (as opposed to secondary pharmacology), that target engage-
ment must be measured ex vivo (requiring tissue extraction and homogenization) and that they
may not provide resolution at the tissue structure level.

The rapidly increasing power of protein mass spectrometry technology provides the oppor-
tunity to directly measure target occupancy using competitive activity based proteomic profiling
(cABPP).80 Here, animals are treated with test drug followed a few hours later by dosing with an
activity based probe incorporating a click-chemistry enabled handle for protein capture or
imaging. Tissues are harvested, cells are then lysed and analyzed through in-gel fluorescence.
Occupancy of the drug target binding site impairs labeling by the activity based probe, resulting
in a reduction in signal for that protein in the tissue from drug treated animals relative to
controls. These results can then be correlated back to the pharmacokinetic profile of the
compound to understand concentration effects on target occupancy. In order to produce a
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signal, the drug molecule needs to effectively compete with an activity based probe that co-
valently modifies the drug target. Therefore, this technique only works for tight binding drug
compounds with slow dissociation kinetics. Also, the drug target must belong to an enzyme
family for which general activity based proteomic profiling probes are available.81 Its power is in
enabling a direct examination of drug target occupancy that complements what can be achieved
with PET or mechanistic biomarker investigations.

18.8 DRUG SAFETY

The safety and tolerability profile of a drug can be one of the most challenging properties to
optimize due to the multifactoral nature of drug toxicity. The first question that must be con-
sidered is whether the underlying mechanism of drug action could cause safety problems. There
are many examples of mechanism based toxicity that have resulted in discontinuation of drug
candidates—some of the best known examples are dose limiting emesis with PDE4 inhibitors,82

musculoskeletal side effects associated with MMP inhibition83 and valvulopathies due to 5HT2B
activity.84 Drug discovery teams will typically attempt to determine mechanism-based toxicity
through genetic knockout studies. In the case of embryonic gene knockouts, results must be
interpreted with caution due to developmental compensation or toxicities. These issues can be
circumvented using conditional knockouts, where the gene of interest is rendered non-func-
tional after treating the organism with a stimulus that alters expression of the target gene.
Molecular approaches exploiting RNA interference or short hairpin RNA technology can also
provide mechanistic safety inferences, although delivery challenges make in vivo studies using
these technologies difficult. A conceptually simple approach is to test multiple series of lead
compounds in short-duration animal toxicology studies, inferring that safety issues shared
among the compounds could be mechanism based. This approach suffers from several chal-
lenges, including the need for multiple tool compounds (which likely require some degree of
pharmacology and PK optimization from screening hits), the required inference that activity
against the primary target is the only shared pharmacology contributing to observed toxicities,
and variability in dose–exposure and tissue distribution profiles between the compounds that
could influence toxicity. However, the ability to get an early view of possible chemotype and
target-based toxicities make this approach a commonly used method for assessing drug safety
early in drug discovery projects.85

In addition to primary mechanism based toxicity, chemotype factors such as promiscuous
secondary pharmacology, presence of reactive functionality, and property based toxicities such
as phospholipidosis or crystallization within tissues—either with the parent drug molecule or
its metabolites—can all result in safety or tolerability issues. As a result, medicinal chemists
have developed a number of design guidelines to avoid chemotype-based toxicity. Among the
earliest developed guidelines are structural alerts, which are chemical functionality known to be
associated with safety issues in drug molecules (see Figure 18.10).86 These structural alerts
typically have some basis in chemical reactivity of the underlying functional group (for example,
electrophiles such as epoxides, Michael acceptors and 2-fluoro pyridines) or of a likely me-
tabolite (for example, naked thiophenes, which are epoxidized by cytochrome P450, or cate-
chols, which are oxidized to quinones in vivo). Despite some of these concerns, there has been a
recent resurgence in covalent inhibitors, recognizing the prevalence of covalent target inhib-
ition mechanisms currently represented in the human pharmacopeia and the fact that many of
these structural alert guidelines are formulated around highly reactive functionality (often
generated by metabolism in the liver or other metabolically active tissue) that is not target
specific.87 As such, it is important to bear in mind that presence of a structural alert does not
guarantee a toxicity issue, but it may result in a higher likelihood of problems as the compound
is developed further. One must also consider the intended dose of the drug substance, as even
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reactive functionality can be tolerated if concentrations are low enough to be effectively handled
by endogenous detoxification mechanisms.

In recent years, guidelines for safety optimization have moved beyond functional group alerts
to include consideration of molecular properties as well. These property-based guidelines are
largely based on TPSA and lipophilicity, which can be inferred to influence metabolism, tissue
binding, phospholipidosis and secondary pharmacology. According to these guidelines, the
probability of encountering chemotype-based toxicity of any kind is lowest if clogPo3 and
TPSA475 and is highest when clogP43 and TPSAo75.88,89 These safety trends are further
magnified if a basic center is present on the molecule. Lipophilic molecules tend to have higher
target promiscuity and greater susceptibility to oxidative metabolism. Lipophilic bases are
known pharmacophores for phospholipidosis and hERG channel binding, which is associated
with cardiac arrhythmogenicity. Lipophilic compounds and their metabolites are also more
susceptible to biliary excretion and therefore have the potential to be implicated in biliary
cholestasis, leading to liver enzyme leakage and hepatotoxicity. When combined with structural
alerts, property guidelines provide significant opportunity to enrich for compounds with a safer
profile in design.

It is becoming more recognized that drug toxicity can often be described at the organelle level,
with major mechanisms of subcellular toxicity contributing to detrimental effects on cell health
at the tissue level and concomitant effects on organ damage. Mitochondrial toxicity—through
inhibiting protein synthesis, affecting integrity of mitochondrial DNA, imparting oxidative
stress or interfering with metabolism—is a common mechanism for toxicity at the sub-cellular
level.90 Various tissues have different requirements for basal mitochondrial function and re-
serve mitochondrial capacity; interfering with mitochondrial function therefore would be ex-
pected to have effects in tissues with high requirements for mitochondrial function, such as
heart and liver. The endoplasmic reticulum (ER) is another target organelle for drug toxicity; it
plays a critical role in several cell functions, such as protein folding, steroid biosynthesis,
regulating calcium storage and membrane lipid synthesis. Since the ER hosts a number of
enzymes that metabolize xenobiotics, it is a proximal target for toxic metabolites. Interference
with ER function in protein folding or calcium homeostasis triggers an ER stress response that
can either lead to cell recovery or cell death.91

The other major mechanism of drug toxicity is direct effects on DNA or chromosomal in-
tegrity. These effects are typically studied through in vitro assays designed to select for mu-
tations or observe chromosomal aberrations. Because these assays are generally conducted at
high compound concentrations (often to the limit of cytotoxicity), it is important to ensure that
the material being tested is highly pure, often with no single impurity exceeding one percent.
Genetic toxicity associated with direct DNA binding or reactivity typically manifests itself in a
positive Ames assay, as a result of inducing mutant bacteria that are capable of surviving on
special nutrient-deficient media. Chromosomal aberrations (induced by a variety of processes,
including interference with topoisomerases) are typically identified by studying effects on
replicating lymphocytes or CHO-cells and identifying extra chromosomes or chromosomal

Figure 18.10 Example of a structural alert: Anilines are oxidized by CYP enzymes to produce potentially
mutagentic aryl nitroso species and hydroxylamines.
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fragments. Direct DNA damage or clastogenic (chromosomal breakage) behavior typically re-
sults in immediate discontinuation of further development due to potential for oncogenic ef-
fects. Aneugenic behavior (alteration in the number of chromosomes) can sometimes be
addressed by determining a therapeutic window of significant multiple relative to efficacious
plasma levels.

Because of the diverse mechanisms of toxicity observed in drug substances, batteries of
in vitro safety assays can be combined with known or assumed properties of the compound to
assess the potential for toxicity issues. In one example, the combination of in vitro cytotoxicity
assays and measurements of covalent binding burden for a set of human drugs demonstrated
reasonable correlation with observations of idiosyncratic drug toxicity.92 Other groups have
combined in vitro measurements of covalent binding burden with human dose to rationalize
observations of idiosyncratic toxicity for sets of marketed drug substances.93 While none of
these methods provides perfect sensitivity or specificity, the significant downstream cost of
safety-based drug attrition requires medicinal chemists to be vigilant in minimizing potential
safety risks at the design level and understanding a compound’s potential safety risks early in
the drug discovery process.

18.9 THE PRECLINICAL STAGE: PREPARING FOR FIRST IN HUMAN STUDIES

As compounds become better optimized for target potency, selectivity, ADME properties and
safety, drug discovery efforts move toward compound selection, wherein a clinical candidate is
chosen for progression to human studies. This is a crucial stage of the drug discovery process,
because once a development candidate is selected, it is impossible to change its intrinsic
properties through further rounds of design. Attributes and issues that have been characterized
need to be managed, and those that are not already known remain only to be discovered as the
compound progresses through clinical trials. The preclinical stage also marks a dramatic in-
crease in the costs and time to characterize attributes of the compound. Toxicology studies
require large amounts of bulk drug, clinical studies require material synthesized under GMP
(Good Manufacturing Practices) conditions, clinical PK assays need to be developed under GLP
(Good Laboratory Practices) conditions, and more extensive characterization of pharmaceutical
properties occurs. The focus of the medicinal chemist turns to enabling some of these more
advanced studies—typically through revisiting the drug’s synthesis, solid state properties and
formulation options in collaboration with development chemists. This section will review the
medicinal chemist’s involvement in these areas.

None of the advanced studies mentioned above can occur without an adequate supply of
material—often requiring bulk compound on 4100 gram scale. Clinical studies will require
significantly more bulk compound depending on the projected dose and duration of therapy,
and attention will shift to preparing kilograms to metric tons of bulk as the compound advances
through the various phases of clinical testing. Because the primary objective of the discovery
synthesis is to enable rapid production of diverse analogues, it typically is not suitable for
preparing large preclinical and clinical lots. Process syntheses need to consider overall effi-
ciency of the synthetic route, measured both in yield as well as throughput for each step.
Throughput-limiting issues are addressed either through reaction optimization or identifying
different methods for effecting the same synthetic transformation. Examples of some common
throughput-limiting issues include the use of environmentally unsustainable reagents or
solvents, highly exothermic reactions, chromatographic chiral separations, high energy inter-
mediates or reagents that create process safety issues and high catalyst loading. Process
chemistry considerations, therefore, require the synthetic chemist to adopt a different per-
spective when analyzing the synthetic route and developing a strategy that offers speed, prac-
ticality, low cost and use of green (environmentally sustainable) processes to enable preparation
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of clinical bulk supplies. Ideally, some of these considerations are incorporated into synthetic
routes that evolve before the candidate selection stage such that clinical progression is not
slowed due to the need for extensive reworking of the synthetic route at this stage.

As the synthetic process is being optimized for scaling the API (active principal ingredient),
formulation work begins to assess the qualities of the drug substance itself and to develop a
drug product suitable for administration via the desired route.59 In many cases, the API is
produced as a crystalline solid, which must be characterized for stability, melting temperature
and hygroscopicity. It is rarely acceptable to progress an amorphous solid to clinical develop-
ment, because the amorphous form represents a metastable solid state that typically has higher
aqueous solubility than the crystalline form. As such, much of the oral pharmacokinetic data
generated during Phase I clinical studies would need to be re-evaluated upon identification of a
crystalline form. Crystalline solids exist as a single polymorphic form, which is defined by the
crystalline lattice that constitutes the solid form of the compound and defines its bio-
pharmaceutical properties (such as solubility and stability). Typically, polymorph switches
produce a more stable polymorphic form that is accompanied by lower solubility, which can
have adverse effects on absorption. It is therefore important that the most stable polymorphic
form be identified early in the development process. Typically, material science research groups
will screen hundreds of different crystallization conditions in an attempt to identify different
polymorphic forms of the compound. Another common technique is to triturate the crystalline
solid for extended periods of time in different solvents to see if an alternative polymorph can be
identified—its relative stability being characterized by its melting point. If the compound is
ionizable, a salt screen is typically done to ensure the most appropriate salt counterion is
selected—based on solubility, stability and hygroscopicity of the crystalline form. Robotic sys-
tems are typically used for this purpose, and the salt screen is directed by a list of pharma-
ceutically acceptable counterions.94,95

Most drugs are administered orally, and biopharmaceutical data produced during the dis-
covery phase will determine parameters such as particle size that will influence dissolution
kinetics and fraction of the dose that is absorbed. In the event that the drug product is for
parenteral administration, the IV dosage form must be considered. Many IV products are
supplied in solution or as a lyophilized powder for reconstitution. Similar solid form charac-
terization is performed for parenterally administered compounds, with the added requirement
that solution stability and solubility be significantly higher for a parenteral dosage form because
the IV drug product will exist in solution for a more extended period of time. Typical solubility
requirements for a parenteral dosage form are 41 mg/mL to keep dosage volumes low. There is
some added flexibility in adjusting the pH and storage conditions of the IV solution to optimize
these properties. In addition, IV products must be sterile-filtered, which adds complexity to the
manufacturing process.

While conventional formulations offer the most straightforward path to drug development,
several emerging technologies enable drug discovery teams to pursue compounds once thought
to be undevelopable due to suboptimal biopharmaceutical properties. Controlled release tech-
nologies enable drug compound to be released more slowly or in specific parts of the GI tract.
Controlled release formulations typically involve coating a tablet or capsule with material that
dissolves only at a specific pH or in the presence of certain localized digestive enzymes. The effect
of these formulations is to release the drug more slowly, leading to a PK profile with a blunted
Cmax and prolonged half-life, or to spare certain regions of the GI tract from drug exposure.

In cases where solubility is limited, nano-suspensions may be utilized to improve solubility
and enhance absorption. One method involves the production of SEDDS (Self Emulsifying Drug
Delivery Systems), which are used to improve the solubility of lipophilic drugs. The SEDDS
formulation consists of the drug compound, an oily excipient and a surfactant with a high
hydrophilic/lipophilic balance.96 The SEDDS formulation produces an emulsified suspension
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with particle sizes approaching 50–100 nm. The advantages of SEDDS technology include its
broad applicability, ability to formulate in both liquid and solid dosage forms (depending on
the type of excipients used) and low cost. In addition, SEDDS formulations can also provide
some protection from GI enzymes to address GI stability issues. Some of the disadvantages of
SEDDS include practical limitations on dose size (because of the requirement for excipients and
surfactants in the dosage form), variable incorporation of the drug into the lipid nanoparticle,
and more complex absorption profile involving lipoprotein formation and absorption into the
intestinal lymphatic system.96 The appearance of SEDDS formulations in marketed drug
products is still rare: cyclosporin was the first drug marketed using this technology, which
delivered improved bioavailability relative to conventional formulation.97 There is also a SEDDS
formulation of the antiviral agent Norvir. However, the majority of SEDDS formulations are
confined to drugs currently in clinical development.

One of the most important objectives of preclinical testing is to assess the safety profile of the
drug substance and determine its therapeutic index, the reversibility of any toxicology findings
and the monitorability of adverse events. This work is critical to informing whether the com-
pound can advance to clinical testing and if its safety profile is sufficiently differentiated from
other therapies that are used in clinical practice. The standard battery of assays to support
preclinical safety studies include in vitro assays for genetic toxicity, in vitro assays for cardio-
vascular safety, in vitro assays for broad secondary pharmacology screening, in vivo assays for
general organ toxicity and in vivo cardiopulmonary assays. Genetic toxicology assays were cov-
ered briefly in the lead optimization section. The preclinical genetic toxicity assays are run
under GLP conditions and are reported to regulatory authorities as part of the Investigational
New Drug (IND) application. The in vitro assay for cardiovascular safety is typically a hERG
(human Ether-à-go-go) channel patch clamp assay to determine whether the compound has
pharmacology pertinent to this ion channel. Inhibition of hERG channel function is associated
with prolongation of the QTc interval, which can lead to fatal cardiac arrhythmias. Therefore,
sufficient therapeutic margin must be established using in vitro assays and follow-up in vivo
cardiovascular safety studies to look for prolongation of the QTc interval. Several reviews have
been written on hERG channel blockage and the structural features and physicochemical
properties associated with hERG inhibition.98 Finally, broader receptor, kinase and ion channel
pharmacology screens are conducted to determine any polypharmacology associated with the
drug candidate and potential side effects that could be associated with activity against targets
having known physiological function.

The principal aim of in vivo safety studies is to determine how well the drug substance is
tolerated in vivo and whether there are any significant end-organ toxicities that could preclude
further development. These studies are initially conducted in one rodent and one non-rodent
species for two weeks duration. One of the most important activities in planning for in vivo
safety studies is to characterize the pharmacokinetics of the compound at high doses via the
clinically intended route of administration. Safety studies should target substantial multiples
(410�) of the intended clinical exposure (both Cmax and AUC) at the highest doses such that
adequate margin is given for intersubject PK variability and the potential for higher clinical
exposures than predicted from preclinical PK studies. The endpoint for these safety studies is
clinical chemistry from blood and possibly urine to look for any functional organ damage,
followed by histopathology on major organs. A reversibility arm may be included to determine
whether any safety findings are reversible upon discontinuation of drug exposure—typically this
is accomplished by having a second group of animals that receive drug for the two week period
and then are maintained for 2–4 weeks without drug exposure prior to sacrifice and analysis.
Proper attention to physicochemical properties, managing structural alerts and gaining a good
understanding of PK/PD relationships for efficacy (such that the compound does not need to be
overdosed) is critical for maximizing survival of the compound through safety studies.
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18.10 CLINICAL STUDIES—ASSESSING PK, SAFETY AND EFFICACY

The traditional route for drug development involves three phases of clinical testing. The first
phase (Phase 1) seeks to determine clinical PK and tolerability of the compound. Typically these
studies use small numbers of healthy volunteers and use simple formulations (suspension of
drug powder). Phase 1 studies begin with a single ascending dose (SAD) of compound and are
designed to test the drug through its projected efficacious dose and up to the maximum
allowable dose based on preclinical safety study results. Upon completion of the SAD arm, a
multiple ascending dose (MAD) study is used to assess the compound’s PK and tolerability
under steady state conditions. The duration of dosing is always limited by the preclinical tox-
icology study duration and margins. According to FDA and ICH guidelines, clinical studies up to
2 weeks in duration must be supported by 2 week rodent and non-rodent toxicity studies.
Clinical trials with durations between 2 weeks and 6 months must be supported by toxicity
studies in rodents and non-rodents of at least the same duration as the intended clinical trial.99

The typical output of Phase 1 studies is clinical chemistry from blood and urine samples, pa-
tient observations and PK of the drug substance and its metabolites in blood and possibly urine.
It is possible to run Phase 1 studies under different regulatory paradigms (exploratory IND or
under microdosing conditions) that offer more expedited testing with shorter duration tox-
icology studies.100 These Phase 1 protocols are typically used to quickly answer PK questions,
potentially with the objective of selecting one compound from several candidates. It is im-
portant for the drug discovery team to carefully consider the merits and issues associated with
these alternative regulatory paradigms—the speed of gaining an early answer on PK is typically
offset by the requirement to redo safety studies with longer duration and/or limitations on how
high the compound can be dosed in early clinical studies.

Following Phase 1 clinical studies, the compound is typically subjected to longer duration
preclinical toxicology studies, which follow the same principles as the initial preclinical tox-
icology studies. Durations of 30 days, 90 days and 6 months are used at different stages of
clinical testing depending on the intended duration of drug treatment for the targeted disease.
Typically therapeutic indexes drop with longer duration studies, so it is important to begin
clinical testing with compounds in which there is a high degree of confidence in safety. Phase 2
clinical testing involves actual disease patients and aims to establish efficacy of the drug and
tolerability in patients. The first stage of Phase 2 testing (Phase 2a) typically looks for some
mechanistic evidence of target modulation through biomarker evaluation. A mechanism based
biomarker and a disease based biomarker are typically used for this purpose. Provided adequate
target modulation and disease biomarker effects are produced, the compound advances to
Phase 2b testing, where some evidence of disease modification is typically sought to demon-
strate clinical proof of concept. It is at this stage that the biological mechanism is actually tested
for disease relevance. Here, it is crucial that the endpoint and controls (active or placebo) are
correctly selected, as the proof of concept decision marks a substantial inflection in resource
investment as the compound advances to Phase 3 studies.

The final stage of clinical testing for marketing authorization is the Phase 3 development
program. Here, the drug candidate is studied in a broad range of patients to establish efficacy
relative to current standard of care with sufficient statistical power to show differentiation (or
non-inferiority in the case of some medicines, such as anti-infectives, where a placebo con-
trolled trial is unethical). Phase 3 studies are designed to produce licensed indications for the
drug substance and are typically constructed to evaluate specific types of disease. The other
purpose of Phase 3 studies is to establish the safety database that will support drug registration.
This objective often requires thousands (sometimes 410 000) patients, and the cost and re-
sources involved requires high confidence in safety and efficacy prior to trial initiation. The
final safety studies (reproductive toxicity and carcinogenicity) are typically conducted late in
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Phase 2 or in Phase 3 to support registration. Following completion of Phase 3 studies, a New
Drug Application (NDA) is filed.

18.11 CONCLUSIONS

Medicinal chemistry is a unique discipline in drug discovery due to the centrality of chemistry
to the entire discovery and development pathway. Medicinal chemists are typically involved in
the hypothesis generation and modality selection stages—based on their understanding of
disease biology and druggability of different targets within the cellular system of interest. Be-
cause medicinal chemists design and prepare the actual drug substance, their understanding of
drug-like physicochemical properties, molecular interactions, organic synthesis and reactivity
of functional groups is critical to the success of the drug discovery program. In that way, me-
dicinal chemists ‘‘own’’ the compound’s properties and pharmacological properties, because
they are responsible for designing them in (or out) of the compound. A broad array of tech-
nologies has advanced rapidly over the last decade to help with this process, including a
plethora of biophysical methods to understand protein–ligand interactions, computational
tools for structure based drug design, in silico property predictions, mechanistic safety assays
and in vitro ADME assays to understand toxicity, clearance, absorption and tissue distribution.
The partnership among chemists, biologists, toxicologists and drug metabolism/disposition
scientists is crucial to defining the properties that are sought in a drug molecule and designing
the experiments to determine whether they have been attained. As the drug candidate is se-
lected and moves toward development, medicinal chemists are also involved in partnerships
with process chemists to develop scalable manufacturing processes and support clinical stud-
ies. Their knowledge of the disease area makes medicinal chemists valuable partners in de-
signing clinical trials and determining development strategy—often with an eye toward
determining what properties need to be understood early to define objectives for backup can-
didate seeking programs. Finally, medicinal chemists also play an important role in defending
intellectual property through participating in patent strategy and prosecution. The field of
medicinal chemistry continues to evolve in scope and sophistication, and the role of medicinal
chemists in drug discovery is bounded only by their creativity and interest.

HINTS AND TIPS

� Human genetic evidence is becoming more important for establishing confidence in
rationale for drug targets. Well characterized single nucleotide polymorphisms or other
mutations affecting both functional activity of a proposed drug target and incidence or
severity of a particular disease increase confidence that the pharmaceutical intervention
will be safe and effective for treating that disease.

� The ability of a biological target to be effectively modulated by small molecule drugs,
also referred to as druggability, can be assessed computationally and experimentally.
Computational approaches typically require structural information about putative
binding sites on the target and assess size, shape, hydrophobicity and other aspects of
the pocket. Experimental methods typically involve assessing hit rates with fragment
libraries or screening subsets.

� Screening strategies incorporating two or more orthogonal methods for hit validation
(for example a biochemical assay for functional activity and a biophysical assay for
binding) minimize the impact of screening artifacts that produce false hits in a single
assay.
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� Obtaining mechanistic information on how a lead compound modulates target activity
can provide useful insights into potential selectivity issues and differentiation of
chemical equity based on its molecular mode of action.

� Molecular size and lipophilicity are important properties to manage while focusing on
lead optimization. Excess molecular size and lipophilicity can erode selectivity, aqueous
solubility and metabolic stability leading to significant pharmacokinetic and safety issues.

� It is important to understand the energetics of structural water molecules in a binding
site when considering how to optimize a lead for potency. Computational tools such as
WaterMapt can inform whether it is better to displace a water molecule or make a
hydrogen bond to it based on its binding thermodynamics.

� An optimal halogen bond has been calculated to be worth ca. 3–4 kcal/mol in binding
energy.

� It is important for preclinical oral PK work to be performed on crystalline as opposed to
amorphous material because oral exposure may be overestimated with amorphous drug
substance due to its increased solubility. However, drugs are rarely developed as
amorphous solids due to the inherent instability of the amorphous state.

� Chemists typically optimize compounds to deliver crystalline solids with melting point
between 120 1C and 225 1C and intrinsic aqueous solubility of 4100 mg/mL (preferably
4250 mg/mL for high dose compounds) at the pH range relevant to absorption in the
ileum and jejunum (pH 6.0–7.5).

� For most drugs, only the unbound fraction (that which is not bound to plasma proteins)
is available for interaction with its biological target or for metabolism. Since these two
parameters produce opposite effects on dose, medicinal chemists should focus on re-
ducing unbound clearance and improving intrinsic potency to lower the projected
therapeutic dose. Plasma protein binding in itself is typically not a productive parameter
to influence for lowering dose.

� The most important technique to reduce CYP-mediated metabolism is to reduce overall
lipophilicity. Compounds with acidic functionality typically tend to have lower CYP-
mediated metabolism.

� Blocking sites of metabolism with a fluorine or a methyl group gives mixed results, with
metabolism sometimes being shifted to another part of the molecule.

� Crystal structures exist for various CYP isoforms, which allow one to derive structurally-
based predictive tools for CYP interactions.

� Common strategies for circumventing glucuronidation include eliminating the func-
tional group that is conjugated, placing steric bulk proximal to the conjugated group or
placing polarity proximal to the conjugated group.

� When considering molecular properties, the probability of encountering chemotype-
based toxicity of any kind is lowest if clogPo3 and TPSA475 and is highest when
clogP43 and TPSAo75.

� As a more stable polymorphic form of a drug substance is usually accompanied by lower
solubility, which can have adverse effects on absorption, it is important that the most
stable polymorphic form be identified early in the development process.
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CHAPTER 19

Target Validation for Medicinal Chemists

PAUL BESWICK*a AND KEITH BOWERSb

a Translational Drug Discovery Group, University of Sussex, Brighton, East Sussex, BN1 9QJ, UK
b Biopta Ltd., Weipers Centre, Garscube Estate, Bearsden Road, Glasgow, G61 1QH, UK
*E-mail: p.beswick@sussex.ac.uk

19.1 INTRODUCTION

Target Validation is a frequently used term in the arena of drug discovery and to different people
it can mean very different things. An individual scientist’s definition of the term often depends
on their area of speciality and where their work is focussed along the drug discovery process.
There are those who believe that target validation is the initial step in drug discovery and is the
process of associating a gene with a disease.1 In contrast there are scientists who believe that a
target is only truly validated when modulation has been demonstrated to show clinical efficacy.2

These are just two extreme definitions, both at key stages of the drug discovery process; early
target identification and clinical proof of concept (PoC). In this chapter target validation will be
reviewed in the context of the path between target identification and PoC. It will be demon-
strated that target validation is a stepwise, often pragmatic process, which aims to configure
experiments with the tools and resources available but one that also recognises the need to have
a clear view of the ultimate goal of a robust PoC study.

Improved target identification, selection and validation are essential for the success of future
drug discovery. There are many published case histories describing successful preclinical target
validation studies which have correctly identified high value targets and modulation of which
has delivered drugs. However, there are a disturbing number of cases where clinical modulation
of the target has failed to produce a significant effect, despite a large volume of highly en-
couraging preclinical validation data. One such example is the case of selective antagonists of
the substance P receptor NK1.3 In the case of this target a comprehensive and highly convincing
preclinical data package was generated suggesting a high chance of clinical success. The bio-
logical mechanism lay at the centre of what was believed to be a key pain signalling pathway.
Highly potent, selective, brain penetrant molecules were produced which showed excellent
pharmacokinetics and efficacy in a range of preclinical models.4 In clinical studies compounds
also demonstrated excellent pharmacokinetics and brain penetration, and achieved a high level
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of receptor occupancy.5 They failed, however, to demonstrate any significant analgesic efficacy
in numerous clinical trials.6,7

An unequivocal explanation for the failure of NK-1 antagonists in clinical pain studies still
remains elusive and is the subject of recent publications.8,9 This story illustrates that despite
having a large volume of supportive data, true target validation can only be achieved in patients.

The issue of attrition in clinical PoC studies was first highlighted nearly 10 years ago10 and a
recent survey suggested that the situation is actually getting worse rather than better11 with an
increasing number of new entities failing to demonstrate efficacy in proof of concept studies. It
is therefore imperative that the drug discovery community improves its target selection process
and identifies methodologies which more confidently predict clinical efficacy. Target validation
is central here, and therefore is one of the most important aspects of modern drug discovery.
Fortunately in recent years, due to a combination of scientific advances and retrospective
analyses, new target validation tools have become available and improved strategies have been
proposed, thus suggesting that there is a significant chance that the current high rate of late
stage clinical attrition will reduce in the coming years.

The topic of target validation has been thoroughly reviewed, and there are many excellent
articles available.12,13 This chapter will aim to build on the content of these reviews and provide
a contemporary and instructive summary of target validation practices.

19.2 TARGET VALIDATION—DEFINITION AND CONTEXT

Before describing techniques employed by the biologist to support target validation it is worth
defining the term, and then to convey the information which techniques provide with regard to
these definitions, within the context of the drug discovery process. The majority of this chapter
will focus on target based drug discovery, which is the process currently adopted by the majority
of drug discovery groups and involves the initial identification of a gene or protein target and its
association with a disease. Target validation is defined as the process of gathering evidence to
provide confidence that modulation of a target has the potential to treat a disease. Target
identification is the initial stage of this process, providing evidence linking a drug target to a
disease. Frequently, target identification utilises an in silico approach performed by bioinfo-
maticians, scientists skilled at extracting relevant data from large databases of gene expression
information and the scientific literature.

For the purpose of this chapter a target is defined as a protein that is linked to a biological
process, which is a key driver of a disease/pathophysiological state. The premise is that altering
the function of the protein (be it stimulation or inhibition, a receptor, enzyme, transporter) will
have a positive effect on the pathology associated with a disease.

Following target identification, workers seek tools to facilitate the process of early target
validation in vitro. Typically tools are small molecules which modulate the target—either to
inhibit target activity where over activity or expression is associated with the disease phenotype,
or stimulate it where the converse is true. More recently alternative tools have been considered
and include peptides, siRNA, oligonucleotides and antibodies. The preferred tool once identi-
fied will be used to investigate the effect of target modulation initially in in vitro assays, typically
using cells which express the target and can be either recombinant systems, native cells or
diseased tissue. Observation that the tool is able to elicit the desired response is considered by
many groups to be evidence of early target validation and the data used to support further work.

The reader may be familiar with the generic stages of the drug discovery and development
process which is depicted in Figure 19.1.

It represents, simplistically, a sequence of events starting with target identification, through a
set of compound identification processes (high throughput screening, lead optimisation) to early
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toxicological testing and then into clinical testing. Progression through the stages represents an
increase in confidence, and therefore commitment, to the project in terms of resources; each stage
getting closer to producing a molecule fit for clinical testing and potentially a medicine. Target
validation is a concept that usually develops over the lifetime of a project. To ‘validate’ a target
then represents the confidence sought, necessary to progress the project through these phases.

The level of target validation required before committing to a hit finding campaign is fre-
quently less than that required to commit to a clinical trial. Moving from the beginning of the
process to the end sees a growing level of target validation data.

This increase in data collection mirrors the progress in the ultimate aim of the project, to
produce a drug. Thus, a clearer depiction of the overall drug discovery process is that depicted
in Figure 19.2.

19.3 KEY QUESTIONS ASKED IN TARGET VALIDATION AND TECHNIQUES
EMPLOYED

Examples of experiments that populate the lower section of Figure 19.2 can be split into themes,
which answer the following key questions:

Is the target, or are its ligands, physically present in the disease tissue of interest?

� Gene expression analysis (GEA) shows DNA/RNA levels present and potential correlation
with disease progression.

� Antibodies with immunohistochemistry show target associated with pathological features
of disease (target on the cell types at the site of disease).

Is the target linked functionally to a biological process that is implicated in the disease and
does modulation of the target have the desired effect on that biological process? Examples from
a variety of disease settings include:

� Target causes bronchoconstriction in human airways for asthma.
� Target drives cell proliferation for cancer.
� Target drives cell chemotaxis of white blood cells for inflammatory diseases.

Figure 19.1 Depiction of the stages of typical drug screening program from target identification to
clinical trials.

Figure 19.2 Target validation experiments and drug screening programs are often run as parallel but
overlapping activities.
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Use of compounds blocks these functions—particularly important if the target is ‘activated’
by non-selective agonists. For example interleukin-8 (IL-8) will cause chemotaxis by activating
both CXCR1 and CXCR2 receptors. A selective antagonist would be required to show which one
of these receptors (targets) is important for a particular cell type.

Other tools to inhibit the target mechanism such as siRNA or oligonucleotides—particularly
useful for early targets where no suitable small molecules are available.

Does modulation of that biological process alter the disease/pathophysiological process?
These experiments are designed to determine if target modulation can in turn modulate a

mechanism linked to a disease process, and determine if target modulation can potentially
modulate the disease pathology. Importantly they attempt to reproduce the complexity of the
biological processes involved and can, for example, demonstrate if other mechanisms are in-
volved which can compensate for a specific intervention. Thus for some targets no net effect is
observed in these more challenging assays. The assays include human tissue assays, in vivo
animal models and early clinical tests.

� Human tissue assays in vitro—examples are chosen from inflammatory diseases:
J Sputum from asthmatic patients causes chemotaxis of neutrophils in vitro and can be

inhibited by selective modulators of a number of targets which show efficacy in treating
asthma. Despite the myriad of proteins in asthmatic sputum clinically efficacious, target
specific ligands block this effect.

J Skin biopsies for psoriatic patients release protein factors into culture media. This
‘conditioned media’ with its complex, disease-relevant protein mix causes effects in a
secondary bioassay (T-cell chemotaxis maybe) that is inhibited by target specific inter-
vention and has proved to be predictive of clinical efficacy.

� In Vivo Models
A number of in vivo model types are employed in target validation studies. When con-
sidering animal models it is important to highlight that those which accurately represent
human disease are very powerful assets in target validation, however many are not pre-
dictive of the human situation and it is therefore equally important to validate the model
before drawing solid conclusions from the data generated. Predictive models can also serve
as pharmacodynamic models useful in selecting optimal compounds for further evalu-
ation, and for predicting clinically effective doses. Animal models commonly used in target
validation exercises can be divided into three categories summarised below:
J Animal models that reproduce a biological process believed to be relevant in a particular

disease. For example tracheal instilled lipolysaccharide (LPS) induced neutrophilia as a
model of neutrophil inflammation in the lung.

J Animal models that represent the disease/pathophysiologic process more closely;
sometimes called tertiary models or disease models. The term disease model is
controversial as it implies that a disease can be replicated in an animal, which is
not the case, however these models still represent systems with complex biological
disease-like processes that represent to a greater or lesser degree a process that occurs
in clinical disease states. For example collagen-induced arthritis (CIA) in the mouse is a
model of T-cell mediated inflammation in the joint; a standard model in which to test
potential drugs for the treatment of rheumatoid arthritis, which modulate T-cell
pathways.

J Models using knock out (KO) mice, where the target is removed through genetic ma-
nipulation rather than by pharmacological intervention. These models have proved
particularly useful in early target validation studies, where no tool compounds exist,
and allow workers to observe the phenotype of mice lacking the relevant target gene.
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Data from the general phenotype of the KO are useful in determining if there are any
safety related issues with inhibiting a particular target. Additionally, if these mice are
treated with agents which induce disease pathology, and exhibit a reduced response this
would suggest that target modulation has the potential to modify disease phenotype. In
recent years workers have realised that data from such studies is not always accurate,
hence it is important to perform additional validation studies to give further
confidence.

� Clinical outcomes and regulatory biomarkers
J The ultimate test of target validation is through clinical testing. This is worthy of

mention but beyond the scope of this chapter

There is an increasing level of complexity in each of the assay systems as a project progresses
down the above lists as depicted in Figure 19.3.

19.4 EXAMPLES OF TARGET VALIDATION STUDIES AND DATA INTERPRETATION

As the complexity increases it becomes increasingly demanding to link the end point meas-
urement of an assay to the particular target mechanism. This is of high importance as for most
biological processes there are multiple mechanisms which mediate the same response. For
example, consider the potential of inhibiting the enzyme caspase 1 to treat an inflammatory
disease such as rheumatoid arthritis. Caspase 1 was initially identified as a key enzyme involved
in the production of the inflammatory cytokine interleukin 1b (IL1b) by human monocytes. IL1b
in turn was implicated as a mediator in the pathology and progression of rheumatoid arthritis.
However other proteins also control production of this cytokine and additionally there are other
mediators of the disease pathology. Thus there are a number of key questions that need to be
addressed, most importantly does reducing IL1b production have a positive effect on disease
pathology and does inhibition of caspase 1 produce a reduction of IL1b sufficient to offer a
potential treatment.

The first stage in the target validation process was to demonstrate that inhibiting caspase 1
blocked the production of IL1b by activated monocytes (the biological process believed
relevant to the disease), the second stage of the process was to show that a tool inhibitor
was effective at reversing inflammatory response and associated pathology in an animal model,
and that this reversal corresponded to a reduction in IL1b levels in vivo (a model of
disease pathology). The final and ultimate stage of target validation was to demonstrate efficacy
in patients with rheumatoid arthritis and that this efficacy was associated with a reduction of
IL1b levels (clinical outcome). In this abbreviated example at each stage the mechanism has
been demonstrated to be directly linked to responses observed and illustrates the need to
carefully plan experiments which determine the potential role of a target in a disease at each
stage.

Figure 19.3 The increase in confidence of a target is gained by investigations using increasing complex
models systems.
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Viewing target validation in this progressive manner with an emphasis on increasing com-
plexity reveals a number of important facets about how data should be interpreted at each stage.
Pragmatically it divides target validation into manageable units that parallel the resource and
practical commitment that is justified by the other aims of the project, notably compound
quality. In the above description a distinction has been made between biological process, dis-
ease/pathophysiological processes and clinical outcomes. The following example illustrates the
distinction in more detail, keywords being highlighted in bold.

For the treatment of COPD the biomarker of clinical outcome is the measurement of ‘force
expiratory volume 1 second (FEV1)’; defined by regulators and known to be directly linked to the
breathing capabilities of the patient. The complex disease processes underlying the decline in
FEV1 that occurs as COPD progresses are not fully understood and remain the focus of much
current research. One hypothesis is that inhibiting connective tissue breakdown, for example, is
a disease/pathophysiological process that should be targeted. At the cellular level neutrophils
can be postulated as a key cell type which produce the enzymes that cause this breakdown and
hence migration (chemotaxis) of neutrophils would be the biological process one may want to
block. The target would then be the protein entity that drives chemotaxis of neutrophils. There
are many to choose from. The key points are summarised in Figure 19.4.

Thinking this way helps in the design of key target validation experiments within the project
context.

Considering one of the potential targets highlighted, the chemokine receptor CXCR2, (which
regulates production of the inflammatory cytokine interleukin-8 (IL8)); a key early target val-
idation experiment would be to block CXCR2 activity and, if IL8-induced chemotaxis is in-
hibited, this demonstrates that the CXCR2 receptor can mediate neutrophil chemotaxis. This is
far from definitive target validation, but provides encouragement for further studies. More
complex models for blocking CXCR2 mediated neutrophil migration into a lung and then
measuring the effect of tissue breakdown would be required for the next stages of validation,
such as an in vivo model of LPS-induced lung injury.14 A positive readout in this model would
then provide further confidence in the role of CXCR2 for lung disease.

However it is known that other disease processes (and targets) exist that can drive the
pathophysiology of COPD, such as mucus production, and this raises another potential role of
target validation studies—to choose the preferred mechanism when there are several implicated
in disease pathology. In this case an alternative target validation pathway to discover treatments
for to treat COPD could be that as depicted in Figure 19.5.

In such a situation it is important to plan key experiments which are able to closely reproduce
the role of a target in a disease and ideally quantify its contribution relative to others under
consideration, thus allowing a data driven selection of the optimal target. The nature of these
experiments is beyond the scope of this chapter but it is worth highlighting this extension of
target validation to inform target selection decisions.

Figure 19.4 Separating the biology of a disease into levels of complexity.
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19.5 WIDER CONSIDERATION OF A TARGET—MODE OF MODULATION

So far only the basic definition of a target has been considered; that of a novel protein playing a
pivotal role in a disease.

In addition to there being a variety of different classes of biological target currently available
there are multiple modes of action with which a particular ligand can modulate the target. For
example in the case of antagonists of G protein-coupled receptors it is possible to inhibit re-
ceptor function in a variety of modes which include competitive inhibition, non-competitive
inhibition and allosteric modulation among others. The mode of modulation may affect the
pharmacology in terms of magnitude, duration and selectivity of the pharmacological response.
Therefore it is critical that the optimal mode of modulation is understood as part of any target
validation study. If this is not the case then there is a significant chance that an incorrect de-
cision will be made regarding the role of the target in the disease. This is well illustrated by the
detailed mechanism of actions studies performed to understand the optimal profile for an
inhibitor of the glycine transporter GlyT1 which have recently led to a successful positive PoC
and a potential breakthrough in the treatment of schizophrenia.15

In the voltage gated ion channel field mode of action is highly important in achieving a suf-
ficient window between efficacy and target related side effects. Use-dependent sodium channel
blocker anti-convulsants such as lamotrigine are safe and effective because they have a signifi-
cantly greater affinity for the inactivated state of the channel over the open/closed states thus
allowing selective inhibition of hyperactive neurons over normally functioning cells in conditions
such as epilepsy.16 Given the key role that sodium channels play in many physiological processes,
tonic inhibition would not have been an acceptable mechanism to achieve an adequate safety
profile. The majority of sodium channel blockers in clinical use today were discovered by
phenotypic in vivo screening, thereby effectively ‘bypassing’ detailed in vitro mechanistic studies.
Such an approach is not acceptable in modern drug discovery and therefore it is important to
determine the most appropriate mechanism both for efficacy and safety at an early stage.

The example of N-type calcium channel blockers described in Section 19.6 is interesting as
the inhibitor ziconotide, currently on the market, is a tonic blocker which completely inhibits N-
type channel function and therefore has to be administered by injection directly into the spine
to avoid adverse cardiovascular effects due to inhibition of peripheral N-type calcium channels.
Use-dependent inhibitors are currently in clinical evaluation which only inhibit spinal neurons
firing at high frequency associated with aberrant pain signalling and can be safely administered
orally. Workers from Abbott have recently published their target validation work which ad-
dresses the key question as to the potential for analgesic efficacy with a use dependent in-
hibitor.17 In this study they were able to show that their use-dependent inhibitor is able to
inhibit neurotransmitter release from stimulated spinal neurons at predicted therapeutic
concentrations in a similar manner to ziconotide, thus giving confidence that modulating the
channel in a different manner will retain efficacy.

Figure 19.5 Any disease will have a number of processes and possible clinical outcomes that can be
targeted.
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The understandings of G-protein receptor interactions have evolved in the past 10 years to
embrace the concept of ligand bias. It is now accepted that G-protein receptors are coupled to
multiple intracellular pathways; G-proteins (Gs, Gi) and beta arrestin as examples. Individual
molecules can interact with the receptor protein to stabilise a plethora of conformation states
that signal through intracellular pathways to different degrees. This now allows the differen-
tiation of molecules based upon their ability to stimulate or inhibit one pathway and not an-
other. This is being exploited to change the potential safety profile of a compound (or
compound class) even though the physical target protein is common. Again, a target validation
approach of the correct balance of properties is required to be confident that the molecule will
be a successful drug. Building on this complexity is the concept of receptor dimerisation; the
ability for individually defined receptors to bind together in complexes and, importantly,
change the pharmacology of the new entity. Although not a new concept in the realms of in vitro
cell biology with over expressing systems, new evidence is suggesting that this is a physiologic
and pathophysiologic relevant phenomenon.18

Using the examples above, integrated with the more traditional view of target validation re-
veals the need to see validation of a target in all its guises; from relevance of biological target,
how that target is influenced by a molecule (mode of action) and its impact on the biology, how
the target behaves in its native environment and the impact of any dual approaches.

19.6 TOOLS USED IN FUNCTIONAL TARGET VALIDATION

As described in the previous section an early component of current target validation practice is
to identify a molecular tool which modulates the protein target in the desired mode. Most
commonly these tools are small molecules. It is imperative that these tools are of high quality so
that the data generated gives sufficient confidence to make decisions about the target. Un-
fortunately the literature is full of studies which have been performed with inadequate tools and
the conclusions drawn are not valid. It is perhaps surprising that this issue was only recently
addressed in detail.19 The author highlights that until 2010 there was no general consensus
as to the requisite properties for a tool compound (or chemical probe as he refers to them) and
that much of the published target validation data uses poor quality molecules and the con-
clusions that are proposed are incorrect. He illustrates this with the example of staurosporine.
There are over 8000 publications of studies with this molecule and a significant number draw
conclusions about specific kinases which are not valid, as staurosporine is a highly pro-
miscuous inhibitor.

In his paper Frye19 then proposes a series of generic criteria that a tool compound should
possess in order to generate meaningful data including adequate potency, selectivity, cell per-
meability, physicochemical properties and to be freely available to the scientific community. It
is important to consider the whole profile and not be seduced by potency alone as a highly
potent ligand for an intracellular target has little value if it is not cell permeable or precipitates
from the assay buffer due to poor solubility. The five key attributes and associated properties
that a tool molecule should possess proposed by Frye are as follows.

1. Molecular profiling. A quality chemical probe has sufficient potency in vitro and selectivity
data to confidently associate its profile in vitro to its cellular or in vivo profile.

2. Mechanism of action. A quality chemical probe has sufficient mechanistic data versus its
intended molecular target to enable interpretation of its qualitative and quantitative effect
(dose dependency) on a target-dependent action in either a cell-based assay or a cell-free
assay that recapitulates a physiologic function of the target.

3. Identification of the active species. A quality chemical probe has sufficient chemical and
physical property data to permit utilisation in in vitro (here defined as biochemical) and
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cell-based assays with interpretations of results attributed to its intact structure or a well-
characterised derivative.

4. Proven utility as a probe. A quality chemical probe has sufficient cellular activity data to
confidently address at least one hypothesis about the role of the molecular target in a
cell’s response to its environment.

5. Availability. A quality chemical probe is readily available to the academic community with
no restrictions on use

Interestingly, and perhaps importantly, Frye does not attempt to propose numerical values for
these criteria as they may well be target dependent. These rules provide an excellent guide for
the identification of a tool compound. This paper has been cited many times since its publi-
cation and subsequent authors have suggested further developments.20,21

At the point a new target of interest is identified it is highly unlikely that tool compounds
fitting the criteria previously discussed will exist, therefore rather than using a suboptimal
compound and potentially generating equivocal data it is now increasingly common to seek
a non-small molecule tool. Examples of tools that have been used in recent studies
include peptides,22 siRNA,23 oligonucleotides24 and antibodies.25 One clear limitation with all
of these alternatives is poor cell penetration but recent advances have enabled intracellular
delivery in some cases;22 however, for extracellular targets they represent an excellent
alternative.

Peptides have enjoyed a resurgence of interest in recent years, largely due to the development
of new technologies to allow their production. Peptides offer the advantage of high potency and
selectivity and despite advances in technology they are best suited to extracellular targets. An
excellent example of the use of a peptide to validate a target is in the discovery of the analgesic
ziconotide which is a selective inhibitor of the N-type calcium channel (Cav2.2).26 o-Conotoxin
MVIIA is a naturally occurring peptide isolated from a marine snail and is a highly potent and
selective blocker of the N-type calcium channel. It was used to demonstrate that the channel
inhibition in isolated neurones inhibited firing of sensory neurones and when tested showed
efficacy in vivo in a range of pain models. Subsequently a closely related analogue entered
clinical evaluation where it demonstrated excellent analgesic efficacy and was eventually
launched onto the market as ziconotide.

This is an extreme example but illustrates the power of peptides in target validation (http://
www.youtube.com/watch?v¼N8IRlBig8zY).

RNA interference (RNAi), also called post transcriptional gene silencing (PTGS), is a biological
process in which RNA molecules inhibit gene expression, typically by causing the destruction of
specific mRNA molecules.23,27 This area has been extensively described in the molecular biology
chapter and therefore an extensive definition will not be repeated in this chapter. It is however
worth highlighting the fact that this technology offers a highly selective method of modulating
gene expression and therefore enables scientists to study the effect that the expression (or
deletion) of a gene has on the phenotype of a cell, thereby allowing an insight into the influence
of a single gene on a phenotype and therefore confidence in the role of the target gene in a
disease setting.28

When using siRNA and indeed interventions where the target protein is removed (e.g. KO
mice) it should be appreciated that pharmacological intervention is not the same as removing
the protein for a number of reasons. Proteins can have multiple functions, for example both as
enzymes and scaffold proteins. A pharmacological inhibitor may remove only one of these ef-
fects and leave the other, a case not mimicked by siRNA or KO cells. Additionally there are cases
where receptors have multiple functions, ligands only modulate specific functions and not
others; again not a subtlety that can be mimicked by protein removal. These scenarios should
be considered when attempting to translate results to clinical efficacy.
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Another powerful use of this technique is in target identification, and one area where this is
of particular value is in phenotypic screening which is discussed in the following section.
Phenotypic screening involves testing compounds for their ability to affect a particular bio-
logical response without prior knowledge of the target. Once active molecules are identified
then it is important to identify their mechanism of action. Comparing the phenotypic response
of an active compound with the effects of RNAi can be a very effective method of identifying
targets.

Antibodies have been described in detail in the chapter Molecular Biology chapter but it is
worth highlighting here that they have proved particularly useful in target validation studies with
more complex protein targets such as ion channels and G protein-coupled receptors (GPCRs).
These are often highly complex proteins and are composed of multiple distinct subunits. Par-
ticularly in the case of ion channels which frequently exist as multisubunit, heteromeric proteins,
and the subunit composition can vary depending on the tissue. It is extremely important to know
the exact nature of the channel which is involved in the disease process of interest and to de-
termine if a particular subunit (in certain cases) is to be targeted for optimal efficacy and safety.
An excellent example of this was described by Rhodes et al.29 in their work on voltage-gated
potassium channels in the CNS They were able to use antibodies to demonstrate that targeting the
b sub-unit of the Kv1.4 channel would be an optimal strategy for identification of a safe effi-
cacious epilepsy treatment. Their validation data was subsequently confirmed by the identifi-
cation of selective compounds which demonstrated an excellent preclinical profile in vivo.

19.7 EXPERIMENTS COMMONLY CONDUCTED FOR TARGET VALIDATION

Building on the methodologies described in Section 19.3 this section explores the benefits and
limitations that should be considered at each stage.

19.7.1 Presence of Target and/or Target Pathway

Target expression in the form of its gene expression or mRNA levels are an early indication of
target association with disease, particularly if analysed with regard to disease tissue vs. normal
healthy control or further, correlating with degrees of pathologic progression. Methodology for
this is covered in the molecular biology chapter (Chapter 9) as are other benefits to these
techniques. Points of caution are that gene expression changes are not associated with all
disease pathologies. So care should be taken not to conclude negatively if no changes are seen.
Similarly, when performing Gene Expression Analysis (GEA) on disease tissue, samples taken
from a disease biopsy contain a mixed population of cells. A false positive for target gene ex-
pression being elevated can exist if the population of cells simply changes; infiltration of white
blood cells in an inflamed biopsy for example. The mRNA expression thus becomes a marker for
cell diversity rather than innate increased expression in one particular cell type. This focus on
genetic studies to support the concept of patient stratification leading to personalised medicine
should not be lost on the target validation biologist. Understanding patient variation in disease
phenotypes is a key part of that disease understanding that allows the correct pathway to be
mapped from cellular systems to complex models. Measurement of target protein or indeed the
modulators of the target (agonist levels to support the role of a target receptor) are valuable
supporting evidence for a targets role. Processing of tissue (disease tissue ideally) to reveal
protein levels with either antibody blotting on gels (Western blotting) is one approach. Antibody
staining for a target on histology slices from disease tissue (Immunohistochemistry) is arguably
a step further in target validation as it associates the target with particular cells and areas
of pathology. Staining for multiple proteins and cellular substructures provides information on
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co-localisation; studies designed to support the linkage of the target to known cellular/bio-
logical processes and diseases processes. Imaging techniques are suitably advanced to allow
quantification of the images from these studies. However, advances in technology are yet to
supplant the eyes of an experienced pathologist for the interpretation of sections from disease;
bringing clinical experience to early target validation.

The application of the technologies described above (and those under functional studies
below) additionally has powerful utility in the understanding of the disease processes in animal
model studies.

19.7.2 In Vitro Functional Models for Target Validation

Performing studies in vitro has great advantages in that they can be configured and manipulated
to answer specific questions about a target. They allow the researcher to have a greater control
over the environment of the system, and tool compounds can be more easily applied and have
less stringent criteria than those used for testing in vivo. There are a myriad of assays that can be
run in vitro for any particular target. It is important to determine the most appropriate assay to
perform to answer a particular target validation question. Thinking in the terms introduced
above, target, biological process, disease process and clinical outcome, can help. Assays should
generate supporting data to link the target to the biological process, then the target and bio-
logical process to the disease process. There are then two aspects to testing in vitro; choice of
functional readouts and the types of tissue used. The optimal functional measurement in terms
of target validation is that which most accurately substantiates the role of the putative target in
the disease. This is often distinct from assays used to routinely screen compounds. Measure-
ment of intracellular calcium or cAMP are standard assays for the screening of compounds but
only a very specific target validation question can be answered with this technology. For ex-
ample, they can be very useful bioassays to show that bioactive material relating to a target is
present in diseases supernatants i.e. linkage of the target to the disease. Measures that have a
more disease relevant endpoint are most appropriate to address target validation issues: e.g. for
cancer targets, cell proliferation for tumour growth or endothelial cell tube formation for
angiogenesis (formation of new blood vessels).

In terms of choice of tissue, where possible human tissue is preferred; from single cells, cell
suspension through to tissue slices and organ biopsy sized pieces in culture. The choice is
driven by the particular disease setting and the degree of complexity required validating your
target. Cell systems that have had targets cloned into them are by definition artificial and only
have utility in target validation for answering very specific questions about mode of action of a
compound. Fresh, intact, functional human tissue assays aim to bridge the gap between cell-
based studies in vitro, animal studies in vivo and clinical trials. Such tissues offer advantages
over simpler cell-based models, avoid species differences and have the potential to reflect the
diverse patient population. For example, they maintain important cell-to-cell relationships in a
3-D structure which many single cell-based assays lose. There is currently a large focus on al-
ternative methods for providing complex organ-like assays, using cell-lines and stem cells to
reconstruct miniaturised organs—termed organs on a chip. The reader is referred to the
‘Organs on Chips’ themed section at RSC Publishing (http://pubs.rsc.org/en/journals/article-
collectionlanding?sercode¼ib&themeid¼7bb6b005-9960-4088-87fb-d62ae72e6e77).

However, reconstructed or engineered 3-D tissues produced from stem cells or as re-
constructed organoids often fail to reflect the actual disease phenotype and diversity of re-
sponses found in healthy and diseased tissues obtained directly from patients. These systems
will have the throughput to allow screening programmes to be conducted but their utility in
validating targets relies on them reflecting truly the behaviour of the organ they are attempting
to mimic.
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Much progress is being made to improve the access to fresh human tissue. This is ceasing to
be a rate limiting step for many systems. For projects targeting mechanisms in white blood cells
for example, then human tissue is readily available. In contrast with targets for CNS disorders it
is more difficult to obtain human brain tissue.

If using non-human tissue, a knowledge of the differences in target biology between humans
and other species is important. Numerous examples exist, showing differences in human and
other species tissue responsiveness. Human tissue from a diseased-like state represents the
most relevant system to test a target validation hypothesis. The target is in a natural environ-
ment, any interaction between pathways within the cells is conserved; receptor dimerisation,
balance of converging pathways etc. For human organ culture experiments there is a complex
mixture of interacting cells as there would be in the human body. For many disease states these
human tissues are available and most target validation experiments need only be conducted
periodically in the lifetime of a project. However, it is always advisable to confirm activity of lead
compounds in these systems.

19.7.3 In Vivo Models for Target Validation

Expanding on the concept that the confidence in a target will become greater if it is shown to
modulate a more complex model, the ultimate complexity outside the clinical setting is to test a
target’s utility in an animal model. However, that extrapolation can only be made if indeed that
complexity is actually reproduced in the animal as it is in man. There is much current debate
regarding the validity of animal models in the drug discovery community. Animal models
themselves vary in complexity according to the question being asked in the model, and can
range from the simpler pharmacodynamic models that allow a distinct pathway to be activated,
to models that intend to mimic a disease process and have a read-out that is directly relevant to
the clinical setting. Even these most complex models fall short in mimicking the complexity of
the human disease in both pathway engagement and, for many diseases, chronicity. They can
reproduce patterns of pathophysiologic processes that are similar to disease states and there-
fore do have utility. Choice of the correct model to represent a disease process is important. For
example, there are a number of possible in vivo models of joint diseases, for both osteoarthritis
and rheumatoid arthritis. The publication of the output from a recent steering group has
performed the valuable exercise of ‘positioning them on a pathogenesis map whereby model
selection is determined by the specific aspect of disease to be studied.’30 Animal model studies
serve two functions in a drug discovery program; to understand the behaviour of the compound
being tested and to give confidence in the utility of the target mechanism (target validation).
Arguably the simpler pharmacodynamic models, being less complex, will have less utility for
target validation but if a step wise approach is adopted for gaining confidence in a target then
they may be valuable. For example, a model in which LPS is instilled into a rat lung. This causes
a neutrophil movement into the lung and is therefore a model used to look at mechanisms for
inhibiting pathways involved in this system. The fact that a particular selective compound in-
hibits this effect would give a degree of confidence for the target’s prominent role in neutrophil
biology. Failure to work would lead to concern that the mechanism under investigation is not a
major mediator of the response and therefore may trigger further investigations or depending
on the data available that the mechanism is not appropriate to provide a treatment for the
disease. As for all experiments, understanding the system and its components are vital for data
interpretation and extrapolation (translation) to man For example, the difference in distribution
of chemokine receptors in rat and human. Work indicates cell expression in rats and mice is
different from man in many cases. The value of this model for testing a compound’s distri-
bution and behaviour in an animal is still valid but one would need to consider the translation
of these data in a target validation context.
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Paramount to data interpretation is the quality of the tools used in these animal models.
Building on Section 19.6 and the quality required for any experimentation, testing in any ani-
mals requires even greater criteria. Three key points are:

� Species differences. The compound to be tested in the animal has the appropriate activity
at the target in that species and ideally the same activity at the human target.

� Appropriate drug metabolism and pharmacokinetics (DMPK) of the molecule to allow
enough ‘coverage’ of the target for the required duration of the experiment.

� Selectivity. A tool should have sufficient selectivity for the target under investigation to
allow adequate blood concentration can be achieved allowing selective target modulation.

Very often animal model data is published without reference to any of these points and so the
interpretation of literature data should be conducted with caution.

Further information about the importance of a target mechanism can be gained from treating
the animal either prophylactically or therapeutically. Prophylactic dosing is when a compound
is administered prior to the disease-mimicking insult to the animal. In this case efficacy is
deemed as being the abrogation or delaying of any effect. Therapeutic dosing is when a com-
pound is administered after the insult and the effect is to halt or even reverse progression of the
disease readout. This later effect is closer to the situation seen in clinical dosing, hence the term
therapeutic, and is therefore deemed to be more convincing.

Chemical tools are not the only form of intervention that can be used for target validation
purposes. The use of KO mice (or indeed Knock-in) can be a favoured option but relies on the
availability of suitable mouse models. The rate of breeding of mice and the ease of genetic
manipulation is the deciding factor for using mice but limitations exist. For example the mouse
collagen-induced arthritis model is a favoured model for mimicking T-cell mediated joint
damage as a model for the processes in human rheumatoid arthritis. However, the biology of
this model is often only exhibited in particular strains of mice.31 Cognisant of this the authors
Labasi et al.,32 wishing to test the role of the purinergic receptor P2X7 using KO mice, only
available in a mixed strain of mice, were careful enough to look at collagen-antibody-induced
arthritis rather than collagen-induced arthritis, a subtly different insult to the animal. Both
these approaches and that of other molecular biology approaches (siRNA) are powerful tools
and reviewed in greater detail in the chapter on molecular biology. The level of confidence
gained from the interpretation of any animal model is very much dependent on the target and
disease. Conditional KO animals are also available. The ability to switch off target genes after an
animal’s development stages, just as a therapeutic agent would, can alleviate some concerns
over adaptation of the organism (mouse). However, the issues still remain that this may not
mimic drug–target interaction.

Negative allosteric modulators, ligand biasing compounds, receptor dimerisation may all
infer a change to a target proteins biology that has a subtlety that is missed by genetic ap-
proaches. Again, using this term ‘platform of evidence’ to gain confidence in your target vali-
dation approach should lead you to use other supporting evidence, to complement (if not
completely replace in some cases) animal model data; specifically data generated from the ex
vivo studies using human systems, described above.

Alternatively one can use nature’s provision of human KO to help validate your target, i.e.
individuals who either naturally lack the target or the target in a normal form due to mutation.
Their phenotype can give greater confidence in the role of that target in a disease. Two recent
examples include: firstly, a subset of individuals that lack surface expression of the chemokine
receptor CCR5 and showed tolerance to the HIV virus. Based on this observation small mol-
ecules CCR5 inhibitors were developed which protected animals from developing AIDS when
infected by the HIV virus, a candidate compound subsequently demonstrated clinical efficacy
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and is launched onto the market as Maraviroc.33 Secondly, natural human mutations in of the
gene SCN9A, encoding the voltage-gated sodium channel Nav1.7, have led to the linkage of this
target to the perception of pain.34 It has been demonstrated that individuals who lack the
SCN9A gene or who have loss of function mutations have reduced sensitivity to pain, conversely
individuals possessing gain of function mutations show increased sensitivity to painful stimuli.
These observations have led to successful drug discovery programmes and compounds which
produced molecules with an encouraging preclinical profile and are currently under clinical
evaluation.

19.8 SINGLE TARGET VS. MULTIPLE TARGETS

One conclusion from the many recent clinical failures is that modulation of certain targets
individually is not sufficient to produce a clinical effect. However, it has been proposed that
modulation of some of these targets together with a second additional target may produce ef-
ficacy, or alternatively molecules which selectively modulate two targets may have additional
benefits over fixed dose combinations. An example of the latter in the respiratory area is the
development of the MABAs which are molecules in which a selective b2 adrenergic agonist and a
muscarinic M3 antagonist are connected by a chemical linker and retain the potency of the two
individual parts. Clinical data recently published suggested that these molecules are at least as
efficacious as administering the same dose of both agents alone and may have an improved
side-effect profile. Additionally, as these are both inhaled drugs, the dual compound represents
a more convenient option for the patient with the additional possibility of combining with a
third agent such as an anti-inflammatory agent.

A number of groups have also investigated the possibility of molecules with dual pharma-
cology such as the combined H1 and H3 antihistamines published by GSK,35 this is a chemically
very challenging exercise and relies on targets having pharmacophores which overlap.

The arena of combinations is a complex one and the key challenge for the target validation
scientist is to demonstrate that the dual activity is significantly superior to a fixed dose com-
bination or indeed a single agent.

19.9 PHENOTYPIC SCREENING

Phenotypic screening is in many ways the complete opposite of target based drug discovery
which has been the focus of this chapter so far. There are many ways to define phenotypic
screening but a simple definition is ‘screening for a biological response without prior know-
ledge of a protein target.’

This approach is the mainstay of many anti-infective programmes, for example where there
are few clearly defined targets, particularly in the area of neglected diseases. Interestingly, it was
not that long ago that this approach was the mainstay of the pharmaceutical industry and
successfully led to the discovery of many marketed drugs. Even though this approach has not
been widely employed for several decades a recent survey revealed that 37% of drugs approved
by the FDA between 1999 and 2008 were discovered via phenotypic screening.36

Given the current poor success rate in clinical proof of concept studies the validity of target
based drug discovery has been questioned and consequently there has been a renewed interest
in phenotypic screening. The major advantage of phenotypic screens is that they can target any
protein (or other entity, such as a lipid or nucleic acid) in its biological context, without the a
priori need to know the target. This means that, in addition to either enzyme inhibitors or
receptor agonists or antagonists, small molecule hits from phenotypic screens could, for ex-
ample, act as allosteric inhibitors or could ablate protein–protein interactions. Essentially in
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phenotypic screening focus has shifted from concentrating on how effectively molecules
interact with a predefined target to how effectively they elicit or inhibit a biological response.

There are, however, a number of considerations to be taken into account before embarking on
such an approach and Eggert offers a number of recommendations:37

(1) The workers should have a good understanding of the phenotype which will form the
basis of the assay. Simple phenotypic assays such as cell death do not normally make
good assay formats.

(2) The assay design needs to be robust, in a very similar manner to any screening assay care
must be taken to ensure activity is not dependent on plate position, that an acceptable
signal to noise ratio is achievable and that ‘off-phenotype effects’ such as cytotoxicity have
been considered. Availability of positive a negative controls are also important, very often
high quality small molecule ligands may not be available and in such instances RNAi can
be very useful.

(3) A target identification strategy should be in place early in the screening schedule. Target
identification early in a phenotypic screening programme is important, often challenging
and designing the most appropriate screening assay can often assist this process. There
are a number of target identification strategies available, some involve in silico ap-
proaches and will be covered in the next section, but an alternative again is the use of
RNAi. By comparing the phenotypic effect of a compound in a cell with the behaviour of a
cell in which a particular gene has been silenced can often offer insights as to potential
targets.

(4) If the screen is to be performed by a specialist service provider then the choice of
screening organisation is of high importance for a number of reasons, in particular it is
advisable to work with groups who are experienced in this area and the size and nature of
compound collection is also important. In contrast to target based drug discovery it is not
necessary to have a vast screening library, often 50 000 compounds is sufficient; however,
as with all screening campaigns, molecule quality is of high importance.

(5) Unlike the majority of target based screens high hit rates are often encountered in
phenotypic screens and often screening scientists are faced with the task of hit priori-
tisation. Two key criteria are recommended here: (a) To prioritise hits based on ‘most
interesting phenotype’ which are always the most potent compounds but those demon-
strating the most interesting phenotype specific to the cellular and disease setting. (b) To
avoid false positives, as with all screens. False positives will inevitably be identified
through this approach and it is important to identify them early to avoid wasting time.
Standard approaches are employed here, i.e. confirming the purity of hits and re-con-
firming with fresh batches of material.

(6) Finally it is important to profile hits in secondary assays. A panel of such assays are
recommended for such an approach and are key to both determining that a phenotype is
specific and can help in determining the molecular target.

It will be interesting to see the degree of success of this new found interest in phenotypic
screening over the coming years, many group are investing considerable time and resources in
this approach, but success can only be measured in terms of clinical efficacy.

19.10 SERENDIPITOUS TARGET VALIDATION

On occasions serendipitous discoveries have resulted in targets being validated for indications
for which they were not originally intended for. Perhaps the best described is the discovery of
the Sildenafil (Viagra) for the treatment of erectile dysfunction.38 The initial project objective
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was to develop selective inhibitors of phosphodiesterase V (PDEV) that would increase tissue
levels of cGMP, and that could be beneficial for the treatment of hypertension and other car-
diovascular indications. After an extensive discovery effort UK 92480 (sildenafil) was identified
as a clinical candidate which possessed a promising preclinical profile. However, initial clinical
results were disappointing and the compound failed to meet clinical endpoints when tested in
patients with coronary heart disease. During the study one of the side effects reported was a
slight increase in erectile function and this led the Pfizer group to investigate this further. As a
result the group demonstrated that by inhibiting PDEV, sildenafil potentiated the natural ac-
tivity of nitric oxide (NO) and improved erectile function in conditions where NO release or
smooth muscle relaxation are impaired in the penis. The remainder of the story is now well
known and through this serendipitous discovery in a failed clinical study a completely new
indication was identified for which the compound eventually provided an effective treatment.

This is not a unique example and there are other examples of such serendipitous target
validation. Clearly by their very nature serendipitous discoveries cannot be designed but this
story demonstrates the value of considering all observations in clinical studies and that side
effects are not always negative.

Molecules which have reached advanced stages of clinical testing have had many of the de-
velopment risks discharged and therefore given positive clinical data have a high chance of
reaching the market in a relatively short time frame. In recent years repositioning initiatives
have been established by many companies in which new or alternative indications are actively
sought for compounds that were originally designed for a different condition.

19.11 IN SILICO TARGET VALIDATION

There has been a significant increase in the amount of biological data available to drug dis-
covery scientists in recent years through a number of initiatives such as the human genome
project, increased efforts in structural biology and the growth of molecular biology. Combined
with the development of sophisticated chemoinformatics and bioinformatics packages this has
led to a greater understanding of disease pathways. Whilst no single target can be truly valid-
ated by purely in silico techniques, computational techniques have had a significant impact on a
number of areas of target selection and validation. This section will focus on three: (1) target
identification in phenotypic screening, (2) pathway analysis for target selection and validation,
and (3) drug repositioning.

Phenotypic screening generates large amounts of functional data on small molecules without
prior knowledge of the target; one approach to target identification is Chemogenomics. Che-
mogenomics comprises a systematic relationship between targets and ligands that are used as
target modulators in living systems such as cells or organisms. In recent years, data on small
molecule bioactivity relationships have become increasingly available, and consequently so
have the number of approaches used to translate bioactivity data into knowledge. In silico target
prediction tools can suggest likely biological targets of small molecules via data mining in
target-annotated chemical databases.39 The principle behind these tools is the generation of a
so-called biological fingerprint which links a specific phenotypic response to a series of inter-
action between a compound and protein targets. A recent example of this is the ‘Target Hunter’
database (www.cbligand.org/TargetHunter).40 This approach has proved highly effective in the
identification of many targets following phenotypic screening campaigns and is currently in
widespread use.

The vast amount of data currently available combined with advances in computer software
now allows the modelling of complex biological networks which are relevant to the clinical
situation (i.e. it is possible to model a ‘virtual patient’) and predict the outcome of a drug.41
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An excellent example of this is the potential of IL-5 blockade in treating asthma. The original
hypothesis was that by inhibiting the effect of IL-5 would cause a reduction in eosinophilia and
thereby reduce airway inflammation thus alleviating the symptoms of asthma. Modelling
studies predicted that whilst IL-5 blockade would cause a significant reduction in eosinophilia,
this would have little effect on the symptoms of asthma due to the presence of other redundant
inflammatory pathways. This prediction was subsequently proved correct in clinical evaluation
of an experimental anti-IL-5 antibody therapy.42 There are an increasing number of such ex-
amples thus raising confidence that where sufficient pathway data is available for complex
biological networks computers are able to predict clinical outcomes, thus validating (or in-
validating) targets.

19.12 CONCLUSION

It is clear from all of the statistics that the success rate of experimental therapeutics in clinical
proof of concept studies has fallen in recent years, and many authors have suggested reasons for
this decrease, indeed some have proposed that the reason is due to poor target validation. In the
context of traditional definitions of the term this may indeed be true, where organisations
synthesised prototype compounds with predefined potency for the target and tested them in
traditional animal models, many of which were designed for different indications and then on
seeing positive results assumed the target was validated and progressed to clinical evaluation.

It is also evident that groups who continue with this approach will continue to face a high
chance of failure in expensive clinical testing.

The modern drug discovery scientist has available a wide range of targets to choose from
(which are not expressed equally in the general population or often in patient populations, nor
do the targets always share the same function across species). Additionally, there has been a
recognition of the number of alternate mechanisms with which to modulate these targets.
Furthermore, there is a continual broadening of the ‘tool box’ of potential reagents and
methodologies available for target validation experiments, to provide confidence or otherwise
that the correct target has been chosen and is appropriate for the disease. If used wisely and
continually along the path from target identification to PoC then the chances of success should
increase. However if the tools and methodologies are not used wisely and negative data ignored
then a project will fail.

Today’s drug discovery scientist should therefore not think of target validation as a single key
experiment, but as an ongoing part of programme strategy which begins with target identifi-
cation and is not complete until the definitive clinical study.

HINTS AND TIPS

1) Target validation is a continual process which starts when an initial link is identified
between a protein and a disease process and ends with the ultimate experiment—
a clinical proof of concept study.

2) Experiments should be carefully planned and should always reflect the clinical situ-
ation as closely as possible. Data from preclinical in vivo models should be interpreted
with caution, they do not always accurately reflect the clinical situation and can lead to
incorrect conclusions.

3) Careful tool compound selection is critical. There is little value in conducting an ex-
periment with a suboptimal tool. If a suitable small molecule is not available workers
should consider alternatives such as peptide, antibodies or siRNA.
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4) Recent genomic studies represent potentially powerful sources of high value target
validation data, however the scientist needs to carefully study the evidence to elim-
inate possible false leads such as those which may have arisen from developmental
factors.

5) In recent years a number of new technologies have become available to assist the drug
discovery scientist with target validation studies (in silico techniques, novel tools),
almost certainly further developments will be made in the near future. All available
technologies should be considered for incorporation in target validation studies when
relevant.
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CHAPTER 20

Lead Generation

MARK FURBER,* FRANK NARJES AND JOHN STEELE

AstraZeneca R&D, Mölndal, Sweden
*E-mail: mark1.furber@astrazeneca.com

20.1 INTRODUCTION

20.1.1 What Do We Mean By ‘Lead’ And ‘Lead Generation’?

In its simplest definition lead generation is the discovery of one or more lead chemical series on
which to base a drug discovery program, whereas a lead can be defined as a molecule or
chemical series which possesses biochemical and physicochemical properties suitable for op-
timisation to a candidate drug, and is the immediate end result of the lead generation process.
Lead generation is often itself split into two activities, an initial hit-finding phase and a separate
hit-to-lead phase; both will be considered in this chapter, but with a particular emphasis on the
earlier hit-finding phase. A hit can best be defined as an active molecule or series whose activity
and target engagement has been confirmed but whose scope and promise for further devel-
opment is largely unknown, information that a hit-to-lead campaign hopes to provide.

As a phase in the drug discovery process lead generation represents the earliest point at which
knowledge-based decisions can steer the course of a discovery program, with impact through to
clinical development and drug launch. Alongside target validation it arguably represents the
most critical step in the discovery process in the sense that decisions made at this very early
stage of the project will influence many of the questions and the ability to answer those
questions at all subsequent stages of the process. More specifically, the choice of assays em-
ployed to characterise actives or hits and the molecular properties of the emergent lead series,
will define both the main hurdles that will need to be overcome and the limits to what is
achievable in the progression to a candidate drug.1,2

The properties of what are generally seen as desirable lead series have evolved over time, and
lead-like simplicity in terms of lower molecular weight and lipophilicity has emerged as a
paradigm to facilitate optimisation of screening hits.3–5 This is predicated on the observation
that property optimisation often results in elevation of both. Since neither high molecular
weight nor high lipophilicity are favourable for oral drug delivery, a low molecular weight more

The Handbook of Medicinal Chemistry: Principles and Practice
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polar hit/lead series should have many advantages. This is often captured in widespread use of
ligand efficiency (LE) and lipophilic ligand efficiency (LLE) terms which try to capture the
binding efficiency per heavy atom, or unit of molecular weight, or as a function of lipophilicity.6

LE and LLE are variously defined as:

LE¼ DG; pKi; pKd; pIC50

No: of heavy atoms
or LE¼ pKi; pKd; pIC50

Molecular weight ðkDaÞ
LLE¼pIC50ðpKiÞ� log Pðlog DÞ

In practice, free energy of binding is calculated as DG¼�RT(logKi), DG¼�RT(logKd) or
DG¼�RT(logIC50) and logP/logD values are often calculated. Each of these terms has draw-
backs and many other descriptors of binding efficiency have been described (e.g. size-in-
dependent ligand efficiency SILE, ligand efficiency dependent lipophilicity LELP), but LE and
LLE remain the most commonly used. A critique and useful reference source for some for these
descriptors, including LE and LLE, is available.7

Several representative examples of lead/drug pairs with associated LE and LLE values are
provided in Table 20.1. Within this limited set of illustrative examples, but also within much
larger comparison sets,6 analyses of the binding efficiencies of drugs and their leads illustrate
how potency and molecular size both increase on progressing from hits and leads to successful
drugs, as generally does lipophilic ligand efficiency (LLE). In contrast, ligand efficiency (LE) can
increase or it can decrease. Observation that LE can often decrease as part of any optimisation
program, wherein multiple properties need to be balanced, perhaps highlights the importance
of identifying lead series with good LE as an important goal for the LG phase.

As such LE, LLE and other binding efficacy indices form an important component of a
combined overall assessment of hits and leads encompassing properties such as selectivity and
propensity for metabolism in in vitro or in vivo systems.

20.1.2 The Process of Lead Generation and How The Industry Has Evolved Over
Recent Years

Historically, drugs were discovered from natural sources (e.g. traditional therapies) or through
serendipitous discovery.8 Later, chemical libraries of synthetic small molecules, natural prod-
ucts or extracts were screened in intact cells or whole organisms to identify substances having a
desirable therapeutic effect in a process traditionally described as ‘classical pharmacology’.
With greater understanding of largely protein-based molecular targets and a growing ability to
manipulate such targets through advances in molecular biology, the lead generation process
has become increasingly dependent on screening processes using in vitro biological systems to
identify hit and lead series. Parallel advances in robotics greatly facilitated this process and
allowed high throughput screening (HTS) of rapidly developing corporate and commercial
compound collections, and HTS remains today a central (but by no means the only) driver of
lead generation. Ultra high throughput screening has also developed in recent years as a sig-
nificant tool for lead generation based on very large (typically 41 billion compound) DNA-
tagged small molecule libraries or phage display peptide libraries.9,10 Alongside advances in
molecular biology came advances in the ability to engage protein-based molecular targets
through use of monoclonal antibodies and related ‘biologics’. Whilst outside the scope of this
chapter, a lead generation approach can also be defined for large molecules or biologics, but the
details of the process are significantly different and the reader is directed to recent reviews.11,12

HTS has occupied a central role in many research organisations and continues to do so given
its broad applicability and tolerance of sometimes poor knowledge or understanding of the
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Table 20.1 Representative drug–lead pairs comparing LE(-RTlogKi/no. heavy atoms) and LLE descriptors.

Lead structure Drug structure Drug name Target LE (LLE) lead LE (LLE) drug Ki mM lead Ki mM drug

N N

N
H

OHO2C

Alvimopan m-opioid receptor 0.60 (2.9) 0.40 (5.8) 0.08 0.0008

N
H

O

N
H

N
H

O

N
HF

N
H

O

N Sunitinib VEGF kinase 0.55 (4.6) 0.33 (5.6) 0.39 0.08

NH
S

O

O

CO2Me
NH

NH

NH2

NH
S

O

O

NH

NH

NH2

N

O CO2H

N
H

Argatroban Thrombin 0.19 (4.6) 0.29 (8.1) 1000 0.032

OH

NH2

NH

O

CO2H

O

NH2

NH

O

CO2H

Oseltamivir Influenza
Neuraminidase 0.47 (8.4) 0.61 (10.2) 6.3 0.001
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target or natural ligand(s). But equally, many other techniques hold an important place in the
lead generation armoury, including fragment-based screening, phenotypic screening, de novo
design, virtual screening and scaffold hopping. Each of these is discussed further in this
chapter, but it should be recognised that no single hit finding approach will guarantee success
and only through appropriate integration of approaches can success rates be maximised. In-
deed, the need to tackle traditionally more difficult targets and open up more of the genome to
small molecule hit finding approaches has increased the need to explore multiple parallel hit
finding strategies. Recent examples include the search for inhibitors of the aspartyl protease
b-secretase (BACE1) for treatment of Alzheimer’s disease, and heat shock protein 90 (HSP90) as
antitumour agents.13,14 The first generation of BACE1 inhibitors were peptidomimetic transi-
tion state analogs, which suffered from problems such as low oral bioavailability, poor blood–
brain barrier permeability and susceptibility to P-glycoprotein transport. To discover novel
non-peptide inhibitors, a variety of lead finding methods were used, including conducting the
HTS at high compound concentration of 100 mM instead of the usual 10 mM, the use of encoded
compound libraries and fragment-based NMR or X-ray screening.15–17 HSP90 is a molecular
chaperone, which is responsible for activation and stabilisation of several oncoproteins in
cancer cells. A phenotypic screen identified natural products such as Geldanamycin as in-
hibitors, and subsequently structure-based design, based on the X-ray structure of Geldana-
mycin bound to HSP90, as well as virtual screening and fragment-based methods have
been used to find a wide variety of different chemotypes.14,18 These two target examples are
also used to illustrate the fragment based lead generation approach to lead generation in
Section 20.2.2.4.

20.1.3 Issues Faced and Resolutions

Despite advances in many areas of the lead generation process over recent years, it is possible to
identify significant sources of uncertainty or failure in the lead generation process. Perhaps the
two most significant of these are the contrasting situations of finding too few or no hits for a
target, and finding too many hits. Each can be wasteful of resource, but the latter can be par-
ticularly wasteful if there is an underlying cause which leads to choosing inappropriate hits and
subsequently lead series.

20.1.3.1 Inability to Identify Suitable Small Molecule Hits or Leads for Some Types Of
Target

It has been estimated that 60% of small molecule drug discovery projects fail due to lack of
suitable leads.19 The accuracy of this number can be debated, but failure to generate leads is a
significant risk in any drug discovery project and the probability of this risk becoming a reality
can usually be assessed at target identification. To a significant extent, the risk of success/
failure for any target-based lead finding exercise (druggability) can be estimated based on
precedent and knowledge that protein family sequence underlies protein folding, topology and
binding site architecture. Information on known ligands as well as information obtained from
analysis of target protein topology, fragment–protein docking and fragment screening can all be
incorporated to give an assessment of target tractability, yet such assessments are never ab-
solute and the need to focus on disease-relevant targets necessarily drives attempts to extend the
boundaries of small-molecule druggable space. Consider the human genome, sequencing of
which has invited speculation on the size of the druggable genome. Various estimates20,21 put
this number at approximately 3000 genes from a total human genome comprising approxi-
mately 30 000 genes. Of course, druggable does not equate to disease-relevance and similar
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estimates have been made for the number of disease-relevant human genes and this number
has likewise been placed at approximately 3000 genes. It is the overlap between these two
numbers, between druggable and disease relevant space, estimated to be 600–1500 small-
molecule human drug targets, that defines what is therapeutically relevant druggable space.20

As with many descriptors, the assignment of whether a target is likely to be druggable or not is
defined by information available at the time and, with many disease-relevant targets being
poorly tractable for small molecules, pressure to identify new means to tackle such targets
increases (see Section 20.2). Pressure to succeed with poorly tractable targets necessarily brings
higher risk of failure which needs to be balanced against potential reward and the overall
balance of risk of an organisation’s lead generation portfolio. In part, this has driven devel-
opment of both computational assessments of ‘druggability’ or ‘ligandability’22 as well as ex-
perimental methods of determining tractability. Computational target druggability assessments
require target protein 3D structural information but can provide a valuable insight into the
likelihood of finding ligands for novel targets or targets where little or no ligand information is
available.22 Experimental fragment-based screening can also prove a valuable indicator of target
druggability, supporting the inclusion of fragment-based screening for such targets (e.g. NMR-
based fragment screening) prior to execution of a more resource and costly HTS. Based on the
number and affinity of hits, targets then can be prioritised accordingly.23

20.1.3.2 Identification of Too Many Hits—False Positives

To a large extent this problem is confined to the HTS approach to lead generation wherein a
HTS output delivers such a wide range of compound structural types engaging the target that
the investigators begin to question the assay used and the data fidelity in terms of promiscuity.
Also, given corporate compound collections of the order of 106 molecules, hit rates beyond 1%
become difficult to triage through a staged series of experiments. Often this type of problem is
one of compound interference which manifests as false positives and is a consequence of the
assay adopted and the counterscreens put in place to remove them. The term false positive can
describe compounds which interfere with the assay format such that whilst the readout of the
assay indicates a positive hit, the mechanism of action is unrelated to that intended and the
compounds might not engage the intended target protein at all. Such compound interference
can be especially difficult to identify if it is reproducible and concentration-dependent, char-
acteristics generally attributed to compounds with genuine activity. False positive also en-
compasses compounds which by virtue of their chemical structure are promiscuous in their
binding to target proteins. Both scenarios can lead to a high hit rate depending on the quality of
the assay cascade, the availability of biophysical screens, the quality of the compound library
(including purity) and the nature of the protein target. Examples of several types of compound
interference (fluorescent compounds, redox compounds, aggregators, luciferin mimics, reactive
compounds, metal chelators) will be given to illustrate why false positives are still one of the key
problems in the HTS approach to lead generation.24

20.1.3.2.1 Fluorescent Compounds. Many HTS assays rely on fluorescence-based detection
systems that can be subject to assay interference producing false positives. Compound fluo-
rescence can directly interfere with many biochemical and cell-based assays simply by inter-
ference in the detection systems used, by absorbing and emitting light at excitation or
emission wavelengths relevant to the assay technology. Excitation and emission wavelength
usually depends on the degree of conjugation and, in practice, assays that rely on excitation
at relatively short wavelengths (lexB 350 nm) with detection of fluorescence in the blue spec-
tral region (lem¼ 450–495 nm) tend to produce more false positives due to compound fluo-
rescence than assays using red shifted fluorophores. By one analysis, a 50% false positive hit
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rate can be expected in some fluorescent assays, so it is important to introduce measures to
remove such fluorescent false positives.25 One frequently used method is to introduce a time
delay between excitation of the fluorophore and detection of the emitted light, so called
TRFRET.26 This is made possible by the use of specific fluorescent lanthanides that have the
unusual property of emitting over long periods of time (measured in milliseconds) after exci-
tation, when most standard fluorescent dyes (e.g. fluorescein) emit within a few nanoseconds
of being excited. This results in greatly reduced sensitivity to fluorescent interference and,
combining such an output with evaluation of hits in an orthogonal assay measuring a differ-
ent output, is usually enough to support a high confidence in hit quality.

20.1.3.2.2 Redox Cycling Compounds. Compounds that readily undergo redox cycling can
also produce high hit rates in HTS assays for oxidase enzymes or for target proteins con-
taining catalytic cysteine residues, or where the reduced form of cysteine is important for ac-
tivity of the target protein. As an example, prior to a HTS to identify inhibitors of the cysteine
protease Caspase-8 a pre-screen of 20 000 compounds identified a 1% hit rate, and from this
set of compounds 85% of the hits were identified as acting through a redox cycle mech-
anism.27 Caspase-8 is maintained in an active form by inclusion of a reducing agent in assay
and storage buffers (e.g. dithiothreitol DTT, tris(2-carboxyethyl)phosphine TCEP). However,
some compound classes undergo redox cycling in the presence of O2 and a reducing agent to
generate H2O2, which can indirectly modulate target protein activity. Equally, where the tar-
get protein does not contain a catalytically or structurally important cysteine, but where the
enzyme functions as an oxidase, such redox cycling can interfere with assay readouts based
on H2O2 detection and produce a high false positive rate. A high throughput assay has been
described to identify and eliminate redox cycling compounds, and selected structural types
identified as redox actives are illustrated (Figure 20.1).28

20.1.3.2.3 Aggregators. Aggregation, a process in which small molecules associate to form
much larger particles capable of indiscriminately associating with protein targets, is another
frequent cause of high hit rates and false positives. As an example, a screen of 70 563 small
‘drug-like’ molecules against b-lactamase identified 1274 inhibitors, 1204 (95%) of
which were shown to function in this particular assay as aggregate-based inhibitors.29 The
implication from such studies is that at the higher concentrations used in HTS primary
assays (5–10 mM), 1–2% of drug-like molecules behave in this way. Such false positives can
usually be removed by use of detergent in either the primary assay or in a counterscreen,
they can also be predicted by descriptor-based computational methods and screened for in
aqueous media by NMR methods.30 Nonetheless, the problem can still be easily missed.
A good example is provided by the identification of hit compound (1) and development into
lead structure (2) as inhibitors of the protease Cruzain (targeting Chagas’ disease) (Figure
20.2).31 Despite interpretable SAR, apparently competitive non-covalent inhibition and a 350-
fold potency increase over the initial hit, the series had actually been optimised against

N

N

N
N
H

O NC

N

N

N

N
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O S N
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SH

CN

Figure 20.1 Selected examples of redox active compounds detected as false positives.28
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aggregation. In this case, initial studies in the presence of detergent had shown activity but
proved misleading. Failure to show any activity versus the protozoa combined with very steep
dose response curves (a possible indicator of aggregation) stimulated further investigation of
the mechanism and repeating the studies in the presence of 10-fold higher detergent concen-
tration removed all activity.

20.1.3.2.4 Luciferase Inhibitors. Luciferase-based reporter gene assays are commonly used
in high throughput format and can also be subject to compound interference. Firefly lucifer-
ase (FLuc), an enzyme which converts luciferin to oxyluciferin, is itself susceptible to inhib-
ition by small molecules and such compounds can appear as activators or inhibitors of the
cell-based assay depending on affinity for FLuc, FLuc concentration, detection system and
whether inhibition is competitive or non-competitive.32 In a retrospective analysis of cell
based luciferase reporter assays as many as 60% of the hits were ascribed as false positives.33

Compounds found to inhibit FLuc include 1,2,4-oxadiazoles, benzothiazoles and compounds
structurally similar to the natural FLuc substrate luciferin (Figure 20.3).33 This can lead to
potentially large numbers of false positives being identified as plausible and attractive series
for lead identification thus resulting in wasted expense and resource.

20.1.3.2.5 Promiscuous Compounds. False positives also arise from compound classes
which show promiscuous binding behaviour. Sometimes this is due to chemical reactivity
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Apparent LE  0.33
Actual IC50 >100μM (0.01% detergent)

Figure 20.2 Misidentification of a hit series due to aggregation phenomena.31
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Figure 20.3 A simplified representation of the enzymatic reaction catalysed by FLuc alongside selected
examples of compounds interfering with luciferase assays through structural resemblance to
luciferin.33–35
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and formation of covalent bonds to target proteins. How indiscriminately such compounds
react can be difficult to predict and can depend on multiple factors. What is clear, however,
is that some structural types recur repeatedly in HTS outputs and whilst they should not ne-
cessarily be dismissed outright, the investigator needs to be aware of potential selectivity
problems that might be encountered further into the lead generation process and beyond
(Figure 20.4). A much publicised example is that of a class of compound called ‘rhodanines’.
In a well-cited publication on pan assay interference compounds (PAINS)36 the authors quote
800 literature references to rhodanines showing biological effects. An assessment of this
class of molecule recently concluded that ‘compounds possessing a rhodanine moiety should be
considered very critically despite convincing data generated in biological assays.’ In addition to
lack of selectivity, unusual structure–activity relationship profiles and safety and specificity
problems mean that rhodanines are generally not optimisable.37 Whilst an extreme example,
other functional groups present in ‘frequent hitter’ molecules and whilst it is often possible
to identify some frequent hitters by obviously undesirable structural features or molecular
properties, other compounds will escape such initial detection. A number of groups have
published on use of substructure filters and rule-based filtering of compound types showing
promiscuous activity across large numbers of high throughput screens and assay for-
mats.38,39 Such filters or rules should be used as a guide to the likely difficulty optimising
compounds with such functionality and not as absolute rules. For example, a compound
class which inhibits a target protein by covalent interaction might be of more or less interest
depending on the disease indication and on the reversibility of the covalent interaction (and
the likely selectivity that can be both achieved and tolerated for a particular target and
indication).

20.1.3.2.6 Metal Impurities and Metal Chelators. Metal ions can form a dual source of
false positives in screening campaigns. In the first instance, where a metal ion plays an ac-
tive role in protein structure and/or function, compounds which bind metals can indirectly
and indiscriminately target such functions and produce what would generally be described
as false positive hits. As such, it is important to consider the involvement of metals in target
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Figure 20.4 Selected examples of compound classes showing pan assay interference through protein
reactivity.36
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protein function and assess the likelihood of identifying such false positives. Where such li-
abilities exist a counterscreen can be included to remove such hits. For example, in a screen
for inhibitors of homocitrate synthase which utilises an active site manganese (Mn21) or
magnesium (Mg21) for catalysis, a counterscreen in the presence of 20 mM MnCl2 was able to
effectively remove metal chelators e.g. 8-hydroxyquinolines.40 Secondly, inorganic metal con-
taminants can themselves provide a source of false positives in HTS screening which are not
frequently identified/detected by routine purity checks and which resynthesis may or may not
resolve. In one recent report, a survey of 175 HTS campaigns carried out at Roche identified
41 screens that were susceptible to inhibition by low levels of zinc impurities in screening
compounds.41 Typically such contaminants were observed to produce false positive signals in
the low mM range and thus close to common selection criteria. As a counterscreen for such
false positives, screening in the presence of a chelator can be effective at removing com-
pounds contaminated by metals.41

Such examples, chosen to illustrate the potential blind alleys that a HTS output can direct the
investigator down, serve only to illustrate the importance of critical assessment of any screening
output. They illustrate the importance of functional group evaluation and potential for assay
interference, as well as the importance of secondary assessment to demonstrate true target
engagement and, if so desired, reversible stoichiometric binding. Many such techniques are
available, including NMR based methods and surface plasmon resonance based assay systems
e.g. BiaCoret. For example, NMR techniques have been used successfully to triage HTS outputs
for fluorescent false positives42 and aggregating compounds30 measuring chemical shift per-
turbations in standard one dimensional 1H-NMR experiments, as well as to remove compounds
which are active by virtue of their intrinsic chemical reactivity (ALARM NMR43) using 1H/13C-
HSQC and 1H/15N-HSQC NMR to measure chemical shift perturbation and line-broadening for a
reactive cysteine probe (human La antigen protein).43

20.2 HIT IDENTIFICATION: HOW DO WE FIND A START POINT?

20.2.1 Strategy—What Are We Trying To Do?

In choosing a hit finding strategy for a particular biological target or phenotype, consideration
is usually first given to the available proprietary or publically available ligand information to
steer the course of a lead generation strategy. If suitable small molecule lead structures are
already available the principle concerns might centre on novelty, mechanistic understanding
and property optimisation, and screening for new hits might take a secondary or redundant
role. Indeed, manipulation of endogenous ligands, natural products and published small
molecules/competitor compounds has a long history and continues to result in successful leads
and drugs. This approach to lead generation has been reviewed extensively,1,2,8 but one par-
ticular strategy for discovering novel lead structures—lead hopping—is discussed in Section
20.2.2.7. For novel or less explored targets, this is often not the case and available ligands either
do not exist or are deemed unsuitable as leads. In this case, a screening approach must be
adopted and this may take two basic forms: target-based (e.g. HTS, fragment screening, DNA-
encoded library screening, substrate/ ligand-based approaches, in silico virtual screening) and
phenotype-based. Each approach has its own advantages and disadvantages.44,45 In the target-
based approach a specific biological hypothesis is tested through identification of molecules
(small molecules or biologics) acting at a single protein target. Assays are generally adaptable to
a high-throughput format and SAR is, in principle, understandable and sufficient to drive po-
tency. Also, the growth in available apo-protein and ligand-bound protein structural infor-
mation enables adoption of fragment screening as well as virtual screening approaches. The hit
finding part of this chapter will focus on target-based screening but the disadvantages of this
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approach need to be recognised and have been extensively analysed in recent years.44,45 These
disadvantages derive from our variable understanding of disease mechanisms, sometimes re-
sulting in compounds that have little or no clinical effect. Phenotypic screening, on the other
hand, evaluates compounds at the cell or whole organism level and requires no initial under-
standing of molecular mechanism of action or specific protein target. Indeed compounds
identified by this method might work through novel targets and/or through more than one target
protein. Advantages and disadvantages of the approach are discussed at the end of this section.

Often a target will be considered of sufficiently high interest that more than one lead gen-
eration approach will be adopted. For example, where the target protein can be solubilised and
crystallised a combination of target-based HTS plus fragment screen may be exploited, and in
some cases multiple approaches might be justifiable, as already exemplified for BACE1 and
HSP90.

20.2.2 Target-Based Approaches

20.2.2.1 Assays

Of critical importance to any target-based lead generation campaign is the ability to identify and
establish biological assays with appropriate throughput, quality, reproducibility, cost and
pharmacological relevance. Principally these assays, in combination, must be able to un-
equivocally establish the desired level and type of activity at the target under investigation. They
might also give preliminary indications of selectivity if a project has identified key closely re-
lated targets over which it wishes to achieve selectivity. As already discussed (Section 20.1),
efficient separation of true actives from compounds working by unwanted mechanisms
e.g. interference with the assay detection systems, is crucial to the hit finding approach.

Key primary-screen components of a robust screening assay cascade include:46

� Counterscreens—to exclude off-target activity often at near-neighbour proteins in the
genome (e.g. JAK2 when seeking a JAK1/3 inhibitor).

� Orthogonal screens—which replicate the same biology in an assay in which a single
component is switched (e.g. the detection system).

� Biophysical or direct-binding screen—to confirm target engagement (e.g. NMR or label free
technologies such as EPICt and BiaCoret).

A primary assay should translate a specific biomolecular process into an observable parameter,
typically a measurement of radioactivity, photon absorption or photon emission. Of these, photon
emission (fluorescence and luminescence) is by far the most widely adopted assay technology due
to its wide applicability, sensitivity and suitability for high throughput automation. TRFRET,
FLIPRt, AlphaScreens and bioluminescent reporter assays are examples of very sensitive and
widely used fluorescence or luminescence based assays with applicability to a broad spectrum of
target classes including GPCRs, enzymes, ion channels and NHRs. Although scintillation prox-
imity assays (SPA) and other radioactive methods have also been successfully applied in com-
pound screening, they have become less popular due to the undesirability of handling radioactive
reagents and waste, coupled to the ready availability of non-radioactive alternatives.

20.2.2.2 HTS

HTS is a central part of the hit finding strategy for many research organisations and is able to
find hit series for many targets. Success rates strongly depend on target class but success rates
of ca 50% have broadly been observed across multiple target classes.45 Looking beyond hits and
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leads to marketed drugs derived from HTS origins, one analysis indicates 19 of 58 drugs of
known origin and approved between 1991 and 2008 derived from a HTS hit finding approach.6

20.2.2.2.1 Screening Platforms. A screen is an optimised assay format that is sufficiently ro-
bust to be automated to generate 100 000–2 000 000þ data points; high throughput screens are
typically biochemical or cell-based assays run in 384 or 1536-well microtitre plate formats. With
increasing automation and assay volume miniaturisation the definition of HTS has evolved
from a typical capacity of 100 96-well plates per day in the late nineties to recent standard cap-
acities of several hundred 1536-wellplates per day, allowing complete corporate compound col-
lections to be screened in 1–2 weeks. Alongside this commitment to automation and screening
technology is a need for efficient processes for handling large amounts of assay data. HTS
triaging to define key series has been facilitated by data handling and display software such
as TIBCO Spotfiret integrated with in-house or commercial software to cluster hit sets based
on structural similarities and to calculate and correlate physical properties (e.g. clog P) with
potency.

20.2.2.2.2 Targeted or Diverse Compound Collections. In deciding whether to screen a tar-
geted or a diverse small-molecule library, consideration must be given to the desired out-
come and to the available compound collection and its content, as well as to screening
capacity. Successful diversity screening requires significant investment in sample acquisition,
screening technology/automation and data manipulation software. Yet in spite of this com-
plexity, screening of large diverse libraries remains the dominant Pharma lead generation ap-
proach due to the promise of novelty and the consequent IP freedom it potentially offers; it
can be applied to unfiltered corporate or commercial compound collections or computation-
ally pre-filtered libraries in which an attempt is made to remove unattractive chemical fea-
tures in advance of screening.47 Targeted screening, based on clustering targets into families
on the hypothesis that similar ligands should bind to similar targets, nonetheless has many
advantages since it reduces the screening investment per hit series.48 Indeed, for some target
classes the need for diversity screening is reduced by the accumulated knowledge of the tar-
get family as a whole and targeted screening is often the first option for such targets. Kinase
targets are classic examples of this, since focussed libraries of ATP-binding site inhibitors are
readily available. Targeted screening can also be aided by computational methods, particu-
larly where three-dimensional structural information can be used with 3D-docking algo-
rithms, or where ligand information is available to generate 3D pharmacophore models, both
of which can be used to select compounds from large collections, commercial databases or
virtual compound libraries.49

It should be noted that the true diversity of small-molecule screening collections of the order
of 106 molecules is actually very low considering the theoretical size of small-molecule chemical
space. Estimates of the number of possible carbon-based small-molecule drug molecules vary
but a recent estimate places this at 1060,50 whilst the CAS registry contains just 72 million
unique substances, illustrating the scale of the difference.50 Even with the advent of billion-
compound libraries synthesized on DNA tags, the ability to explore a significant portion of
chemical space remains a major challenge, but what is clear is that the proportion of this very
large hypothetical chemical space that needs to be covered to sustain a lead generation cam-
paign is demonstrably within synthetic achievability.

20.2.2.3 DNA-Encoded Libraries (DEL) and Ultra-High Throughput Affinity Selection

The DEL approach was first theoretically described in 1992 by Brenner and Lerner and involves
the construction of very large chemical libraries tagged to DNA.51 Such libraries are constructed
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by alternating parallel combinatorial synthesis and are encoded in a tagged oligonucleotide
sequence constructed in parallel and containing all the information required for identification
of the attached small molecule. As such, it has analogy to antibody phage display techniques
wherein antibodies are linked to phage particles containing the gene for the attached antibody.
DEL libraries are then subjected to an affinity selection process, typically using immobilised
target protein, after which non-binders are removed by washing steps and binders amplified by
polymerase chain reaction (PCR) and identified through their encoding DNA by some form of
high throughput sequencing technique.

20.2.2.4 Fragments

Fragment based lead generation is grounded in theoretical and observable higher hit rates for
small (MWo250) fragments compared to larger molecules typically found in HTS col-
lections,52,53 combined with a demonstrated ability to develop small fragment hits into drug-
like leads utilising 3D structural information of the bound ligands. The lower affinity of such
starting fragments requires more sensitive assays but the lower molecular weight of hits allows
greater scope to optimise properties. As a caution, assay robustness and many of the causes of
false positives (e.g. aggregation, as discussed in the introduction section for general screening)
can be acute when testing compounds at high concentration (up to 1 mM). A recent review
discusses these problems especially in relation to fragment based lead generation.54 Further-
more, solubility must be considered in fragment library design to reduce the risk of false
negatives arising from precipitation.

Fragment-based approaches have evolved to the extent that they are frequently considered
standalone or alongside HTS for soluble targets where 3D protein structural information is
available, or feasible. Recent reviews are available52,53 in addition to an excellent blog55 with
links to practical information, recent literature and a list of fragment-derived clinical candidates
(currently standing at 25), including one approved drug Vemurafenib arising from a fragment
based approach.

An example from Merck’s b-secretase program (BACE-1) is shown in Figure 20.5. NMR-based
fragment screening identified a thioisourea hit (1) with Kd 15 mM determined by 15N–1H NMR
chemical shift perturbation. This was evolved through use of X-ray structural data from the
thioisourea liganded BACE-1 into a series of iminohydantoins55 and iminopyrimidones56 of which
the more potent lead (2) is representative. A multiparameter lead optimisation program delivered
compound (3) an advanced potent oral candidate with good CNS penetration (Figure 20.5).57

A second example derives from the work of Astex researchers on the heat shock protein
HSP90.53,58 A library of 1600 fragments was screened against HSP90 using NMR methods to
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Figure 20.5 Development of hit and lead BACE-1 inhibitors to brain penetrant iminopyrimidone (3).56
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identify hits in competition with ADP, allowing identification of compounds with affinity for the
nucleotide binding site. The 125 fragments were progressed to crystallography experiments,
from which 26 co-crystal structures were obtained. Isothermal titration calorimetry (ITC) was
used to determine dissociation constants (Kd) for all compounds. Through structure-based
design utilising crystallographic data, one chemical series based on catechol (4) led to the
clinical development compound AT13387 showing both a ligand efficiency (LE) improvement
and a 106 fold potency improvement over the initial fragment hit (Figure 20.6).58

20.2.2.4.1 Screening Platforms. The typically weak affinity of small molecular weight frag-
ments has led to widespread adoption of highly sensitive biophysical screening techniques as
the basis for fragment based lead generation approaches—including NMR, surface plasmon
resonance (SPR), mass spectrometry, isothermal titration calorimetry (ITC) and electro-
phoresis methods, often in combination and frequently with guidance from X-ray crystal-
lography.52,53 Fragment screening libraries are small in comparison to HTS and typically
comprise several hundred to a few thousand individual compounds. Indispensable to any
fragment screening campaign is the ability to experimentally determine the binding mode of
compounds through generation of 3D structural information of fragments bound to target
protein using X-ray or NMR methods. Whilst advantageous for HTS approaches based on cor-
porate compound collections, 3D structural information becomes essential when dealing
with small, weakly bound fragments since the distance to final drug candidate is usually lar-
ger in terms of structural changes that need to be introduced, and small fragments by their
very nature are often demanding medicinal chemistry start points without guidance from
structural information.

20.2.2.4.2 Collections and Properties. Fragments are usually defined as compounds with
molecular weight less than 250, but definitions vary and higher molecular weight limits,
e.g. 300, have sometimes been used in setting the constraints for library composition. Ir-
respective of the precise constraint used, keeping fragments small allows greater freedom in
the subsequent steps of property optimisation due to the commonly held and demonstrable
view that lead optimisation invariable adds molecular weight. Keeping fragment lipophilicity
low is beneficial for the same reason and a rule of 3 (MWr300, clogPr3, the number of
hydrogen bond donors is r3, the number of hydrogen bond acceptors is r3) can be
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OH
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Fragment hit (4)
Kd 790 μM
Mwt 223
LE 0.26

Kd 7 μM
Mwt 235
LE 0.41

Kd 0.068 μM
Mwt 281
LE 0.47
IC50(cell) 17 μM

AT13387
Kd 0.00071 μM
Mwt 410
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Figure 20.6 Progression of a weak fragment hit to a 48 nM cell IC50 HSP90 clinical candidate (AT13387).58
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considered a useful maxim.59 Incorporation of 3D diversity is equally important to fragment
library composition since, in spite of the smaller size of fragment screening libraries (o104),
hypothetical fragment space (of all possible carbon-based fragments MWo250) is greatly re-
duced and potentially allows increased diversity coverage through appropriate fragment li-
brary design.

20.2.2.5 Target-Based De Novo Design

Target-based de novo design relies on knowledge of the 3D structure of a biological target or a
pharmacophore model to identify molecular structures that might bind to the target protein.
It relies on a medicinal/computational chemist with the help of de novo molecular design
software to build molecules within the constraints of a binding pocket or pharmacophore
model by assembling small fragments or individual atoms. As such, it is an extremely difficult
undertaking, not least due to difficulties presented in modelling interactions between flexible
molecules and protein targets which themselves also do not present a static and fixed con-
formation, but also because of the presence of enclosed water molecules that can often play an
important role in ligand recognition. The designed compounds also need to be chemically
stable and readily accessible since the inherent approximations in the methods rarely justify
lengthy synthesis. As a consequence, the number of true examples of leads generated by de
novo design is rather small. Nonetheless, de novo design still represents an approach to
generate new leads and, with growing numbers of tools available to aid the chemist, can
represent a viable approach to design leads, especially where chemical space needs to be
screened rationally. As a first step in such a process, the binding pocket or pharmacophore
and its key interaction sites need to be identified and extracted from 3D structural infor-
mation, then various seed fragments or building blocks are added to the structure and their
structures optimised to identify lowest energy conformations. Fragments are then ‘grown’ or
‘linked’ to build larger ligands with higher predicted scoring functions (predictions of binding
affinity). More sophisticated computational tools allow the entropic effects of bound water
displacement (solvation) to be incorporated into the estimation of binding. Various de novo
design programs are available to enable this type of approach e.g. SPROUT, TOPAS/Flux,
Skelgen, BREED, Fragment Shuffling, SQUIRRELnovo, and several reviews can be found for
more detailed information on the approach.60,1

20.2.2.6 In Silico Virtual Screening

In silico virtual screening is a computational technique to search large compound collections
as well as virtual compound libraries to identify structures with the greatest potential to
bind to a biological target. The approach can be applied in a structure- or ligand-based mode.
In the structure-based mode, compound libraries are docked into a target protein and a
scoring function is applied to give a calculated estimate of binding energy, and the hits are
then ranked by this scoring function to identify the most promising examples for experi-
mental testing. In the ligand-based mode, known ligand structures are used to generate a
pharmacophore model which is used to score the virtual screening collection based on
matching of steric and electronic properties. The approach suffers some of the same dif-
ficulties of de novo design but, when operated in a mode wherein the library is restricted to
corporate or commercial compound collections, this removes problems associated with
chemical space, synthesis and some stability concerns, and has been more successfully ap-
plied to generate leads. Virtual screening methods, pitfalls and successful applications have
been recently reviewed.61
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20.2.2.7 Lead Hopping

In the hit identification phase it is common to consider lead hopping (scaffold hopping) where
screening or literature ligands are available. The approach aims to identify the central core of the
hit series and bring one or more beneficial changes, and it can be guided by structural infor-
mation when available or be driven in a more pragmatic manner dictated by the need for
chemical novelty, structural simplicity and synthetic accessibility, or a need to move away from an
inherently undesirable structural feature or toxophore present in the core of the ligand. A scaffold
hop can increase binding affinity through additional interaction with the target protein or
through reduced entropy wherein the change results in a more rigid scaffold. It can also be used
to modulate physicochemical properties including lipophilicity and solubility. A very simple ex-
ample might be the replacement of an indole core with a benzimidazole to lower lipophilicity and
improve solubility, but examples can be significantly more complicated than this. When litera-
ture leads are taken as a start point, the ligands are often fairly advanced compounds and in
finding new hit series the compounds that are produced tend to higher molecular weight than
typical hits selected from screening, but when successful this approach frequently generates
more potent compounds than are normally produced by HTS, simply because the start point on
which the scaffold hopping approach was based was already part-optimised. A good example is
the PPARd agonist (6) produced through a scaffold hop from the known PPARd agonists (5) and
LC1765 (Figure 20.7). In this example a combination strategy was used, involving not only a core
switch but also a switch of the side chain. Other benzazepine isomers or combinations were only
weakly active, but this particular modification gave a novel hit series and a lead compound (7).62

A number of software programs are now commercially available that can help with generation
of replacement scaffolds.63

20.2.2.8 Covalent Inhibitors

Many researchers innately avoid covalent compounds because of selectivity and toxicity fears,
even though many successful marketed drugs operate through a covalent mechanism
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(7) R = nBu, EC50 0.0009 μM
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Figure 20.7 An example of a lead hop from compounds (5) and LC1765 to selective PPARd agonists (6)
and (7).62
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(e.g. Plavix, Nexium, Prevacid and, historically, aspirin and penicillin antibiotics).64 Invariably,
these covalent drugs arose not by design but by retrospective investigation of their mechanism
of action and no conscious choice was made to select for hits with a covalent binding mode.
In many target-based hit finding programs irreversible covalent binders are rejected due to an
understandable assumption that they would bind irreversibly to multiple proteins, RNA or DNA.
This is factually the case for many such compounds, but nonetheless many examples can be
found wherein high selectivity is achieved despite the irreversible nature of the inhibition.65

One example is the fatty acid amide hydrolase (FAAH) inhibitor PF3845 (Figure 20.8). Whilst not
showing structural features classically associated with irreversible covalent inhibition, the
normally stable urea reacts covalently with Ser-241 of FAAH in the active site to inhibit the
enzyme in an effectively irreversible manner. In both in vitro studies and in vivo protein pull-
down experiments PF-3845 and analogues showed very high selectivity for FAAH.66

In considering covalent inhibition one should at the same time consider the dose and the
reversibility/irreversibility spectrum. For compounds that have intrinsically low chemical re-
activity such that they can bind and selectively form a covalent bond, reversibly or irreversibly,
the stoichiometry of drug to target could ideally approach 1 : 1 and thus the delivery dose would
be low and the associated selectivity and toxicity concerns would be small. Furthermore, many
covalent inhibitors can operate in a reversible sense. The covalent bond they form is reversibly
formed (e.g. Michael addition or addition of a cysteine thiol to an activated nitrile) and it is only
the rate at which this covalent bond forms and breaks that differentiates the covalent inhibitor
from a traditional high affinity non-covalent ligand. This reversibility can also mitigate an
otherwise poorer selectivity for the target protein.67

20.2.3 Phenotype-Based Approaches (Phenotypic Screening)

Phenotypic screening will identify compounds that modulate in some desirable manner the
observable characteristics (phenotype) of a cell, tissue or organism. Once compounds are shown
to demonstrate a desirable effect, an attempt can be made to identify the biological target.
Historically this is how drugs were discovered before target-based approaches came to the
forefront. The approach can identify novel target proteins when coupled with genomic or
chemical proteomic target deconvolution approaches and offers a potentially more reliable
translation to disease pathology, although cell based (or even whole organism-based) phenotypic
assays must still be shown to be relevant in the human disease. Disadvantages of the approach
can include lower throughput screening capacity and the need to identify the molecular target to
drive property optimisation. Even though target identification methods have improved signifi-
cantly in recent years via chemical genetics and chemical proteomics,68 target deconvolution
remains a significant hurdle. Of course, historically drugs could reach the market before the
target was identified (e.g. aspirin and more recently rapamycin69), but increased regulatory
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O

      (8)
IC50 (FAAH) 33 nM
HTS-derived hit

PF-3845
kinact/Ki = 14,310 M-1s-1

Figure 20.8 Initial covalent hit leading to a highly selective and potent FAAH inhibitor.65
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requirements and the need for clinical target-engagement biomarkers make this extremely
challenging. One recent analysis indicates that the phenotypic screening approach has been
more successful than target-based approaches in delivering first-in-class small molecule drugs to
market,44 but comparisons often polarise opinions and in reality each approach has its own
merits and can provide many examples of successful outcomes,44,45 in addition to failures.

20.3 HIT-TO-LEAD

The hit-to-lead stage of the early drug discovery process is variously defined, but in many or-
ganisations relates more closely to the subsequent lead optimisation phase (LO) than it does to
any prior hit identification, in process and in outcomes. Initial profiling of hits is usually carried
out as an intrinsic part of hit identification to allow selection of defined series, but then a more
detailed hit-to-lead investigation of series properties and SAR is required to establish whether
one or more chemical series has a reasonable probability of delivering a candidate drug; thus
determining if it is worth committing the resource of a full LO project to the target and the
newly discovered chemical equity. Prosecution of hit-to-lead has been recently reviewed in some
detail,1,2 but the aim of this phase is to produce compounds and compound series with greater
potency and selectivity, and with adequate PK properties to support in vivo studies.

20.3.1 Strategy—What Are We Trying To Do?

From a medicinal chemistry perspective, the aim of a hit-to lead program is not to identify a
candidate drug. The main goals should be:

� To establish which, and how many, of the hit series have the required properties to sustain
an LO program.

� To identify obvious weaknesses in the hit series and show the potential for these weak-
nesses to be resolved during the course of LO.

� To establish that a series doesn’t have flat SAR and is not positively correlated to an un-
desirable property such as high lipophilicity, or low solubility.

� To increase potency and selectivity.

The hit-to lead phase will involve hit series expansion through a target design and synthesis
cycle to answer specific questions of the series and will explore the wider chemical scope to
define the series boundaries for activity. This is because the end product of the lead generation
phase as a whole is to deliver one or more structural classes of compound that will be primed for
property optimisation specifically focused on delivery of a candidate drug.

20.3.1.1 Right Cascade And Compound Profiling—What Criteria Do You Set And How
Do You Monitor Progress?

Because of the need to explore SAR around each of the hit series and to explore diverse
chemistry to determine SAR boundaries within each series, a screening cascade needs to be in
place in the hit-to-lead phase that can deal with the desired throughput of compounds; lower
than in the hit finding phase but sufficient to support a design-make-test cycle. Any screening
cascade might also incorporate secondary assays to further explore activity, as well as additional
selectivity and cross-species assays. A lead target profile can be defined in advance which rec-
ognises the need to balance multiple properties as an objective for the phase, and to clarify the
objectives of the subsequent LO phase. The number of parameters that can be addressed is
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difficult to define but the LO transition can become a distant prospect if the sole positive quality
in a lead series is potency.

A typical lead target profile for an oral project might appear as follows:2

� Potency:
J pIC5047 at isolated biochemical assay target.
J pIC5046 in functional cell assay.
J Estimated/measured whole blood potency pIC5045.0.
J pIC5046 in a biological effect assay measuring activity in a relevant disease cell.

� Selectivity:
J 430-fold selectivity over closely related targets
J 4300-fold selectivity vs. chronic (24 h) cellular toxicity

� Species crossover:
J o10-fold variance vs. human

� DMPK and physicochemical properties:
J Lead-like physicochemical properties: MWo450, logDo3. 5, solubility410 mM, H-bond

donors r4, H-bond acceptors r8.
J Intrinsic clearance o25 mL/min/mg in oxidising human microsomes or o10 mL/min/106

cells in human hepatocytes
J Intrinsic clearance o40 mL/min/mg in oxidising rat microsomes or o15 mL/min/106

cells in rat hepatocytes.
J Rat Cl o 50% of liver blood flow for neutrals and bases
J Rat Cl o 15% of liver blood flow for acids
J IV elimination half-life41 h (rat)
J Oral bioavailability (rat)420%
J Cyp inhibition: IC50410 mM for 4 of 5 isoforms.
J Chemical stability at pH 7.44100h

� In vivo activity (PD model):
J Pharmacological hypothesis supported by activity in an in vivo model.

� Safety:
J Broad secondary pharmacology screening at 10 mM.
J QT liability assessment: minimum 30-fold selectivity over hERG.
J Preliminary genotoxicity evaluation: 2-strain AMES negative.

� Intellectual property:
J An assessment has been made of the patent space around lead series and the potential

to identify novel chemical equity in the area.

The last bullet is noteworthy in that, at this stage, the chemical structure and therefore the
potential novelty of the final candidate drug is not known. This will be defined by the lead
optimisation process. If exploration of chemical scope in the hit identification and hit-to-lead
phases is able to provide some definition to the boundaries of SAR, then the project should be
able to make a good assessment of whether the existing patent literature significantly restricts
the scope of any LO program or not. The option to make an early IP filing exists, but this risks
creating prior art complexity later in the discovery phase.

20.3.1.2 Decision Making Process

Any decision making process must satisfy many demands. A good small molecule lead gener-
ation project will deliver a biological target that has been validated and shown to have disease
relevance, but it will also deliver a target that can be successfully modulated by small molecules.
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As such, the ability to identify appropriate small molecule chemical equity is just one part of the
lead generation exercise, but a critical one nonetheless since many lead generation programs
fail for lack of such compounds. Assuming that small molecule series can be found, then lead
target profiles such as the one described above provide a means to benchmark progress and
control resource to achieve delivery.

20.3.1.3 Success Stories

Three examples will be given. One from a HTS-derived lead generation program leading to the
discovery of the DPP4 inhibitor Januviat (Sitagliptin),70 the second from a fragment-based lead
generation program which delivered the BRAF inhibitor Zelboraf (Vemurafenib),71 and the third
from the hepatitis C (HCV) field where most hit finding strategies failed but a substrate modi-
fication approach proved successful, delivering Telaprevir, Boceprevir and Simeprevir, with many
more inhibitors in clinical trials.72–74 Each of these marketed drugs represents a success story in
its own right, presenting learning which can only be adequately obtained by reading the full story
behind their respective discoveries, but serve to illustrate how low potency hits can be trans-
formed into potent oral, marketed drugs through judicious choice of hit and lead series.70–74

Merck’s DPP4 inhibitor Januviat (Sitagliptin) provides a good example of a HTS-driven lead
generation program which was able to capitalise on knowledge gained from a parallel DPP4 in-
licensing program identifying key DPP8/9 selectivity requirements that could be built into the
lead generation program. Three hit series were identified and each was investigated, but it was
the piperazine series exemplified by (9) that ultimately delivered the highly selective inhibitor
Sitagliptin with high selectivity versus DPP8/9, a4600 fold increase in potency and significantly
improved bioavailability (Figure 20.9).

Plexxicon’s BRAF inhibitor Zelboraf (Vemurafenib, PLX4032) is also a good example because
it has delivered the first marketed drug from a fragment-based lead generation program. The
drug was approved in 2011 for the treatment of late-stage melanoma and the target in this case
was a mutated form of BRAF present in human cancers. Plexxicon initiated a fragment based
lead generation campaign using a 20 000-fragment library MW range 150–350 to screen at high
concentration (200 mM) against a panel of kinase enzymes, and identified a generic 7-azaindole
hinge binding fragment with several putative sites of substitution to optimise potency and
selectivity (Figure 20.10). Compound libraries based on substitution of the 3, 4 and 5-positions
of the starting fragment were then screened against oncogenic BRAF and, by generating cocrystal
X-ray structural data, an optimisation program led to the discovery of PL4720 and subsequently
the development compound PLX4032 based on improved pharmacokinetic properties.
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Initial hit series example 
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Figure 20.9 The discovery of Sitagliptin from a HTS derived hit series.70
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Finally, the discovery of hepatitis C virus (HCV) protease inhibitors Telapravir, Boceprevir and
Simeprevir provides an example where multiple HTS approaches, virtual screening and other
approaches failed to deliver tractable hits, but where a substrate based approach proved ul-
timately successful (Figure 20.11). This protease together with its co-factor NS4A is essential for
replication of the virus, and the first X-ray crystal structure revealed a shallow active site and
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Figure 20.10 The discovery of Zelboraf (Vemurafenib, PLX4032) from a fragment-based lead.71
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Figure 20.11 The discovery of hepatitis C virus (HCV) protease inhibitors from substrate peptides.73,74
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hydrophobic substrate binding groove which interacts with its minimum decapeptide sub-
strates, spanning P6–P40. Protease-substrate interactions are more reminiscent of protein–
protein interactions and are governed mostly by electrostatic interactions, thus explaining why
conventional hit finding strategies failed.72 Despite these challenges, there are now three ap-
proved drugs and 11 protease inhibitors in clinical trials.73 All of these originate from the
discovery that hexapeptide carboxylic acids, based on the substrate peptides, are inhibitors of
the protease. These peptidic and hydrophilic leads have been transformed in several years of
chemistry efforts and structure-based design to a series of reversible covalent inhibitors, such as
Telapravir and Boceprevir, or to reversible acid based compounds such as BILN-2061 or
Simeprevir.73,74

20.4 SUMMARY

Successful lead generation depends on many factors with no one technique or approach in
isolation able to guarantee success. Indeed, for some targets, all approaches might fail and
this is an inherent risk in any lead generation exercise. Nonetheless, success can be linked to
judicious choice and combination of hit-finding approaches as well as to the process of
evaluating hits and developing them into leads. Chemical space is inherently large with much
of it far removed from drug-like space, and in any lead generation campaign many molecular
classes will be identified that are unlikely to be drug candidates yet have the potential to waste
large amounts of resource on the way to discovering this fact. Successful lead generation is
as much about removing these blind alleys as it is about generating leads and should at
least attempt to look beyond the criteria of a hit and a lead and consider the end goal of a
marketable drug. Although this is a very difficult task and many problems cannot be identified
at this early stage, some certainly can be and will help steer decision making at the lead
generation stage.

Success rates for any hit finding approach are related to target class and this is certainly true
of all of the approaches discussed in this chapter. It is also true that the much described R and
D productivity challenge arising from decreasing numbers of successful drug approvals will
inevitably increase the drive of lead generation for some pharma companies into target areas
traditionally regarded as poorly tractable from a small molecule perspective, and this will im-
pact overall lead generation success rates as well as the need to identify new hit-finding ap-
proaches. The area of protein–protein interactions is an obvious one that provides many highly
disease-relevant targets but in which success rates remain low for small molecules. Nonetheless,
the scientific challenge and potential rewards for success provide plenty of stimulus to succeed
and approaches such as ultra-high throughput affinity selection of DNA-encoded libraries51 and
covalent inhibitor design64 offer hope that adoption of new approaches might raise success
rates in such areas.

HINTS AND TIPS

� The identification and establishment of biological assays with appropriate throughput,
quality, reproducibility, cost and pharmacological relevance is of critical importance to
any target-based lead generation campaign.

� Success in lead generation can be linked to judicious choice and combination of hit-
finding approaches as well as to the process of evaluating hits and developing them into
leads.

� Efficient separation of true actives from compounds working by unwanted mechanisms
e.g. interference with the assay detection systems is crucial to the hit finding approach.
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� Lead-like simplicity in terms of lower molecular weight and lipophilicity has emerged as
a paradigm to facilitate optimization of screening hits.

� Pressure to succeed with poorly tractable targets needs to be balanced against potential
reward and the overall balance of risk of an organization’s lead generation portfolio.
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CHAPTER 21

Lead Optimisation: What You Should Know!

STEPHEN CONNOLLY*a AND SIMON E. WARD*b

a Scientific Leader, Medicinal Chemistry, Almirall R&D, 08980 Sant Feliu de Llobregat,
Barcelona, Spain; b Professor of Medicinal Chemistry and Director of Translational Drug
Discovery Group, University of Sussex, Brighton, BN1 9QJ, United Kingdom
*E-mail: steve.connolly@almirall.com; simon.ward@sussex.ac.uk

21.1 THE ROLE OF LEAD OPTIMISATION

The identification, clinical evaluation and ultimate marketing of a drug molecule is a long and
complicated process, as outlined in this book, and one that to many looking from outside may
seem to be so risky and convoluted that it is easy to see why so many drug discovery programs
fail.1,2 To help investors and governance groups measure success, and to allow appropriate
functional expertise to be involved at the right time, the drug discovery process is normally split
up in to smaller steps. The segment called lead optimisation is critical to the endeavour because
this is the step that takes the output from lead identification, likely a number of series of
molecules with a range of properties, into a single candidate drug molecule whose molecular
properties are fixed. Value is created in the optimisation phase as development candidates
represent tangible assets.

21.1.1 What Is Obtained From Lead Identification: Assessing the Series

The start of lead optimisation usually begins with one or more series of compounds with a
range of properties that give some confidence that they could be optimised to the final
molecule. Many of these properties are generic, but some are more specific, depending, for
instance, on whether the program is aimed at oral or topical treatment, whether once-a-day
treatment is required or a more frequent dosing regimen is acceptable, or whether CNS access
is required or should be avoided etc. Each individual project will have a set of project-specific
properties that will need to be optimised. Selectivity against closely related targets may be
necessary, as well as generic selectivity against targets that cause common issues, e.g. hERG
(human cardiac potassium channel) or phospholipidosis risk. Metabolic stability should be in
line with the desired dosing regimen. If the target is intracellular this will place additional
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demands on properties to ensure good cell penetration. If the compound acts on a receptor it may
be required to be a full or a partial agonist, an antagonist or an allosteric modulator. If the
compound is competitive with a natural ligand, a high concentration of the ligand may provide an
additional challenge. Many such questions need to be posed, and answered before the journey
begins. In addition, the series should be novel and patentable, and will require advantages over
existing or competitor compounds. In short, the properties of a candidate molecule will need to
fulfil a large range of demands, both specific and generic, and be tailored to the treatment pattern
envisaged, or demanded by the disease to be treated. This collection of properties that the final
single molecule should be aimed at is commonly termed the candidate profile. See Table 21.1 for
an example candidate profile.

21.1.2 What Does Lead Optimisation Deliver to Development: Meeting the
Candidate Profile

At the outset of lead optimisation the project should have a well-considered candidate drug
profile that it will aim for. This is not a ‘mindless checklist’; some demands that are not reached
may be compensated by other properties that exceed the minimum standards set. For instance,
some deficit in potency may be compensated for by an excellent half-life. The rationale for
setting a candidate profile up-front is to ensure that the properties of the final molecule will
provide a compound that is of sufficient potency and selectivity, and whose pharmacokinetics
allow a reasonably low dose to highly interact with the target over the whole of the dosing
period, without affecting undesired targets that will cause side-effects.

Table 21.1 Typical example of an oral candidate profile.

Potency Primary Binding IC50 o5 nM
Cell Potency IC50 o20 nM
Whole blood potency o1 mM

Selectivity Versus key related targets 4100-fold
Versus key generic liabilities,

e.g. hERG, phospholipidosis
430 mM

Versus large panel of diverse targets o50% activity at 10 mM spot testing
Pharmacokinetics Stability in Microsomes and

Hepatocytes
Clint o 10 ml/min/mg (mics) and
o3 ml/min/106 cells (heps)

In vivo rat Pharmacokinetics T1/2 42 hrs and Bioavailability 430%
In vivo dog Pharmacokinetics T1/2 44 hrs and Bioavailability 430%
Predicted human Pharmacokinetics Predicts T1/2 suitable for desired dosing

regimen e.g. 12–25 hrs for once-a-day
Physical

Chemistry
Solubility High enough for in vivo dosing in safety

studies e.g. 450 mM
Stability Stable in solution

Chemistry Synthesis Capable of being scaled-up
Patents Novel to secure patent, and patent filed

Toxicology Selectivity No strong activity in general screening
panels

Selectivity No strong activity in key toxicology screens
e.g. hERG, cell toxicity

Reactivity No activity in reactivity screens e.g. cyanide,
glutathione trapping

In vivo Toxicology Good margin with maximal tolerated
dose (MTD) at multiples of predicted
therapeutic dose
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An ideal drug candidate will have sufficient:

� POTENCY, such that the minimum concentration (Cmin) required to be maintained for
efficacy is low (e.g. less than 50 nM).

� HALF-LIFE, such that the dose required to maintain Cmin does not produce a very much
higher maximal concentration (Cmax) e.g. a t1/2 of 24 h will give a Cmax : Cmin ratio of 2

� SELECTIVITY, such that toxicity (undesired pharmacology) is not seen until very much
higher plasma levels than Cmax are achieved (e.g. levels 410-fold above Cmax to give a safety
margin of 410)

This is illustrated in Figure 21.1.
The minimum concentration required for efficacy (Cmin) should be in line with that found

in animal models (allowing for cross species potency differences), while the human phar-
macokinetics should be predicted from that measured in at least two animal species, usually
rat and dog (allowing for interspecies scaling). Throughout the project the profile of the
candidate may change with additional information. It may become tougher if a competitor
compound emerges with an excellent property profile, or easier if no once-a-day compound
appears and twice-a-day dosing becomes acceptable. New criteria may be added such as
regulators demanding better selectivity, or increased margins against toxicity. This target
profile should be a living document that captures the set of properties against which the
project is aimed. But equally, if well-crafted from the outset, the profile should not change so
much that the ongoing optimisation is continually set towards new directions. A well thought
through profile will act as a goal that the project team members will jointly focus on to deliver
a suitable compound which meets those properties. Thus, the candidate profile becomes a key
set of numbers to be attained.

It is also important to remember that, while the candidate profile may already contain quite a
few demanding properties, when reaching the later stages of optimisation with a range of

Figure 21.1 Idealised graph of candidate drug plasma profile. Graph demonstrates how both potency and
half-life govern the margin to unwanted side-effects (with thanks to Dr John Dixon for
generating the graphic).
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compounds close to meeting the candidate profile, there will be a further extended range of
properties that need to be satisfied. This extended range of criteria may not form part of the
optimisation process, but need to be tested before the final molecule is proposed as a candidate,
and taken into the expensive development phase. Thus, the profile of the candidate drug should
encompass a set of properties, which if satisfied, will allow the clinical concept to be tested
appropriately with a suitable molecule, by the envisaged administration.

21.1.3 The Process of Optimisation

Once the candidate profile is written the properties of the lead molecules identified should be
measured against it to assess which properties need to be optimised. If the hit to lead phase has
gone well the lead compounds should have many of the desired properties already built in, but
normally some of the required properties will be present in some molecules, and other properties
in other molecules. Usually it is not an easy job to combine all the required properties into a single
molecule. The project will need to decide what the main issues remaining in the compounds are,
and these will vary from project to project. Lead compounds do not usually have the potency re-
quired by the candidate, or if they do then it may be accompanied with an undesired property. For
instance it is common for early compounds that have high potency to also have high lipophilicity,
leading to poor pharmacokinetics and physicochemical characteristics, while other examples in
the same series may have lower lipophilicity and good pharmacokinetics, but much lower potency.
This potency–lipophilicity relationship is well described, and it is the ratio of these two properties,
described as Lipophilic Efficiency (variously LLE3 or LipE4) that often needs to be improved (see
CCR8 case study below). Understanding the key deficiencies of the ‘lead compounds’ from the hit
to lead campaign and the ability to change these undesired properties without adversely affecting
any of the other good properties is key to making progress in the optimisation phase.

21.1.4 Screening Cascade

Once the candidate profile is written, and accepted, and the deficiencies of the lead compounds
are understood, the project needs to put in place an appropriate screening plan so that com-
pounds can have the required properties measured, and progressed towards the desired profile.
Naturally not all properties are, or can be, measured at once, so the screening plan must be
organised in order that key properties are measured at the right time, and on a reasonable
number of compounds, to allow filtering of the best compounds for further testing, in particular
into the more expensive or time consuming tests, such as in vivo potency in a disease model, or
rat pharmacokinetics.

Note that many properties on the extended list of measurements required for potential
candidate compounds might already have been performed on earlier compounds in the series,
i.e. forerunner compounds, which did not meet the candidate profile but were progressed
earlier in order to check that the series itself has no show-stopping activities, i.e. properties that
will kill the whole series. However, it is important that the actual potential candidate com-
pounds are tested, because if nominated as a candidate all properties need to be verified on the
actual candidate drug molecule. It should also be emphasised that profiling a wider set of
properties is not merely stamp collecting, but has evolved to evaluate and avoid risks of failure
later in the development process. The extended testing cascades should be refined and tailored
to the individual issues and challenges present in each unique project. A particular example of
this pressure testing of series is early safety toxicology testing of suboptimal members of
the series in order to avoid failures late in the screening cascade. This proactive early safety
toxicology testing was prompted by expensive and resource consuming failures of molecules in
late safety testing. The reported data5,6 shows that such safety front-loading has reduced the
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attrition due to toxicity, and a greater proportion of late stage failures are now due to insuffi-
cient efficacy. Whilst any later stage attrition is disappointing, reduced attrition due to toxicity
at least allows more compounds to be progressed to man to test the concept of inhibiting the
target in the disease, whereas late stage toxicity failures are both costly, and mean the com-
pounds fail prior to mechanism testing in man.

In putting together the screening cascade the project leader should ensure that all tests are in
place to ask, and answer, key questions. Are the screens relevant to the disease, and route of
administration? Is each assay in the right place in the cascade to enable fast filtering of com-
pounds with the desired properties? Is the availability and throughput for each assay fit for the
place it occupies in the screening cascade? Compounds will stall in the progression sequence if
a key assay delivers results too slowly for the screening plan, or runs too infrequently. The
screening cascade is critical to the project in providing the right data at the right time to allow
the project to make critical decisions about compounds, to stop weaker compounds and pro-
gress stronger compounds. It also helps the project to identify the drivers of the key properties,
and allows the project to run the iterative cycle rapidly. In short a well-planned screening
cascade organises the discovery phase efficiently, and enables the project to rapidly identify a
candidate drug with the right property profile. An example lead optimisation screening plan is
shown in Figure 21.2.

21.1.5 Decision-Making in the Screening Cycle

Once a suitable screening plan is in place the project must decide how best to run the plan. This
will depend on many factors. How many compounds will be produced? Which tests are avail-
able to the project, and how often do they run? Which project members are best placed to
evaluate the test results, and choose which compounds to progress further? What is the critical
data that will allow a compound to be progressed, and which value needs to be met? How these
and other questions around the screening plan are answered will depend on company trends
and to some degree on the project leader’s own experience. However a project is set up there
needs to be a way for the project to decide which compounds to progress to the next level, or to
analyse results and decide on actions to progress the project. To avoid prolonged debate around
each individual compound it may be useful to set pre-determined progression criteria for the
main decision-making assays.

21.1.6 Progression Criteria

Throughout the optimisation phase the project should have the candidate profile in mind as the
ultimate goal. However, at early stages, when the molecular properties are still some distance
away, it may make sense to have looser progression criteria for moving a compound through the
screening plan in order to understand all the molecule properties in a holistic way. For instance
some compounds in a series with insufficient potency should be advanced into rodent phar-
macokinetics with a view to testing if the PK of the series is a strength or weakness. As the op-
timisation progresses and the properties are advanced toward those desired of the candidate drug
the progression criteria should be tightened, and ultimately coalesce with the candidate profile.

The project will need to decide which data to collect automatically on all molecules made e.g.
primary potency, solubility, in vitro metabolism, measured log D. Some of this data can be key to
analysis of series to determine what are the drivers of specific properties, and where limits i.e.
progression criteria, need to be drawn. On the other hand many properties are now well predicted,
and it may not make sense to collect all properties on all compounds, just because it is possible.

Equally, in these days of property prediction,7 it makes no sense to make molecules with
properties that are predicted to be bad. All compounds should be prepared in order to clearly
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address a question. Small, well-chosen arrays of each sub-type are appropriate to explore
property space, but the chemistry should be driven by molecules made to test a theory, and not
just because one could easily synthesise 500 simple analogues.

21.1.7 Predicted Properties

As mentioned previously the properties of a compound are fixed, formulation aside. Indeed it
should be recognised that the properties of a molecule are fixed from the moment of con-
ception. Many properties are easily predicted (though not always correctly) and prior to syn-
thesis the key properties should be predicted and the molecule made only if the predictions are
in an acceptable region. It is the defining of acceptable that may be problematic. Some will
argue against rigidity in selecting compounds for synthesis solely on predicted properties,
however, judicious choice of what to make can avoid difficult issues later. If a compound
predicts to be completely insoluble why would you make it?

Figure 21.2 Example of a screening cascade as used in the CXCR2 project at AstraZeneca. Note, the table
is shown in original form to indicate the complexity and flow of a typical screening plan, but
in this case simplified with a variety of local acronyms such as pred: predicted, WB: whole
blood potency, RH: in vitro rat hepatocyte metabolism, HM: in vitro human microsomal
metabolism, rPPB: rat plasma protein binding, hPPB: human plasma protein binding, Cl:
clearance, DTM: dose to man (predicted from in vitro clearance and assuming a certain
volume of distribution estimated from earlier members in the series), HH: in vitro human
hepatocyte metabolism, PK: pharmacokinetics, iv: intravenous, po: oral, DH: in vitro dog
hepatocyte metabolism, PD: pharmacodynamics in an appropriate disease model, PARD:
pharmaceutical property evaluation, MDS indicates extended target screening, ML: mouse
lymphoma mutagenesis.
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21.1.8 The Use of Colour to Simplify Decision-Making

Once the project is in full throttle many decisions will need to be made about the range of com-
pounds that enter, and travel through, the screening plan. This can be simplified by the use of colour
in the results database. Looking at all the results for a compound, with the key results having their
progression criteria coloured in a traffic light fashion, can make it easy to see when a compound
passes all the relevant criteria and should be progressed. It is also very easy to see when a compound
passes all criteria in the screening plan, and is a potential candidate molecule. However, caution
must be applied: the use of colour is powerful, and should be used carefully with appropriate
judgment, especially at the boundaries of criteria. Nonetheless, the use of colour can streamline
decision-making remarkably. For examples of the use of colour in assessing the strength of com-
pounds in the lead optimisation process see Figures 21.3 and 21.4. Understanding when a possible
candidate has been found is a key step for an optimisation project because it may change the nature
of the following synthesis and testing from a hunting phase, to a selection phase involving scale-up
and a more detailed examination of a relatively small number of more focussed compounds.

21.2 LEAD OPTIMISATION—THE PRACTICALITIES

21.2.1 Quality of Start Point Is of Paramount Importance

In the same way as the most important decision in the drug discovery process is the selection of
the correct target, the most important decision in the lead optimisation process is the very first
decision, namely the selection of the chemical starting point itself. Whilst this is an obvious
statement, there are a number of factors which drive initiation of medicinal chemistry activities,
which can lead to optimisation starting on either poorly validated hits, or on molecules with a
low probability of success of being able to be optimised into drug candidates. Given the re-
source that can be required to optimise from hit to lead to candidate and the momentum that
can build up within a live project, it is vital that the resource is used effectively and applied
along the correct trajectory.

Figure 21.3 Example of progression using colour to simplify decision-making—early chart. Example
views of key data in a long-acting b-agonist project where the starting point was a low potency
compound, with poor selectivity, and a high free fraction (related to a systemic side-effect in
this case). The property weaknesses are clearly highlighted.
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Assuming the lead generation is complete and the output appropriately validated, data
should be generated to enable an appropriate selection of hit matter for a chemical start point.
Typically this should include data which is generated computationally and in high throughput
in vitro assays as well as examination by an experienced medicinal chemist. Additional
early in vitro toxicology, wider selectivity and in vivo pharmacokinetics are informative at this
stage, but their accessibility will be driven by the facilities available.

Following this analysis, two common scenarios emerge:

1. A specific go/no-go criterion can be defined for an individual series. Typically this could be
to see if an undesirable structural feature can be removed e.g. removal of a carboxylic acid
group to achieve CNS penetration or removal of a toxicophore such as a Michael acceptor.

2. A broad optimisation strategy is devised encompassing optimisation of several properties.
The compounds required to be made should test specific hypotheses and should only be
made if essential to answer that question (see Figure 21.58).

Figure 21.4 Example of progression using colour to simplify decision-making—later chart. After some
cycles of compound synthesis and testing a compound with improved properties in all areas
was found that subsequently became a candidate drug.

Introduce spacer between units
to improve solubility?

Dimethyl amide - likely metabolic instability
Is cyclic amine tolerated?

Lipophilic region
- is polarity tolerated?

H-bond acceptors required?

Lipophilic region
- is polarity tolerated?

NO

N
N

CF3

Figure 21.5 Examples of early hit to lead questions. Lead obtained for AMPA receptor positive allosteric
modulator project. Initial questions posed leading to first wave of analogues prepared and/or
purchased.
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21.2.2 Starting Lead Optimisation: Identifying the Weaknesses

As with all aspects of drug discovery, the principle of ‘the more information the better’ applies
and often, at the start of lead optimisation, there is insufficient data within the chemical class to
allow effective use of QSAR/similar tools described in earlier Chapters. Consequently, from any
established lead, there are several initial avenues to gather additional data:

1. As above, the lead molecules should be characterised as extensively as resource/budget/
facilities allow in order to maximise the chances of addressing key issues early on. Ideally
this would include information on the kinetics and thermodynamics of the protein–ligand
interaction.

2. If possible, structural data of the lead bound to the protein should be generated by X-ray
crystallography. If unavailable, a computational model of the ligand bound to a homology
model of the protein may provide some structural insight.

3. The structure–activity relationships for the lead should be developed by purchasing all
related analogue structures (so-called ‘SAR by catalogue’).

4. Focussed small library sets (10–20 compounds) can be prepared around synthetically
tractable areas of the molecule to generate additional SAR. Specifically, this would seek to
generate a number of pair-wise comparisons to understand:
� Which features of the molecule are required for binding to the target?
� Which physical property (measured or calculated) is driving the parameter in need of

improvement?
� If the project is in an area of pre-existing research, then clearly literature mining and

pharmacophore generation from published SAR can drive new analogue design.

The output of this initial investigation should allow the medicinal chemist to prepare plans
for the classical iterative cycle of design–synthesise–evaluate/test–analyse allowing full lead
optimisation to begin (see Figure 21.6).

21.2.3 Formulating a Strategy for Full Lead Optimisation

The principle challenge in lead optimisation is to recognise that the process requires opti-
misation of multiple parameters in parallel, and that a number of these parameters may be
driven in opposing directions by the same underlying properties. The clearest example of this

Design

Synthesis

Characterise

Analyse

Figure 21.6 Design cycle.
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is lipophilicity, for which it is apparent that affinity for the target can nearly always be
achieved by increase in lipophilicity. However, it is equally apparent that increases in lipo-
philicity are associated with a reduction in overall drug-likeness and an increased chance of
attrition.5

To this end, it is imperative to identify the underlying cause of the issue (e.g. low solubility,
poor distribution etc.) that requires optimisation, such as specific structural features, functional
groups or physicochemical properties. These observations will have been reinforced by the pair-
wise comparisons and focussed library sets described above. The less data that is available, the
more important it is to ensure that the analogues proposed cover a wider range of physico-
chemical space to be able to derive future hypotheses. Subsequent analogues should be used to
refine these hypotheses, and data should be analysed for simple correlations between properties
(e.g. P450 3A4 inhibition and clog P; hERG affinity and pKa etc.) as well as multi-parametric
principal component analyses to identify trends between weighted combinations of several
parameters.

However, in addition to these general principles, there are some additional common issues
that are encountered in lead optimisation, for which a selection are discussed below:

21.2.4 Strategies to Optimise Common Parameters in Early Lead Optimisation

21.2.4.1 Target Affinity or Potency vs. Lipophilicity

Potency is very commonly the principal driver in early lead optimisation. When pursued in
isolation from other molecular properties it has been blamed for the observed trends in in-
creasing molecular weight and/or lipophilicity leading to compound-related attrition.3 There
are many hurdles to overcome during the process of drug discovery and development, and it is
clear that the balance of biological vs. physicochemical properties is the key to a successful lead
optimisation strategy. Furthermore, given the unpredictable and challenging path to identify
and then develop a drug candidate, it is imperative that medicinal chemists apply their skills to
modulate the parameters and properties that lie within their control.

Recognising the inherent challenge of balancing multiple parameters, a number of tools
and indices have been adopted to assist the medicinal chemist in early lead optimisation.
The most simple of these are the various modes of binding or ligand efficiency, which is most
easily considered as a ratio of binding affinity or potency against a descriptor of molecular size
(Equation (21.1)):

Ligand efficiency ðLEÞ¼ DG
n Heavy Atoms

or
pXC50

n Heavy Atoms
or

pXC50

MWt
(21:1)

Calculating the ligand efficiency alongside the primary screening potency for each molecule is
a powerful means of ensuring the efficiency of the optimisation process.9,19 Furthermore, an-
alysis of ligand efficiencies through optimisation campaigns indicates that they generally de-
crease, reinforcing the need to start with the most efficient chemical start point. In the same way
that the physical properties of a molecule are fixed at the point of conception of the idea, the
overall ligand efficiency of a chemical series is generally established from the ligand efficiency
of its parent hits. Indeed, data supports the premise that the maximum ligand efficiency that
can be achieved decreases with increasing molecular weight. This can be rationalised by con-
sidering that an ideal fit of ligand to protein is less likely as molecular complexity increases. The
optimisation from leads to both Gefitinib and Sunitinib in Table 21.2 illustrates the usual path,
for which increasing molecular size was balanced with introduction of solubility and other
properties leading to an overall decrease in efficiency of binding.
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Table 21.2 Example ligand efficiencies from lead to candidate drug. LE calculated as pKi/HAC, where HAC¼number of heavy, i.e. non-hydrogen,
atoms. Table adapted from content within An Analysis of the Binding Efficiencies of Drugs and Their Leads in Successful Drug Discovery
Programs9.

Lead LE pKi Drug LE pKi Drug name

Leads optimised to drugs with decrease in LE

ClNH

N

N

0.43 7.8 F

N

O

O

O

ClHN

N

N

0.25 7.6 gefitinib
(EGFR Tyr kinase)

N
H

O

N
H

0.4 6.4 NEt2

N
H

O

F
N
H

O

N
H

0.26 7.1 sunitinib
(VEGF-R2 kinase)

Leads optimised to drugs with increase in LE

NH

NH O

ON
H

NH2

SO2

0.13 3.0

N
H

NH

NH

O

NN
H

NH2

SO2

CO2H 0.22 7.5 argatroban (thrombin)

H

O

OH

NH

OH

O CO2H

0.28 5.4

NH2

NH2

H

OHOH

OH

O

NH

N

O CO2H

0.44 9.7 zanamivir
(influenza neuraminidase)
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Notable exceptions to this can occur, however, a consideration of the first LE equation above
should indicate that this requires increased DG for the same molecular size, i.e. increase in DH
or decrease in DS. The former can be achieved by identifying additional polar or ionic protein–
ligand interactions (as illustrated by argatroban and zanamivir in Table 21.2). However, it must
be stressed that the design of additional polar interactions is challenging, even with the
structural information provided by X-ray crystal structures of liganded proteins. A decrease in
DS can be achieved by freezing the conformation of the ligand into its bioactive conformation to
minimise entropic energy loss on binding, such as in Figure 21.7.

In addition to the observations above, it is apparent that on average the potency of a drug is
superior to that of its parent lead, however the ligand efficiency remains constant. This means
that that the overall molecular size increases to achieve greater potency. Earlier chapters have
stressed the importance of controlling lipophilicity in drug design as it plays a major role in off-
target and non-specific protein binding, phospholipidosis, solubility, toxicity and countless
other parameters. Together, this requires the medicinal chemist to be particularly aware of the
impact of the design strategy on lipophilicity, and as such, the lipophilic ligand efficiency index
(Equation (21.2)) is helpful:

Lipophilic ligand efficiency (LLE)¼pXC50� clog P (or clog D at pH 7.4) (21.2)

The common and significant increase in lipophilicity over the course of an optimisation
programme has been recognised as a probable contributor to current candidate attrition rates,
although it is a parameter that can be controlled during the optimisation phase with scrutiny of
both potency and lipophilicity of proposed and prepared molecules. The challenge to medicinal
chemists is to design an optimisation path which improves potency and drug-like properties
(potentially including an increase in molecular weight) but which does not overly increase
lipophilicity. One way to do this is to optimise LLE. For instance, if a typical oral candidate has a
potency of 1–10 nM, or in other words a pIC50 of 8–9, and a typical log D of 2 for acceptable
physicochemical properties, then the LLE of such a compound should be in the region of 6–7.
Since early lead compounds will have lower potency, and possibly higher lipophilicity, starting
LLEs are usually much lower e.g. in the region of 2–3.

21.2.4.2 Case Study: Use of LLE to Avoid the Lipophilicity Trap in CCR8

CCR8 is a G-protein coupled receptor that is found on T-cells, and in skin, which responds to a
single chemokine receptor, I-309. It has been implicated in T-cell homing to lung and skin when
activated in disease situations, and has been a target for a number of pharmaceutical companies.

A high throughput screening (HTS) campaign at AstraZeneca gave a number of hit com-
pounds, the most interesting of which is shown labelled as Compound 1 in Figure 21.8. In line
with many HTS outputs compound 1 showed fairly weak potency in a radio-labelled I-309

NH2

N
H

O

H2N O

NH2

N
H

O

H2N O

Figure 21.7 Conformational restriction during lead optimisation.
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competition binding assay, and had high lipophilicity, leading to a number of issues, most
notably high in vitro metabolic clearance and potent hERG activity.

As is normal in the lead optimisation phase a large number of simple analogues were rapidly
synthesised and tested. This resulted in an initial conclusion that potency could be enhanced by
increasing lipophilicity but this also made in vitro clearance and hERG inhibition worse. In
contrast reducing lipophilicity did reduce clearance and activity against hERG, but also reduced
potency against CCR8. This is a classic case of a lipophilicity trap.

This can be easily seen in Figure 21.9 which shows potency plotted against log D, where a
diagonal leading edge is clearly outlined. Since the slope of this line is �1 it is clear that potency
is directly correlated to lipophilicity. Addition of lipophilicity increases potency accordingly, and

Figure 21.8 Initial lead for CCR8 project.

*logD_Lipophilicity

*C
C

R
8 

A
Z_

IC
50

–1 –0.5 0 0.5 1 1.5 2 2.5 3

0.001

0.005

0.01

0.05

0.1

0.5

1

5

Figure 21.9 Plot of lipophilicity vs. potency for example CCR8 project.

541Lead Optimisation: What You Should Know!

08
:3

7:
28

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
05

29
View Online

http://dx.doi.org/10.1039/9781782621836-00529


reduction of lipophilicity decreases potency. Compounds that are off the leading edge to the
right have increased lipophilicity with reduced potency (compared to the leading edge com-
pounds) and thus their additional lipophilicity is detracting from potency (i.e. making a worse
interaction).

If lipophilicity needs to be reduced to a more reasonable level, e.g. log DB2, in order to
control metabolism and unwanted activities that are related to lipophilicity, like hERG (and
Cyp2D6 and others), it is clear that the potency–lipophilicity correlation needs to be broken.

How can a project break out of such a trap? There are a number of possible ways, including:

1. Introducing polar substituents that increase potency. Since the initial correlation shows
adding polarity will reduce potency the newly added polar substituents must do more than
just reducing lipophilicity, they must make positive binding interactions with the receptor.

2. Introducing polar substituents that do not affect potency. It is possible to add a polar group
that does not interact with the target, but points outwards into solvent, thus altering the
lipophilicity of the overall molecule without interacting with the target protein.

3. Adding lipophilic substituents that add more potency than that expected by the initial correl-
ation, i.e. lipophilic groups that bind strongly in a lipophilic region of the receptor (note
however that this strategy further increases the overall molecule lipophilicity, which
ultimately still has to be reduced to a level required for good physicochemical properties).

4. Add conformational rigidity to a flexible part of the structure so that the rigid structure
binds in the productive mode (i.e. increase potency without increasing lipophilicity).

5. Removing lipophilic groups that do not add to potency (if they exist).

The molecular journey taken by the CCR8 project10,11 to find a candidate drug with high
potency and lower lipophilicity, leading to excellent metabolic stability (and correspondingly
excellent in vivo rat pharmacokinetics) and high margins to hERG is outlined in Table 21.3 to
show one way in which the lipophilicity trap can be overcome, and to illustrate that LLE is an
important parameter that can drive molecular properties into drug-like space.

The main features of the starting point 1 (see Table 21.3) are a spiro-piperidine core con-
taining on one side a lipophilic benzamide group, and on the other side a basic tertiary amine
group with an N-benzyl substituent, itself further substituted by a lipophilic ortho-alkoxy group.
It can be surmised that the basic amine is key to binding, while the amide also likely makes an
interaction with the receptor. The remaining interactions all appear to be lipophilic.

Initial investigations showed that adding more lipophilicity, as in the chlorobenzyl com-
pound 2, could improve potency slightly but only worsened other properties. Introduction of a
4-pyridyl amide group, as in 3, at this position did not change potency much, but markedly
reduced log D. Binding to hERG and in vitro clearance improved only two-fold. Nonetheless, it
should be recognised that this change was a significant jump forward as it demonstrated that
potency could be maintained in a much less lipophilic molecule. This is clearly seen in the
improvement in LLE. Importantly, it also indicated that the pyridine lone pair was making a key
interaction with the receptor, and strongly suggested that other polar groups could be accept-
able in this region. The persistent poor hERG and in vitro clearance figures, despite the lower
log D, may indicate that there were other, specific reasons for these poor properties that re-
mained to be addressed.

Next an ortho-methoxyphenoxy group was introduced onto the N-benzyl moiety, as in
compound 4, which greatly improved potency, which was now into the nanomolar region, whilst
keeping log D at the same place, so improving LLE further. Disappointingly hERG and in vitro
clearance worsened appreciably, and this may be seen as a backwards step, however it did
centre attention on the ortho-bis-ether moiety and possible interactions it might have with the
receptor.
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Table 21.3 Discovery path taken by the CCR8 project that led to a candidate drug.

No. Structure
CCR8

IC50 (µM) log D

1 N

N

O

O

3.1

2 N

N

O

O

Cl 3.7

3 N

N

O

O

N
1.8

4 N

N

O

N

O
OMe

1.8

5 N

N

O

N

O Me
Me

1.2

6 N

N

O

N

O Me
Me

NH

0.8

7 N

N

O

N

NH

O Me
Me

1.0

8 N

N

O
N

O

Me
Me

NH

0.15

0.13

0.10

0.012

0.012

0.004

0.003

0.007 1.3

0.5

0.5

1.1

0.05

21

8.8

>30

>30

91

108

60

89

73

17

18

<10

3.7

3.2

5.2

6.1

6.7

7.6

7.5

6.9

hERG
IC50 (µM)

Clint
Hum Mic

(µl/min/mg)
LLE

pIC50-log D
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Focusing on replacements for the ortho-methoxyphenoxy group we next discovered that a
dihydrobenzofuran group, as in 5, could replace the larger N-benzyl group, retaining potency
whilst reducing log D further and vastly improving hERG, though clearance remained high. The
gem-dimethyl substituents on the ring were crucial as removing these reduced potency 1000-fold
(data not shown).

Rationalising that facile oxidation of the pyridine ring N-atom was responsible for the high
in vitro metabolic clearance, amino groups were introduced to the pyridine ring to produce a range
of aminopyridines, such as 6 and 7, which were potent, with low log D, had excellent hERG se-
lectivity and much lower clearance values. Further metabolism investigations showed that 6 and 7
were oxidised on the exposed ring benzyl CH2-group, and transposing the furan ring O-atom, as in
8, blocked benzylic oxidation and gave a compound that had high potency, excellent selectivity
against hERG, and was very stable in vitro. Subsequently compound 8 was also shown to have
excellent in vivo rat pharmacokinetics and was selected as a candidate drug to enter development.

If we examine what has happened in this process of lead optimisation to candidate drug
(see Figure 21.10) we can see that we have improved potency around 20-fold, whilst reducing
lipophilicity 460-fold giving an overall improvement of approximately 1200-fold.

This 1200-fold improvement in LLE was achieved by two main tactics. Firstly, on the ben-
zamide side SAR investigations found that a lipophilic phenyl group could be replaced by a
polar aminopyridine with no loss of activity, suggesting that the polar heterocycle makes
positive interactions with the receptor. Secondly the flexible isobutoxy group on the N-benzyl
amine side of the molecule can be tied up into a rigid bicycle improving potency and reducing
log D. It is likely the ether oxygen makes a productive interaction with the receptor, and that the
gem-dimethyl substitution on the dihydrobenzofuran causes the ring to pucker, reducing oxy-
gen conjugation with the ring, and making it a better H-bond acceptor. In summary, it was
possible in only a few steps outlined above to convert a highly lipophilic HTS hit with poor
potency and poor properties into a much less lipophilic candidate drug with high potency, and
excellent properties. The improvement in LLE at each point in the path allowed true progress to
be observed, while specific compound issues still need to be tackled separately. However, it is
worth noting that only the successful path is illustrated here; at each point there were many
equally plausible routes to take and a much larger number of compounds than shown here were
made in order to discover the right sequence.

21.2.5 Drop-Off in Cellular Potency

One commonly observed issue is that the activity seen in isolated protein assays is not main-
tained through to cellular systems. The shift to a considerably more complex biological system

Figure 21.10 Summary of structural and property changes from lead compound to candidate drug.
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inevitably introduces many other variables, and one objective of the target validation was
to ensure that the targeted protein–ligand interaction is sufficient to drive the required bio-
logical effect in a whole organism. Nonetheless, two common parameters can often contribute
to lower cellular than isolated protein efficacy. Firstly, permeability, which is required for the
lead molecule to access intracellular protein targets or penetrate pathogenic invading organ-
isms/cells. Clearly a molecule which is a potent inhibitor of a target mitochondrial enzyme but
which has low passive permeability will be unlikely to exert its required effect in cells. Fur-
thermore, active efflux from the cell may result in even lower intra-cellular concentrations.
Secondly, non-specific protein binding can restrict the levels of free drug which can bind to the
target protein.

Fortunately these parameters are easily accessed by a range of low-to-high throughput tech-
niques in early lead optimisation. In particular, two models of permeability are commonly
employed:

1. PAMPA (parallel artificial membrane permeability) comprises an artificial hexadecane
membrane, across which the test compound can equilibrate, providing a derived apparent
permeability for each compound (Papp)

2. Caco-2 (colon adenocarcinoma cell line) comprises a confluent monolayer across which
the test compound can equilibrate, and which importantly includes a number of transport
proteins (additionally, transporter inhibitors, such as the P-gp inhibitor verapamil, can be
included to assess transporter efflux). Compound permeation is measured by LC-MS/MS
and Papp values are calculated. This model is used as a surrogate of intestinal absorption
but clearly gives information additionally on general cellular permeability.

Whereas the PAMPA assay gives direct information about the intrinsic permeability of a
compound the Caco-2 assay, being an intact human cell system, gives additional information
about the possible efflux of the compound by inherent transporters. Flow from apical to
basolateral (AB) is governed by permeability, while flow from basolateral to apical (BA) includes
both permeability and transporter effects.

Since plasma binding controls the free concentration in the plasma compartment, and hence
the free concentration in all other compartments (if these are at equilibrium, but they are not
always) it might seem useful to increase the free concentration available to engage the target.
However, competing processes, such as metabolism, are increased, and in general optimisation
of plasma binding (alone) for efficacy is not fruitful.12

21.2.6 Selectivity

It is important early in the drug discovery screening cascade to identify those protein targets
that are likely to present undesirable off-target activities. These can be proteins that are closely
related to the target protein or other proteins that are identified during wider screening. For the
latter, it is important to characterise lead exemplars from each chemical series through a wide
panel of enzymes, transporters, receptors and ion channels to identify potential off-target
liabilities which can then be included in the screening cascade. Clearly the specific design
strategy required to achieve selectivity will depend on the profile being sought, however a few
general principles apply:

� Conformational restriction. In general, the more degrees of freedom open to a molecule, the
greater the likelihood it will be able to interact with a wider range of biological targets.

� Lower clog P. In general terms, there is a correlation of increasing clog P with increasing
promiscuity, and in particular log P43 gives increased risk of off-target activity.13
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� Use the literature. If an undesirable off-target activity is uncovered through cross-screening,
this will inevitably be against a target for which there exists at least one of protein structure,
homology model and/or developed SAR. All this information can be used to guide design of
new molecules which will not bind to the undesired protein.

Additionally, a number of companies have shared data across this cross screening panel set
to identify the core set of cross screening targets required.14 This table is included as
Appendix 21.1.

21.2.6.1 Selectivity vs. hERG

In addition to the general selectivity mentioned above, considerable attention is focussed on
ensuring molecules do not interact with the hERG potassium ion channel and cause potentially
lethal disruption to cardiac rhythms. All drug discovery projects assess hERG binding at an early
stage and, whilst the interpretation and follow-up studies are discussed in more detail else-
where in this book, it is useful to review the main strategies for avoiding hERG inhibition.
Optimisation away from hERG blockade can be achieved by lowering log P, reducing the pKa of
a basic nitrogen (or introducing a zwitterion) or by standard structural steric or electronic shape
modification.5,15 An analysis of the literature reported in 200816 identified that for molecules
with clog P43, the most successful strategy was to reduce log P, with an average reduction of
0.8�hERG binding per log unit of clog P reduction. However, for molecules with clog Po3, then
structural modifications such as to reduce pKa, introduce steric shielding of basic nitrogen,
disrupt potential p-stacking interactions or replace basic amines with alternative solubilising
groups is more successful. It should be stressed that not all hERG blockers are lipophilic
molecules containing basic tertiary amines, however analysis of a wide compound data set17

identified that to have a 70% chance of achieving a hERG IC50410 mM needs log Do3.3 for a
neutral compound and log Do1.4 for a basic molecule.

Apart from its lethal effects on the heart, another difficulty with hERG inhibition is that
historically selectivity against this channel in vivo has been overestimated by measuring se-
lectivity in vitro. It is apparent that effects on heart rhythm in vivo can occur at low levels of
hERG inhibition, around IC20, rather than the oft-quoted IC50. Thus, margins to hERG activity
are required to be higher than to other off-target activities.

21.2.6.2 Selectivity vs. Cytochrome P450 Inhibition

Inhibition of P450 enzymes is typically screened initially against the five major metabolising
isoforms. As the project nears nomination of pre-clinical candidates, it will also be important to
understand a wider panel of inhibition potential against specific additional isoforms and
subtypes as well as understanding which P450 enzymes are responsible for the metabolism of
the parent drug (to predict future drug–drug interactions). Typically, molecules should have no
or low inhibition of these enzymes; significant inhibition will lead to additional clinical drug–
drug interactions during development and potentially restrict its label for administration. Each
P450 enzyme has different, although overlapping, substrate requirements listed in Table 21.4
and advances in the structural determinations of these enzymes, coupled with the ability to use
homology models to dock in leads, has allowed rational progress to design out a particular
P450-driven interaction.

Given that the major role of Phase I metabolism is to introduce polar functionality to enable
Phase II conjugation and elimination, it should not be surprising that the cytochrome P450
(CYP) enzymes have broad affinity for lipophilic molecules. Therefore, probably the more
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commonly successful is the strategy of lowering clog P and/or altering the overall electronic
structure (dipole moment etc.) of the molecule. Again, analyses of physicochemical data suggest
that for the CYP isoforms below clog Po3 reduces the likelihood of significant P450 inhibition.
Furthermore, many specific functional groups/substructures are known to interact with CYP
isoforms, and so can be avoided to reduce risk of P450 inhibition or interaction. A list of these
groups is included as Appendix 21.2.

21.2.7 Solubility

The most common complaint of screening biologists is that they have been given ‘brick dust’ to
test, and poor solubility can also lead to false negatives in panel screening, and difficulties in
increasing dose in safety studies. As such, optimisation of solubility is a key consideration (later
chapters deal with possibilities in formulation and salt/polymorphic forms). Three main
strategies are commonly employed:

1. Introduction of polar or ionisable groups such as in Figures 21.11 and 21.12. This list is
intended to be illustrative rather than exhaustive, however the options for introducing
neutral, polar or ionisable groups (with awareness of their pKa’s) should be clear to any
trained organic chemist.

By example, the lead optimisation of the tyrosine kinase inhibitor Gefitinib included a
late stage optimisation step in which a solubilising motif was appended to the quinazoline
ring at a position known to be tolerant to substitution. However, caution should be ex-
pressed over introduction of both acidic and basic groups, which increase risk of hepa-
totoxicity, and both hERG inhibition and phospholipidosis, respectively.

2. Reduction in clog P—either by introduction of polar functionality as above, or by removal of
lipophilic groups. As a useful mnemonic, solubility decreases approximately 10-fold when
clog P increases by 1 unit. For over 45 000 compounds binned into solubility classes, high
solubility was less likely once clog P43.17

3. Disruption of crystal packing. For example by introducing substituents to reduce planarity
(such as Figure 21.13). As another useful mnemonic, solubility decreases by approximately
10� when melting point increases by 100 1C, or more specifically using the general
equation (21.3) reported:18

Log Sol (aq.)¼ 0.5� log P� 0.01(m� 25) (21.3)

where m¼melting point in 1C.

This means that a molecule with a melting point of 1501C needs to have log Po3.25 to achieve
aqueous solubility 4100 mM.

Table 21.4 List of major P450 enzymes and their typical and example substrates.

CYP isoform % of total CYP Typical substrate Example substrate

1A2 13% Planar
Weak base

Caffeine

2C9 45% Weak acid Ibuprofen
2C19 45% Neutral or weak base

2–3 H-bonding groups
Imipramine

2D6 2% H-bond acceptor 5 Å from metabolic site Imipramine
3A4 30–70% Promiscuous Terfenadine
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21.2.8 Metabolism

21.2.8.1 Relevance of Test System

A commonly encountered problem early in lead optimisation is the need to make a molecule
more metabolically stable. Metabolic instability is identified both using in vitro and in vivo
experiments and, as discussed in the screening cascade section, it is essential that the in vitro
screening model is an appropriate surrogate for the in vivo profile. The example below illus-
trates this requirement. In the search for a clinical dopamine D3 receptor antagonist, the

Neutral groups, e.g.
OMeOH

Acidic groups, e.g.
SO3HCO2H

Basic groups, e.g.

O
N
H

O

NNH2

Figure 21.11 Example structures of solubilising functionality.

pIC50 8.0
clog P 4.3
low aqueous solubility

pIC50 7.6
clog P 4.1, log D (pH 7.4) 3.3
high aqueous solubility

O

N O

Cl

FHN

N

N

Cl

FHN

N

N

MeO

MeO

MeO

Figure 21.12 Solubilising strategy to reach tyrosine kinase inhibitor Gefitinib.

Figure 21.13 Solubility increase achieved with disruption of crystal packing.
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molecule under investigation was found to have good metabolic stability in microsomal prep-
arations leading to moderate turnover in vivo and moderate bioavailability in both rats and dogs
(Figure 21.14). Human microsomal turnover was also low and so it was presumed that ac-
ceptable PK would be observed in man. However, a confirmatory primate PK study found the
molecule to have high clearance and low bioavailability in contradiction to the microsomal
stability data, creating uncertainty around the risk of progressing to clinical studies. Analysis of
in vitro systems with more metabolic competency, i.e. hepatocytes, then fractions of liver
homogenates, identified that the latter had a good correlation with all in vivo data hitherto
generated (see Table 21.5). Performing the same protocol with human liver homogenates
showed the molecule was rapidly turned over and so would have led to a wasted clinical pro-
gression. Microsomes are only capable of Phase I metabolism, largely oxidative, and thus pre-
dict in vivo clearance well only when the in vivo metabolism is largely oxidative. Hepatocytes can
perform both Phase I and Phase II metabolism, the latter involving conjugative metabolism,
and thus better predict the whole metabolic process in vivo.

It is worth noting that in those cases where even hepatocyte metabolism does not predict
in vivo clearance well, that other clearance pathways, e.g. via renal or biliary excretion, may
account for the increased total clearance observed.

21.2.8.2 Strategies to Improve Metabolic Stability

A significant proportion of early lead optimisation can be occupied by the need to improve the
metabolic stability of the lead molecules. There are many approaches to achieve this, the most
commonly used being:

1. Reduction in lipophilicity. Analysis of a set of molecules from Pfizer identified16

that acceptably low in vitro metabolic turnover was more likely for molecules with

N

O

N
H

N

NC

Figure 21.14 Structure of D3 antagonist.20

Table 21.5 Evaluation of D3 antagonist candidate drug in cross-species pharmacokinetics.

Microsomes CLi mL/min/g Liver homogenate CLi mL/min/kg CLb (%LBF) mL/min/kg Fpo %

Rat 1.4 o0.6 20 (85%) 35
Dog o0.6 o0.6 14 (31%) 43
Monkey 1.7 9.9 58 (44%) 2
Human 1.3 45 ND ND

%LBF is %liver blood flow.
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log Do3, which can be rationalised by assuming that polar compounds are less
likely to undergo Phase I metabolism. However, renal clearance of unchanged parent
molecule increases up to 50% for compounds that are very polar, i.e. with log D in the
range 0 to �1.

2. Use of classical or non-classical bioisosteres. This can be a direct replacement of a
substituent which is the site of metabolism, for example replacing a hydrogen with
a fluorine, or methyl with chlorine to block an oxidative Phase I metabolism, or replacing
a metabolically labile peptide linkage with a non-classical isostere (examples in
Figure 21.15;21 readers are referred to the papers on tetrazoles22 and oxadiazoles23 as
isosteres).

3. Steric shielding. Recognising that most metabolic processes are driven by enzymes oper-
ating as bio-catalysts, we can learn from synthetic organic chemistry and appropriately

SCH 48461 SCH 58235
F

OH
OH

F

O
NO

N

OMe

OMe

N

NO

NN

CO2Me

losartan

Cl

OH

NH

NN

N

N

N

Figure 21.15 Examples of metabolic blocking strategies. (i) Replacement of a carboxylic acid with a tet-
razole as achieved in the hypertension drug losartan; (ii) various strategies implemented
during optimisation of SCH 48461 to SCH 58235 including both blocking oxidative me-
tabolism by introduction of a fluorine substituent and also preparation of the oxidised
metabolite as a more stable entity. The combination of changes led to a decrease in ED50
from 2.2 mg/kg/day to 0.04 mg/kg/day driven by improved pharmacokinetic exposure;
(iii) replacement of a labile ester group with an isosteric oxadiazole motif.
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modify our lead (or starting material) by introducing steric hindrance to slow the rate of
reaction.

4. Use metabolite rather than parent. Progressing through lead optimisation it is necessary to
know not only how much metabolic turnover is occurring but also what metabolites are
being formed. Later in the process we also need to understand which are the major me-
tabolising enzymes (to be aware of both drug–drug interaction potential in the clinic
and of P450 genetic polymorphisms that exist in the wider population) and whether pre-
clinical efficacy and toxicology species produce the same metabolite profile as man (for
appropriate toxicology evaluation). Commonly, simple metabolites also have affinity for
the target protein, and sometimes this allows the metabolite to be progressed rather than
the parent (see example in Figure 21.15), and also avoids the complexity of producing
biologically active metabolites which would have to be extensively characterised and
understood.

21.2.8.3 Absorption

As for many of the preceding parameters, an analysis of 232 drugs by Topliss indicated that to
achieve oral bioavailability (Fpo) of greater than 80%, essentially all drugs had log D of between
�2 to þ 3.24 Further studies have suggested that optimal absorption is achieved at the range
log D 1–3, although specifically for rat Fpo, a combination of PSA and rotatable bonds gave a
stronger correlation.25

21.2.8.4 CNS Penetration

In addition to the barriers to achieve high levels of absorption there is an additional barrier
involved with achieving high free concentrations of drug in the CNS. In particular, many
recent analyses have reiterated the need to focus on free concentration of drug in the brain
and the ratio of the unbound fraction in brain vs. plasma rather than the traditional approach
of simply measuring total brain concentrations and deriving brain/blood ratios. Additionally
the CSF drug concentration can sometimes be a surrogate for unbound drug concentrations
in the brain, but these data can be misleading, particularly for drugs which are actively
transported (P-gp at blood–CSF barrier pumps into CSF in contrast to P-gp in blood–brain
barrier).

In broad terms, to achieve appropriate distribution into the CNS, the optimal range of lipo-
philicity has been analysed to lie within the range logP 2–3/log D 1–3, maintaining a polar
surface area PSAo75 Å. There are many exceptions to these approximations, but these criteria
generally give good passive permeability as well as minimising possible interactions with efflux
proteins.26

21.2.9 Toxicity and Phospholipidosis

Whilst it is clearly challenging to give specific guidance on how to avoid a variety of toxicities
which can halt progression of a molecule or series there are nonetheless some general obser-
vations that can be made:

1. Aim for low overall dose. Targeting a clinical dose of less than 1 mg/kg reduces the impact
of toxicological issues, in particular hepatotoxicity. Even for reactive metabolites a total
dose of o10 mg has been reported to be acceptable.27

2. Avoid functional groups/substructures known to cause specific toxicities.14,28
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3. Reduce lipophilicity. Analysis of Pfizer data indicated that logPo3 and PSA475 Å gives the
lowest risk of non-specific toxicities.16

4. Be aware of risk of phospholipidosis. The combination of a basic nitrogen and lipophilicity is
often required either for mode of action, or designed to balance potency and solubility.
However, there is an increased risk of phospholipidosis. In other words, a molecule with a
basic centre of pKa 9 needs logPo3 and, in general, singly positively charged molecules
require logPo2.75 for lower overall risk of phospholipidosis.28

21.2.10 Rules and Guidelines

To simplify the seemingly intractable difficulties involved in multi-parametric optimisation, a
number of guidelines and mnemonics are commonly used. All however must be approached
with caution and not followed slavishly.

21.2.10.1 Lipinski Rule of 5

The forerunner of all guidelines was the ‘Rule of 5’ proposed by Chris Lipinski,29 which states
that for a molecule to achieve good oral bioavailability it should possess at least three of the four
following characteristics:

Hydrogen bond acceptors r 10
Hydrogen bond donors r 5
clogP r 5
Molecular weight r 500

Many groups use variants of these criteria, with some focussing on graphical representations
such as the Golden Triangle plots of molecular weight vs. clog D (Figure 21.16).30

21.2.10.2 Astex Rule of 3

Since then, a number of groups have advocated stricter guidelines, particularly in the early
stages of lead optimisation. Another widely used set was the ‘Rule of 3’ proposed by Astex
workers to deal specifically with the chemical space occupied by fragments, although this is
commonly applied as a general rule for attractive properties for hits.31 Adapted from the
Lipinski guidelines above, these criteria require:

Hydrogen bond acceptors r 3
Hydrogen bond donors r 3
clogP r 3
Molecular weight r 300
TPSA r 60 Å2

21.2.10.3 Pfizer MPO

To balance the seemingly impossible task of achieving good CNS penetration (clog P 2–3;
TPSA r 75 Å2 in chemical space with low risk of unpredictable in vivo toxicity (clog Po3;
TPSA475 Å2), Pfizer have published on a multi-parametric optimisation tool which uses clog P,
clog D at pH 7.4, molecular weight, TPSA, HBD and pKa to create a means of prioritising
molecules for synthesis with an improved chance for CNS penetration. An active version of this
calculator is available.32
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When aiming to optimise a series of lead molecules towards a candidate drug it is clear that
many parameters require to be optimised in parallel, often in opposing directions. However, as
described above, many of the parameters are dependent upon lipophilicity, which is a key
property to control.

21.3 THE END GAME: CHOOSING THE CANDIDATE DRUG

21.3.1 Shortlisting

Once a project has identified a compound that meets the candidate profile it becomes a pos-
sibility for nomination as a candidate drug. Usually, once one compound is found that fits the
screening plan view of a candidate molecule, the project will be able to rapidly synthesise a
range of close analogues that all fit, or come close to this standard. These compounds will all
have subtly different properties. How does the project choose between them? One way is to
assemble these compounds into a shortlist, and test all these compounds in a stricter fashion to
define the best overall compound. At this point there are two main things to check before
committing to extensive animal safety studies.

Firstly, the key biochemical results (binding potency, cell potency, iso-enzyme potency, hERG
potency, etc. should be repeated enough times that the average result is secure, and will not
change, i.e. normally n¼ 6 repetitions will suffice if the results are not too variable. This is
particularly important if selectivity criteria are set, e.g. 100-fold selectivity over a related re-
ceptor, since the selectivity number is the quotient of two biochemically derived numbers, and
even small changes to the primary numbers on retesting can turn a selectivity of 200-fold to one

Figure 21.16 Plot of the Golden Triangle demonstrating combined in vitro permeability and clearance
trends across MW and log D.
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of 50-fold overnight! This is not as unlikely as one might imagine since the screening plan will
naturally select the compounds with the best selectivities on first testing. However, due to the
inherent variability of biochemical screens the best selectivities can arise from the best com-
bination of outliers. Beware! On retesting the numbers will ‘regress to the mean’ and ultimately
the selectivity may be reduced.

Secondly, the project will need to test the shortlisted compounds in a variety of other assays,
not on the normal screening plan, to check their suitability as potential development candi-
dates. Dependant on project and company this extended list of tests can be quite long, in-
cluding simple tests such as CYP induction, whole animal tests for CNS effects, detailed
predictions of human predicted pharmacokinetics, safety toxicology studies and many others.
One way for the project to assemble this data is to have a checklist for the data required at
candidate drug nomination (see Table 21.6). A list of this type is also very useful to review and
update regularly thereafter, and for preparing the data package that will go to governance to get
approval for taking the compound into clinical testing.

Table 21.6 Example of a checklist for data required at candidate drug nomination. Note that this example
contains the requirements for an inhaled (b-agonist) candidate drug.

Measurement Test done Data obtained

Phys Chem. and Med Chem.
Molecular Weight (parent) Y 572.2
log D Y 2.1
ACDLOGP Y 3.2
Solution Stability (24 h, pH 2,7,10) Y 4264 h,4264 h,4264 h
Glutathione stability Y 4100 h
Extended Stability (7 day) ongoing
Human PPB (%free) 5 mM Y 4.2%
Guinea pig PPB (%free) 5 mM Y 14.5%
Dog PPB (%free) 5 mM Y 1.90%
Rat PPB (%free) 5 mM Y 14.3%
Human CACO AB/BA (efflux) Y 0.3/11 (efflux 37)
PAMPA NA
pKa Y 7.7, 9.2
Solubility Y 464 mM
Patent filed Y filed 6th June
Scale up route for 150 g in place Y 25 g synthesis completed
Radio-labelled compound synthesised ongoing
Elemental analysis (final form) ongoing

DMPK
Rat PK Y Cl 30 Vss 3 t1/2 7.5 F0.3%
Dog PK Y Cl 11 Vss 0.9 t1/2 12 F0.5%
GP PK NA
Rat intratracheal PK NA
CYP inhibition Y all 5o6 mM
CYP induction (human hep) N to check if necessary
CYP Time dependent inhibition ongoing
Dog Plasma Stability Y 41500 min
Human Plasma Stability Y 41500 min
Rat Plasma Stability Y 41500 min
Blood : plasma ratio (hu, dog, rat ) Y 0.8, 0.9, 0.8
Human Heps CLint Y 24
Human Mics CLint Y 124
Rat Heps CLint Y 57
Dog Heps CLint Y 21
Met ID Rat Y oxidation
Met ID dog NA
Met ID Human Y oxidation
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Table 21.6 (Continued )

Measurement Test done Data obtained

Dose to man prediction (o15 mg/kg/day) Y 1 mg/kg/day
Human half-life prediction Y 17 h
Human Duration Prediction Y compatible with once-a-day
Cmax arterial prediction Y 0.1 nM
Cmax venous prediction Y 0.025 nM
Human lung S9 metabolism Y stable
Rat Bile duct cannulation (cold) NA
Dog Bile duct cannulation (cold) NA
Rat Bile duct cannulation (Radiolabel) ongoing await radio-labelled compound
Dog Bile duct cannulation (Radiolabel) N to check if required
PPB on radiolabel (hu, rat, dog) ongoing await radio-labelled compound
Met ID on Radiolabel (hu, Rat, dog) ongoing after 7 day repeat dosing
Rat oral dosing for F% Y F 0.5%
Dog oral dosing for F% Y F 0.5%

Biology
b2 Receptor binding (n¼ 6) pIC50 Y 8
b2 Functional agonism (n¼ 6) pIC50 and IA Y 8.2, 0.99 (n¼ 16)
Selectivity binding/binding (a1, b1, D2) Y 479,41260, 923
b1 functional and IA (selectivity b2/b1) Y o5.8, 0.9 (4274)
a1 functional and IA Y 6.2, 0.35
D2 functional and IA Y NA, 0.0
MDS Pharma (AZ core) Y no hits at 1 mM
GP trachea potency pIC50 Y 8.8 (n¼ 5)
Onset GP/mins Y 20 (n¼ 7)
Onset predicted human (min) Y 25
Efficacy intra tracheal (i.t) (GP bronchoconstriction) Y 4 mg/kg
Efficacy inhaled (GP bronchoconstriction) Y 0.03 mg/mL
Effect on plasma K1 Y 1% at 10-fold ED80
Duration GP i.t. Y 24 h
Duration GP inhaled Y 24 h
GP b2 potency pIC50 Y 7.4
Dog b2 potency pIC50 NA
hERG Ionworks IC50 Y 433 mM
NaV1.5 IC50 Y 433 mM

Safety
Inhaled irritancy testing Y clean
In silico predictions Y clean
AMES Y clean
Mouse Lymphoma ongoing
Phospholipidosis (IC50, IA, toxic dose) Y 45 mM, 0.08, 4250 mM
GP Monophasic Action Potential Y clean
Reactive Metabolite Screening NA

Final form
Final salt chosen Y fumarate
XRPD Y highly crystalline
DSC Y not hygroscopic
GVS Y single melting point at 185 1C
Colour Y white
Slurry to confirm Thermodynamic form Y done
Micronisation Y 80% yield

PR&D
Manufacturability Y no issue
Final Salt Selection NA at Campaign 3
Cost of Goods Y no issue
Scale-up safety review Y no issue

555Lead Optimisation: What You Should Know!

08
:3

7:
28

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
05

29
View Online

http://dx.doi.org/10.1039/9781782621836-00529


The list of properties required in Table 21.6 is meant to be illustrative, and each project would
need to tailor the requirements for its own needs (project, route of administration, governance
and institution requirements). However, use of such a checklist can help a project assemble a
complex data package, check what data is already available, what is ongoing and what remains
to be done.

21.3.2 Scale-Up and Safety Testing

Shortlisting is also an effective way of preparing the scale-up chemists for the synthesis of the
larger quantities that are needed during the extensive shortlist testing, as well as alerting them
to any need for process development before even larger scale synthesis. The scale-up may re-
quire several phases, preparing for example batches for multi-day rat and dog safety testing,
1 month GLP standard rat and dog safety toxicology testing and the large batch required for first
time into man (FTiM) Phase 1 clinical testing.

All being well, the extended testing in the shortlisting phase will select the best compound from
the shortlist (or at least leave at least one compound left to choose!) for nomination as a candidate
drug. Hopefully the compound will come through the safety toxicity testing in rat and dog cleanly,
or with sufficient margins to give confidence that dosing in man will be acceptable. The package
of data from this phase, and from previous work, will be put together in a nomination document
that can be presented to governance to seek approval to progress into a clinical testing phase. The
scale-up and process development work has been done to allow the large-scale synthesis of a
suitably formulated product to be in place. The clinical and commercial plans have been worked
up. The lead optimisation phase of the project is finished. Isn’t it?

21.3.3 Back-Up Approaches

The nature of drug discovery is an inherently difficult enterprise. Despite the best efforts of all in
the industry to bring forward high quality candidate drugs into clinical testing, avoiding many
of the known toxicities by early screening where it is possible, nevertheless, the industry in
general still suffers from high late-stage attrition. While the fraction of late-stage attrition due to
late-appearing toxicity, or sub-optimal pharmacokinetics has reduced in recent times, it still
forms a part of clinical failure. Once a project has selected a candidate drug, it has been normal
practice to search for a back-up compound that could replace the leading molecule if that
happened to fail in the clinic for toxicity or PK reasons. Because of the long timescales for
feedback from the first compound (CD1) in the clinic many back-up compounds (CD2, CD3,
etc.) have been made without knowledge of any issue with the frontrunner. Therefore, chemists,
in an effort to anticipate problems developing with CD1, searched for a back-up CD2 from a
different structural class, rationalising that a different structure would be most likely to avoid
any problems that might arise from the first compound. Thus projects often made two or more
candidate drugs with different structures which progressed into clinical testing in a sequential
manner, a so-called CD family. Recently this strategy has been less favoured for a number of
reasons:

1. The structural differences between CD1 and CD2 were often not as large as might have
been hoped for at the outset, and the second compound failed for the same reason as
the first.

2. Even when the structure was from a different series the second compound still failed for
the same reason, because the deficiency was due to a common substituent, or a common
physicochemical parameter.

556 Chapter 21
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3. It is costly and inefficient to have a number of clinical candidates aimed at the same target
all going through clinical testing, even if staggered. Especially if they do not actually serve
to replace a failure of CD1.

It appears that the CD family strategy often fails. However, it is also clear that the first
molecule progressed into the clinic often does not become the drug, and only after a number of
candidate drugs have been through the cycle that the learning of these late-stage experiments
can inform the project of how to prepare improved molecules that can go on to become suc-
cessful drugs.

An alternative strategy might be to find CD1, then move resource off the project (to work
on other targets). Only if, and when, CD1 has an issue, would resource then be reapplied to
discover a new improved CD2 without the issue found in CD1. This alternate strategy saves
resource, but may lose time (and dissipate experience).

It is clear that nowadays, to have a successful candidate drug, the organisation not only has to
have the right molecule, but it should have the right animal data predictive of the disease state,
the right safety profile, and the right clinical plan with the right biomarkers, aimed at delivering
real benefit to the right patient segment, delivered at the right cost. All of this has to be in place
for the project’s proposal to get its candidate drug accepted to progress into the next phase, that
of clinical testing, where the organisation can have confidence of producing a meaningful
clinical effect in patients.

HINTS AND TIPS

� Multi-objective optimisation can be aided by some software tools like STARDROP
(www.optibrium.com/stardrop/).

� Set a candidate drug profile to guide the optimisation process. It’s a living document
which can be evolved as new data emerges.

� A screening cascade should be established that can deliver a candidate drug matching
the required drug profile.

� Using colour coding in results tables simplifies decision making for compound
progression.

� Breaking the potency–lipophilicity ‘‘correlation’’ is a common challenge in most
LO programs.

� The properties of a molecule are fixed as soon as you have thought of it! So if
you can predict the properties, and the molecule is predicted to be poor...why
make it?

� When trying to remove an off-target liability, the literature is a great source of
inspiration.

� Targeting a low dose reduces the impact of toxicological issues, as it on average im-
proves safety margins. Targeting a dose o1 mg/kg/day is typical for an oral project. A
dose o10 mg total can mitigate concerns over reactive metabolites, as the body burden
is considered acceptable.

� Lead optimisation should focus on achieving the maximum concentration of drug
within the biophase of the target. Optimisation should focus on increasing solubility,
membrane permeability and reducing clearance and not on plasma protein binding as
free drug concentration changes are counterbalanced by commensurate changes in drug
clearance.

557Lead Optimisation: What You Should Know!
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APPENDIX 21.1

Table 1 Recommended targets to provide an early assessment of the potential hazard of a compound or chemical series. From the following Article:
Reducing safety-related drug attrition: the use of in vitro pharmacological profiling.33

Targets (gene)

Hit ratea

Main organ
class or system

Effects

RefsbBinding
Functional or
enzymatic Agonism or activation Antagonism or inhibition

G protein-coupled receptors
Adenosine

receptor A2A
(ADORA2A)

High Low (agonist) CVS, CNS Coronary vasodilation; k in BP and
reflex; m in HR; k in platelet
aggregation and leukocyte
activation; k in locomotor activity;
sleep induction

Potential for stimulation of
platelet aggregation; m in
BP; nervousness (tremors,
agitation); arousal;
insomnia

57

a1A-adrenergic
receptor
(ADRA1A)

High Low (agonist);
high
(antagonist)

CVS, GI, CNS Smooth muscle contraction; m in
BP; cardiac positive ionotropy;
potential for arrhythmia;
mydriasis; k in insulin release

k in smooth muscle tone;
orthostatic hypotension
and m in HR; dizziness;
impact on various aspects
of sexual function

58

a2A-adrenergic
receptor
(ADRA2A)

High Low (agonist);
medium
(antagonist)

CVS, CNS k in noradrenaline release and
sympathetic neurotransmission; k
in BP; k in HR; mydriasis; sedation

m in GI motility; m in
insulin secretion

59

b1-adrenergic
receptor
(ADRB1)

Medium NA CVS, GI m in HR; m in cardiac contractility;
electrolyte disturbances; m in renin
release; relaxation of colon and
oesophagus; lipolysis

k in BP; k in HR; k in CO 60

b2-adrenergic
receptor
(ADRB2)z

High Medium
(agonist);
medium
(antagonist)

Pulmonary,
CVS

m in HR; bronchodilation; per-
ipheral vasodilation and skeletal
muscle tremor; m in glycogenolysis
and glucagon release

k in BP 61

Cannabinoid
receptor CB1
(CNR1)

Medium/
high

Medium
(antagonist)

CNS Euphoria and dysphoria; anxiety;
memory impairment and poor
concentration; analgesia;
hypothermia

m in weight loss; emesis;
depression

62

Cannabinoid
receptor CB2
(CNR2)

Medium Medium
(agonist)

Immune Insufficient
information

m in inflammation; k in
bone mass

63
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Cholecystoki-
nin A
receptor
(CCKAR)

Low/
medium

NA GI k in food intake; gallbladder
contraction; pancreatic enzyme
secretion; m in GI motility; acti-
vation of dopamine-mediated
behaviour

m in development of
gallstones

64

Dopamine
receptor D1
(DRD1)z

Medium/
high

Medium
(antagonist)

CVS, CNS Vascular relaxation; k in BP;
headaches; dizziness; nausea;
natriuresis; abuse potential

Dyskinesia; parkinsonian
symptoms (tremors);
anti-emetic effects;
depression; anxiety;
suicidal intent

65

Dopamine
receptor D2
(DRD2)z

Medium/
high

Medium/high
(agonist);
medium
(antagonist)

CVS, CNS,
endocrine

k in HR; syncope; hallucinations;
confusion; drowsiness; m in
sodium excretion; emesis; k in
pituitary hormone secretions

Orthostatic hypotension;
drowsiness; m in GI
motility

66

Endothelin
receptor A
(EDNRA)

Low NA CVS,
development

m in BP; aldosterone secretion;
osteoblast proliferation

Teratogenicity 67

Histamine H1
receptor
(HRH1)z

High Very high
(antagonist)

CVS, immune k in BP; allergic responses of flare,
flush and wheal;
bronchoconstriction

Sedation; k in allergic
responses; m in body
weight

68

Histamine H2
receptor
(HRH2)

High Low (agonist) GI, CVS m in gastric acid secretion; emesis;
positive inotropy

k in gastric acid secretion 69

d-type opioid
receptor
(OPRD1)

Medium/
high

NA CNS, CVS Analgesia; dysphoria; psychomi-
metic effects; cardiovascular
effects; convulsion

m in BP; m in cardiac
contractility

70

k-type opioid
receptor
(OPRK1)z

High Medium
(agonist and
antagonist)

GI, CNS, CVS k in GI motility; m in urinary output;
sedation and dysphoria; con-
fusion; dizziness; k in locomotion;
tachycardia

Insufficient information 71

m-type opioid
receptor
(OPRM1)z

High Medium
(agonist and
antagonist)

CNS, GI, CVS Sedation; k in GI motility; pupil
constriction; abuse liability;
respiratory depression; miosis;
hypothermia

m in GI motility; dyspepsia;
flatulence

72

Muscarinic
acetylcholine
receptor M1
(CHRM1)

High Low (agonist);
high
(antagonist)

CNS, GI, CVS Proconvulsant; m in gastric acid
secretion; hypertension;
tachycardia; hyperthermia

k in cognitive function; k
in gastric acid secretion;
blurred vision

73

Muscarinic
acetylcholine
receptor M2
(CHRM2)z

High Low (agonist);
medium
(antagonist)

CVS k in HR; reflex; m in BP; negative
chronotropy and inotropy; k in
cardiac conduction (PR interval);
k in cardiac action potential
duration

Tachycardia; bronchocon-
striction; tremors

74
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Table 1 (Continued )

Targets (gene)

Hit ratea

Main organ
class or system

Effects

RefsbBinding
Functional or
enzymatic Agonism or activation Antagonism or inhibition

Muscarinic
acetylcholine
receptor M3
(CHRM3)

High NA GI,
pulmonary

Bronchoconstriction; m in
salivation; GI and urinary
smooth muscle constriction

Constipation; blurred
vision; pupil dilation;
dry mouth

75

5-HT1A
(HTR1A)

Medium/
high

Low (agonist);
medium
(antagonist)

CNS,
endocrine

k in body temperature; reduced
REM sleep; m in ACTH; cortisol
and growth hormone secretion

Potentially anxiogenic 76

5-HT1B
(HTR1B)

High High
(agonist);
medium
(antagonist)

CVS, CNS Cerebral and coronary artery
vasoconstriction; m in BP

m in aggression 77

5-HT2A
(HTR2A)z

Very high Low/medium
(agonist);
medium/
high
(antagonist)

CVS, CNS Smooth muscle contraction; platelet
aggregation; potential memory
impairments; hallucinations;
schizophrenia; serotonin
syndrome

Insufficient information 78

5-HT2B
(HTR2B)

High/very
high

Low (agonist);
high
(antagonist)

CVS,
pulmonary,
development

Potential cardiac valvulopathy;
pulmonary hypertension

Possible cardiac effects,
especially during
embryonic development

79

Vasopressin
V1A receptor
(AVPR1A)

Medium High Renal, CVS Water retention in body; m in BP; k
in HR; myocardial fibrosis; cardiac
hypertrophy; hyponatraemia

Insufficient information 80

Ion channels
Acetylcholine

receptor sub-
unit a1 or a4
(CHRNA1 or
CHRNA4)z

Medium/
high

Low (opener);
very high
(blocker)

CNS, CVS, GI,
pulmonary

Paralysis; analgesia; m in HR;
palpitations; nausea; abuse
potential

Muscle relaxation;
constipation; apnoea;
k in BP; k in HR

81

Voltage-gated
calcium
channel sub-
unit a Cav1.2
(CACNA1C)z

NA Medium/high
(blocker)

CVS Insufficient information Vascular relaxation; k in
BP; k in PR interval;
possible shortening of
QT interval of ECG

82
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GABAA recep-
tor a1 (rat
cortex) BZD
site
(GABRA1)z

Medium NA CNS Anxiolysis; muscle relaxation; ataxia;
anticonvulsant; abuse potential;
sedation; dizziness; depression;
anterograde amnesia

Seizure (when used as a
BZD antidote)

83

Potassium
voltage-gated
channel sub-
family H
member 2;
hERG
(KCNH2)

High High CVS Insufficient information Prolongation of QT interval
of ECG

84

Potassium
voltage-
gated chan-
nel KQT-like
member 1
(KCNQ1) and
minimal
potassium
channel
MinK
(KCNE1)

NA Low CVS Atrial fibrillation Long QT syndrome; poten-
tial hearing impairment,
deafness and GI
symptoms

85

NMDA recep-
tor subunit
NR1 (GRIN1)z

Low/
medium

Medium
(blocker)

CNS Psychosis (schizophrenia-like);
hallucinations; delirium and
disoriented behaviour; seizures;
neurotoxicity

Insufficient information 86

5-HT3
(HTR3A)z

Medium Very high GI, endocrine Emesis; gastric emptying; hyper-
glycaemia; possible m in HR

Constipation; dizziness 87

Voltage-gated
sodium
channel sub-
unit a Nav1.5
(SCN5A)

NA High CVS Insufficient information Slowed cardiac con-
duction; prolonged QRS
interval of ECG

88

Enzymes
Acetyl-

cholinester-
ase (ACHE)

NA High CVS, GI,
pulmonary

Insufficient
information

k in BP; k in HR; m in GI
motility (k at high doses);
bronchoconstriction; m in
respiratory secretions

89
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Table 1 (Continued )

Targets (gene)

Hit ratea

Main organ
class or system

Effects

RefsbBinding
Functional or
enzymatic Agonism or activation Antagonism or inhibition

Cyclooxy-
genase 1;
COX1
(PTGS1)

NA Medium GI, pulmonary,
renal

Insufficient
information

Gastric and pulmonary
bleeding; dyspepsia;
renal dysfunction

90

Cyclooxy-
genase 2;
COX2
(PTGS2)z

NA Medium/high Immune, CVS Insufficient
information

Anti-inflammatory activity;
anti-mitogenic effects;
myocardial infarction; m
in BP; ischaemic stroke;
athero-thrombosis

91

Monoamine
oxidase A
(MAOA)z

NA Medium CVS, CNS Insufficient
information

m in BP when combined
with amines such as
tyramine; DDI potential;
dizziness; sleep
disturbances; nausea

92

Phosphodies-
terase 3A
(PDE3A)

NA High CVS Insufficient
information

m in cardiac contractility; m
in HR; k in BP; throm-
bocytopaenia; ventricular
arrhythmia

93, 94

Phosphodies-
terase 4D
(PDE4D)z

NA Very high CNS, immune Insufficient
information

Anti-inflammatory activ-
ities; antidepressant-like
activities; emesis; vascu-
litis and arteritis; pos-
sible thymus atrophy

95, 96

Lymphocyte-
specific pro-
tein tyrosine
kinase (LCK)

NA Medium/high Immune T cell activation T cell inhibition; SCID-like
immuno-deficiency

97
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Transporters
Dopamine

transporter
(SLC6A3)

High/very
high

NA CNS Insufficient
information

Addictive psychostimula-
tion; depression; parkin-
sonism; seizures;
dystonia; dyskinesia;
acne

98

Noradrenaline
transporter
(SLC6A2)z

High/very
high

NA CNS, CVS Insufficient information m in HR; m in BP; m in
locomotor activity; con-
stipation; abuse potential

99

Serotonin
transporter
(SLC6A4)z

High NA CNS, CVS Insufficient information m in GI motility; k in upper
GI transit; k in plasma
renin; m in other sero-
tonin-mediated effects;
insomnia; anxiety; nau-
sea; sexual dysfunction

100

Nuclear receptors
Androgen

receptor (AR)
Medium Medium Endocrine m in prostate carcinoma; oedema;

androgenicity in females; m in
muscle mass; m in hostility; sleep
apnoea; liver complications

k in spermatogenesis; im-
potence; gynecomastia,
mastodynia; m in breast
carcinoma

101,
102

Glucocorticoid
receptor
(NR3C1)

Medium Medium Endocrine,
immune

Immunosuppression; hyper-
glycaemia; insulin resistance;
muscle wasting; m in body weight;
osteoporosis; glaucoma; m in BP; k
in plasma potassium and
arrhythmia

Hypoglycaemia 103

aHit rates were determined at 10 mM. ‘Low’ corresponds to to o1% hit rate; ‘medium’ corresponds to 1–5% hit rate; ‘high’ corresponds to 5–20% hit rate; ‘very high’
corresponds to 420% hit rate.

bTargets that were included in the panels of all four companies.
yThe references cited are key references giving details of some of the main adverse drug reactions (ADRs) for each target, but not all of the ADRs listed are mentioned in the
cited publications.
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Linnanen, A. Lisius, R. Männikkö, B. Norden, S. Price, L. Ripa, D. Rognan, A. Rosendahl, M.
Skrinjar and K. Urbahns, J. Med. Chem., 2009, 52, 7706.

12. X. Liu, C. Chen and C. E. Hop, Curr. Top. Med. Chem., 2011, 11, 450.
13. M. P. Gleeson, J. Med. Chem., 2008, 51, 817.
14. J. Bowes, A. J. Brown, J. Hamon, W. Jarolimek, A. Sridhar, G. Waldron and S. Whitebread,

Nat. Rev. Drug Discovery, 2012, 11, 909.
15. Y. Kawai, S. Tsukamoto, J. Ito, K. Akimoto and M. Takahashi, Chem. Pharm. Bull., 2011,

59, 1110.
16. J. D. Hughes, J. Blagg, D. A. Price, S. Bailey, G. A. Decrescenzo, R. V. Devraj, E. Ellsworth,

Y. M. Fobian, M. E. Gibbs, R. W. Gilles, N. Greene, E. Huang, T. Krieger-Burke, J. Loesel, T.
Wager, L. Whiteley and Y. Zhang, Bioorg. Med. Chem. Lett., 2008, 18, 4872.

17. P. Gleeson, G. Bravi, S. Modi and D. Lowe, Bioorg. Med. Chem., 2009, 17, 5906.
18. Y. Ran, N. Jain and S. H. Yalkowsky, J. Chem. Inf. Comput. Sci., 2001, 41, 1208.
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CHAPTER 22

Pharmaceutical Properties—the Importance
of Solid Form Selection

ROBERT DOCHERTY* AND NICOLA CLEAR

Pharmaceutical Sciences, Pfizer Global R&D, Ramsgate Road, Sandwich, Kent, CT13 9NJ, UK
*E-mail: Robert.Docherty@pfizer.com

22.1 INTRODUCTION AND CONTEXT

The selection of the commercial solid form is one of the key milestones in the development of
any new chemical entity (NCE). It is critical not only from an active pharmaceutical ingredient
(API) standpoint but also from a drug product performance and stability perspective. The
regulatory landscape associated with the solid form of the API and dosage form development
has already been described.1,2 The issues associated with the formation of an unexpected solid
form have also been well documented and range from delays in the progression of a candidate
through development (batch reworks, additional bioequivalence studies) through to product
withdrawal in the most challenging circumstances. The most famous example of this is the
antiretroviral drug ritonavir (Norvir) where a more stable, less soluble polymorph appeared in
production reducing the dissolution of the capsule product.3 This is not an isolated incident
and as highlighted in a recent review there have, over the last couple of decades, been a
number of product recalls due to ambiguous product performance as a result of unexpected
solid state transformations.4 The importance of the solid state features of a NCE to intellectual
property has also been described extensively.5,6 Progress of automation technologies for solid
form screening and the emergence of structural informatics which allow development sci-
entists to search and identify the solid form with optimal properties have also been
reported.7,8

In 1987 the Nobel Prize for chemistry was awarded to Cram, Lehn and Pedersen for their work
on supramolecular chemistry. Since then publications9–12 have charted the evolution of
pharmaceutical materials science. Pharmaceutical materials science has emerged as a critical
linkage between medicinal chemistry and pharmaceutical development, with solid form and
particle engineering being core elements linking the final steps of the API design to drug
product attributes. Whilst increasing interest in the crystallisation of pharmaceutical entities

The Handbook of Medicinal Chemistry: Principles and Practice
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r The Royal Society of Chemistry 2015
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within academia has resulted in substantial progress over the last decade, the challenge for the
medicinal chemist and pharmaceutical scientist in tackling the crystallisation of highly complex
chemical entities remains a significant one because:

� Increasing molecular complexity results in a complicated solid form space that needs to be
understood and evaluated (salts, co-crystals, polymorphs, hydrates and solvates).

� Multiple conformational degrees of freedom (i.e. molecules with a large number rotatable
bonds) can result in complex solid form structures and consequently significant barriers to
crystallisation.

� Different solid forms may have different chemical or physical stabilities and biopharma-
ceutical properties.

� Anisotropic external particle morphologies with different crystal faces exhibit different
surface chemistry, and interactions with solvents and impurities hinder crystallisation and
stable solid state structure formation.

Physical and chemical properties of a new chemical entity that impact product performance
and product robustness are strongly influenced by the solid state structure of the drug sub-
stance as shown in Figure 22.1. The formation of different solid state structures (salt, co-crystal
and polymorph) provides the pharmaceutical scientist an opportunity to eliminate undesirable
properties by switching to an alternative stable crystal morphology, thus enabling a rapid and
successful development program. Product performance can only be assured when the NCE is
delivered to the patient in a chemically and physically stable solid form. In this chapter we will
attempt to link new cutting edge academic progress to the best current industrial practices that
medicinal chemists and pharmaceutical scientists can apply in selecting the optimal solid form,
along with the pharmaceutical properties that enable the rapid advancement of a new chemical
entities (NCE) to a medicines.

Figure 22.1 The importance of the solid state in impacting product safety, efficacy and quality.
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22.2 SOLID STATE CHEMISTRY

22.2.1 Crystallography

Crystals may simply be considered as three-dimensional (3-D) repeating patterns of atoms or
molecules. As with any other pattern, they can be described by defining:

(i) The item to be repeated (the motif).
(ii) The way in which it is repeated (symmetry operations).

Extending this general concept to crystal structures of organic materials, the motif is the
molecule, the lattice describing the scheme of repetition is now a 3-D array and the unit cell is
the smallest repeating unit within this 3-D structure. The unit cell is fully described by six lattice
parameters, comprising three lengths of the unit cell (a, b and c) with the three inter-axial
angles (a, b and g). Unit cells range from the highly symmetrical cubic (a¼b¼ c and
a¼ b¼ g¼ 901) through to the lower symmetry monoclinic and triclinic systems (a a b a c and
aabag) favoured by drug molecules.13

So far we have considered the unit cells in terms of their basic shape and relative dimen-
sions. It is also possible to further refine these systems in terms of the symmetry elements
which they possess. These elements represent various combinations of rotation, translation
and inversion and together they define the full 3-D arrangement of atoms or molecules in a
given structure. The symmetry exhibited by a unit cell is thus reflected in both the arrange-
ment of molecules in the internal crystal structure and in the physical and chemical prop-
erties of the resulting macroscopic crystal. Symmetry is evident in properties such as crystal
growth rates and crystal shape and surface chemistry. Figure 22.2 shows two unit cells of
paracetamol along the crystallographic b-direction. Each unit cell contains four paracetamol
molecules.14

The crystallographic planes that define the external growth morphology of the ‘as grown’
crystal, and the repeating layers within the crystal bulk itself, can be expressed through their
Miller indices (hkl). These indices define the orientation of the surface (or layer) in relation to
the crystallographic unit cell. Each surface (layer) is designated with three numbers, these being
the inverse of the intersection of that face with the three crystallographic axes a, b and c. The
(011) face as shown in the paracetamol morphology in Figure 22.2 cuts the b and c axes one unit
cell from the origin and runs parallel to the a-axis. Miller indices are important to the
pharmaceutical scientist as they provide a link between the modern structural crystallography
of X-ray diffraction and classical morphological crystallography of shape and habit. This allows
the process chemist or pharmaceutical scientist to link the internal molecular structure to the
chemical functionality on the external surface structure. Figure 22.2 (bottom) shows the ob-
served morphology for paracetamol14 with the Miller indices labelled.

The most common solid state chemistry analysis technique is Powder X-ray diffraction
(PXRD), which examines the angular dependence of X-rays when scattered from crystal lattice
planes. This technique provides a definitive fingerprint of the solid state structure and probes
the crystallinity and structural integrity of the packing arrangement.

� The unit cell dimensions and corresponding repeat layers in the bulk, as defined by the
Miller indices, govern the angular occurrence of the peaks in the PXRD trace.

� The position of the molecular species within the unit cell and Miller planes govern the
relative intensity of these peaks.

� The angular width of the peaks is roughly proportional to the quality and perfection of the
crystal lattice.
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Figure 22.2 The molecule, the crystal chemistry and the crystal morphology of paracetamol. The mo-
lecular structure of paracetamol (top) is shown in ball and stick and space-fill. The crystal
packing of paracetamol (middle) contains one unit cell in the a and c directions with two unit
cells of paracetamol along the crystallographic b-direction. Each unit cell contains four
paracetamol molecules.14 The crystal morphology (bottom) shows the observed crystal faces
labelled with the corresponding Miller indices.
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PXRD is routinely used to define the form (polymorph or salt) being isolated, the consistency
of the crystallinity of the solid form being produced and also as a baseline for the solid state
structure for any solubility measurement being determined. The background to and use of
PXRD in the characterisation of the solid state has been described elsewhere.15

22.2.2 Crystal Chemistry and Crystal Packing of Drug Molecules

Molecules can essentially be regarded as impenetrable systems whose shape and volume
characteristics are governed by the molecular conformation and the radii of the constituent
atoms. The atomic radii are essentially exclusion zones in which no other atom may enter except
under special circumstances, such as bonding. Figure 22.2 (top) shows a comparison between a
ball and stick and van der Waals (space-fill) representation of paracetamol.

The structures and crystal chemistry of molecular materials are often classified into different
categories according to the type of intermolecular forces present.16 A number of factors are of
particular importance in assessing the influence of intermolecular bonding on the physico-
chemical properties of organic solids17–19 including:

� The size and shape of the molecular entities that make up the structure.
� The strength of the intermolecular interaction.
� The distance over which the interaction exerts an influence.
� The extent to which the interaction is directional or not.

Organic molecules in general and drug molecules in particular are found in only a limited
number of low symmetry crystal systems. The general uneven shapes of molecular structures tend
to result in unequal unit cell parameters. A further consequence of their unusual shape is that
organic molecules prefer to adopt space groups which have translational symmetry elements, as
this allows the most efficient spatial packing of the protrusions of one molecule into the gaps left
by the packing arrangements of its neighbours. These tendencies are reflected in an analysis of
the Cambridge Crystallographic Database19 where the vast majority of the organic structures
reported prefer the lower symmetry triclinic, monoclinic and orthorhombic crystal systems.20,21

22.2.3 Intermolecular Interactions, Crystal Packing (Lattice) Energies

In order to understand the principles which govern the wide variety of solid state properties and
structures of drug molecules it is important to describe both the energy and direction of
interactions between molecules. As a result of the pioneering work in the development of atom–
atom intermolecular potentials,22,23 it is now possible to interpret inter-molecular packing
effects in organic crystals in terms of interaction energies. The basic assumption of the atom–
atom method is that the interaction between two molecules can be considered to simply consist
of the sum of the interactions between the constituent atom pairs.

Elatt¼
1
2

XN

k¼1

Xn

i¼1

Xn0

j¼1

Vkij ð22:1Þ

The lattice energy Elatt (often referred to as the crystal binding or cohesive energy) for mo-
lecular materials can be calculated by summing up all the interactions between a designated
central molecule and all the surrounding molecules. Hence, if there are n atoms in the central
molecule and n’ atoms in each of the N surrounding molecules then the lattice energy can be
calculated using Equation 22.1.22,23
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Each atom–atom interaction pair (Vkij) consists of an attractive and repulsive dispersive
interaction which can be described by a van der Waals representation, together with an elec-
trostatic interaction and in some cases (particularly for pharmaceuticals) a hydrogen bonding
potential. The former two are broadly speaking undirected interactions whilst the latter is not.
On a per atom basis, the H-bond is much stronger than say a dispersive interaction but the
latter involve many more atomic interactions and so, for molecules such as pharmaceuticals
where the molecular weight is relatively high, contributions from the undirected van der Waals
interaction tend to dominate the lattice energy.

The use of these potentials has been validated by comparing the theoretical values against the
known crystal structures and experimentally measured lattice energies (sublimation enthal-
pies).24,25 A particular advantage of the calculated energy is that it can be broken down into
specific interactions along particular crystallographic directions and further partitioned onto
the constituent atom–atom and/or group contributions. This is the key link between the in-
trinsic molecular structure and the crystal packing, allowing a profile of the important inter-
actions to be built up within families of compounds. This approach permits the discussion
between the medicinal chemist and the pharmaceutical scientist in optimising the design of
molecular features, and with the pre-formulation scientist working on the optimisation of the
physical properties for the intended dosage form. A number of papers have highlighted the
impact of this increased understanding in recent years, including the design of features to
disrupt crystal packing and therefore enhance solubility.26–28

22.2.4 Crystallisation Solubility, Supersaturation and the Metastable Zone

The crystallisation process can be viewed as a two-step process involving the dissolution of the
NCE, and then changing some attribute of the system, such as temperature, solubility or solvent
content to induce crystallisation. At a given temperature and pressure there is a maximum
amount of solute that can dissolve in a given amount of solvent. When this maximum is
reached, the solution is said to be saturated. The amount of solute required to make a saturated
solution at a given condition is the solubility.29

During crystallisation the molecules must de-aggregate from their solvated state and self-as-
semble, aligning certain structural elements such as conformation and intermolecular packing in
order to enable the production of a stable 3-D ordered crystallographic array of molecules. This
highly time-dependent event makes crystallisation essentially a kinetically driven process. The
time required for crystallisation to proceed depends on a driving force called supersaturation. A
solution in which the solute concentration exceeds the equilibrium saturation at a given tem-
perature is known as a supersaturated solution. Supersaturated solutions are metastable, implying
that crystallisation will ultimately occur, albeit after time has elapsed. Every solution has a max-
imum limit that it can be supersaturated to before it becomes unstable and crystallisation spon-
taneously occurs.29 The region between the saturation curve and this unstable boundary is called
the metastable zone, and it is within this that all crystallisation activities normally occur. If we plot
concentration versus temperature behaviour we find three regions, as shown in Figure 22.3:

� A stable or undersaturated region where crystal growth is not favoured.
� A metastable region where the solution is supersaturated to a degree and where crystal-

lisation will take place after a time.
� An unstable region where the solution is more supersaturated and where spontaneous

crystallisation with no time delay is expected.

The crystalline form in which a material is obtained can potentially be controlled through
manipulation of three main aspects of polymorphic behaviour: nucleation, crystal growth and
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phase transformations. The nucleation process involves the formation of aggregates of mol-
ecules, some of which reach critical size at which point they become stable and subsequently
grow to form crystals. In a polymorphic system, the situation can be more complex. It is as-
sumed that a number of different types of aggregate may exist in solution. Each type of ag-
gregate is connected by competing equilibria and may subsequently develop into one or more
different polymorphic forms. Nucleation is seen by many leading academics as the key to crystal
engineering.30,31

22.2.5 Pharmaceutical Properties and the Solid State

Structural diversity in pharmaceutical solids arises from both the molecular conformations
available from drug structures and from the broad range of intermolecular interactions
available, as described in Section 22.2.2. These broad ranges of structural types represent both
a challenge to control and ensure a robust product but also an opportunity to engineer a
solid form that can enable a drug candidate with sub-optimal properties to move forward
into development and ultimately to a patient. These different structural types are captured in
Figure 22.4 for paracetamol.

Although there is a continuum of structural diversity it might be worth considering a few
distinct aspects to context the discussion on physical property impact.

� Amorphous through to crystalline. Amorphous forms of pharmaceutical solids are chemically
and physical metastable with respect to their crystalline counterparts. They present an
opportunity in that they can be more soluble than the crystalline version but are generally
less stable chemically. Managing an amorphous form through development is a major
undertaking given the inherent propensity for chemical instability and the potential for
crystallisation impacting the bioavailability on longer term stability.
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Figure 22.3 An overview of the Metastable Zone. The region below the solubility curve is stable and
undersaturated. The region above the metastable zone curve is unstable and spontaneous
crystallisation will occur. The region in the middle is the meta-stable zone. The red line
represents a potential cooling curve which initially generates supersaturation to induce
nucleation and then controlled growth.
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� Free base through co-crystal to salt. By manipulating the solid state packing through the
addition of co-formers, properties of the solid such as melting point, lattice energy and
solubility can be changed. The difference with a salt is that there is a proton transfer and
this of course makes a difference to the structure of the molecule, including conformation
and electronic structure. This changes both the solid state packing and the solvation
properties of the drug species. This enables a greater change in solubility, but recent evi-
dence suggests these structural changes result in greater tendencies for solvate formation
in salt structures relative to the comparable co-crystal.

In Section 22.3 we will describe the current screening and selection practices used in industry
to attempt to optimise the physical form and properties at the medicinal chemistry pharma-
ceutical development interface. In Section 22.5 we will describe the evolution of these processes
towards physical form design.

22.2.6 Polymorphism, Thermodynamic Stability and Solubility

Despite considerable debate in the scientific literature a comprehensive definition of the term
polymorphism is by no means straightforward. It can be simply defined as the existence of a

Figure 22.4 The solid form landscape for paracetamol including polymorphs, solvates and co-crystals.
The schematic links the geometrical features discussed in section 22.2.1 (red bricks in dif-
ferent arrangements) with the crystal chemistry of drug molecules described in section 22.2.2
(hydrogen bonds and molecular packing). The propensity to form these diverse set of
structures is a combination of the molecular shape packing (density) and the degree of
satisfaction of different intermolecular interaction patterns (lattice energy).
(Reproduced with permission from Prof. William Jones, University of Cambridge.)
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compound in at least two different crystal structures. While this definition is not comprehen-
sive, it is sufficient for the discussion here. The use of the term pseudopolymorphism to de-
scribe the relationship between such solids and solvates is misleading. Solvates and non-
solvated solids differ in composition and, therefore, should not be considered to be
polymorphs.

In general for molecular materials it is their intrinsic desire to closely pack effectively in the
solid state that is the single biggest driving force towards selected structural arrangements. For
complex molecular materials such as drug molecules there will be notable exceptions where the
need to form complex H-bonding arrangements will override this desire.16 Weaker interactions
such as C–H::::::O¼C bonds and other polar interactions are probably not primary drivers in the
packing arrangements adopted by drug molecules but will tend to be optimised within potential
arrangements. Crystallisation and the properties of the solid state are a result of molecular
recognition processes on a grand scale and polymorphism is due to different balances of these
subtle intermolecular interactions.9

The formation and behaviour of polymorphs is determined by the relative free energy of the
different structures and the kinetic barriers to their formation and inter-conversion. The
polymorph with the lowest free energy (lowest lattice energy) under a given set of conditions will
be the most stable. Particular properties such as density, melting point, solubility and mech-
anical properties can all be impacted by different solid state structures.

The influence of polymorph stability on solubility can be understood by considering two
polymorphs A and B, where B is the more stable form. The solubility of a given molecule is
ultimately a balance between the energy of solvation (how much the molecule likes to be in a
solvent environment) and the lattice energy (how much the molecule likes to be in the solid
state).32,33 For a given drug candidate the energy of solvation is a molecular property and
constant in a given solvent. Given B is thermodynamically more stable at room temperature it
will have a better (lower) lattice energy (stronger packing) and hence will have a lower relative
solubility. Differential scanning calorimetry (DSC)15 is a thermal method to determine melting
point and enthalpy of melting (sometimes referred to as fusion enthalpy). The solid state
structure that has the larger enthalpy of fusion for a given compound tends to be the most
stable polymorphic form. Published data for two polymorphs of chloramphenicol palmitate34

show that Form A is the most stable, it has the highest melting point (by 6 1C), the greatest heat
of fusion (which is a surrogate measurement of the lattice energy) and less than half
the solubility of form B. It should be noted that the energy difference between the polymorphs
of 3.8 kcal/mol is not unusual and neither is the resultant two fold change in solubility
(see Section 22.3.3).

22.3 INDUSTRY PRACTICES

22.3.1 Salt Screening and Selection

The predominant reason for screening for salts of NCEs is to overcome any undesirable
chemical or physical properties of the free acid/base. Such properties may include poor solu-
bility in bio-relevant media, exposure limiting dissolution rate, chemical instability and poor
mechanical properties. In addition, salts typically exhibit good crystallinity due to the additional
electrostatic intermolecular interactions compared to the free acid/base, which assists achieving
good isolation, purification and stability. In the case of enantiomeric compounds, optical
resolution can be achieved by diastereoisomeric salt formation in order to obtain high enan-
tiomeric purity. An overview of acceptable salts and development factors that influence this
selection process has been covered elsewhere.35

A summary of the key development criteria are summarised in Table 22.1.
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Most pharmaceutical compounds contain acidic or basic functional groups and the majority of
these will ionise allowing salt screening and selection. It is estimated that around half of all NCEs
are utilised in dosage forms as salts. A wide variety of organic and inorganic anions and cations
are used in forming salts of drug compounds. While final selection of the most suitable salt
former involves assessment of an extensive range of physical and chemical properties, the pri-
mary concern is that potential counter-ions must not exhibit any adverse physiological effects, so
the safety of the counter-ion selected in the proposed dosage form regime is of critical import-
ance. The most frequently used salts and their precedence in different delivery routes has already
been described.36 When designing a salt screen there are some important factors to consider.
Each drug molecule is different so routinely screening all counter-ions could prove wasteful. In
the literature, guidance is provided for salt formation with pharmaceutical compounds such that
there should be a pKa difference (DpKa) of 2 to 3 units35 between the compound and its potential
salt former. Constraining the selection of counter-ions by using this approximation ignores the
impact that solvent and temperature can have on potential salt forming reactions.

When designing a salt screen for multi-basic or multi-acidic compounds and counter-ions,
the potential stoichiometries should be considered. Even for mono-basic or mono-acidic
compounds multiple salt stoichiometries may be achieved. Similarly, when screening for salts
of a chiral API, unique solid forms may be achieved by the use of single enantiomers salt for-
mers. For example, a compound may form a salt with L-tartaric acid that meets all development
selection criteria, whereas the D-tartrate salt is non-ideal with poor crystallinity and hygro-
scopicity. The best counterion to use will be dependent on the NCE features, dosage form type
and likely dose. The range of counter-ions and frequency of use is captured in Figure 22.5 and
recent reviews have examined in detail trends in this area.37,38

The physical properties of the candidate salts must be assessed—a task which requires
comprehensive characterisation of selected salts and their polymorphs or hydrates.

Table 22.1 Properties which may be assessed during solid form selection for a standard oral dosage form.
These are examined in a systematic approach as described in Table 22.2. In the case of other
dosage forms the balance of the criteria maybe refined. For a parenteral dosage form the
solubility and chemical stability in solution of the API may over ride other criteria. For a dry
powder inhalation dosage from compatibility with lactose is likely to be a key selection
criteria.

Safety—generally stable
under conditions of
isolation, purification
and storage

Salt is precedented for route of administration, frequency of use and dose
Chemical Stability (e.g. hydrolysis, oxidation, photolysis)
Excipient Compatibility
Thermal Behaviour (decomposition, phase transitions)
Purity—good purge of key impurities through final step
Tendency to form unwanted solvates

Efficacy—timely and
complete dissolution
of dose administered

Aqueous Solubility
Common Ion Effect on Solubility
pH Solubility Profile
Crystallinity
Melting Point
Particle Size distribution and crystal habit and dissolution rate

Quality—ease of
manufacture to
ensure consistent
product attributes.

Hygroscopicity—no change of hydrate state under storage conditions
Degree of polymorphism/landscape—ease to secure desired form in API

manufacture
Physical stability to milling, micronisation, and compaction
Absence of corrosiveness
Acceptable powder flow for tablet and capsule production
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The characterisation and assessment of the physical form of salts is extremely demanding in
terms of experimental effort.36 While it is desirable to screen a range of salts, it is impractical to
attempt characterisation of all aspects of every potential salt form. For this reason, salt selection
is typically carried out using a tiered approach. After characterisation at each level, a decision is
made as to whether the salt proceeds to the next level of assessment. The range of potential salts
is, therefore, progressively narrowed down. The depth of characterisation increases from one
level to the next. The number of levels required typically depends upon the number of candidate
salts. In this way, a substantial number of salt forms can be investigated while minimising
experimental effort. Table 22.2 shows a schematic representation of a possible multi-level salt
selection process drawing down upon the desirable properties of the candidate salts.

The importance of having a robust salt selection process from a development standpoint
was recently highlighted through the concerns of the partial breakdown of the salt of prasugrel
back to its free base and the potential impact that had on the bioavailability and efficacy of the
product.39

others
31%salicylate

1%

tartrate
3%

lactate
3%

citrate
3%

acetate
1%

phosphate
3%

maleate
3%

mesylate
2%

sulphate
7%

hydro-
chloride

43%

potassium
11%

sodium
62%

lithium
2%

calcium
11%

diethanol-
amine
1%

magnesium
1%

others
9%

zinc
3%

Figure 22.5 The relative usage of the most commonly utilised acidic and basic counterions.

Table 22.2 Multi-tier evaluation of potential salt forms.

Properties Techniques

Tier 1 Crystallinity Optical microscopy,
Crystal form Powder XRD

Tier 2 Thermal properties and thermal behaviour
(decomposition, phase transitions,
desolvation)

Differential Scanning Calorimetry (DSC),
Thermogravimetric Analysis (TGA)

Hygroscopicity, hydrate/solvate formation Dynamic Vapour Sorption (DVS)
Tier 3 Polymorph and hydrate screening Powder XRD, Raman microscopy, DSC

Aqueous and pH solubility Powder XRD of solubility residues
Chemical stability testing (e.g. hydrolysis,

oxidation, photolysis)
HPLC

Accelerated physical stability testing Powder XRD, DSC
Tier 4 Humidity/temperature induced changes in

crystal form
Environmental Powder XRD

Influence of processing conditions (e.g. milling,
micronisation, compaction) on solid form

Powder XRD, DSC, DVS

Compatibility with excipients HPLC

576 Chapter 22

08
:3

7:
36

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
05

66
View Online

http://dx.doi.org/10.1039/9781782621836-00566


A recent analysis shows a trend away from using a small selection of counterions towards a
much broader variety of ions. This trend started in the 1990s and has increased in momentum
in recent years.37

22.3.2 Co-crystals Screening

Co-crystals are defined as neutral multi-component systems having extended molecular net-
works formed through strong H-bonding patterns. Components of a pharmaceutical co-crystal
include at least one API and one or more ligand (co-former), all of which are neutral and solid at
room temperature and atmospheric pressure.40 The appeal of co-crystals is that they offer a
pathway for altering the solid-state properties of non-ionisable API where salt options may be
limited. Co-crystals provide opportunities to:

� Deliver crystalline material and avoid an amorphous final form when salts are not an option.
� Reduce the requirement for sophisticated formulation technology as co-crystals can be

progressed largely within the same operational development paradigm as salts.
� Provide additional purity control options for the final form.
� Enhance solid form stability, dissolution rates and oral bioavailability of the NCE.

Co-crystal formation between an API and ligand(s) relies on complementary, non-covalent
interactions such as H-bonds, van der Waals, p–p stacking and electrostatic interactions.
Research on hydrogen bond motifs led to guidelines for the design of molecular as-
semblies.16–18 These rules can also be applied to the targeted design of co-crystals,
while taking broader aspects into consideration such as crystallisation kinetics and thermo-
dynamic properties. As well as traditional solution based approaches to making co-crystals
other areas such as eutectic based thermal screening and liquid assisted grinding are proving
fruitful.41

The ability of co-crystals to demonstrate different solubilities, dissolution rates and stabi-
lities has also been described. The fluoxetine HCl : succinic acid (2 : 1) co-crystal shows an
approximate three-fold increase in intrinsic dissolution rate relative to fluoxetine HCl. How-
ever, fluoxetine HCl : fumaric acid (2 : 1) co-crystal has a similar dissolution rate to the API
alone, whereas the dissolution rate for fluoxetine HCl : benzoic acid (1 : 1) is approximately
half of the API dissolution rate.42 Other examples include co-crystals of itraconazole with
diprotic carboxylic acids, which achieve and sustain 4- to 20-fold higher drug concentrations
than crystalline itraconazole during aqueous dissolution.43 Co-crystals remain an area of in-
tense research activity. Whilst they are unlikely to address solubility challenges associated
with NCE’s where solubility is limited by solvation there is increasing evidence that co-crystals
may have other attractive development attributes with lower tendency to form solvates/
hydrates.40,41

22.3.3 Polymorph Screening

The importance of polymorphism to the pharmaceutical industry can, in the views of most
experts, be traced back to reviews by McCrone44 and Byrn.45 The temporary withdrawal of
the protease inhibitor ritonovir just over a decade ago3 highlighted the potential impact of
the appearance of a more stable polymorph on solubility, dissolution and ultimately bio-
availability. The recent appearance of a new polymorph in the rotigotine transdermal system46

resulted in snowflake patterns on the patch. The subsequent regulatory discussion and con-
cerns about the efficacy of the patch highlighted the need for continued vigilance in screening
for polymorphs.4
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The possible impact on product manufacturing robustness, product development timelines
and the potential need for repeated clinical and stability studies means that most pharma-
ceutical companies have incorporated solid form selection and screening programs and
practices within their development strategies. In this section we will outline the key elements
of screening practices and the appropriate timing of these activities during drug development.
For the medicinal chemists/development scientist the key questions are:

� What form will my molecule crystallise in?
� How often do these new polymorphs, solvates appear?
� What will be the impact on biopharmaceutics (e.g. solubility)?
� How many experiments do I need to carry out to ensure robustness?

These questions are difficult to give definitive answers to, but Figure 22.6 consolidates some
data based around recent reviews in this area.47–49 The summary suggests that the vast majority
of pharmaceutical compounds exhibit multiple polymorphs. It also shows that hydrates are
more prevalent for salts, and polymorphs are more likely for non-salts. A review of some key
publications on high-throughput solid form screening suggests that 52 500 crystallisations on
51 new API’s identified 155 new solid forms. In general, polymorph pair solubility ratios are
equal to or less than three-fold changes but there are instances of greater than five-fold solu-
bility changes, especially for highly complex drug molecular structures.49

In preclinical development only a limited amount of material is available. Early screening is
focused on the definition of the form being used and how to ensure consistent delivery of that
form with the enabling chemistry. Limited screening will be targeted towards an early aware-
ness of the potential forms accessible from the salts that have been identified. A selection of
techniques is used to provide a fingerprint of the solid state chemistry. As a candidate pro-
gresses into the early clinical studies there is a commensurate increase in the effort to find
polymorphs and solvates of the API and to link this emerging information to the product design
and overall development strategy. This will involve a variety of crystallisation experiments and
physical stability investigations of the bulk drug in different humidity and temperature ranges.

In recent years the concepts of ‘stable form’ screens have emerged with increasing import-
ance especially at this point in development. These ‘stable form’ screens, sometimes called ‘low
energy’ screens, are essentially slurries in solvents with suitable solubility to facilitate the
transformation from a given metastable solid state structure to a potentially more stable
structure.50 This solvent mediated phase transformation involves two steps. The dissolution of
the metastable polymorph to form a solution supersaturated with respect to the stable form is
then followed by the nucleation and growth of the new more stable phase from this solution.

The rate of such solvent mediated transformations is driven by solubility in the selected solvents.
The number of solvents used, their solubilities, temperature and the duration of the slurry are often
company practice dependent. Whilst there is no definitive standard industry practice the slurry
experiment has become commonplace as it can rapidly help identify the most stable form and
therefore baseline the clinical exposure from a bioavailability perspective. A number of publications
have articulated these principles but have also highlighted that these slurries are not a panacea for
polymorph screening as there are caveats that can reduce the effectiveness of the screen.50,51

� Small solubility differences between polymorphs may limit the transformation.
� A lack of solubility/stability in preferred solvents may limit the screen design.
� Solvation of a particular molecular functionality might limit the H-bonding that could be

adopted, preventing a more stable structure emerging.
� Impurities that could inhibit the more stable form appearing may be present in the early

clinical batches.
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In the later stages of development, screens are designed to find all known polymorphs to
ensure a comprehensive understanding of the solid form space and the potential impact on the
commercial manufacturing process. Screens underwrite final process solvent variations, tem-
perature excursions and the impact of impurities. Given the pivotal importance of the correct

Figure 22.6 The number of compounds with a given number of polymorphic forms. The frequency of
forms found for salts and non-ionisable materials and the histogram plot of solubility ratios
for 180 polymorph pairs.
Based on an amalgamation of data from references.47–49
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polymorph on the final crystallisation step, the design of the drug product, and the stability of
both the API and the product, the industry continues to enhance screening practices through
both better informed screen design52 and applied high-throughput technologies.7 Whilst much
progress is being achieved it is worthy of note that a number of recent papers highlight the
challenges of accommodating a late stage polymorph appearance on a fast moving candidate.53,54

In both these cases a more stable polymorph was found, after small changes in the impurity
profile of the API occurred due to synthetic chemistry refinement and optimisation. The clinical
plan then had to be refined to incorporate the new form into the overall development program.
Given the potential regulatory and intellectual property impact, research on product processing
induced transformations is only likely to increase given the issues recently highlighted.4,39,46

The exact timing of when to do this work can be candidate/dosage form dependent and
dictated by the overall development strategy. An inhalation candidate is likely to have these
challenges addressed earlier as would a candidates being fast tracked in the oncology ther-
apeutic area due to a desire to lock down the key elements of the commercial formulation prior
to pivotal clinical studies. This is discussed further in Section 22.4.3 and the opportunities to
apply newer structural based technologies to alter the development paradigm will be considered
in Section 22.5.

22.3.4 Hydrate Screening

As with polymorphs, it is known that a hydrated solid form of a drug can have a potentially
significant negative impact upon bioavailability.48 It is also possible for the presence of water in
the crystal structure to lead to chemical and physical instability, and this may result in un-
desirable chemical reactivity with the excipients within a solid dosage form.

In a previous section we identified Dynamic Vapour Sorption as a key technique for assessing
API hygroscopicity examining water update as a function of relative humidity.15 This approach
may also be used to screen for potential hydrate formation, identifying the key temperatures
and humidity for anhydrous–hydrate transitions. The method may not be relied upon to pre-
pare hydrates for all new drug candidates since conversion to a hydrated form may be a kin-
etically slow process. Also, the anhydrous form may need dissolution and recrystallisation steps
in order to incorporate water molecules into a new, low-energy, hydrate crystal structure. Even
relatively high humidity such as 90% RH may be insufficient to rapidly ensure this
rearrangement.

One way to try to overcome these kinetic barriers to hydrate formation is to recrystallise or
slurry in water. In theory this would seem the most applicable approach, however, the drug
molecule may have insufficient aqueous solubility to make this practicable. An alternative ap-
proach is to utilise organic solvent-water mixtures, of known water activity (aw), to enhance the
solubility of the drug candidate. Equation (22.2) relates water activity to relative humidity:

Relative Humidity¼ aw� 100 (22.2)

Recrystallisation or slurry equilibration55 in solvent systems of high water activity such as
aw¼ 0.90 would be a typical approach. The formation of a thermodynamically stable hydrate by
this technique is reported to have a high success rate.56 In addition, equilibration at multiple
temperatures for these slurry conversions allows a broad picture of the anhydrous–hydrate
phase diagram57 to be produced, which is a useful tool when assessing the risk of isolation of
the incorrect phase, or a solid form change during downstream processes.

For the case where an anhydrous form is developed, if hydrated forms are identified, it is
important to consider their potential impact upon bioavailability, stability or other physico-
chemical properties that may be affected by an anhydrous–hydrate conversion. In contrast, if a
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hydrate is to be the commercial solid form developed then this is also true for a hydrate–an-
hydrous conversion. In such cases it is important to take a product overview ensuring the
secondary processing and stability aspects have been considered, as well as the control of hy-
drate state during API production.

This section has highlighted that the solid state form of an NCE can have a major effect on
drug product safety, efficacy and performance. Only through a comprehensive screening pro-
cess will the solid form landscape of a new NCE be fully understood, and an optimal solid form
selected to enable rapid product design.58

22.4 INTEGRATION WITHIN THE EARLY CLINICAL PHASES OF DEVELOPMENT

22.4.1 The Changing Drug Product Design Paradigm

Over the last decade, through embracing both academic advances and technology initiatives,
significant progress has been made in defining relationships between the NCE properties and
the formulation design aspects of new products. Examples of established progress include:

� API particle size distributions and content uniformity.59

� API particle size distributions and flow,60 mechanical properties.61,62

� API particle size and dissolution.63

� Crystal brittleness, milling behaviour and particle size reduction.64

Models have been built that allow the pharmaceutical scientist to explore the impact of
particle size variation on dissolution rate and bioavailability. The Biopharmaceutics Classifi-
cation System (BCS)65 is used to define classes of compounds based on the solubility and
permeability of the compounds. Permeability is a molecular property, but solubility and dis-
solution rate are related to the internal structure (salt and polymorph) and particle size dis-
tribution/surface area. More recently this concept was built upon where the interplay between
permeability and solubility has been refined through the use of simulated gastric fluids for
measuring solubility and this has brought greater definition to the impact of API particle at-
tributes on drug efficacy.66 These relationships, combined with institutionalised corporate
knowledge of formulation design practices have opened up the potential of a fully integrated
holistic product design process.67

22.4.2 Different Requirements for Dosage Form Types

In reality the factors which influence formulation selection (Figure 22.7) are wide ranging and
encompass both scientific consideration of the compounds physical properties, the proposed
dosage form, the stage of development and overall project investment strategy. The majority of
the industry would agree that the lowest energy/most stable crystalline solid form is the
preferential form for drug product development, and this is largely true independent of the
route of administration or dosage form type.

Although the greatest numbers of drug therapies are presented as oral medications, non-oral
drugs are developed for a variety of reasons; to overcome high first pass metabolism, reduce
side effects and or enhance local efficacy. Examples include steroids which are delivered locally
in smaller doses through inhalation, nasally and topically, and can decrease inflammation
without inducing harmful side effects seen by higher systemic concentrations. Non oral dosage
forms most commonly exist as solutions, suspensions or powders and can be delivered by
different routes into the body.
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For solution formulations a key consideration during drug development is to ensure the drug
remains fully dissolved, as well as physically and chemically stable over the drug product shelf
life. The formulator is interested in ensuring the API will not precipitate out to a more stable
(lower energy) form, which could ultimately limit the dose achievable in a set volume. There-
fore, a thorough understanding is required of the physical chemistry of the molecule, followed
by the careful selection of buffer and counter-ion components, all to ensure less soluble in situ
salts do not form/precipitate in the formulation. A common situation is the Cl� ion effect,
whereby a free base molecule can combine with a Cl� ion in vivo to form a less soluble species
that precipitates.

Suspension product performance relies on particles retaining the initial characteristics (size,
shape, surface chemistry and amorphous content) over the product shelf life. Changes in
particle size distribution within the suspension formulation can be due to dissolution from
small particles and re-crystallisation on to larger particles (Ostwald ripening), or agglomeration
due to primary particles interacting. These are common issues for suspension based products
that can be linked back to solid form attribute definition (e.g. surface chemistry, amorphous
content and crystallinity).

Inhaled drug delivery commonly sees the API blended with a carrier excipient (usually lac-
tose), to bulk out the dosage form as doses are typically o1 mg. The API powder is then dis-
persed from the carrier at the point of administration via an inhaler device. The API solid form
and particle properties (size distribution, the amount of fines, amorphous content, surface
roughness, lactose binding energy) all have the potential to impact the respirable fraction and
hence the efficacy of the product.

For both powder and suspension non-oral products, particle size reduction through the use of
milling or micronisation is frequently employed to create suitable properties for drug product
performance. Different solid forms of the same API will behave differently during size re-
duction. This can be related to solid form properties including melting point, compressibility
and brittle fracture index.64 The end result maybe different degrees of amorphous content,

Figure 22.7 Factors affecting formulation selection.
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which in turn could impact product performance and the shelf life achievable. Thus selecting
the solid form which is more amenable to such particle processing conditions can be a strategy
to facilitate rapid compound development.

22.4.3 Integration of Enabling Formulation Strategies Within Development
Paradigms

Drug development is a technically complex, inter-disciplinary, high risk, high cost business op-
erating within an increasingly challenging environment. The industry employs a variety of dif-
ferent drug development investment paradigms in order to manage R and D costs whilst keeping
a healthy product pipeline. During drug development with each new piece of information the
project team continually assess the candidate progression usually against 3 key factors:

� Confidence in efficacy.
� Confidence in safety.
� Confidence in development.

The relative ranking of a given molecule against others in the company’s own pipeline and
compared to competitor products will have a significant bearing on the speed and costs em-
ployed in development. A first in class molecule in an area of unmet medical need with high
confidence in safety and efficacy is likely to secure an accelerated development path especially
once proof of concept in the actual patient population is achieved. In this situation a company
will often complete the screening and characterisation studies to identify the commercial solid
form nomination and drug product formulation ahead of proof of clinical concept readout,
accepting the risk that this investment could be redundant should the molecule fail in these
clinical studies. This development paradigm is also often seen for diseases with a high mortality
rate and few existing effective therapies, e.g. certain cancers and viral infections. In the opposite
situation where confidence in safety and/or efficacy are unproven for a new mechanism of ac-
tion, companies have taken probe molecules/formulations into the clinic to establish a rapid
readout with minimal solid form/formulation investment. These molecules are known from the
outset to have some major development flaws, e.g., poor pharmacokinetics, a known side effect,
non-commercial relevant formulation. In these situations, although a crystalline form would
still be preferable to achieve synthetic purity, providing the formulation has guaranteed stability
over the shelf life needed for the clinical study even an amorphous form can be employed.

Influencing the physicochemical properties and hence solid form options for a molecule is a
delicate balance and trade-off between optimisation of potency, selectivity and pharmacoki-
netics. The optimum time for the pharmaceutical scientist to engage with a project team and
start to assess confidence in development is before lead series selection. Here a vast range of
structural options are still in play and a combination of rapid solubility and stability screening
can help direct the chemist towards more favourable series. Engagement in understanding solid
form (and if crystalline material can be synthesised) should ideally start before predictive
pharmacokinetic studies commence, especially if the API is low solubility (BCS class 2 or 4) and
is destined for oral delivery. Although the most stable form may not be identified at this point,
the ability to conduct an in vivo exposure study with a suspension of crystalline API versus a
solution will provide a good indication of the solubility and or dissolution challenges faced in
molecule progression. In parallel to completing efficacy, safety and pharmacokinetic studies,
the pharmaceutical scientist will assess the compounds’ ‘‘developability’’ for both early clinical
and commercial requirements. Depending on the intended route of administration, dosage
form type and projected dose, the API synthetic complexity, solubility, stability, solid form and

583Pharmaceutical Properties—the Importance of Solid Form Selection

08
:3

7:
36

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
05

66
View Online

http://dx.doi.org/10.1039/9781782621836-00566


drug product processability of the molecule will be assessed. For an oral compound, a highly
crystalline solid form, with appropriate solubility versus dose, a melting point greater than
125 1C and non-hygroscopic (o3% moisture uptake over 0–90% RH) would give the pharma-
ceutical scientist some confidence in ease of further development at the pre-clinical compound
selection stage. However in reality this is often not achievable due lack of appropriate API, time
or solid form complexity and usually a risk is carried forward into early development. One of the
most common reasons for lack of crystalline material prior to first in human studies is a lack of
purity. The purity required for pre-clinical safety and efficacy studies is often only 95–98%,
whereas these levels of impurities can often have a negative impact on crystal growth making
even the best crystallisation attempts futile (see Section 22.1 and Section 22.2.3).

Due to the general increase in more potent lipophilic molecules in development, there has
been a parallel growth in enabling formulations to address poor solubility. Table 22.3 shows
which molecular physical and chemical properties are amenable to which technology.

Traditionally a trial and error approach combining different in vitro dissolution models and
in vivo studies has been employed to select the most suitable enabling formulation to enhance
oral exposure. The science of biopharmaceutical modelling now focuses on reducing the process
of drug absorption down to a series of theoretical equations linking drug and physiological
parameters.67 Drug absorption comprises four main processes: dissolution, GI transit, nucleation
and permeation. It is the equilibrium solubility of the most stable solid form in representative GI
media which is critical to establish should valuable insights be gained from this modelling.

For ionisable compounds salts are one of the simplest and most common means of en-
hancing dissolution and overcoming solubility limited exposure. As the salt dissolves it creates a
microclimate pH at the solid surface, this in turn creates a more favourable environment for
more drug to dissolve, resulting in transiently supersaturated solutions in the GI tract. The
extent of any enhanced exposure is then a result of the fraction absorbed versus the time before
the compound precipitates back to the free form from the supersaturated state. This situation of
nucleation and precipitation in vivo can exist for:

� Salt to free form.
� Amorphous form to crystalline form.
� Co-crystal to free form.
� Anhydrous to hydrate form.

Table 22.3 The compatibility of API physical and molecular properties with oral low solubility enabling
formulation approaches.

Formulation Options API physical/molecular properties

Co-solvent systems Utility generally increases with increasing log P and
decreasing melting point

Micellisation
S-SEDDS (supersaturable self-emulsifying drug

delivery system)
LogP 1–4, solubility in ethanol, PEG

SEDDS (self-emulsifying drug delivery system) LogP44, solubility in triglycerides
Complexation Rings with low substitution or aliphatic chains without

nearby bulky groupscyclodextrins
Particle size reduction
Nanosuspension Crystalline, Tm4125 1C, low aqueous solubility
micronisation Crystalline, Tm4125 1C
pH adjustment Acids of pKao9; Bases of pKa44
(in situ salts)
Solid Dispersion Tmo220 1C; Tg470 1C, logP 2–8, solubility in

methanol/acetone410 mg/mL
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The exact mechanisms are not well understood, but classical nucleation theory can be used to
simulate these effects in biopharmaceutical modelling.

There are a number of enabling technologies that can be employed to move a drug forward
when solid form design is not successful or possible. These include

� Particle size reduction
J When considering whether particle size reduction will provide suitable enhancement

the rule of thumb is that the particle size diameter should be less than the solubility in
mg/mL. To achieve particle sizes o15 mm specialised micronisation equipment would be
needed. The importance of particle size distributions on dissolution and on oral ab-
sorption has been discussed elsewhere.68,69

� Self-emulsifying drug delivery systems (SEDDS)
J In some cases NCE’s can have properties that allow them to be dissolved in surfactants

or mixtures of surfactants, lipids and co-solvents. Upon contact with water these mix-
tures form micelles and emulsions.70,71 This enhances the solubility and the percentage
absorbed.

� Solid dispersions
J Solid dispersions are amorphous API composites stabilised by common excipient

polymers. They can significantly increase the oral absorption of low solubility drugs.72,73

Whilst the quasi stable form of these amorphous (high energy) solids can provide en-
hanced exposure, from an oral dosage form perspective the metastable nature of this
state can present challenges in terms of reproducibility and longer term physical
stability.

� Supersaturable formulations
J This is described as a spring and parachute concept, salts, co-crystals or self- emulsifying

drug delivery system ( SEDDs) formulations are used to create the initial supersaturation
or spring, this state is then maintained for longer in vivo by the parachute, usually a
second excipient that is a crystallisation inhibitor.74,75

� Pro-drugs
J Pro-drug strategies that improve solubility are not that common because of the add-

itional synthetic complexity and costs. Despite this there are a number of examples
where this has been applied successfully.76

A comprehensive overview of these and other strategies to address low solubility in drug
discovery and development has recently been published.77

22.5 FUTURE OUTLOOK

22.5.1 Solid Form Design

ICH Q978 Quality Risk Management guidelines define risk as a combination of the probability of
occurrence and the severity of the impact. The ICH Q6a guidelines79 consolidate this risk
framework into a decision tree on polymorphs. The first two decision points on this framework
remain the key questions that need to be addressed by the development scientist.

� Decision Point 1: PROBABILITY—‘‘can different polymorphs be formed?’’
� Decision Point 2: IMPACT—‘‘do the forms have different properties? (e.g. solubility).’’

In this section we consider new computational/structural approaches to describe the prob-
ability of new forms, and consolidated institutional knowledge to try and quantify the impact of
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a potentially different structure. By understanding the structural chemistry and the bio-
pharmaceutics the risk can be quantified with greater rigour, and experimental plans shaped
accordingly.

In attempting to get a greater definition of probability of a new form appearing, tools ranging
from quantum chemistry analysis,80 H-bonding statistics,81 and full polymorph prediction,82,83

can be applied either individually or in combination. Recent developments in theoretical
chemistry mean that from molecular knowledge, 3D structure optimization can occur and
charges can be visualized on the van der Waals surface. These can be used to quantitatively
describe the relative strength of the hydrogen bond donors and acceptors.80 The Cambridge
Crystallographic Data Centre (CCDC) has for the last 40 years consolidated organic crystal
structure information and distilled this knowledge into tools and software that is routinely
applied to drug design.18 Recently there has been an enhanced effort in the application of these
sorts of tools in crystal engineering and solid form design. The Logit model81 carries out a
statistical analysis of hydrogen bonding patterns for a given structure. It identifies potential
hydrogen bonding patterns which are compared to those in known crystal structures in order to
rationalise the physical form stability.

The ab initio generation of reliable solid state structural details and properties through
computational methods based only on molecular descriptors remains a major scientific goal.
The methods being developed for structure prediction usually involve the stages of gener-
ating, clustering and refining trial structures. Final refinement of the potential structures is
carried out minimising the lattice energy (see Section 22.2.2) with respect to the unit cell
dimensions (a, b, c, a, ß and g). Despite the inherent difficulties, predictions from first
principles have been the subject of much elegant investigation through the last decade with
increasing application to pharmaceutical compounds.84 Proponents of these methods have
now become so confident in their approaches that they are prepared to engage in blind tests to
assess the predictability of their methods.85 Figure 22.8 shows a typical energy density

Figure 22.8 The packing energy/density plot for a polymorph prediction run. Each dot represents a po-
tential crystal structure. The red blocks represent high energy forms. The most stable forms
are those with the lowest energy and highest density highlighted in green. This demonstrated
that the current from is the thermodynamically stable and distinct from the other possible
structures.
Reprinted with permission from.86 Copyright 2013 American Chemical Society.
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diagram from a polymorph prediction run. Through comparing the computationally pre-
dicted solid form landscape with the experimentally known solid form data on a new can-
didate, it is possible to guide the solid form screening work needed. If the current solid form
is consistent with the thermodynamically stable form and energetically distinct (green square
in Figure 22.8) then confidence in the current form should be high and experimental
screening work minimal. If the current solid form is more consistent/closely matched with
those less stable structures (orange square in Figure 22.8) then this is a situation where more
expansive experimental screening should; be undertaken to ensure solid form space has been
effectively explored. This is a practical example of the application of these tools and tech-
nologies to allow the rapid acceleration of an oncology candidate to the patient post prom-
ising clinical results.86

22.5.2 Particle Design to Enable Clinical Studies

Whilst, traditionally the solid-form selection process has focused on two main factors; that is
achieving an appropriate degree of product stability and bio-availability, increasing emphasis is
also being focused on selecting solid forms which display optimal physical attributes for drug
product processing (i.e. mechanical behaviour, surface properties and particle size, shape).
Given the aforementioned perspective, it is worthy of note that there are elegant computational
technologies emerging as foundation elements for the development and manufacture of ad-
vanced pharmaceutical particulate product. Recent examples illustrate predicting both crystal
surface/solvent interactions and the enhancement of the solubility as a function of particle size
reduction and morphological change.87,88

22.5.3 Solvation Crystal Packing Balance for Low Solubility Candidates

During recent years there has been tremendous effort made in the field of predicting the
aqueous solubility of crystalline drug molecules.89 From a pharmaceutical perspective, the
crystalline solid is usually the solid-state of choice when developing a drug into a usable product
and it would be of great value to be able to accurately predict the intrinsic solubility of crys-
talline drug molecules. This would improve the quality of the selection of compounds for
synthesis and in vitro and in vivo testing, as well as improve our understanding of how structural
variations change the solubility. Despite these significant efforts a unified theoretical approach
that provides a definitive accurate and comprehensive approach to predicting solubility has
proven elusive.

There have however been a number of semi empirical attempts to probe the changes in
solubility as a function of structural changes in NCE structures in specific classes26–28 as well as
systematic approaches to looking at matched molecular pairs to determine improved solubility
as a function of small structural changes and inferred crystal packing disruption.90 The tools
described in this chapter provide capabilities that can allow until now an unprecedented de-
construction of the importance of molecular solvation and crystal packing on solubility.91 Re-
cent work has shown a systematic experimental approach to examine key thermodynamic
functions such as sublimation and hydration properties as a function of structural modifi-
cations92 and a comprehensive computational approach to lattice energy estimation from
molecular descriptors.93 Two recent papers highlight the potential of these approaches and the
scientific bridging across the two communities. The first paper optimises the solubility of a BCS
class 4 antibiotic drug using structural modifications to disrupt the crystal lattice which was
limiting the solubility94 and the second uses co-crystals to optimise the dissolution rate of a
psychotropic drug with known dissolution challenges.95
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22.6 CONCLUDING REMARKS

Crystallisation is the final step of the API manufacture and so from a regulatory perspective
must be both controlled and reproducible. In particular, it must provide API of a suitable quality
in terms of both purity and the appropriate physical properties for robust dosage form design
and processing. In recent years, a greater interest in the latter aspect has resulted in an em-
phasis of the link between the emerging NCE structure and the solid form in early development
being considered in a more integrated fashion. This has the benefits of streamlined API solid
form selection, rapid commercial product design and IP creation and product protection.

In this chapter we have attempted to bridge the new cutting edge academic progress to the
best industrial practices that medicinal chemists and pharmaceutical scientists can apply to
rapidly advance NCEs. The physical characteristics of the API solid form ultimately have the
potential to affect the safety, efficacy and manufacturability of the product being designed and
manufactured. The emergence of a range of computational tools, coupled to state of the art
characterisation technologies, has allowed a greater range of desirable particle attributes to be
accessed and understood in term of product performance. Harnessing this capability to new
sophisticated small scale materials testing, and institutionalised product design rules, has led
to the creation of a ‘design by first intent’ strategy for solid forms with tailored physicochemical
attributes and functionality.

HINTS AND TIPS

� The lowest energy/most stable crystalline solid form is the preferential form for drug
product development.

� Thus selecting the solid form which is more amenable to particle processing conditions
(including melting point compressibility and brittle fracture) can be a strategy to
facilitate rapid compound development.

� One of the most common reasons for lack of crystalline material prior to first in human
studies is a lack of purity.

� The slurry experiment has become commonplace and can rapidly help identify the most
stable crystalline form in the preclinical phase or early development.

� When considering whether particle size reduction will provide suitable enhancement in
absorption, the rule of thumb is that the particle size diameter should be less than the
solubility in mg/mL.
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CHAPTER 23

The Chemical Development and Medicinal
Chemistry Interface

DAVID LATHBURY*a AND DAVID ENNISb

a Albany Molecular Research Incorporated, 26 Corporate Cir, Albany, NY 12203, United States;
b AstraZeneca, Charter Way, Silk Road Business Park, Macclesfield, Cheshire, SK10 2NX, UK
*E-mail: David.Lathbury@amriglobal.com

23.1 WHAT’S THE INTERACTION TRYING TO ACHIEVE?

The hope of all medicinal chemists is that, one day, their molecule will actually make it all the
way to approval and ultimately treat patients. This being the case, at some stage, their chemistry
will be handed over to a chemical development group and the quality of that hand over can have
a big influence on the speed of the early development program and therefore the commercial
value of the target or new chemical entity (NCE).

With this in mind, we will try and convey the types of considerations and thoughts that go
through the mind of the chemical development scientist when confronted with a new molecule.
Although early on, supply of the active pharmaceutical ingredient (API) is on everyone’s mind,
the chemical development scientist is thinking both short and long term.

The first questions should be strategic ones, i.e. is there anything ‘‘peculiar’’ about the
molecule that might be a show stopper from the API view which may ultimately halt the
compound’s development. Secondly, how big is the technical task, how closely will the API rate
of supply meet the aspirations of the overall development project? As none of the other de-
velopment departments can do much without an adequate supply of API, it is generally a good
idea to keep the Chemical Development activities a phase ahead of the other departments. This
often doesn’t happen but is a relatively cheap way to de-risk many projects.

In terms of assessing the current and/or future potential routes of synthesis, use of criteria
based on the ‘‘SELECT’’ criteria1 are a good starting point. Initially it is very difficult to be
definitive as to whether a NCE is developable in the longer term. With nearly 50 years’
experience in chemical development between us, we have only seen two projects stopped at
nomination into preclinical development due to cost of goods. Both were high dose antibiotics
(0.75 to 1.5 g per day) with low targeted cost of goods ($2000/kg) and both in excess of 30 steps

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org

592

08
:3

7:
40

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
05

92



long. Most times even the most difficult problems can be solved. So in the vast majority of cases,
as the list of possible stumbling blocks are being identified, focus turns to rapid API supply.
This is where medicinal chemistry can really help.

In Section 23.4 we will cover the information that Chemical Development would find useful
and hopefully convince the reader that much of it is available ‘‘for free’’ if the medicinal chemist
is thinking ahead. However, this prompts the obvious question, if it is valuable and easy to get,
why is it often not provided?

23.2 WHY DON’T MEDICINAL CHEMISTS THINK AHEAD TO CHEMICAL
DEVELOPMENT?

In the early to mid-1980’s, before the arrival of high throughput screening (HTS), several grams
of the new chemical entity (NCE) were often required for even the early biological assays. This
meant that most medicinal chemists often carried out reactions on a 100 g scale and hence
issues with respect to work up and isolation were more frequently identified and often solved
before reaching Chemical Development. Mundane techniques such as crystallization were
common place. There was much more connectivity between Medicinal Chemistry and Chemical
Development in terms of the day to day job. Today, a few grams of material can get you a long
way towards compound selection. Advances in purification technology mean that crystallization
is seldom practiced in medicinal chemistry and the scale of reactions normally carried out has
reduced tremendously.

This, along with the pressure of working to deadlines, can often drive ‘‘acceptance’’ of ‘‘poor’’
chemistry from a naı̈ve view, taking comfort in the fact that the synthesis had been used before,
however difficult.

These changes are understandable and to a large degree inevitable. However, the growth
size of R&D departments and the use of more external contract research organization services,
for scale-up and bulk chemical synthesis, make the process much more complex. It means
that the need for a good technical transfer procedure from Medicinal Chemistry to Chemical
Development is more important now than ever before. The final point in this section is that, as
you will see, much of the information needed is collected contemporaneously, and if obser-
vation are not made or recorded, it’s difficult if not impossible to recreate them. Therefore
thinking about the needs of Chemical Development has to be well established if this is to be
successful.

23.3 WHAT CONSTITUTES A GOOD SYNTHESIS?

Chemical development scientists are often asked to define what a good manufacturing route
looks like. A good review of the ‘‘SELECT’’ (Safety, Environment, Legal, Economy, Control,
Throughput) criteria, that need to be met to obtain a commercial route, has been written by
Butters et al.1 The criteria are outlined below:

� Safety: Any Safety (e.g. thermal and explosivity issues) and Health (exposure) issues are
manageable.

� Environment: Process waste is minimized, and process meets current and anticipated fu-
ture environmental regulations. Process Mass Intensity (PMI) (a measure of kg of waste,
including solvent and reagents per kg of product produced) is a good measure of this.2

� Legal: Route has freedom to operate and can be protected by process patents.
� Economy: Route meets long-term cost target. Number of steps is generally a good

measure of this. The shorter and more convergent a process, the more cost effective it is
likely to be.
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� Control: All process steps are reproducible and tolerant (within defined limits) of variation
of process parameters (robust). Process contains stable intermediates to allow flexibility in
production planning. All starting materials are available (or can be made available) in bulk,
supply is assured and quality can be established (specifications).

� Throughput: Convergent processes and short cycle times that allow parallel and efficient
manufacturing. This is especially important for high volume products.

However, the synthesis developed in Medicinal Chemistry is unlikely to meet these criteria
mainly due to the fact that a medicinal chemistry synthesis is designed to give diversity vs. a
chemical development focus is on a single compound.

Once lead optimization starts to focus on one or two compounds, the criteria converge
normally to the shortest most convergent synthesis the medicinal chemist can devise. What is
not often appreciated is that Chemical Development’s unit of capacity is number of chemical
steps not the number of drug candidates.

The object of this chapter is not to get Medicinal Chemistry to do Chemical Development’s
job. Irrespective of how your particular organization is structured more efficient chemistry will
speed up the late stages of discovery. Medicinal Chemistry and Chemical Development are both
staffed with synthetic organic chemists so this is an exercise where both departments can
equally contribute.

Whether Medicinal Chemistry has any accountability in the route development can be an-
swered with a straight forward question, as to whether the effort will speed up the late lead
optimization phase or not. If it does then we would argue that this is very much down to
Medicinal Chemistry with help from Chemical Development. If not then the responsibility
lies clearly with Chemical Development.

The two examples given below (Schemes 23.1–23.4) look fairly dramatic; however, we could
easily have included others. In the majority of cases, synthetic routes are reduced by 20–30%.
The faster we can achieve these reductions, the faster the overall development will be, along
with substantial cost reduction.

The original synthesis outlined in Scheme 23.1 is not atypical. It was designed to examine
specific structure–activity relationships and the advances in chiral separations enabled the reso-
lution to be accomplished late on in the synthesis. For a few hundred milligrams the route was
acceptable, and was more than adequate to support the majority of the lead optimization phase.
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Scheme 23.1 The first synthesis of potential candidate drug ‘‘sulfonyl hydantoin’’ (Route A).
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Scheme 23.2 Early route change to ‘‘sulfonyl hydantoin’’ (Route B).

OMe

CN

CO2Me

OH

CN

CO2Me

OTf

CN

CO2Me
Et

CN
1

CO2Me
1.  BEt3, K3PO4,
     PdCl2(dppf),
     THF, DCM
2.  Chromatography

Tf2O, TEA,
DCM

70%

90%

40%

Mg, I2,
benzene, ether

Scheme 23.3 Original route for the preparation of naphthalene intermediate (1).

CO2Me
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CO2Me
Et

CN

EtMgBr
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Scheme 23.4 Route change to napthalene intermediate (1).
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However, as the project moved towards candidate selection the 250–300 g amount of API re-
quired would mean the first stage of the synthesis would need to be carried out on a kg scale
and that Phase I supply would require almost 30 kg of the early stage. Again these amounts
would not present insurmountable challenges but the question should always be, ‘‘can chem-
istry do better?’’ Nearly always the answer is yes, but early on in development, the inefficient
route may still be the fastest way. However, the question should always be asked and an analysis
be carried out. As you will see, one can often save time and even early in development save large
sums of money by improving the route of synthesis.

In this particular case, the accountability for preparing material for the 7 day non-rodent
toxicology studies lay with Medicinal Chemistry; however, the team was sufficiently interested in
improving the quality of the synthetic route (given low solubility of the racemic sulfonyl
hydantoin of approximately 1 mg/mL, essentially precluding the original sequence as a viable
method) that they were willing to examine alternatives. Indeed within 2 weeks of starting the
work, a significantly better alternative shown in Scheme 23.2 was developed.

By taking advantage of the obvious, sulfonamide disconnection the synthesis became much
more convergent thereby both increasing yield, from 3.5% to 27%, and significantly shortening
the delivery time.

Moving the resolution step earlier also gave a dramatic improvement. Indeed a rough esti-
mate of cost would suggest that in terms of speed, the dog safety material was prepared over
2 months earlier by changing the chemistry and the cost savings achieved in the first GMP
campaign were of the order of $700K (see Figure 23.1). There have been many initiatives in
many companies trying to reduce the cost or the speed of early drug development. However,
efficient chemistry is the single biggest factor, and the one discussed the least.

A second example shown in Scheme 23.4 demonstrates an even more stark improvement
where by the initial overall yield was increased 4three-fold with a single trial reaction. In this
case, a heroic effort was made to prepare 200 g of a key intermediate (1) to support the lead
optimization development programme. This took the best part of 2 months, a result of low
overall yields, special containment requirements for sensitive reagents, and poor chemical
selectivity, necessitating extensive use of chromatographic purification.

Stepping back, the synthetic chemist recognized the opportunity to introduce the ethyl group
in a ‘‘one-step’’ process, by reaction of 2 with EtMgBr. Why wasn’t this attempted sooner?

0
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20
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Figure 23.1 Advantages of more efficient chemistry developed for sulfonyl hydantoin.

596 Chapter 23

08
:3

7:
40

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
05

92
View Online

http://dx.doi.org/10.1039/9781782621836-00592


All reagents were readily available! Yes, there may be potential chemoselectivity issues with such
an approach, but the gain could have significantly reduced preparation times, and hence sped
up the LO program. With the pressure to progress the program, people were happy to repeat
what was done previously, rather than try something new.

In actual fact, the reaction of 2 with EtMgBr was tried in the Chemical Development
laboratories, and the attempt gave a 90% yield of the desired product 1 with remarkable
selectivity. It subsequently took 1 day to prepare 500 g of material.

The consequence of this was earlier candidate drug nomination (several months!) and
as described in Figure 23.2: increased speed of manufacture of kg quantities to support the
First GLP toxicology and first time in man (FTIM) studies; reduced resources to achieve
this (productivity); and reduced quantities of starting material (reduced lead times and cost).
These outcomes will be of value to any organization.

In the simple example below (Scheme 23.5), the reaction of the N-Boc protected hydroxy
piperidine with NaH was a very slow reaction, and chromatography was required to obtain
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Figure 23.2 Metrics showing value of the route change.
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Scheme 23.5 Rapid route change to piperidine ether.
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appropriate quality material for onward processing. Successful scale-up was limited to 50 g
batches. Use of KOtBu as base gave a dramatic improvement in reaction, allowing for rapid
progress of material supply and hence speeding-up the early development programme.

All of these examples demonstrate two key principles. If there are obvious opportunities to
improve an early discovery synthesis they will often be surprisingly quick to evaluate.

Secondly, these early changes can have quite a dramatic effect on reducing time lines and
cost. When we reflect on the numerous projects worked on over the years in Chemical Devel-
opment, the biggest issues were created when we were not brave enough to introduce early route
change.

So be brave early on. If it does not work, as Ed Grabowski3 said, you do not have to tell anyone.
This is known as the Grabowski axiom and is as true today as it was 10 years ago.

23.4 WHAT MEDICINAL CHEMISTRY CAN DO AT NO/LITTLE EXTRA COST TO
HELP CHEMICAL DEVELOPMENT

There are a few basic items that if carried out on a regular basis will significantly improve the
technical transfer and can speed up early safety and clinical supplies of API.

23.4.1 Recording Experimental Data

The key to any valid experiment is the ability to repeat it, and this requires an appropriate
level of experimental write-up. From experience over many years, the amount of time that
can be wasted because of a poorly recorded experiment is scandalous. It is particularly
important when transferring knowledge between different groups. The introduction of a
quality standard to ensure the appropriate level of information/observation is documented
pays off many times.

The following is an example of a checklist established for technical transfer of knowledge
used at AstraZeneca over the years:

The Chemistry
� Typed experimental details of current discovery process. Many institutions have a system of

electronic lab note books which can be very helpful in this regard.
� Indication of scale operated, range of yields observed. Not just the highest achieved. If you

a have a range of say 30% without an adequate explanation, this highlights an area of
investigation that chemical development will have to carry out.

Experience on scale-up
� Did things go according to plan?
� Did reaction time, yield, quality of output, match earlier results on smaller scale?
� Any indications of instability of intermediates/API at any stage. Simply leaving samples at

ambient for a few days to week or so and then reanalyzing them can give valuable
information.

� Any Health & Safety issues, (exothermic reactions, for example). At small scale these tem-
perature rises can be small, but can be serious on scale up. The same is true for issues with
gas evolution.

Route Development
� Other routes investigated which were unsuccessful or less attractive than current route.
� Other ideas not investigated.
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Analytical
� All existing analytical methods (TLC, HPLC, GC etc.) for all stages.
� Any available information on impurities and any insight as to how they might be formed or

how easily they can be removed.

Intellectual Property/Literature
� Current patent situation on compound and route.
� Relevant literature references.

Raw Materials
� Availability of key raw materials. This is often the rate limiting step for early phase drug

substance.
� Any experience of outsourcing?

Bulk Drug solid state issues (from early preformulation studies)
� Bulk drug stability.
� Salt form.
� Information on hydrates, solvates and appropriate crystallization conditions.
� Information on physical properties e.g. DSC, XRD, any indication of polymorphism.

All the above are important and can speed up the chemical development process. In par-
ticular, samples of advanced intermediates can really speed up the development of the final
stages of the synthesis.

23.5 WHAT ARE THE TELL-TALE SIGNS OF POTENTIAL ISSUES?

As discussed previously, in the Medicinal Chemistry department, the initial route is typically
designed to maximize diversity. For this reason, it is unlikely to be the ‘‘best’’ commercial route
to the selected Candidate Drug. There are some fairly obvious signs that should alert the me-
dicinal chemist, that there may be scale up or rapid supply issues.

Typical issues with initial routes are:

� Long linear sequence. For example, with a 10 step route, even with 80% yield per step, the
overall yield is only 10%. This becomes much more significant when requiring 50–250 g
quantities (dose range finding studies) and 42 kg of material for the first GLP (FGLP)
toxicology and first time in man (FTIM) studies.

� Low/unpredictable yields. This can be especially significant later on with the synthesis where
the value of the later intermediates is obviously much larger and the implications of late
stage failure on project time lines will be more significant.

� Poor availability of raw materials (long lead times). This can be especially significant if larger
quantities are needed, based on throughput (see Schemes 23.1 and 23.2), and it is be-
coming a bigger issue as it is much harder to determine where the material is actually
being made.

� Non-scalable reagents. There are not many reagents that would be truly classed as ‘‘non-
scalable’’, but significant effort may be required to facilitate use, e.g. diazomethane. Or the
reagents just aren’t available on any sensible scale.

� Unstable intermediates. These become more significant on scale-up. If your intermediates
are decomposing within a few hours then start to think how this might be addressed if you
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need several kg. Continuous processing (flow chemistry) is increasingly coming to the
rescue here but it still has to be applied on a case by case basis.

� Safety concerns. For example, intrinsically energetic reagents/reactions and occupational
toxicity considerations.

However, as the reader has by now concluded, none of the above will count for much unless
there is a good and open dialogue between the medicinal chemistry and chemical development
scientists. Even if they are not in the same company one shouldn’t allow the traditional ‘‘silo
mentality’’ that pervades many companies to filter the above information. Medicinal chemists
have a particular expertise as do Chemical Development; the ideal situation is when we can
utilize both for the good of the project. The better the communication, the better the outcome
will be.

23.6 HOW BEST TO DEAL WITH THE ABOVE ISSUES?

Over the last 25 years, companies have adopted many models to try and accelerate development
times or reduce cost.

Whatever one decides to do, it has to be consistent with the scientific challenge posed by the
particular project. In that sense there are probably no universal solutions other than think
about what you are going to do and what the longer term impacts are likely to be, before you
do them.

However we can share our experiences of some of the options we’ve seen and adopted over
the years.

In terms of a demarcation, the interaction works best when both Medicinal Chemistry and
Chemical Development are actively involved. Having Medicinal Chemistry accountable for de-
livery of the first 150 g or so of API seems to have been the most successful strategy for ensuring
this happens. It follows, therefore, that a small scale up group in discovery often works well. In
some organizations, rotating staff between the departments has been a very successful way of
improving the longer term relationship. A further point about Medicinal Chemistry scale up
groups is that they should have a good level of analytical support. This is an area that is often
neglected by Medicinal Chemistry and when things go wrong on scale up is often high on the
list of contributory factors. In addition it should be staffed with some of the best synthetic
chemists and not be seen as a second class role.

The challenge for any group of this type is to see that they create real value, otherwise it’s
probably cheaper nowadays to outsource this activity. The value can be measured in terms of
speed, or whether the processes emerging from such a group are significantly improved from
the initial discovery processes.

In terms of outsourcing in general, again there are no hard and fast rules. Some companies
outsource the entire development of the API whilst others do much more in house. If one thinks
about what is needed in the long term, the company or group that is ultimately responsible for
the commercial manufacture of the API has to have much knowledge and experience of the final
process as possible. Therefore any outsourcing strategy has to ensure this happens. In our view
this should mean that instead of outsourcing activities based simply on the concept of the
earlier the phase of the programme the more amenable to outsourcing it is, a bit more thought
should be given.

There are two major sources of chemical development attrition. Firstly, is the molecule likely
to make it all the way to market? This is common for all other development departments.
However, the second question is whether the current process being studied for a given molecule
is likely to be the final commercial one. If it isn’t, it is probably a much better idea to tactically
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outsource a process on a mid-phase project where the process is unlikely to be viable long term,
rather than outsource an earlier phase project where the process is.

So there is a common theme running though chemical development that also applies to
medicinal chemistry scale up groups which we would state as getting good chemistry estab-
lished as soon as possible, and tactically using outsourcing to support that objective. The use of
kilo labs with, for example, large rotary evaporators and chromatography, can be of great use to
enable the introduction of more efficient chemistry quickly without having to solve all the work
up and isolation issues associated with larger scale plant production. The down side of course,
is that the same technology can be used to support poor chemistry way beyond its useful life.

The popular concept of ‘‘fit for purpose’’ has been much misused in our view. In its broadest
sense it can be a valuable tool, but if used without thinking, it normally becomes a mandate for
mediocrity and can inflict long term damage to a departments scientific capabilities.

Of course there are times when you have to just run through a poor synthesis to get material,
however some of the examples given above hopefully show that this strategy is used too often. In
many cases it actually takes more time and it’s always more expensive.

23.7 FINAL THOUGHTS

Molecules aren’t intelligent. How they behave isn’t driven by their importance or where they fit
in a company portfolio. It is driven simply by the inherent scientific challenges they pose. Any
strategy therefore can only be general and exceptions have to be made from time to time.

However, the quicker one can introduce effective chemistry into any programme, the faster it
will go and the cheaper it will be. Time spent working on the interface between Medicinal
Chemistry and Chemical Development will be hugely beneficial whether that is within the same
company or externally. Lastly although the API is the fuel for the development engine, ultim-
ately, it’s the quality of the manufacturing process that will be the most valuable output.

Getting a molecule’s chemical development off to a good start is one of the best investments
one can make.

HINTS AND TIPS

� As most development activities are dependent on an adequate supply of API, keep the
chemical development activities a phase ahead of the other departments.

� Think ahead to chemical development, be brave and introduce early route changes.
� The quicker one can introduce effective chemistry into any programme, the faster it will

go and the cheaper it will be.
� Be alert to tell-tale signs of potential future problems (safety concerns, long linear

sequence, poor/variable yields/reagent availability etc.).

KEY REFERENCES

For a general introduction to Chemical Development the reader should see:

N. Anderson, Practical Process Research and Development: A Guide for Organic Chemists,
Academic Press, Waltham, MA, USA, 2012.

C. Thomson and G. Robinson, On Chemistry, 5 On Process Chemistry, SCI-Ink Ltd, Oxford,
2013.
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See also a guide to synthetic route change:

D. Ennis, A. Harris and D. Lathbury, Chemistry Today, 2012, 30(2).

For an overview of FDA guidance documents see:

Food and Drug Administration web site, Guidance documents, in particular, the section
on Investigational New Drug (IND) Application, http://www.fda.gov/downloads/Drugs/.../
Guidances/ucm074980.pdf.
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CHAPTER 24

Project Management

PAULINE STEWART-LONG

11 Brands Hill Avenue, High Wycombe, Bucks, HP13 5PZ, UK
E-mail: paulinesl@btinternet.com

24.1 INTRODUCTION

As a medicinal chemist working in drug discovery you are likely to be part of a project team and
it will help to understand how you can best contribute to the team and the project. You may also
be leading a sub-project team which will need managing. For both roles an understanding of
basic project management principles and techniques will be invaluable and help you to achieve
your objectives. This chapter provides an introduction to those principles and techniques but
cannot be a comprehensive guide; for those interested in developing project management skills,
further reading and practical training is recommended.

24.1.1 What is a Project?

A project is a temporary endeavour to create a unique product or service1 with a definite
beginning and a definite end and differs from routine business in that it is a unique not
repetitive operation. Some tasks within the project may be considered routine by the individuals
conducting them. For example, a certain type of toxicology study may only be done to support a
particular and unique type of project so is not routine business. However, a test assay in a
manufacturing process is truly repetitive business operation.

Project Management is the application of skills and techniques to deliver projects effectively
and efficiently to time, quality and budget. It is a strategic competency for companies, enabling
them to link project delivery and business goals—and thus better compete in their particular
market sector.

The Project Manager is rarely involved directly in the activities that make up the project but
has a role to maintain progress and ensure integration of the various team members and their
contributions so that the ultimate goal is delivered. However, in early drug discovery there is
rarely an individual assigned as the Project Manager from a central function except perhaps
in the large pharmaceutical companies. It is more common in small companies, biotech

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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companies, academic groups and not-for-profit organisations for someone to have a dual role
for managing the project whilst also delivering drug substance or developing assays for the
same project.

In drug development the unique product of the project is a drug, a device or a diagnostic, plus
the documentation to support marketing approval and reimbursement from the regulatory
authorities. The target product is likely to change during the initial phases as technology is
discovered and project teams have to cope with regular failures and changes in scope. The
regulated and rigid nature of some critical development activities adds to making planning both
difficult and essential in this industry. Unexpected technical problems will occur in a drug
development project and lines of research will fail no matter how well it is planned and
managed. As many as 46% projects fail because of lack of efficacy, closely followed by animal
toxicity and adverse effects in man.2 Detection of early warning signals is one of the main as-
pects of project management to avoid repeating expensive studies and to terminate poor per-
forming projects. It is a peculiarity of the industry that it is an achievement and not a failure to
terminate a project early.

Irrespective of company size – startup, medium or large company – projects need plans which
are visible to both the decision makers and the staff working in the laboratories. It is often
stated that planning for cost and time restricts the chance of a scientific discovery but if dis-
covery and development are not co-ordinated and activities integrated there will be a wasting of
resources and consequently a reduction in the value of the product. As a member of a project
team or a medicinal chemistry sub-team you will be working with experts in speciality areas
some of whom may not understand how the contributions of the different functions fit together.
A project manager needs good leadership, interpersonal and communication skills to manage
and integrate activities across the multiple functions and team members who contribute to the
whole project. Indeed as a sub-team leader those same skills will be required, as representatives
from other functions may also be part of your team and you may have an influencing role rather
than direct line authority over those people.

An example of a project team is given in Figure 24.1. The centre indicates the functions
represented on the core team. Some of these functional members also lead sub-teams, the size
of which may change as the project progresses, the size of the organisation and whether the

PROJECT
TEAM

PM/PL

Clinical

Medicinal
Chemistry

Pharmaceutical
Development

Commercial

Regulatory

Safety

Development
Chemistry /
Manufacturing

Clinical
Pharmacology

DMPK

Biology

Medicinal Chemistry
Development Chemistry

Formulation

Biology

Drug Metabolism

Toxicology
Full Development Functions 

Figure 24.1 Typical drug discovery project team.
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activities are outsourced to a contract organisation. Indeed some functions such as Medicinal
Chemistry may leave the team all together as the project progresses into development and drug
substance activities are taken over by a Development Chemistry function.

Organisations run different types of projects for different purposes and these have been
classified by Turner into four types according to how well the work methodology is defined and
the clarity of the project goals.3

Drug research and development projects are located in the upper right quadrant of
Figure 24.2 as the goals are often ill-defined at the beginning and the work methods are
variable. Turner suggests this means the chances of success are reduced. Indeed when com-
pared to an engineering project to build a bridge, with a clear goal and well defined method-
ology for construction, that is likely to be true. R&D personnel need to be optimistic about what
can potentially be achieved. However, whilst opportunities need to be recognised and de-
veloped, too much freedom to be overly creative may increase scientific knowledge but might
not lead to a new medicine. In times of financial constraint and diminishing pipelines there
needs to be a fine balance between creativity and productivity.

Having a well-defined goal in mind, which may be a target product profile, reduces the risk of
adding to knowledge but not delivering a product. A target profile is a guide for lead
optimisation and will ideally be quite broad unless there is a clearly defined target patient
population. The profile may include the route of administration (in some diseases oral is the
only option), acceptable side effects (the risk:benefit ratio for childhood asthma is much lower
than for a rare tumour type) and acceptable cost of good (an expensive synthesis will not be
acceptable if the competition is cheap).

All projects typically operate within constraints of time, cost and scope or quality—
represented by the project management or iron triangle shown in Figure 24.3, where each side
represents a constraint. One side of the triangle cannot be changed without affecting the others.

The time constraint refers to the amount of time available to complete the project. The cost
constraint refers to the budgeted amount of money and people available for the project. The
scope constraint refers to what must be done to produce the project’s end result. These three

Product
Development

Research & 
Design 

Engineering
Design

Systems
Development

No

No

Yes

Yes

Well defined
Work

Methodology

Clear Project Goals

Figure 24.2 Goals and Methods Matrix (adapted from Turner).3

Time

Scope Cost

Figure 24.3 The ‘Iron Triangle’.
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constraints are often competing. Typically increasing scope will increase both time and cost, a
tight time constraint could mean increased costs and reduced scope and a tight budget could
mean increased time and reduced scope.

The discipline of project management means different things to different people but is about
providing the tools and techniques that enable the project team to organise their work to meet
these constraints. There are different ways in which the project process and lifecycles are
defined, but in essence they can be summarised in four stages beginning with initiation and
planning, through execution to closure. The PMI (Project Management Institute) in the United
States4 and the APM (Association for Project Management) in the United Kingdom5 both
publish bodies of knowledge regarding what is considered to be core project management
knowledge upon which this summary is based.

24.2 THE PROJECT PLANNING PROCESS

The project planning process is integrated with the drug development process. Drug
development takes an average of 10 years but many projects will fail along the way and only a
few will make it all the way to market. Because of the high attrition rate and the uncertainty of
development where the results of an experiment or study can fundamentally change the future
development of the drug, a rolling or stage gate approach is generally taken for the planning of
projects with peer review and governance authorisation at each decision gate. Each phase could
be considered a project in its own right but to avoid prolonging the overall development even
further there needs to be a continuation of the planning process. Consequently the planning
process is iterative around each phase of development so that at any point a single project plan
could be in all stages of the planning process (see Robert Docherty in Chapter 22 for a
description of the pharmaceutical development process). The planning process can be
described in four stages.

24.2.1 Initiation

During the initiation phase of a project the scope and objectives are agreed—sometimes
referred to as the Statement of Work.6 The team is formed and the way the team will work
together should be discussed. An outline or high-level plan of work may be required for formal
approval to start the project, which will also contain a target product profile to direct the strategy.

24.2.2 Planning

Planning involves the whole team not just the project manager. Multiple options should be
considered and the risks and trade-offs for each discussed. Assumptions and risks should be
recorded and there should be commitment by the team members to the overall plan and
deliverables, as well as to their own activities and timelines. Due to the large number of
unknowns, detailed planning covers the near-term or current phase with a higher level plan being
developed for the rest of the project. In this way resources are not committed to a tentative plan
which may radically change based on information obtained in the early stages of the project.

24.2.3 Execution and Control

The execution phase is when the work takes place and actual progress is monitored and
assessed against the baseline. Communication is key and there should be regular proactive
updates on progress, issues and risks.
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24.2.4 Close

Finally the project is closed, documentation is completed and any lessons learned are captured
and shared for future benefit.

When target validation starts and the project is first created the planning cycle starts but as
the project progresses through discovery towards development, planning for future phases will
start before the current phase is completed. This is illustrated in Figure 24.4. For example, a
project which is described as being ‘in lead discovery’ will be executing lead discovery activities
but closing the previous target validation phase of the project, and planning for the future
lead optimisation, as well as doing some early high level planning and initiation work with
development groups for the candidate selection.

So what does this mean for team members and the project manager?
The project plan belongs to the team not just the project manager. As a team member it

is important to contribute prior knowledge and experience which includes seeking out
experiences from colleagues within medicinal chemistry. This knowledge should be shared in
planning meetings and brainstorms so that the right activities are included in the initial plans
with a realistic estimate of the durations so that reasonable expectations of delivery can be set.

Once a project is active and the work has started, team members have accountability for being
transparent with project information and communicating to the rest of the team. Whilst there is
often a tendency for a group to work away quietly solving a particular problem, the rest of the
team need to know if there is an issue with delivery. For example, whether the next batch of
samples will be coming through for testing or whether they can be getting on with some other
work in the meantime. Good communication and transparency on progress means others can
organise their work efficiently and are more likely to be available and willing to support you
when needed.

At the end of a phase or the end of the project it is important for team members to contribute
to capturing the lessons learnt so that they can be shared with colleagues and across the
organisation and future projects can benefit from the identified best practices.

Registration
& LaunchPhase 3Phase 2

POC
Phase 1

FTIH
Pre

Clinical
Candidate
Selection

Lead
Optimisation

Project
Planning
Process

Close

Lead
Discovery 

Target
validation

Drug Discovery Drug Development

Ini
tia

te Plan

Exe
cu

te

Figure 24.4 Development and planning cycle integration.
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24.3 KEY PROJECT MANAGEMENT PRACTICES

The project manager role will vary according to the size and structure of the organisation within
which they work and the technology which they have to support that role. However, key prac-
tices demonstrate value through cost and time reductions and can be applied in most
situations.

24.3.1 Planning—Scheduling and Estimating

Planning determines what needs to be done, by whom and when. Scheduling and estimating
practices ensure project plans are optimised for consistency, integrity and realistic estimations
resulting in high quality plans with clarity of all activities required to achieve the project
strategy, key dependencies and transparent assumptions. Good planning requires team mem-
bers to focus on:

� Content: all activities needed to deliver the project scope and deliverables.
� Estimates: consistent process considering all key drivers, risks and assumptions.
� Dependencies: what is the activity for, what happens to the information it produces, who

needs it and what is the activity dependent on before it can start.

These elements, together with milestones and intended start and finish dates, are combined
to create the project schedule.

24.3.1.1 Content—Identifying the Activities

A work breakdown structure (WBS) as illustrated in Figure 24.5, is a way of splitting a project
into distinct levels with deliverables and packages of work, with each descending level showing
a greater amount of detail until the work is in manageable chunks or work packages. These
work packages form the basis for scheduling and budgeting and represent the various activities
that are undertaken by each functional line, such as a clinical study, a toxicology study or drug
substance campaign. Many aspects of discovery and development have standard work package
descriptions that can be applied to all projects although the duration and cost may vary ac-
cording to the technical complexity of the particular chemical target.

Project

Target Validation Lead Discovery Lead Optimisation

Work
packages

Physchem
analysis Pharmacology

ADME
In vitro

ADME
In vivo

Genetic
toxicology

ScreeningCompound Generation Analysis

Level 1

Level 2

In vitro
study

In vivo
model study

Level 3

Figure 24.5 Simplified partial work breakdown structure (WBS).
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24.3.1.2 Estimates—Assessing the Time and Cost

For every work package in the WBS we must establish how long it will take (days), how much it
will cost (d) and how many resources it will need (people). We also need to know if there are any
constraints which could affect that work package, such as availability of raw materials or
completion of an analytical test. The constraints and assumptions should be documented for
future reference.

Estimating requires expert judgement and an understanding of what has happened before in
similar circumstances. Mathematical methods involving the statistical relationship between
historical data and other variables to estimate duration are available but rarely applicable in
discovery phases and will not be discussed further here.

Dates in a project plan and costs in a budget look like certainties but we never have precise
information about the future. Estimates are an opinion or judgement, a rough or approximate
calculation influenced by available resources, team experiences, project complexity, past
performances and competition from other activities, yet the project team and management
need to be aligned around realistic estimates. When estimating, it is important to understand
and communicate uncertainty and three point estimating is a simple way of doing this, even if
the uncertainty is not captured as additional data in the project schedule. Figure 24.6 illustrates
the factors which drive three point estimates. Human nature means that some team members
will be natural optimists and some will be pessimists. If optimistic dates are used throughout the
plan there is a high chance the project will deliver late possibly missing an expected commercial
window of opportunity. If pessimistic dates are used the project may deliver early meaning the
resources for the next phase of development are not ready or able to start the work. Either way
the organisation is not able to make efficient decisions about the pipeline or resources.

Ideally the plan will contain the most likely estimates and have a good chance of delivering to
schedule. Start by asking what is the quickest the activity can be done if everything goes just
right. This sets the optimistic date. Then consider what could go wrong and the potential delays
that this could introduce. This sets the pessimistic date. Finally consider, from experience and
instinct, what the actual duration is most likely to be—realistic but still challenging. That is the
most likely delivery date, which should be used in the schedule but is not necessarily the
arithmetic mean between the other two dates.

Common pitfalls associated with estimating include:

� Poorly defined scope of work.
� Failure to involve those who do the work in the discussions.
� Failure to assess risk and uncertainty.

Activity Extra
Resource$Ideas

Risk A

Risk B Risk C

Optimistic
If we did everything we could

Pessimistic
If the risks materialise

MOST LIKELY
The current approach

Opportunity Risk
DURATION

Figure 24.6 Factors driving the estimate range.
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� Omission of activities.
� Rampant optimism.
� Padding (adding time to ensure delivery as promised).
� Time pressure (insufficient time to develop estimates).
� External pressure to meet pre-agreed targets.

24.3.1.3 Dependencies—Sequencing the Activities into a Schedule

Once the work packages or activities have been defined they can be sequenced taking into account
the constraints and assumptions already identified. Sequencing can be done simply with sticky
notes on paper or in a spreadsheet. If a planning software package such as Microsoft Project is
available then the dates are calculated from the activity durations entered, the critical path can be
automatically identified from the logical links applied, and updates are easily managed.

Most work packages or activities are sequenced so that as one finishes the next one starts—
Finish to Start (FS) sequence. Figure 24.7 also shows how two or more activities may share a
start if there are synergies in starting them together—Start to Start (SS) sequence—or, more
rarely, two or more may share a finish when there is a desire to phase a second activity as late as
possible—Finish to Finish (FF) sequence. These sequences are illustrated in Figure 24.7.

Logic is also applied to the sequencing through dependencies. Mandatory or hard logic is a
dependency that cannot be broken, is unmoveable or unavoidable. An example is drug product
that cannot be made until drug substance has been made, or a clinical study that cannot start
until ethical approval is obtained. Discretionary or soft logic relates to experience and opti-
misation of the plan for resources and budget. For example the start of one study may not be
dependent on the completion of another study but that relationship may be desirable. The plan
is typically visualised as a Gant chart which clearly shows the time aspect of the schedule, as in
the top part of Figure 24.8, or as a PERT chart, which makes the logic clearer but loses clarity on
the time element as shown in the lower part of Figure 24.8.

The critical path is the path or route through the schedule network on which any delay in the
activities will impact the project finish date. It is the longest of all paths but the shortest time in
which the whole project can be completed. The critical path is usually depicted in red as shown
in Figure 24.9 so the activities requiring most attention to avoid delay can be easily identified.

The term ‘float’ is used to describe ‘the amount of time that a schedule activity may be
delayed from its early start date without delaying the project finish date.’ Activities on the
critical path have zero float since to achieve the overall project timeline there is no flexibility in
when they can occur. Activities not on the critical path have by definition some flexibility or ‘free
float’ around their timing, which will not delay the start of any immediately following activities
or impact the overall duration of the project.

Finish to Start - FS

Start to Start - SS

Finish to Finish - FF

Figure 24.7 Sequencing activities.
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Drug
campaign 1
Syntheses

250g

Drug
campaign 1

Analysis

Drug
campaign
1 Release

Drug
campaign 2

Raw materials

Drug
campaign 2

Syntheses 1kg

Drug
campaign 2

Analysis

Drug
campaign
2 Release

Solution
Formulation

Development

Toxicology
Formulation
manufacture

Solution
Formulation

Stability 

Cardiovascular
Safety

Pharmacology

CNS
Safety

Pharmacology

Respiratory
Safety

Pharmacology

Figure 24.8 Example simple Gant and PERT Charts.

Figure 24.9 Example critical path.
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24.3.2 Risk and Opportunity Management

Risk is defined as ‘an uncertain event or condition that, if it occurs, has a positive or a negative
effect on a business or project objective.’ A risk with a positive effect is an opportunity and one
with a negative effect is a threat. These are both referred to as ‘risks’, and should both be
considered in the same project management process, which is described below. A risk that
becomes a reality is an issue.

Risk and Opportunity management practices ensure identification, assessment, management and
mitigation of project risks together with transparent communication to stakeholders. Projects are
inherently uncertain, so risk management is important for completing them efficiently and pre-
dictably. Indeed several authors regard risk management as a ‘key part of project management’7,8

although the life science industry has historically lagged behind other industries in this capability.9

Risk management takes time but has the potential to reduce the time spent fire fighting and
managing issues. Understanding the risks increases the reliability of estimates, gives greater
assurance on the likelihood of delivery and helps provide information to support decision
making. Rework following an issue is generally expensive in terms of time and money whereas
mitigation activities to reduce risks are often much cheaper. Figure 24.10 illustrates this process.

24.3.2.1 Identification

The whole team should participate in a workshop to identify the risks and opportunities at the
initiation of the project and when the proposal for the next phase is being developed. Several
techniques are available—brainstorming, review of risk registers and lessons learned reports
from previous projects, checklists of common risks and discussions with experts such as line
heads, therapy area heads and other senior managers. Cultural issues can affect the ease with
which the team will identify risks. Scientists are often reluctant to raise risks as they are opti-
mistic that they will discover something and development functions don’t want to be seen as
making excuses for potentially not delivering. Technical risks based on the inherent charac-
teristics of the molecules may be forthcoming but identifying operational risks to the delivery
according to plan often requires more skilful facilitation.

Risks, both threats and opportunities, have:

� A cause.
� A definable event.

Identification

Assessment

Actions

Monitoring

Action Plans

Priorities

Risk list

Updates 

Process Outputs

Closure Issue

Inputs

Project Plan

Project data

Risk List

Priorities

Figure 24.10 Risk and opportunity management process.
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� A consequence or impact.
� A probability of occurrence.

If a risk is described properly with the cause, event and impact this ensures that it is linked to
a factual event or cause and has a quantifiable impact on the project. Drug discovery is in-
herently risky and it is important to avoid recording all generic risks. For example, potential
gender differences in pharmacokinetics are a generic risk unless there is animal pharmacology
data with the class of compound which indicates specific gender differences. John Bartlett10

recommends using meta language to ensure the three aspects are included in the description.
Because of . . . (CAUSE) . . . there is a risk that . . . (EVENT) . . . resulting in . . . (IMPACT).
Example risk threat statements:

Because of low solubility of drug substance at low pH there is a risk of reduced absorption after
oral dosing resulting in inadequate exposure for efficacy in humans at commercially viable
doses.

Because of the chemical structure containing ‘x’ there is risk that reactive metabolites are pro-
duced resulting in idiosyncratic adverse events which are not acceptable in asthma therapy.

Example risk opportunity statement:

Because of the very low molecular weight compounds being active there is an opportunity for
brain barrier transport resulting in potential for additional clinical indications.

The risks and opportunities should be captured in a register developed in a spreadsheet, or a
specific software package such as Predict, @Risk or Xactium, ready for the next stage of the
process. Figure 24.11 is an example using Microsoft Excel.

24.3.2.2 Assessment

Assessment is a key stage in defining the risk as a product of the likelihood of occurrence and
the impact should it occur. Assessing the risks and scoring the impact and probability allows
them to be prioritised and for subsequent action planning to be carried out on the most
important as indicated in Figure 24.12. Involvement of the team ensures consistency in inter-
pretation and understanding across the range of risks. Both probability and impact are scored
against a standard table developed by the organisation. Three or five point scales are utilised for
low or very low through to high or very high ratings. Probability is a subjective assessment based
on experience and generally there is insufficient historical data for a statistical approach. Im-
pact can usually be quantified in terms of cost or time or for later phase projects, peak sales.
Impact scores may be adjusted for different projects in advance of the assessment as com-
mercial drivers need to be taken into account. If a project is targeting a valuable commercial
opportunity which is time bound by competitor activities then impacts on time will be more
important than impacts on cost and a very high impact may be a delay of just one month
whereas in a unique but niche clinical indication, impacts on cost may be more important than
time. The ultimate very high impact is that the drug is not developable and the project is
terminated.

Once the risks have been assessed they can be plotted on a Heat Map or Risk Severity Grid as
shown in Figure 24.13. This helps to identify those severe or key risks that require active man-
agement, and those risks that just require monitoring because either their probability of occur-
rence or likely impact is lower. The resulting 9 or 25 severities (which depends on whether a 3- or
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Date of
entry Risk No. Description Probability Impact Severity Key Risk?

Expected 
Date of 
occurrence Strategy Actions

Action 
Cost

Severity 
post 
action

Action 
Owner

21/01/2013 1

Because of low solubility at low pH there is a
risk of reduced absorption after oral dosing in
the oral ADME studies resulting in inadequate
exposure in humans at viable doses VH H VH/H Y 15/04/2013 Mitigate 

Further development
of chemical series 
find compounds with 
increased solubility £10k L/L J Smith

21/01/2013 2 Because of ……….. VL L VL/L N 03/04/2013 Accept None £0 F Bloggs

RISK REGISTER

Figure 24.11 Example risk register.
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5-point scale is used) can be given a numerical value to assist prioritisation and reporting. Action
planning is aimed at reducing the severity of the risk and moving it towards the bottom left corner
of the grid. Action planning for opportunities is aimed at realisation of the benefit.

24.3.2.3 Actions

The first stage of action planning is to assign an owner on the project team who is responsible for
managing the risk or opportunity on a day to day basis, developing the action plans, assessing
their effectiveness and communicating back to the project team. Action plans are created for
the most important risks and opportunities bearing in mind that the cost of intervention may
outweigh the cost of the potential impact with little change on the probability of the risk oc-
curring, or in the case of an opportunity the cost may outweigh the potential benefit.

Risk response strategies take into account the severity and the potential for changing the
outcome.

� AVOID: eliminate the threat usually by eliminating the cause.
� ACCEPT: do nothing and accept the consequences should the risk occur.
� MITIGATE: reduce the expected impact or probability of occurrence.
� TRANSFER: shift some or all of the threat to a third party.

Figure 24.12 Probability and impact tables.

Figure 24.13 Risk and opportunity severity grid—heat map.

615Project Management

08
:3

7:
42

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
06

03
View Online

http://dx.doi.org/10.1039/9781782621836-00603


Mitigation plans usually involve additional resources and require approval for the cost-benefit
before the additional activities are added to the schedule. When an action plan is put in place to
mitigate a risk there should be a reassessment of the risk in light of the new activities to see if
the desired reduction in probability and/or impact has been achieved.

Risk contingency plans may also be developed to describe what would need to happen should
the risk event actually occur. Such plans should include the scope to deal with the event, any
costs and resources required and the schedule of the activities. The activities themselves would
not be added to the overall project schedule until the action plan is activated. Depending on local
practices it may be possible to get pre-approval for the contingency spend confirming it is agreed
in principle and avoiding a delay to get authorisation should the plan need to be activated.

Opportunity planning enables the team to decide on actions to maximise the probability of an
opportunity coming into existence and maximising the impact should it do so.

� EXPLOIT: maximise the probability of the opportunity occurring.
� ENHANCE: maximise the impact on the project from the opportunity.
� IGNORE: do nothing but continue monitoring.
� SHARE: action taken by a stakeholder best placed to maximise the benefits for the com-

pany if not the project.

If a decision is taken to exploit or enhance the opportunity the team will need to invest time
and potentially money. Maximisation plans will add to project scope but also add benefits and
will require authorisation before implementation.

Opportunity realisation plans may also be developed to describe what would need to be done
should the opportunity actually happen. Such plans should include the scope to deal with the
event, any costs and resources required and the schedule of the activities. The activities
themselves would not be added to the overall project schedule until the action plan is activated.
As with risk contingency plans it may be possible to get pre-approval for the contingency spend
confirming it is agreed in principle although further authorisation is likely before the plan can
be put into action.

24.3.2.4 Monitoring

The team must take an active role in the ongoing risk monitoring for a project by being an active
risk owner and regularly asking a series of questions.

� Is the due date approaching?
� Is a risk becoming an issue?
� Have the mitigation actions been successful?
� Do we need to do anything else?
� Has anything changed in the plan that I need to review for risks?
� Have any new risks occurred?
� Can I manage within the sub-team or does it have a wider impact and need to be raised at

the project team?
� Do I need to generate new action plans?

Effective communication of the uncertainty around a project, which is largely subjective, is
critical but challenging in a scientific environment where stakeholders are focused on facts and
data. The risk register is not a communication tool but risk heat map shown in Figure 24.12 can
be utilised for plotting the key risks to quickly demonstrate the level of uncertainty on a par-
ticular project.
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24.3.2.5 Closure

By monitoring the risks the team will know when the time for the risk to occur has passed and
at that point the risk should be closed on the risk register if it has not occurred or transferred to
an issues log it has indeed become a reality. Completion of the risk register in this way allows
for a review of the outcome of identified risks and an assessment of the success of mitigation
activities. Lessons learned can be documented so that future teams can learn from past
mistakes.

24.3.3 Project Control

Project control should not be viewed with suspicion or as policing a project team as it can offer a
competitive advantage. The primary aim is to deliver what the team has committed to and
maintaining control means minimising the difference between where the project actually ends
up and where you thought it would end up which is reflected in the baseline plan. Project
control practice describes the processes which ensure that a project delivers the objectives and
deliverables that it was set up to achieve in the most efficient manner. It involves the schedule
and budget baseline, capturing progress and detecting variance from plan and taking corrective
action within the agreed thresholds or by seeking approval for changes from the governing
bodies as appropriate. See Figure 24.14.

The baseline is a snapshot of the plan as it stands at the point of approval by the governing
body and should contain milestones, activities, logic, assumptions, costs, risks and critical
path. The threshold is the extent to which the plan can vary from baseline, be it time and/or
budget, before a formal re-approval process needs to be instigated for a plan revision. If the
governing body uses thresholds to empower the teams they would be agreed at the same time as
the baseline is taken. At approval of a revised plan a new baseline is taken.

As well as providing clarity on the ‘contract’ between the team and the governing body and
empowering teams to truly manage the plan within thresholds, baselines are valuable for
capturing learnings and comparing what was estimated with what actually happened. In that
way estimates provided for future projects should be more realistic.

Effective control is achieved through detailed and regular monitoring of progress and col-
lection of ‘actual’ information on a weekly or monthly basis, for example invoice payments, time
taken to complete an activity. This information enables the identification of critical variances
from baseline and the ability to take corrective action and forecast future events. This is

1.

Obtain Actual
/Progress

Information

2.
Record

Progress on
Plan

3.
Compare Against

Baseline
Understand and

interpret variances

5.
Progressed
Schedule

Status Report

4.
Corrective

Action
(as required)

Figure 24.14 Control cycle.
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underpinned by good communication across the team and precise data. Team members re-
porting that they are ‘on schedule’, ‘doing OK’ or ‘a bit more and then I’ll be done’ does not
provide enough information for the project manager to maintain the plan.

Control information capture includes:

� Activity start date.
� Activity finish date.
� Remaining duration to an estimated finish date.
� Actual cost.

The project plan is constantly adjusted to reflect the day to day reality and the captured in-
formation may reveal that the schedule is going off track. In many cases the first course of
action is to try and maintain the original plan and not all changes should be automatically
accepted of accommodated. Recovery may be possible by adjusting future activities in the
project schedule rather than attempting to deal with the immediate problem. If neither of these
approaches works then the team needs to consider adding resources, accepting partial de-
liverables, renegotiating cost and schedule targets, reducing scope or investigating alternative
work methods. The trade-offs and risks will need to be reassessed too.

24.3.4 Stakeholder Management

A stakeholder can be defined as ‘anyone who can affect what you are trying to achieve.’
Whilst some stakeholders may be shared across all functional groups and influence the

project as a whole, there will be some stakeholders closer to home whose main influence will be
on a particular functional group e.g. the head of medicinal chemistry who assigns resources or
the procurement manager responsible for ordering raw materials in a timely manner. As re-
search is increasingly funded and conducted in different partnerships and alliances it is im-
portant to also manage the external stakeholders, the charity funders, the academic institutes
and the contract organisations.

Stakeholder analysis is a logical process involving analysis, mapping to needs and
action planning including assignment of team members to particular roles. Good people
skills are required to actively manage stakeholders and influence them to ensure project success.

Whilst some stakeholders need to be champions for the project, offering practical support or
giving approval for funding, many need just to be co-operative to allow the project work to
progress. Stakeholders can be also be obstructive; prioritising other work above the project in
question. Some may even oppose the project as a matter of scientific principle and provide
opposition and delay in decision making forums. As a team member, sub-team leader or a
project manager it is vital to the success of the project to identify these stakeholders, under-
stand their needs and opinions and have a plan to manage them. An example template is shown
in Figure 24.15.

Most projects have regular meetings. Executive management often require monthly status
review meetings and the team will need to meet weekly, bimonthly or monthly. However,
meetings need not be long. They must have a purpose, an agenda, address risks and be action
orientated. Core team members should attend but ad hoc members will be invited to share their
expertise and support decision making. Technology such as Sharepoint and Dropbox can be
used for sharing information to avoid long presentations of data. Meetings should not be held
unnecessarily but equally it is not good practice to wait until a set meeting to raise issues and
risks with other team members or stakeholders. Poor communications cause bottlenecks and
executives do not like to be surprised by bad news in meetings.
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24.4 YOUR ROLE AS A PROJECT TEAM MEMBER

The role of project team members is to collectively plan and execute a project and it is important
that teams are fully functioning with clear roles, have a consistency of approach where neces-
sary and are following a defined framework against which the best practices can be applied to
deliver the project in the best way for the organisation.

The project manager is the driver of the process but each team member is a technical expert,
the voice of the line function on the project team and the voice of the team back into the
functional group. Good team members are proactive communicators and have a big picture,
project focussed view.

Features of fully functioning teams:

� Individual members are committed to the team as well as to the project; they look out for
one another, support each other through the highs and lows and want the team to achieve
success.

� Everybody knows what needs to be done, how, by whom and why. Accountabilities are
agreed and an integrated plan has been developed.

� Team members take time to check in with each other, are aware of their own communi-
cation style and the preferences of others and use technology to assist not hinder
communications.

� Stakeholders have been identified and are being managed by the team.

24.4.1 Team Charters

A project team charter is a statement of the scope, objectives and participants of the project. The
exact structure will vary according to organisation and there may be two documents. One de-
tailing the project scope, strategy, plan, budget etc. which may be called a Project Plan, a Project
Strategy document, a Project Charter or perhaps a Statement of Work. The second document, a
Project Team Charter, is focused on how the team will work together to deliver the project. It
provides an outline of the project deliverables, a delineation of roles and responsibilities for
those deliverables, methods and frequency of communication, identifies the main stakeholders
and defines the authority of the project manager.

Stakeholder Success
Criteria

Actions to
be taken

Outcome Owner

Need as a
resource

Directly /
Indirectly
affected

Need to be
supportive

Observing
progress

Figure 24.15 Example stakeholder action plan.
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High performing teams will have a structured conversation about how team members will
work together, communicate and make decisions. Understanding how individual team mem-
bers like to communicate can be a useful team building activity and prevent communication
breakdown in times of project stress. The scope and the objectives of the project need to be
defined so each member is clear about their roles, the expectations of them by the rest of the
team and the priority of the activities they are accountable to deliver. Summarising the agree-
ments from that conversation in a charter like the one in Figure 24.16 means they are easily
accessible for periodic review and for sharing with new team members. If there is a dys-
functional team member the charter can be used to remind them about what the team agreed
on how they would behave in a non-confrontational way.

PROJECT NAME:
CHARTER DATE (first prepared): CURRENT VERSION & DATE:

BUSINESS UNIT: PROJECT MANAGER: TA PROJECT SPONSOR:

PROJECT TEAM DYNAMICS & BEHAVIOUR
Required Behaviour / Actions: 1.  Team members will read all briefing documents prior to

      team meetings
2.  Team members will communicate regularly between
      meetings and not wait until formal meetings to raise risks
      or issues with the Project Manager 
3.  If team members cannot attend team meetings a suitable,
     well briefed and empowered deputy will be provided
4.  Sponsor to communicate to SVPs of all line functions
     about the overall priority of the project

PROJECT SCOPE & OBJECTIVES
Objectives The project primary objectives are:

1. …..
2. …..

Priorities The priorities within the project are:
1. ….
2. ….

Phase Completion Completion of Candidate Selection
Phase Completion Timing October 2013
Key Asumptions s ……
Project Dependencies ……
Project Risks See Project Risk Register 
PROJECT TEAM MEMBERSHIP
Project Manager
Medicinal Chemistry
Development Chemistry
Pharmaceutical Development
Safety Assessment

DMPK
Clinical Pharmacology
Regulatory
Commercial

PROJECT GOVERNANCE
Governing Body Discovery Development Board
Project Time & Budget 
Thresholds

+/- 1 month on major milestones
+/- 3% approved budget

Next Formal Review Commit to Candidate stage gate
Project Manager: Date
Sponsor: Date

Figure 24.16 Example project charter.
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HINTS AND TIPS FOR TEAM MEMBERS

� Take time to understand your role and the planning process in your organisation.
� Seek to understand the project plan and how your work fits with others.
� Ensure you know the governance structure and where decisions are made. Identify your

functional representative on the governing bodies.
� Contribute to all aspects of the project—the plan, the stakeholders etc.
� Endeavour to understand the communication style preferences of team members.

24.5 SUMMARY

This chapter has provided an overview of how projects are can be managed in the life sciences
industry and an introduction to key practices. This industry has been slower than many in
adopting good project management practice for two reasons—lack of financial constraint
during the boom years and a belief that it could constrain scientific discovery. The adoption
within drug discovery where there is most uncertainty is relatively recent in many organisations
but the value of focusing effort, integrating activities and enabling teams to deliver more effi-
ciently is now recognised. The experience of project teams in running projects should be cap-
tured and transferred to other teams and later projects just as scientific knowledge is published
and shared.

Good project management practice can be implemented at both the project and sub-project
level and adoption of scheduling, risk management, project control and stakeholder manage-
ment can reap dividends for the company, the team and the individual.
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CHAPTER 25

Clinical Drug Development

MAARTEN KRAAN

AstraZeneca R&D Mölndal, SE-431 83 Mölndal, Sweden
E-mail: Maarten.Kraan@astrazeneca.com

25.1 INTRODUCTION

Clinical research on the effects of therapeutic interventions is probably as old as medicine itself.
In documents of the old Greek masters, such as Hippocrates, specific and systematic ap-
proaches to study the effects of medicines in human disease are documented. In the centuries
since then, there have been evolutions and revolutions, but especially in the second half of the
20th century systematic studies of the benefits and risks of interventions in human disease have
developed rapidly.

Currently, clinical trials in pharmaceutical research are primarily designed to acquire data on
the safety/tolerability and efficacy of pharmaceutical interventions related to health/disease.
Clinical trials can be used for drugs, devices, and diagnostics but in the context of this book it
will be limited to drugs only.

The clinical part of drug development has evolved dramatically over the past decades with
hallmarks of success and breakthrough, but also across the industry, ever declining success
rates. This decline in success rates of programs of potential medicines entered into investi-
gations in man has been associated with significant increases in cost, duration and complexity.

Significant effort has been put into understanding of the various items contribution to the
current challenges such as cycle time, probability of technical success/risk, value and cost.

Drug development can now take as much 25 thousand patient years, over 15 years, and can
have a significant post registration commitment, increasing even further the amount of data
generated on a therapeutic intervention. These changes have been driven by changes in de-
mands by patients, physicians, regulators and payors to various extents. In this chapter the
choices to be made in a modern clinical development program are described.

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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25.2 TYPES OF CLINICAL TRIALS

Clinical trials can be sorted in various ways; one is by the intentions of the investigator.
In an observational trial the aim is primarily to observe specific elements of disease, with or

without active treatment applied. Data are generally generated on the outcome of the disease or
symptom over a certain period of time.

In an interventional trial the investigator applies a specific treatment or intervention. There is
usually a control group that can be with or without treatment. When treatment is given to the
control group this can be standard of care, or a so-called active comparator. In the case of an
active comparator the investigator uses a specific second drug intervention to compare against
the investigative compound. To increase the rigour of the trial and hence the confidence in the
data when no active treatment is given to the control group, the patient is given a fake dose
without active ingredient, a so-called placebo.

Within the interventional trial there are some more relevant topics; when the patient is aware
of what treatment he/she receives it is an open label investigation, a further maturation of the
interventional trial is blinding of the groups involved, this implies the patients are not aware of
which treatment arm they are exposed to. This will improve the reliability and reproducibility of
the investigation since the patient is not aware of whether he or she receives active treatment or
the control treatment; blinding has been demonstrated to significantly influence the results of a
study. For further standardization the investigator and staff can be blinded for the treatment as
well; this is usually done by pre-packaging the medication so not allowing visual identification
of the doses or by using an independent pharmacist where local preparation is required. This is
called double blind. When the study treatment is blinded and the two comparative treatments
are very different, for example comparison of an intra-venous with an oral treatment, a double
dummy is applied; in that case there is an active and a placebo which are identical in color,
shape, taste and overall appearance enabling maximal control of the bias that either patient,
investigator or staff can identify what treatment is administered to the patient.

To further control the variability between the various relevant clinical and demographic
parameters patients can be randomized. By assigning them randomly to the treatment options,
the variations between the various groups can be controlled. In the case that the investigator
expects that there is a very relevant parameter that significantly can influence the outcome, he
can choose to stratify the patients; this stratification will assign patients to strata supporting a
better analysis of the data obtained.

So the best controlled trial is prospective, randomized, placebo controlled and double dummy
randomized.

25.2.1 Example of a Clinical Development Program of a Small Molecule for the
Treatment of Rheumatoid Arthritis (RA)

The single ascending dose (SAD) and multiple ascending dose (MAD) trial are performed in
healthy volunteers at a single specialized site in the USA and the pharmacokinetic profile is
confirmed as a once a day dose with a good fit on the modelled curve. There were no major drug
related safety observations made in the dosing groups up to three multiples of the modelled
target dose. For the pharmacodynamic profile an assay of target engagement was used which
demonstrated a 95% coverage of the target within a 24 hour period at the 20 mg/day dose, this
was pre-specified as the target dose. Because of the use of healthy volunteers no clinical activity
parameters have been included but there was a blood sample repository built to enable testing/
validation of various biomarkers. In the MAD there was a requirement for 2 weeks dosing
modelled to get to steady state.
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Next, a 200 patient two arm double blind randomized single dose versus placebo controlled
Phase IIa trial was performed in RA patients that did not respond to the current standard of care
(maximally tolerated dose of methotrexate (MTX) with use of a non-steroidal anti-inflammatory
drug (NSAID) and a maximal daily dose of steroids of 10 mg/day) and had active disease defined
per a disease activity score (DAS-28) above a certain threshold. The per patient duration of
exposure was 3 months driven by the period in which a relevant clinical change can be expected.
The primary endpoint was a statistical difference in clinical response (DAS good response) when
active drug was compared to placebo, the secondary endpoint was a set of alternative measures
to monitor clinical parameters and a set of biomarkers that were identified in relation with the
target and RA. There was a standard panel against which safety was monitored. The primary and
secondary endpoints were met and Proof of Concept was declared.

A four arm 400 patient double blind randomized three dose versus placebo controlled Phase
IIb dose ranging trial was started where a similar framework of clinical, safety and biomarker
data were used. The doses were chosen as lowest doses—significantly below expected effi-
cacious dose, the middle dose around the efficacious dose and the highest significantly over.
The middle dose was aimed to be the target dose. The numbers of patients per arm were chosen
to allow discrimination on the primary endpoint (clinical efficacy) versus the placebo group.
Safety was monitored and revealed a signal in blood pressure that increased with dose. The
primary endpoint was met for the two highest doses including the target dose (middle dose).
There was a Safety extension up to 1 year; this was open label because placebo control is not
ethically accepted. The data generated were used to build the safety database and allow patients
to stay on treatment when proven or perceived to be effective.

There were a series of Phase III programs, two dose arms, and five trials, all with 1 year
duration and with extension/compassionate use programs. Given the needed duration of 1 year
and exposure deemed unethical for 1 year, a placebo arm could not be used. The numbers of
patients in these trials were driven by a series of parameters: The number of patients exposed
for at least 1 year needed for the safety database was 1000 patients. The five trials studied the
various relevant patient groups, two trials in MTX failures (primary population so two separate
but similar trials in design) one trial of TNF failures, and one trial of MTX naive/early RA. All
these trials now included a structural damage claim as co-primary endpoint next to the signs
and symptoms endpoint. A fifth trial was designed with alternative imaging technology (MRI).
All trials included a framework to generate data relevant for payer evidence and pricing needed
for the commercialization later on.

In situations where the forward/prospective generation of a new data set is not needed/pos-
sible or warranted, existing data can be used. The type of trial that investigates data that are
already generated is called retrospective. The challenge with retrospective trials is that the data
used can be of variable quality or the circumstances under which they are acquired were subject
to bias; this can significantly influence the outcome/conclusions of the trial without the in-
vestigator being aware of it.

A third approach is to categorize trials towards the projected outcome of the trial.
Prevention trials will measure the difference between two groups where an intervention is

aimed to actually prevent the occurrence of either a disease or alternatively of a sign or symptom
of a disease. An example is the assessment whether the use of statins interfering with the lipid
metabolism is effective in the prevention of stroke or myocardial infarction. Another example is
the trials that resulted in the vaccination for human papilloma virus in young female adults to
prevent against cervical cancer.

Screening trials are designed to detect disease in a certain population, a good example is the
screening for cervical and breast cancer trials.

Closely related are diagnostic trials where the aim is to test the ability of a method to detect
a certain diagnosis and measure the effect of a (biological) probe on detecting a disease state
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or diagnosis. An example is the use of PAP smears to demonstrate the sensitivity and specificity
to predict cervical cancer; this example also demonstrates the sequential use where a screening
trial to demonstrate the value of the procedure is followed by a diagnostic trial to optimize the
method used.

The most traditional clinical trial of all is the treatment trial. Here one or more interventions
aimed at interfering with a disease state are compared.

Quality of life trials are designed to measure changes in the impact of a disease state on the
quality of day to day living, these trials are used for example to assess the ability to have a
normal life after a myocardial infarction or cerebrovascular accident. Data generated can sub-
sequently be used to demonstrate the medical intervention that prevents such a condition.

Compassionate use trials or expanded access trials provide partially tested, unapproved
medicines to a small number of patients who have no other realistic options. Usually, this in-
volves a disease for which no effective therapy exists, or a patient who has already attempted and
failed all other standard treatments. Usually, case-by-case approval must be granted by both the
regulatory bodies on the applicability and the pharmaceutical company on a patient-by-patient
basis for such exceptions.

25.3 PHASES OF DRUG DEVELOPMENT

Phase 0—This is traditionally a study in patients where no pharmaceutical intervention or a
registered product is used. Patients are either subject to standard of care or to a drug that is
already registered to be used in that disease and the application is done within the label as
approved by the health authorities. The study readout can be almost anything but most widely
used it is a symptom, biomarker or any other signal of biological relevance.

With the growing realization in the medical community that disease heterogeneity will have a
direct effect on how pharmaceuticals will work on human disease there is, with increasing
frequency, a strong need/demand to study pathways and biosignals in humans. In the pre-
clinical phase of drug development there is still a frequent use of animal models touching upon
elements of disease. However, we have learned in recent history that these have a limited
translatability to human disease, hence there is a need to translate these signals in humans or
to identify them. The purpose of these exploratory clinical trials in Phase 0 is to study the
disease to be targeted, with the aim to better understand variable/s influencing outcome or
response or to develop biomarkers etc.

Phase 1—The aim of this phase is to demonstrate the safety and tolerability of the investi-
gational products and consequently this is the phase that humans are exposed to the investi-
gational product for the first time. This can be done in either healthy volunteers or in patients.
The choice is usually made based upon the expected profile of the drug, where especially tol-
erability drives the choice to go directly into patients (oncology). Alternatively the choice to go
into patients can be driven by the fact that the target is only expressed in diseased humans. The
disadvantage of going directly into patients is the presence of co-morbidities and other
treatments.

The first study of a new investigational product is usually a single rising dose program. Based
upon the pre-clinical data a dose escalating program is built where the purpose is to find the
maximally tolerated dose based upon clinical determinants. Although the route of adminis-
tration can be both enteral and parenteral, over the last decade, the route chosen is usually the
route preferred for the product when the product is commercialized after approval by the health
authorities and captured on the package insert or label.

After completion of the single rising dose program a multiple rising dose program usually
follows. Exceptions can generally be found in programs with large molecules where half-life can
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be up to 21 days, hence a single administration results in a durable exposure. On designing
such a program the rules of a rising multiple dose are followed, these imply that the projected
maximal dose is subject to higher scrutiny.

Objectives are usually safety and tolerability but there is usually a strong component of
clinical pharmacology.

Phase II—In this phase the aim is to demonstrate that the investigational product has a
meaningful effect on the disease targeted. The questions addressed are best captured in the
following principles: 1) Proof of Mechanism, 2) Proof of Principle, and 3) Proof of Concept.
These questions are usually answered in the first set of experiments or Phase IIa. After
these principles are addressed there is commonly a Phase IIb where the primary aim is to es-
tablish a dose.

Phase III—In this phase the investigational product has proven to be able to influence the
targeted disease and needs to demonstrate a robust safety/benefit profile in the target popu-
lation. Generally this phase is used to generate the data that establish the label of the product,
i.e. the data that are used by the sponsor to negotiate with the various health authorities what
claims can be made towards what effect the medicine will have upon the targeted disease. In the
past decade a second stream of studies has also been started in this phase to demonstrate the
value for health care providers such as insurance companies or governmental bodies, such as
the National Institute for Health and Care Excellence (NICE) in the UK, which are trying to
distribute limited resources towards those health interventions that drive most value.

Many choices need to be made and options need to be considered here. This phase is
dominated by the four cornerstones, risk, time, value and cost. In weighing these four cor-
nerstones, trade-offs need to be made, where changes in any one of these elements commonly
impacts the others. For example if a certain risk identified in Phase II is mitigated, there is
usually an increase in cost and a delay in the timeline which shortens the time on the market
with patent protection i.e. value.

Phase IV—This is the phase after the right for commercialization has been established. In
this phase two dominant themes dictate the data that need to be generated. 1) The need of the
commercial organization to make sure the potential of the now approved drug is utilized and 2)
the increasing need of regulators to understand the benefit/risk profile when the drug is
exposed to a wider population, not limited by stringent inclusion and exclusion criteria of
the clinical development programmes.

25.3.1 Example of Timelines

The total duration of the example clinical development RA program from IND preparation to
achieving approval in the USA was 134 months or a little over 11 years. If we exclude periods of
regulatory preparations and regulatory review it is 106 months, almost 9 years.

Preparation for the Phase I program documentation took 3 months, submission window
1 month, completion of the seven arm SAD was done in 2 months and completion of the six arm
MAD was 4 months, reporting etc. took 1 month making this period 11 months.

Preparation of the Phase IIa trial took 6 months, period between first patient in and last
patient out was 1 year, completion of documentation took 2 months making it a total of
18 months.

Preparation of the Phase IIb trial took 6 months, the period between first patient in and last
patient out was 18 months and the completion of documentation took 3 months making it a
total of 30 months.

The design of the Phase III program took 9 months, enrolling and completing all trials took
36 months.
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Preparation for filing took place 6 months after database lock of the last trial and file was
accepted by all regulatory authorities. Japan and major other markets were filed in the next
6 months followed by a third wave in the next 6 months serving most of the world. Review of the
dossier took on average 18 months and a label was granted in all countries filed.

25.4 BASIC STATISTICAL CONSIDERATIONS/PRINCIPLES

Statistical methods have become an integral part of modern clinical trials. This is driven by the
complexity and size of the datasets generated, consequently the demand on rigorous statistical
design and support increases with the phase of development.

Randomization has been discussed before and is used to make sure potential not equally
distributed characteristics do not interfere with the assignment of the comparators to each
other.

Powering is the technique where, based upon the predicted effect size and the assumed
variability, the size of the trial is calculated.

Adaptive design is the technique where there is a flexibility built into the design that allows
the investigation to proceed depending on a predetermined outcome.

Superiority/inferiority are terms used to describe the preset tolerability for difference between
two comparators. With a superiority design the expected outcome is that one treatment will
demonstrate a benefit over the comparator arm, whilst in an inferiority domain the base
assumption is the there is no real difference between the two treatments.

Stratification is a method used to control the heterogeneity of the disease/population studied.
Before the start of the trial specific subgroups of patients are identified, and via the design, it is
warranted that these groups are balanced within the trial during recruitment and analysis.

25.4.1 Examples of Statistical Considerations

Randomization—In a placebo controlled two arm randomized trial with four centers aiming to
enroll 36 patients, a total of 36 blocks containing four numbers each is generated (144 num-
bers). Each number has a code for treatment or placebo. In this way there will always be a
balanced number of patients to each arm irrespective of the number of patients per site. Of
course block size and numbers will vary. The assignment of treatment code is usually done via a
central randomization center which will identify the treatment code to be used at
randomization.

Stratification—In a RA trial it is known that there are two main populations, patients with
high inflammatory load measured by CRP (C-reactive protein) and those with low inflammatory
load. The investigator wants equal numbers of both in the trial and creates two strata, one below
a cut off and one above the cut off. On enrolment, the investigational sites will identify this with
the inclusion/exclusion criteria. Half of the randomization blocks are pre-assigned to each one
of the strata for each of the site. When one stratum is full the investigators are notified. This
again requires a central control of assignment of randomization codes.

Adaptive design—This is used to accelerate the timelines between phases and allows the
investigator to use the data from completed cohorts (for instance dose cohorts) and to skip or
add additional cohorts. In Phase II it can be used to collapse the proof of concept trial into the
dose finding trial without having to do the dose used for the POC again.

Interim analysis—This is used to take a snapshot at a usually pre-defined point in the trial to
test the data against the primary endpoint before the trial is fully completed. A specific use is
the futility analysis where a predefined dataset at a predefined time point is used to determine
whether the trial is likely to meet the primary endpoint.
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Power—At design, the investigator determines the willingness to accept errors (usually either
false positive or false negative outcomes) and this risk definition is used to calculate the number
of subjects in each arm. On average a clinical trial will be called of good power when the number
of patients in each arm allows a solid interpretation reflecting the documented response in the
placebo groups (preferably nil) and the variability in the parameters used for the endpoints
(especially the primary endpoint).

Superiority design—When the trial is designed to prove one treatment is better than the
comparator.

Non-inferiority design—When the trial is designed to demonstrate the tested treatment is
similar to the comparator.

25.5 TARGET PRODUCT PROFILE

Very early in the development of an investigational product the development team captures the
profile of the aspirational drug in a target product profile or TPP. This TPP describes the tar-
geted disease and, if applicable, the sub-segment of this disease with regard to the disease
phenotype, currently available treatment options/unmet medical need and the various speci-
fications the future drugs is thought to meet.

25.6 STUDY PROTOCOL

Every clinical investigation requires a study protocol. This captures the primary, secondary and
exploratory hypothesis/endpoints that the study is aimed to test. Good protocols test only one
primary hypothesis. The disease is specified and there are inclusion and exclusion criteria
specified to make sure the patients/subjects are meeting the criteria and that they are protected
against the associated risks.

Patient Informed Consent, expressed at the language level of an 8 year old, is essential to
protect the interests and safety of the study subjects.

Over the last decades a set of criteria has been established by the regulatory bodies that have
identified and validated specific elements of many disease states that are related to a mean-
ingful change in that disease when patients are subject to treatment, these are called validated
endpoints. When a relation with disease activity of prediction is established but not yet rigorous
validated it is called a surrogate endpoint.

Independent Review Boards are essential for a review of the protocol against the Good
Clinical Practice (GCP) guidelines and local practices. Independent Data Review boards are
generally put into place to independently monitor the safety and efficacy of the investigational
product. On design of clinical programs margins are steered towards the efficacy needed and
the tolerability that do not support continuation of the protocol at hand.

25.7 HEALTH AUTHORITIES AND ETHICAL CONSIDERATIONS

Clinical trials are closely supervised by appropriate regulatory authorities against a well-
documented framework of mandatory submissions, the first submission is commonly the re-
quest for start of dosing in humans and examples are the opening of an Investigational Dossier
(IND) with the Food and Drug Agency (FDA) in the USA and Investigation of Medicinal Product
Dossier (IMPD) with the European Medicines Agency (EMA) in Europe. Other health authorities
have developed their own criteria or use an approval by one of the major health authorities
as reference. At the end of Phase III, when all relevant data are collected, the sponsor submits a
final dossier for review at these agencies. In the interim, a variety of communications are
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possible with the agencies; further details can be found on their respective websites. In add-
ition, many regulatory bodies have established guidelines for many diseases in which they
describe the type of information they are seeking around requests for approval and the right to
commercialize. Examples are recognized endpoints, acceptable surrogate markers for efficacy
and/or safety, and numbers of patients required to justify the claims the sponsor wants to make
based upon the clinical data generated. During the clinical development phase there is a well-
structured schedule of interactions according to which the sponsor of the investigation com-
municates with the health authorities. In addition to the dossier with regulatory bodies all
interventional or observational studies on patients must be approved by a supervising ethics
committee before permission is granted to run a clinical investigation. Generally, this body is
called the Institutional Review Board (IRB). IRBs can be located at the local investigator’s
hospital or institution; the alternative is a central (independent/for profit) IRB.

To warrant generally agreed ethical conduct, the International Committee for Harmonization
(ICH) has developed guidelines for Good Clinical Practice (GCP) that are widely adopted as a
framework to conduct clinical investigations. The guidelines aim to ensure the ‘‘rights, safety
and wellbeing of trial subjects are protected.’’

25.7.1 Regulatory Examples

Communication with the health authorities and ethical committees is generally done in a well-
defined framework frequently supported by guidance documents (available on US FDA, EMA,
and Japan Health websites).

Before commencing investigations in humans, IND and IMPD packages are completed and
submitted for review with a usually defined review period. There is the opportunity for con-
sultation with the health authorities via a pre-IND and pre-IMPD meeting which can be face to
face or written communications. For Japan and most other countries a similar framework exists.
After approval of the package, investigations in humans can be started. There is an ongoing
communication with all regulatory authorities on the safety observations made during the
entire program and they can withdraw the authorization for investigation in humans based
upon these reports. More and more frequently, sponsors install an independent Data Moni-
toring Board of experts to monitor the safety/benefit risk actively.

At the end of the Phase II program an end of Phase II meeting is usually scheduled to review
the generated data and get agreement on the design of the Phase III program and the potential
label claim.

After completion of the Phase III program the dossier is filed (NDA/IMPD or similar).
Health authorities have defined clinical endpoints where significant changes in a test

population are considered to be reflective of a meaningful effect on the disease studied. These
are called validated endpoints and are used to design the trials in various phases (but especially
Phase III trials) and are mandatory for registration and subsequent commercialization.

In some situations or diseases these clinical endpoints are very difficult to test. In these
situations there are sometimes surrogate endpoints defined that usually are not clinical de-
terminants but laboratory or imaging parameters.

Investigators must obtain the full and informed consent of the participating human subjects
(one of the IRB’s main functions is to ensure potential patients are adequately informed about
the benefits and risks of the clinical investigation they are asked to participate in). If the patient
is unable to consent for him/herself, researchers can seek consent from the patient’s legally
authorized representative. An additional general rule is that when material is collected for
genetic testing or that could be used for such purposes a separate informed consent is obtained.

Given that most investigations will collect and document information that is considered
private there are rules and regulations to warrant the privacy of study subjects. In the USA
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researchers must understand and follow the federal patient privacy (HIPAA) law and good
clinical practice.

25.8 INVESTIGATIONAL BROCHURE

This is a document generated by the sponsor of the study on the investigational product that
functions as a fact base of all the core data generated with the investigational product ir-
respective of the source of the data. It is generally first used at the time of the submission of the
IND/IMPD or equivalent and matures with the drug product throughout the entire life of the
molecule. It is a core document in many of the packages that are used to get IRB approval and to
inform study staff, investigators and alike.

25.9 STUDY TEAMS

The composition of study teams varies between the different phases of development, but is also
strongly influenced by the type of trial planned/executed and the various companies and an-
chored in their structure, culture and historical performance. Generally speaking, early devel-
opment programs tends to be in a single country with a relatively small number of subjects
(o100) requiring smaller teams whereas later stage clinical programs tends to be at least on a
regional scale and Phase III programs generally tend to be multinational/on a global scale with
very sizable patient populations of up to multiple thousands. Generally speaking, teams consist
of physicians, clinical research associates, statisticians, data managers and operational support.
Hence, in early phase trials these teams are usually small but with the increase in size and
complexity they can become very sizable for the Phase III pivotal/registration trials. In Phase IV
they tend to become smaller again.

HINTS AND TIPS

1. The best possible clinical experiment is a prospective, randomized, placebo controlled,
double blind, double dummy controlled clinical trial.

2. Double blinding is when neither the patient nor the investigator/staff know whether
active or control (placebo) treatment is used.

3. Double dummy means that the active and placebo are identical in color, type, shape,
taste and appearance.

4. Patients can be randomized, i.e. assigned randomly to treatment options. Within the
randomization they can be stratified, i.e. assigned to groups based on underlying
characteristic that will be relevant to treatment response.

5. Phase 0—This is traditionally a study in patients where no pharmaceutical inter-
vention or a registered product is used. Patients are either subject to standard of care
or to a drug that is already registered to be used in that disease and the application is
done within the label as approved by the health authorities.

6. Phase I trials are to demonstrate safety and tolerability.
7. Phase II trials are for demonstration of impact on disease and dose finding.
8. Phase III trials are to generate a robust risk/benefit profile in the target disease

population. The data package produced is used to negotiate with health authorities
and to demonstrate the value of the product.

9. Phase IV is carried out after commercialization rights to understand the risk/benefit
profile in the wider population.
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10. Important to ensure studies are appropriately powered to be able to determine effect—
i.e. statistically designed with appropriate patient numbers to demonstrate differences
between the treatment arms or groups.

11. The start of a clinical development program is generally by submission of an IND to
FDA or IMPD to EMA.

KEY REFERENCES

US FDA, general http://www.fda.gov/default.htm
US FDA, drugs http://www.fda.gov/Drugs/default.htm
US FDA, guidance documents http://www.fda.gov/Drugs/GuidanceComplianceRegulatory

Information/Guidances/default.htm
EMA, general http://.ema.europa.eu
Pharmaceuticals and Medical Devices Agency, Japan http://www.pmda.go.jp/english
Pharmaceuticals and Medical Devices Agency, Japan, guidance site http://www.pmda.go.jp/

english/service/regulation.html
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CHAPTER 26

Aleglitazar: A Case Study

PETER MOHR

Roche Pharmaceutical Research & Early Development, Small Molecule Research,
Roche Innovation Center, Basel, Switzerland
E-mail: peter.mohr@roche.com

26.1 THE HISTORY OF DIABETES

Diabetes has been an awful plague to mankind for millennia. The Greek physician Arataeus
from Cappadocia described it in the first century—quite appropriately—as liquefaction, as
melting down of flesh and limbs into urine. He refers to one of the key symptoms: without
treatment, diabetic patients are literally starving to death. At the beginning of the 20th century,
they were still often termed ‘‘living skeletons’’. Diabetes was, fortunately enough, a relatively
rare disease, but turned out always to be fatal. With the best available treatment, which was
sticking to a very strict diet, patients could survive one year, or two at best. This changed all of a
sudden when F. G. Banting, together with J. J. R. Macleod, J. B. Collip and C. H. Best, discovered
insulin in 1921, and revolutionised therapy. Not surprisingly, it spread like wildfire that a new
treatment had become available in Toronto. Patients from all over the world travelled to Canada
to look for healing. Fred Banting was worshiped like a saint when people saw, for the first time
in history, patients, often children, recover from diabetic coma. Not surprisingly, the Nobel
Prize was awarded to him and Macleod in 1923. For a stimulating and detailed account, the
excellent book by Michael Bliss is recommended to the interested reader.1

But times have changed dramatically; nowadays, late-onset type 2 diabetes is predominant
and has become a major and ever-increasing health burden. The International Diabetes Fed-
eration estimates that more than 371 million people are suffering from this ailment, and the
outlook is dismal! Figure 26.1 summarises the estimated sobering figures for the year 2012.

All experts agree that the most important culprit is our sedentary lifestyle. But fundamentally
changing one’s lifestyle is definitely more challenging than the daily swallowing of one or
several pills. Not surprisingly, therefore, many pharmaceutical companies embarked decades
ago upon the search for safe and efficacious treatments. This endeavour turned out to be
successful, although it has to be stated that the available armamentarium to fight this disease is
still limited. Table 26.1 provides an overview of the currently available therapeutic options, with
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Figure 26.1 Estimated prevalence of diabetes in 2012 (reproduced from ref. 2 with the permission of IDF).
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Table 26.1 Currently used therapeutic agents to treat type 2 diabetes.

Drug class Insulin Sulfonylureas Glinides Biguanides Glucosidase
Inhibitors

Thiazolidine-
diones

DPP-IV
inhibitors

GLP-1
analogues

SGLT2
inhibitors

Representative
example

Insulin Glibenclamide Repaglinide Metformin Acarbose Pioglitazone Sitagliptin Liraglutide Dapagliflozin

Target Insulin
receptor

SU-receptor SU-receptor Largely
unknown

a- Glucosidase PPARg Dipeptidyl
peptidase
IV

GLP-1
receptor

Sodium
glucose
cotran-
sporter 2
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one example chosen from each a class of agent. Many of them were identified and developed
without a thorough understanding of the disease pathology or knowing their molecular target.
Even today, the mechanism of action of metformin—a cheap, efficacious but surprisingly safe
drug—is not yet fully elucidated.

The World Health Organization defines diabetes according to the following diagnostic cri-
teria: fasting plasma glucose Z7.0 mmol/L (126 mg/dL) or 2 hr plasma glucose (venous plasma
glucose 2 h after ingestion of 75 g oral glucose load) Z11.1 mmol/L (200 mg/dL).3 Typically,
diabetes develops over a long period of time, and many patients, seemingly without symptoms,
are only diagnosed several years after an impaired glucose tolerance has set in. But it should be
borne in mind that an elevated glucose level is a biomarker rather than a disease of its own, and
its devastating effects are triggered by manifold, complex, not fully understood mechanisms.
They lead to the development of diabetes-specific microvascular pathology in the retina, in the
renal glomerulus and peripheral nerves. And as a consequence, diabetes is still a leading cause
of blindness, (at least in the developed world), end-stage renal disease and a variety of debili-
tating neuropathies. In addition, diabetes is also associated with accelerated atherosclerotic
macrovascular damage affecting arteries that supply the heart, the brain and lower extremities.4

As a result, patients with diabetes suffer from a much higher risk of myocardial infarction,
stroke and limb amputation. In conclusion, control of elevated glucose levels is still a corner-
stone of today’s therapy, and the FDA states in their guidelines: ‘‘For purposes of drug approval
and labelling, final demonstration of efficacy should be based on reduction in HbA1c
(i.e., HbA1c is the primary endpoint of choice, albeit a surrogate), which will support an indi-
cation of glycaemic control.’’5 (HbA1c stands for glycated haemoglobin and provides a reliable
measure for the average glucose concentration over the previous two weeks.) But within the very
same document, the agency also raised the bar for approval by insisting on a robust assessment
of cardiovascular safety. All drugs represented in Table 26.1 lower glucose in one way or another.
Whereas insulin is just a replacement therapy, if this peptide hormone is no longer produced in
sufficient quantity by the pancreas, sulfonylureas and glinides boost insulin secretion from the
beta-cells, biguanides block hepatic glucose production, a-glucosidase inhibitors reduce glu-
cose uptake in the intestine, and SGLT inhibitors increase the elimination of glucose via kidney
and urine. DPP-IV inhibitors indirectly, and GLP-1 analogues directly, trigger insulin release
from the pancreas. Finally, the glitazones, which activate the peroxisome proliferator-activated
receptor (PPAR)-g improve insulin sensitivity by controlling the expression of genes that are
responsible for production, transport and metabolism of glucose and lipids.6

26.2 THE PEROXISOME PROLIFERATOR-ACTIVATED RECEPTORS

The peroxisome proliferator-activated receptors (PPARs) exist in three isoforms: PPAR-a,
PPAR-d, sometimes also called PPAR-b, and PPAR-g. They are ligand-dependent transcription
factors and belong to the superfamily of nuclear hormone receptors (NHRs) involved in crucial
physiological functions. 48 members are encoded by the human genome7 and most of them are
built according to the general blueprint schematically represented in Figure 26.2.

Figure 26.2 Schematic representation of nuclear hormone receptors; for details, see text.
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The N-terminus, often called the A/B domain, is highly variable and exhibits ligand-
independent (constitutively functional) transactivation activity. The A/B domain’s sequence and
length are highly variable between different receptors and receptor subtypes. Binding to the
hormone response elements (HREs) in their target promoters is mediated through the DNA-
binding domain (DBD) or C domain. Comprising two zinc fingers, the DBD is the most con-
served region within the NHR superfamily. NHRs bind to DNA as heterodimers, homodimers or
monomers, depending on the class. PPARs, like thyroid, retinoid, vitamin D and most orphan
receptors, bind to DNA as a heterodimer with the retinoid-x-receptor (RXR). Adjacent to the DNA
binding domain we find the D or hinge domain, which has an ill-defined function. It is thought
to allow for conformational changes in the protein structure following ligand binding. The
ligand binding domain (LBD) or E domain varies substantially between NHRs, but they all share
a common structure of 11–13 a-helices organised around a hydrophobic binding pocket.
Ligand-dependent activation requires the presence of activation function 2 (AF-2), located at the
extreme C terminus of the NHR. Upon binding of the respective ligands—a fibrate, thiazoli-
dinedione (TZD), prostaglandin or a fatty acid to the PPAR, and a rexinoid to RXR—the dimeric
complex interacts with a PPAR response element within a target promoter. Conformational
changes are induced, cofactors recruited, corepressors released, and as a consequence, the
enzyme RNA polymerase 2 starts transcribing a given gene into messenger RNA (Figure 26.3).

PPAR-a is highly expressed in tissues with high rates of mitochondrial fatty acid oxidation,
such as liver, heart, muscle, kidney and cells of the arterial wall (such as monocyte-derived
macrophages, smooth muscle and endothelial cells), and it is activated by fibrates, fatty acids
and eicosanoids, 15d-PGJ2 (15-deoxy-delta prostaglandin-J2), and oxidised fatty acids. PPAR-g is
found in adipose tissues, is activated by fatty acids or their derivatives, and plays a pivotal role in
insulin sensitivity, adipogenesis and placental function. PPAR-d is found in most tissues, is only
weakly activated by fatty acids, prostaglandins and leukotrienes, and has no known physio-
logically relevant ligand.8

26.3 PPAR PROGRAMME AT ROCHE BASEL

Roche Basel inherited the PPAR programme from colleagues in Penzberg, via the acquisition of
Boehringer-Mannheim in 1997. This event coincided with the strategic decision to transfer all
antibacterial and dermatological activities to the newly founded spin-off company Basilea
Pharmaceutica and to build in-house, from scratch, a strong department dedicated to metabolic

Figure 26.3 Schematic mechanism of action of PPARs (TZD¼ thiazolidinedione; FA¼ fatty acid).
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research. We already had a lot of expertise in NHR research, due to our pioneering work with
retinoids that culminated in the successful development of Roaccutanes, Tigasones and Neo-
Tigasones, and our recent programmes with vitamin D derivatives, although it has to be stated
that the former compounds were identified in the 1970s and 1980s without knowing their
molecular target. Later, in the 1990s, we identified subclass-selective retinoids for retinoic acid
receptor-a (RAR-a), retinoic acid receptor-b (RAR-b), and retinoic acid receptor-g (RAR-g), but
also potent agonists and antagonists for the retinoid X receptors (RXRs). Figure 26.4 provides a
compilation of representative RXR ligands that Roche chemists had designed and synthesised
in-house. Since RXRs form heterodimers with PPARs, as stated above, it seemed obvious to test
a few in models of diabetes and obesity. Although they turned out to be active, the observed
effect was moderate at best, and the project was not pursued any further. In spite of immense
efforts over more than two decades, just two RXR agonists, bexarotene (LGD1069) and ali-
tretinoin (9-cis-Retinoic Acid), have reached the market, but they are prescribed only for niche
indications (cutaneous T cell lymphoma the former, chronic hand eczema the latter).9

The race to discover PPAR agonists in the late 1990s, was much more successful. A search in
Chemical Abstracts Service for the two terms ‘‘PPAR’’ and ‘‘patent’’ reveals no less than 3755
references (Figure 26.5); although not all of them reveal chemically novel ligands, they give
testimony to a huge endeavour from a plethora of pharmaceutical companies.

PPAR-g is a master regulator of efficient energy storage and translates nutritional and
metabolic stimuli into the expression of genes. When we embarked on our endeavour to identify
a PPAR-a/g-co-agonist, three PPAR-g ligands were already on the market, namely rosiglitazone
(Avandias) from GSK, pioglitazone (Actoss) from Takeda/Eli Lilly and troglitazone (Rezulins)
from Daiichi Sankyo/Park Davis. The latter, however, had to be withdrawn in 2000 due to an
unacceptable, sometimes fatal, liver toxicity. All thiazolidinediones (TZDs) were developed and
marketed as racemic mixtures since the chiral centre was supposed to be configurationally
unstable, under physiological conditions. RO2052349-000 (edaglitazone) and its putative back-
up compound, RO2060297-000, had been discovered by Boehringer-Mannheim and became
part of the Roche portfolio in 1998. Both were not only extremely similar with respect to their
structure, they also exhibited a similar profile towards the receptor, and behaved, as most but
not all of the TZDs, as pure PPAR-g agonists. Accordingly, and due to the more labour-intensive
and expensive synthesis of the thiophene analogue, development of RO2060297 was dropped
relatively early (December 2001) (Figure 26.6).
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Figure 26.4 RXR agonists (top row) and antagonists (bottom row) from Roche.
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Edaglitazone, on the other hand, was pursued until Phase III, where it ultimately succumbed
to a slow and silent death. It failed for several reasons (not an atypical phenomenon these days),
among them the lacklustre outcome of the carcinogenesis study, lack of clear superiority with
respect to the putative competitors Actoss and Avandias (which would have become generic
around the date of launch, hence no longer a clear business case), and an increasingly un-
favourable sentiment for PPARs in general. The latter was mainly due to the mind-boggling
attrition rate all PPAR ligands in the clinics had suffered to date (see below).

PPAR-a is mainly expressed in liver, kidney and heart, and is thought to be the key regulator of
mitochondrial and peroxisomal b-oxidation. In addition, PPAR-a regulates the expression of
genes coding for lipoproteins (e.g. ApoAI, ApoAII and ApoCIII).8 The clinical proof of concept for
PPAR-a agonism comes from the fibrate class of compounds (e.g., clofibrate, bezafibrate and
fenofibrate [see Figure 26.7]) that improve the lipid profile, albeit rather modestly (weak LDL
and triglyceride decrease, and moderate HDL increase). Although, again, it has to be stated that

Figure 26.5 PPAR-related patents found within CAS.
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the mechanism of action was discovered several decades after first clinical use. Therefore, our
strategy, as well as that of our competitors, was to combine the fuel-storing activities of PPAR-g
with the fuel-burning effect of PPAR-a in one molecule. This we hoped would simultaneously
improve insulin sensitivity (g effect) and lipid profile (a effect). Our target product profile (TPP)
stated treatment of type 2 diabetes in monotherapy as a primary indication, but also suggested
combination therapy with sulfonylureas or the other insulin secretagogues, metformin, or in-
sulin. Combining both effects in one molecule, and hence in one pill, seemed not only ad-
vantageous with respect to patient compliance, it also avoided the necessity to adjust
bioavailability and to synchronise the pharmacokinetic (PK) behaviour. In addition, it would
reduce the drug load, and last but not least, it would simplify clinical development.

26.4 A JUMP-START

The synthetic chemistry of the PPAR co-agonist project started at the end of June 2000 in our
laboratory. Our mission was to discover a potent, well-balanced PPAR-a/g co-agonist with ex-
cellent physicochemical properties, outstanding PK behaviour and devoid of any off-target ac-
tivity, preferably within a couple of months. Speed was of the utmost importance because
several co-agonists from competitors had already entered clinical development (see Figure 26.8).

At the beginning—in order to rationally guide our design—we studied the X-ray structure of
known competitor molecules bound to the human PPAR ligand-binding domain. Figure 26.9
shows the AstraZeneca compound tesaglitazar bound to PPAR-a. The binding pocket exhibits a
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‘‘banana’’-like shape; therefore, all decent ligands must be able to adopt an energetically
favourable conformation with a corresponding kink to smoothly fill out the cavity. The acidic
warhead, present in all potent PPAR ligands, forms three hydrogen bonds to His 440, Tyr 314
and Tyr 464. A fourth hydrogen bond to serine in the foreground is omitted for clarity. Figure
26.10 illustrates some key differences between the a and g receptor by overlaying tesaglitazar
with farglitazar from GSK in the latter. Whereas the ‘‘eastern wings’’ are almost superimposed,
two subtle but pivotal differences in the acidic head group are clearly visible: 1) one tyrosine is
replaced by another histidine, allowing bulkier head groups to be accommodated. This is the
structural reason why TZDs always show more or less pronounced selectivity in favour of the
g receptor; this group is simply too large to snugly fill the available limited space. 2) The sub-
pocket where the ethoxy residue of tesaglitazar fits in is definitely larger in PPAR-g.

This difference nicely explains why farglitazar turned out to be a not very balanced co-agonist;
it is one of the strongest g binders ever described in the literature but shows only moderate
activity at the a receptor. The isoleucine residue (Ile 354) in PPAR-a, much bulkier than
phenylalanine in PPAR-g (Phe 363), reduces the available space, and the large benzophenone
moiety of farglitazar is therefore simply too voluminous for a perfect fit.

The X-ray structure of edaglitazone became another source of inspiration. A closer look at the
picture, presented in Figure 26.11, clearly illustrates how well the benzothiophene linker fills
the central cavity in the PPAR-g ligand-binding domain. And since this part of the binding site is

Figure 26.9 Tesaglitazar bound to human PPAR-a.

Figure 26.10 Comparison of farglitazar and tesaglitazar bound to human PPAR-g.
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quite similar with respect to size, shape and polarity in both receptors, we were tempted to
incorporate this building block into novel putative co-agonists. Fully in line with this optimistic
prediction, this simple idea turned out to be very rewarding.

Only 2 weeks after the start of the experimental chemistry, we registered RO0717122, ale-
glitazar in its racemic form, in our internal Roche database; without realising of course, what an
interesting molecule we had in our hands. Capitalising on an advanced building block available
from process research (later banned due to the extreme toxicity of an unavoidable side product
(bis(bromomethyl)-derivative) formed during its manufacture)—we prepared our first PPAR-a/g
ligand in just two steps (Figure 26.12).

When we submitted our first handful of putative ligands for screening to Markus Meyer, the
project leader in biology, who had joined Roche Basel from Boehringer-Mannheim, we got really
excited when the results came back. Three molecules had been tested, and all three turned out
to be potent PPAR-g ligands exceeding edaglitazone with respect to potency! Enthusiastically, we

Figure 26.11 X-ray structure of edaglitazone bound to human PPAR-g ligand-binding domain and its
in vitro binding activity.
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focused all our efforts on the new PPAR project and started systematically exploring the
structure–activity relationship (SAR). We also got functional data back—confirming that our
molecules were indeed full agonists. Shortly thereafter, Markus established the PPAR-a assays;
and again the results met our boldest expectations: the majority of our molecules exhibited
exactly the profile we had envisaged—they turned out to be full agonists at both receptors, and
many showed a balanced, almost equipotent activity at both PPAR-a and -g. The PPAR-d data, on
the other hand, became available much later, because this receptor subtype had first to be
cloned, and at that point in time, this off-target profiling was not our top priority. The limited
data generated later illustrated that many of our ligands were ‘‘pan-binders’’; however, they had
very little affinity for PPAR-d and exhibited only weak transactivation activity, if any.

Since at this point in time our project was still in the exploratory stage (later, the resources in
chemistry were gradually increased to four fully equipped laboratories, each staffed with one
PhD chemist and two technicians), we varied only some obvious parameters in a first round
of optimisation. We studied the influence of size, shape and nature of the alkoxy side-chain,
we replaced the benzothiophene building block with naphthalene, and we also varied the
phenyloxazole moiety.

26.5 STRIVING FOR OPTIMISATION

Table 26.2 summarises our first SAR study. Two trends seem obvious: the PPAR-g affinity in-
creased with size and lipophilicity of the side-chain. For example, with n-hexyl, we were already
down to 2 nM affinity in the racemic series. For PPAR-a, the opposite was true; methoxy and
ethoxy analogues were the most potent ligands for this particular subtype. Fully in line with
predictions from modelling, bulkier side-chains did not fit perfectly into the smaller sub-pocket
of this receptor. The transactivation data, although always to be interpreted with a pinch of salt,
as data obtained with living cells are intrinsically less robust and reliable, followed a similar
pattern. Furthermore, all ligands with a short side-chain tended to exhibit slightly greater ag-
onistic potency. As a note of caution, it should be emphasised that even the figures for binding
affinity, although they had been generated with utmost care, are not carved in stone. Radio-
tracers used for the competition experiment were intrinsically unstable and decomposed over
time, which led to a ‘‘time-dependency’’ of the data. More importantly, in the beginning we had

Table 26.2 First SAR generated with respect to binding (IC50) and transactivation (EC50) of racemic
a-alkoxypropionic acids.

Structure RO-Number R
IC50a
(mM)

IC50g
(mM)

EC50a (mM)
(% Effect)

EC50g (mM)
(% Effect)

N

O

S

O
O

O
O

R

RO0717122-000 CH3 0.072 0.046 0.103 (168) 0.059 (131)
RO0717241-000 CH3CH2 0.022 0.007 0.027 (164) 0.018 (100)
RO0722324-000 CH3CH2CH2 0.175 0.004 0.075 (123) 0.012 (64)
RO0727465-000 CH2CH(CH3)2 0.239 0.003 0.048 (181) 0.004 (63)
RO0727678-000 n-Hexyl 0.120 0.002 0.249 (115) 0.004 (85)
RO0727682-000 n-Butyl 0.214 0.003 0.032 (142) 0.008 (60)
RO4418746-000 i-Propyl n. d. 0.004 0.120 (83) 0.010 (49)
RO4499092-000 CH2CH2CH-

(CH3)2

0.243 0.008 0.969 (76) 0.128 (82)

N

O

O

O

O

O
R RO0724715-000 CH3 0.061 0.113 0.131 (159) 0.123 (98)

RO0722898-000 CH3CH2 n. d. 0.030 n. d. n. d.
RO0726037-000 CH3CH2CH2 0.069 0.007 0.087 (56) 0.016 (81)
RO0728373-000 n-Butyl 0.139 0.007 0.061 (171) 0.067 (95)
RO4512437-000 CH2CH(CH3)2 n. d. 0.042 0.346 (61) 0.038 (92)
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used labelled farglitazar to determine PPAR-a binding IC50s which due to its modest affinity was
not particularly well suited as radiotracer for the competition experiment.

In a next round of optimisation, we began to vary, more or less systematically, the substitution
pattern of the phenyl-oxazole moiety. The corresponding building blocks were synthesised
(see Figure 26.13) based on the then current literature, capitalising on a reaction step whose
precise mechanism still remains elusive. The mechanistic explanation proposed by Goto et al.10

is not fully convincing, but the procedure was nonetheless reliable and offered ample scope for
the preparation of a plethora of different 2-(2-aryl-5-methyl-oxazol-4-yl)-ethanol building blocks.

In the meantime, we had also developed a new synthetic access to our lead series, based on an
Aldol approach that allowed more flexibility, gave significantly better yields, and avoided the use of
hazardous intermediates (Figure 26.14). The appropriated phenyloxazole building block was
condensed with readily available 4-hydroxy-benzo[b]thiophene-7-carbaldehyde under Mitsunobu
conditions, followed by LDA-mediated coupling with the respective a-alkoxy-acetic acid ester.
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The synthesis end game comprised of ionic deoxygenation of the syn/anti mixture, typically with
triethylsilane and trifluoroacetic acid, and subsequent hydrolysis with aqueous base.

As can be seen at first glance in Table 26.3, additional substituents contributed little to the
affinity towards the PPARs. In the benzothiophene as well as in the naphthalene series that we
prepared for the sake of comparison, the ‘‘naked’’ phenyloxazole seemed close to a local opti-
mum. Thus, phenyloxazole was the building block of choice with respect to ligand efficiency as
well as lipophilic efficiency (LiPE).11 Ortho substituents, particularly large ones, actually seemed
to be detrimental (probably because they forced the phenyl ring out of the oxazole plane).

In general, the benzothiophene analogues exhibited a slightly more favourable profile. The
absolute potency was in general better, and the physicochemical properties, including lipo-
philicity (logD) and solubility, were definitely more drug-like.

In Table 26.4, we present some analogues within the a-ethoxy series. A similar pattern
emerged: decorating the phenyloxazole moiety did not generate better compounds. The mo-
lecular size increased without creating any added value. Again, as a rule of thumb, we concluded
that ortho substituents larger than fluorine were to be avoided, and that most of the compounds
were already clearly g-biased, hence not optimally balanced.

Encouraged by these exciting results, it soon became clear that we should synthesise our
ligands in optically pure form sooner, rather than later. Based on available X-ray data, and
also from the absolute configuration of competitor compounds, e.g. the AstraZeneca ligand
AZ242¼ tesaglitazar¼Galidas, it was easy to predict which enantiomer had to be prepared

Table 26.3a SAR around the phenyloxazole part—benzothiophene series.

Structure RO-Number R
IC50a
(mM)

IC50g
(mM)

EC50a (mM)
(% Effect)

EC50g (mM)
(% Effect)

N

O
R

S

O

O

O

O H
CH3

RO0717122-000 0.072 0.046 0.103 (168) 0.059 (131)

RO4399985-000
Cl

Cl

n. d. 0.021 0.058 (243) 0.052 (90)

RO4403338-000
F

F

n. d. 0.056 0.190 (193) 0.171 (79)

RO4507960-000 n. d. 4.950 n. d. n. d.

RO4507977-000 n. d. 0.729 0.260 (118) 0.348 (101)

RO4508834-000

F

n. d. 0.384 0.316 (189) 0.274 (85)

RO4509580-000
O

0.294 0.916 0.435 (101) 1.615 (64)

RO4510847-000
O

n. d. 6.470 n. d. n. d.
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(the development of Galida was stopped in spring 2006, after four Phase III studies had been
completed, based on an unfavourable risk/benefit ratio [concerns about elevations in serum
creatinine and an associated decrease in glomerular filtration rate]). All biological activity
should reside in the (S)-enantiomer (Figure 26.15).

Whereas AstraZeneca had initially relied on a classical separation of diastereomeric amides12

we opted directly for an enantioselective synthesis. Evans’ boron-enolate methodology appeared
particularly appealing to us,13 and we could indeed prepare RO0728804-000 by this technology
with a decent yield and very high enantiomeric excess (Figure 26.16). The enol-borinate, pre-
pared in situ by treatment with dibutylboron triflate and triethylamine, added to the advanced
aldehyde intermediate as predicted with good stereocontrol; traces of other diastereomers
formed could easily be removed by chromatography or converged to the very same product upon
ionic reduction of the second chiral centre, again by treatment with triethylsilane/trifluoroacetic
acid. Routine crystallisation delivered the anticipated product with 99% enantiomeric excess.
Aleglitazar, our clinical candidate, was thus registered in March 2001, 8 months after launching
the project. This Aldol route also proved suitable for scale-up, and the first batches for toxicity
studies (B50 g) were prepared in our lab, following the very same synthetic scheme. Needless to
say, countless other PPAR ligands, including tesaglitazar for direct comparison, were syn-
thesised, capitalising on this very reliable and robust method.

Table 26.3b SAR around the phenyloxazole part—naphthalene series.

Structure RO-Number R
IC50a
(mM)

IC50g
(mM)

EC50a (mM)
(% Effect)

EC50g (mM)
(% Effect)

N

O
R

O

O

O

O H
CH3

RO0724715-000 0.061 0.113 0.131 (159) 0.123 (98)

RO4387190-000 O 0.211 0.083 0.286 (126) 0.788 (66)

RO4387620-000
O

F
0.052 2.750 0.261 (78) 1.502 (42)

RO4499561-000 0.432 0.802 0.123 (114) 0.716 (78)

RO4499564-000
F

n. d. 0.400 0.225 (134) 0.489 (58)

RO4503694-000 n. d. 10.000 n. d. n. d.

RO4509577-000
O

n. d. 3.000 n. d. n. d.

RO4510850-000
F

F

n. d. 1.810 0.485 (135) 0.881 (59)

RO4512653-000 O n. d. 5.950 n. d. n. d.
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Table 26.4 SAR in the a-ethoxy series.

Structure RO-Number R
IC50a
(mM)

IC50g
(mM)

EC50a (mM)
(% Effect)

EC50g (mM)
(% Effect)

N

O
R

S

O

O

O

O H

RO0717241-000 0.022 0.007 0.027 (164) 0.018 (100)

RO4403857-000 F
F

F
n. d. 0.778 0.017 (119) 0.706 (92)

RO4431482-000

F

F

n. d. 0.024 0.259 (119) 0.044 (82)

RO4431934-000 0.007 0.002 0.048 (86) 0.006 (45)

RO4432900-000 n. d. 0.002 0.008 (70) 0.004 (43)

RO4432904-000

O

O

n. d. 0.003 0.017 (122) 0.004 (38)

RO4507982-000 n. d. 0.182 0.209 (215) 0.124 (100)

RO4508836-000
F

n. d. 0.076 0.203 (129) 0.070 (102)

RO4510654-000
O

n. d. 0.264 0.102 (54) 0.171 (43)

RO4510660-000

F

F

n. d. 0.128 0.008 (38) 0.091 (100)

RO4510849-000 O n. d. 3.110 n. d. n. d.

RO4516298-000 n. d. 5.420 n. d. n. d.

RO4543343-000 n. d. 0.004 0.187 (138) 0.008 (26)
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Figure 26.15 Structure of tesaglitazar and aleglitazar.
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Table 26.5 provides some SAR data within the (S)-methoxy series, varying only the phenyl-
oxazole moiety. The same pattern as before emerged: there was little to gain, but also little to
lose, by incorporating other aryl-oxazoles; not-too-bulky lipophilic residues in the para-position
slightly boosted potency but at the expense of increased molecular volume; or to phrase it
positively: the receptors were rather tolerant within this part of the binding pocket. Electron-
withdrawing as well as electron-donating substituents were found to be acceptable. Needless to
say, naphthalene analogues behaved similarly but didn’t offer any clear advantage.

Table 26.6 provides an update of the impact of the a-alkoxy chain length. Again, fully in line
with the structural analysis of the respective receptor subpocket alluded to above, increasing the
chain length brought the activity at PPAR-g down to 1 nM, but, unfortunately, the affinity to the
a-receptor was simultaneously eroded. Only the somewhat smaller 1-butenyl residue was fairly
well accommodated.

26.6 IN-DEPTH PROFILING

What we call nowadays a multi-dimensional optimisation (MDO) tool, for fast profiling of new
compounds, was not yet established as a routine process. However, due to promising properties,
a few typical representatives were soon submitted for in vitro metabolic clearance studies; and to
our delight, they turned out to be extraordinarily stable. Table 26.7 shows one of the first data
sets we had generated with some racemic derivatives. We note in passing that a few farglitazar
analogues were profiled as well. It is beyond the scope of this case study to discuss their
properties in detail but suffice to say that they turned out to be—as expected—much less bal-
anced with respect to receptor affinity and to suffer from lacklustre physicochemical properties.
In addition, these hybrid molecules didn’t match the extreme potency of farglitazar at the
g receptor which, in our hands, exhibited an IC50 value of 1 nM. Farglitazar was, at that point in
time, supposed to be the most advanced and most serious competitor molecule. However, its
profile was definitely not well balanced, binding at least two orders of magnitude weaker to the
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a receptor, and most physicochemical properties far from optimal—the molecule was much too
lipophilic and, consequently, almost insoluble. The announcement at the end of 2001 that
development was stopped after having reached Phase III studies didn’t really come as a big
surprise to us! (Alternative indications were later explored, e.g., hepatic fibrosis.14)

Studies in hepatocytes, where phase II metabolic processes also operate, corroborated the
excellent metabolic stability of RO0717122-000 across different species (Table 26.8). The max-
imal achievable bioavailability (MAB, calculated assuming that intrinsic clearance is the only
limiting factor) was close to 100%. Soon after, a PK study confirmed that these favourable
in vitro properties also translated in vivo. In rat, low clearance, reasonable half-life, decent oral

Table 26.6 SAR of the a-alkoxy residue; the impact of the chain length.

Structure RO-Number R
IC50a
(mM)

IC50g
(mM)

EC50a (mM)
(% Effect)

EC50g (mM)
(% Effect)

N

O

O

OH

O

O
R

S RO0728804-000 Me 0.038 0.019 0.050 (156) 0.021 (67)
RO0728811-000 Et 0.053 0.021 0.027 (109) 0.021 (63)
RO0732129-000 nPr 0.393 0.002 0.013 (204) 0.004 (25)
RO0731091-000 nBu 0.162 0.001 0.017 (428) 0.063 (85)
RO0732673-000 CF3CH2 0.060 0.003 0.555 (179) 0.151 (119)
RO4389983-000 CH2CH2CHCH2 0.021 0.002 0.027 (108) 0.032 (79)

Table 26.5 SAR of the phenyloxazole part in the (S)-methoxy series.

Structure RO-Number R
IC50a
(mM)

IC50g
(mM)

EC50a (mM)
(% Effect)

EC50g (mM)
(% Effect)

N

OR

O

OH

O

O

S
RO0728804-000 0.038 0.019 0.050 (156) 0.021 (67)

RO4368972-000 F
F

F
0.053 0.023 0.002 (109) 0.053 (132)

RO4391770-000 n. d. 0.008 0.043 (?) 0.011 (61)

RO4399407-000 0.045 0.002 0.020 (151) 0.010 (53)

RO4399408-000

O

O

0.048 0.003 0.061 (196) 0.023 (44)

RO4431929-000 O 0.047 0.027 n. d. n. d.

RO0732244-000
S

0.228 0.033 0.205 (404) 0.165 (89)

O

N

R

O

OH

O

O

RO0729412-000 0.034 0.073 0.061 (164) 0.003 (37)

RO4402361-000 0.010 0.027 0.047 (128) 0.054 (56)

RO4389640-000 0.364 0.019 0.407 (130) 0.107 (79)
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bioavailability and little inter-animal variability were observed in the first and all following
experiments (Figure 26.17). CYP interaction was only later studied with the pure enantiomer.
There was a liability with respect to the isoform CYP-2C9, but taking into account the high
potency and, hence, low doses later applied, this was really not a serious issue (Figure 26.18).

Encouraged by all these favourable findings, representative analogues were soon submitted
for the first in vivo pharmacodynamic studies. Some were performed in house; others were
outsourced to the group of Prof. Auwerx in Strasbourg. As a screening model, we chose the well-
established db/db mouse; this leptin deficient diabetic mutant mouse exhibits elevation of
plasma insulin, hyperglycemia and obesity. As anticipated, RO0728804-000 did produce, after
treatment during 4 days, a robust lowering of glucose and triglyceride levels, the typical profile
of a decent insulin sensitiser. Figure 26.19 provides some screening data in the benzothiophene
(red) and naphthalene (blue) series, in direct comparison with rosiglitazone (RO0641588-000).
Aleglitazar is definitely not the most potent compound tested in this model, but this is not at all
surprising. Most of the effects are PPAR-g driven, and as we have seen above, RO0732129-000 is
clearly more active at this receptor subtype. Please note that some derivatives (RO0727678-000,
RO0726037-000 and RO0728373-000) were submitted as racemates.

Sustained and strong glucose lowering was definitely an indispensable prerequisite but cer-
tainly not sufficient to qualify a PPAR co-agonist as a clinical candidate suitable for

Table 26.8 Metabolic stability of racemic aleglitazar in rat and human hepatocytes.

Rat hepatocytes Human hepatocytes

RoNo: Structure
Clint
(ml/min/mio cells)

MAB
(%)

Clint
(ml/min/mio cells)

MAB
(%)

RO-71-7122/000

S

O
O

O
O

N

O

2.2 (low) 86% 0.2 (low) 97%
1.6 (low) 89% 0.1 (low) 98%

Table 26.7 Metabolic stability in rat and human microsomes for selected racemic PPAR co-agonists.

Rat Human

RoNo: Structure

Clint
(ml/min/mg
prot.)

max
ach.bioav.

Clint
(ml/min/mg
prot.)

max
ach.bioav.

RO-71-8825/000

S

O
N

O
O

N
O O

21 (medium) 58% 12 (medium) 58%
38 (medium) 44% 15 (medium) 51%

RO-71-7122/000

S

O
O

O
O

N

O

12 (low) 71% 12 (medium) 58%
14 (low) 68% 4 (low) 78%

RO-72-4715/000

O

O O

ONO 11 (low) 73% 6 (low) 72%
9 (low) 77% 0 (low) 99%

RO-72-5858/000 O
N

O
O

N
O O

53 (medium) 36% 4 (low) 80%
56 (medium) 35% 12 (medium) 57%
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development. Favourable effects on the lipid profile, that is, significant lowering of triglycerides
and a concomitant increase of HDL, if possible, accompanied by a decrease in LDL, were also a
must. Aleglitazar combined both effects in a single molecule. Figure 26.20 demonstrates the
robust effect in an Oral Glucose Tolerance Test (OGTT) in db/db mice, in comparison with the
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Figure 26.17 PK of racemic aleglitazar in male Wistar rat at 3 mg/kg i.v. and 10 mg/kg p.o.

CYP n1
[μM]

n2
[μM]

Mean
[μM]

3A4 23.24 15.75 19.49

2C9 4.52 3.51 4.02

1A2 >50 >50 >50

2D6 >50 >50 >50

2C19 10.35 14.12 12.24

Figure 26.18 Interaction of aleglitazar with cytochrome P450 isoforms (measured in duplicates).
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glucose insulin TG glucose insulin TG

vehicle 0 0 0 vehicle 0 0 0

RO0641588-000 = 
Rosiglitazone

-6.81 27.67 -10.08 RO0727678-000 -25.05 -24.51 -36.55
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pure g agonist rosiglitazone (RSG) at a dose of 3 mg/kg/day, and the associated non-fasted
glucose levels. Aleglitazar clearly outperformed the reference compound. Figure 26.21 shows
data for glucose lowering and HbA1c (glycosylated haemoglobin, a biomarker for the average
glucose concentration of the last couple of weeks) in fa/fa Zucker (ZDF) rats. This time, ale-
glitazar was compared with farglitazar at a dose of 10 mg/kg/day, and although the latter was
found to be ten times more potent at the receptor in vitro, this didn’t translate into better ef-
ficacy in vivo. Aleglitazar seems to have reached already a plateau at 0.3 mg/kg/day.

One, but perhaps not the only explanation, is certainly the excellent PK behaviour of
RO0728804. The results of a third diabetes model are summarised in Figure 26.22: again,
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Figure 26.20 Effect of aleglitazar (RO0728804) and rosiglitazone (RSG) on glucose tolerance (reproduced
from ref. 15 with the permission of Elsevier Limited).
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aleglitazar clearly exceeded the other PPAR agonists in a clamp study (left side), which trans-
lated into a much-improved relative HOMA-IR index (Homeostasis Model of Assessment – In-
sulin Resistance, calculated from fasting glucose and fasting insulin) (right side). The numbers
below the respective doses refer to the plasma levels and corroborate again the favourable
pharmacokinetics of RO0728804. Switching now to lipid models, the picture looked slightly less
exciting. In our in vivo rodent models (fa/fa Zucker rat and high-fat fed Sprague Dawley (HFF-SD)
rat), aleglitazar behaved as anticipated and exhibited a clear effect on triglycerides, definitely
not inferior to our seemingly most advanced competitor, farglitazar (GW2570), which was ad-
ministered as positive control. Figure 26.23 illustrates this finding with a nicely dose-dependent
pharmacodynamic effect. (At this point in time, we had not generated any murine receptor data.
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Figure 26.22 Efficacy of aleglitazar (RO72), rosiglitazone (RSG) and farglitazar (GW2570) on insulin
sensitisation (reproduced from ref. 15 with the permission of Elsevier Limited; see text for
explanation.
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As realised much later, aleglitazar and its structural neighbours show a distinct species dif-
ference towards PPAR-a—they are much more potent at the human receptor than at the mouse
or rat receptor, typically a factor of 50 (see Figure 26.36). Therefore, it is not surprising that we
discovered later agonists from other subclasses that performed much better in these murine
models. Fortunately enough, and thanks to our ignorance, this didn’t hamper or delay the de-
velopment of aleglitazar.) Aleglitazar at 3 mg/kg was at least equipotent to farglitazar (green bar)
at 10 mg/kg, irrespective of the model used (fa/fa Zucker or HFF-SD rat). The same holds true for
the effect on HDL and LDL in human ApoAI-transgenic mice: aleglitazar showed the anticipated
behaviour. The results, compiled in Figure 26.24, illustrate the effect in comparison with feno-
fibrate, a poor but selective PPAR-a agonist, and again with farglitazar, respectively, whose
relative effect compared with placebo was, in our hands, found to be zero! Fenofibrate, on the
other hand, showed a much stronger HDL increase, albeit at a 100–1000 times higher dose.

The FPLC trace (Fast Protein Liquid Chromatography) on the right hand side illustrates that
not only the area under the curve increases under the treatment with PPAR-a agonists (or a/g co-
agonists), but that the peaks are slightly ‘‘left-shifted’’ towards larger particles.

With really promising data in hand and encouraged by our management, eager to come up
with a clinical candidate as soon as possible, we progressed quickly. For the initial toxicology
studies we prepared the first 50 g batch in our own medicinal chemistry laboratory, relying
on the boron enolate chemistry shown above. The physicochemical properties were definitely
in a drug-like range. Polymorph A—the most stable one out of three identified so far—is
transformed into polymorph B upon heating beyond 80 1C; the latter melts at 153 1C. Log D
(1-octanol/buffer; pH¼ 7.4) was found to be 1.18, and the acid pKa found to be 3.36. Solubility
was of course, as expected for a carboxylic acid, strongly pH-dependent: 0.015 mg/mL in a
phosphate buffer of pH 7—still acceptable taking into account the low anticipated daily dose of
0.15 mg per patient—but already 8.0 mg/mL at pH 9 and 32 mg/mL at pH 11.

Permeability was high in the parallel artificial membrane permeability assay (PAMPA)
(2.21�10�6 cm/s), as well as in the Caco-2 model (34�10�6 cm/s). Ames, Micronucleus
Test (MNT) and chromosomal aberration tests turned out to be negative, as were the human

Figure 26.24 Effect of aleglitazar, farglitazar (GW2570) and fenofibrate (FF) on HDL in human ApoAI-
transgenic mice; mkd¼mg/kg/day (reproduced from ref. 15 with the permission of Elsevier
Limited).
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ether-a-go-go related gene (hERG) and the phototox assays: again, very positive results without
liabilities. Metabolic studies revealed quite a complex pattern, but to rely on several routes of
elimination is not intrinsically negative. Several oxidative metabolites were formed in different
species in microsomal incubations, with M1 (methyl-oxazole oxidised to hydroxymethyl-oxazole,
see Figure 26.25) being the major metabolite in most cases.16 In hepatocytes, phase II metab-
olites (glucuronides, sulphates) were also observed. The acid metabolite M6 appeared to be
more readily formed in human in vitro systems than in animals. Consistent with this finding,
the latter was identified as the main metabolite in man after multiple dosing in a clinical Phase
I study, present at approximately 100% of the parent. Both could be prepared either by bio-
transformation or Evans’ established Aldol methodology (Figure 26.26). Whereas M6, a diacid,
was found to be inactive in both binding and transactivation assays, the alcohol M1 (monoacid)
exhibited a very weak but significant affinity; the IC50s were determined to be 5.0 mM (PPAR-g)
and 1.6 mM (PPAR-a). Thus, they were not thought to contribute significantly to the pharma-
cological effects seen during treatment with aleglitazar.
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The excellent properties translated directly into very favourable pharmacokinetic behaviour.
As already seen above for the racemate, homochiral aleglitazar exhibited an almost ideal PK
profile. As can be gleaned from Figure 26.27, all parameters measured in rat, dog and monkey
were within a very promising range: low clearance, low volume of distribution, high bioavail-
ability and a reasonable half-life.

As required by regulatory agencies, toxicological studies by necessity should be performed at
doses that exceed the expected exposure levels in humans (see below) and show signs of toxicity.
Toxicological studies in rats and monkeys showed a profile similar to that of other PPAR-a and
PPAR-g agonists. The main target organs for toxicity were red blood cells (RBC), liver, heart,
kidney, ovaries, testes, bone marrow and adipose tissue. Overall, the severity of observed effects
followed a shallow dose–response curve and, fortunately, all findings turned out to be fully
reversible after cessation of treatment. Single doses are almost ‘‘non-toxic’’, a typical phe-
nomenon for PPAR ligands. The maximum tolerated dose after single-dose administration in
the monkey was considered to be 100 mg/kg. The corresponding Cmax and area under the curve
(AUC) values were found to be stunningly high: 111 000 ng/mL and 1 070 000 ng �h/mL, re-
spectively, in males, and 89 500 ng/mL and 875 000 ng �h/mL, respectively, in females. A slightly
increased body weight gain was seen in rats at doses Z 0.03 mg/kg/day, but not in monkeys.
This effect in rats was considered to be due to increased adipogenesis, a known effect of PPAR-g
agonists, also found as a typical side effect in man under treatment with rosiglitazone or
pioglitazone.

Cl 3.1 ml/min/kg
Vss 1.3 l/kg
t1/2 6 h
tmax 3.8 h
cmax 958 ng/ml
AUC 10400 ng/ml.h
F ~60-70%
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Figure 26.27 Pharmacokinetic studies of aleglitazar in rat, monkey and dog.
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Our X-ray experts managed to solve no fewer than 26 PPAR crystal structures in-house, with a
diverse set of ligands, among them the two shown below representing, on the one hand, ale-
glitazar bound to PPAR-g and the receptor co-activator fragment SRC-1 HD1 (Figure 26.28), and
on the other the complex with PPAR-a (Figure 26.29). The pictures nicely illustrate the crucial
hydrogen bonds the carboxylate forms to 2 histidines, 1 tyrosine and 1 serine in the former case,
and to 1 histidine, 2 tyrosines and 1 serine in the latter, respectively. Furthermore, they show
the smooth space-filling fit of the very same molecule into both cavities, although the
OCH2CH2-spacer has to adopt a slightly different conformation. The following overlay
(Figure 26.30) again highlights the subtle differences within the binding cavity of the two re-
ceptor isoforms.

Retrospectively, modelling can even rationalise some peculiar SAR observations. As alluded to
above, the PPAR-a pocket hosting the alkoxy side-chain is narrower than its counterpart
in PPAR-g, thus tolerating only relatively ‘‘slim’’ residues. Therefore, it is not surprising that
1-butenoxy accommodates quite well and gives rise to a potent and rather balanced co-agonist,
albeit still slightly biased towards g, whereas the bulkier n-butyloxy fits worse and leads to
significant erosion of the a affinity, although it exhibits outstanding affinity to the g receptor
(Figure 26.31, see also Table 26.6).

Figure 26.28 X-ray structure of aleglitazar bound to hPPAR-g ligand-binding domain and the receptor
coactivator fragment SRC-1 HD1 (reproduced from ref. 15 with the permission of Elsevier
Limited.

Figure 26.29 X-ray structure of aleglitazar bound to hPPAR-a ligand-binding domain (reproduced from
ref. 15 with the permission of Elsevier Limited).

658 Chapter 26



Figure 26.30 Overlay of aleglitazar bound to hPPAR-a and hPPAR-g.

Figure 26.31 Modelling based rationale for different affinity pattern of 1-butenyloxy- and n-butyloxy-
analogue.
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The whole PPAR team worked in quite a tough environment. On one hand, we were engaged
in a race with a great number of competitors, seemingly significantly ahead of us. On the other,
we were pushed by our management to come up with an in-depth, profiled clinical candidate as
soon as possible. Nevertheless, we also pursued other avenues generally followed in a small-
molecule medicinal chemistry programme and tried to identify decent PPAR ligands from
completely different structural classes. High throughput screening of the Roche compound li-
brary didn’t reveal any useful starting points; a few hits, like RO0925821-000, turned out to be
covalent binders, an experience GSK17 as well as Merck18 had already faced with L-764406 and
GW9662, respectively (Figure 26.32). In all three cases, the strongly nucleophilic SH group of a
cysteine attacks a reactive chloride, forming an irreversible covalent bond.

Other endeavours turned out to be more rewarding. Figure 26.33 illustrates, by means of a
generic structure, all the systematic variations we had tried, once the synthetic resources had
been significantly increased; and it provides some rough rules of thumb in form of a general
SAR. By systematic variation, many potent PPAR ligands with quite promising properties were
identified. It goes without saying that not all permutations could be tried (a recurrent challenge
for medicinal chemists) and that the different parts of the molecule cannot be varied in-
dependently of each other; a consequence of the old wisdom that the properties of the ensemble
do not simply represent the sum of the individual components.

Whereas a full discussion of the SAR is clearly beyond the scope of this case study, suffice it to
say that one representative, RO4543941-000, was long considered as a putative back-up com-
pound since it produced greater effects than aleglitazar in murine lipid models19 (see below,
however, for an explanation of this relative weakness of aleglitazar). RO4552952-000, on the
other hand, cleverly designed in the hope of capitalising on the structurally more differentiated
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modelling-inspired scaffold, finally made it as a clinical candidate, internally called PPAR(2)
(Figure 26.34).20 However, due to unexpected mortality and severe toxicity in a 4-week dose
range-finding study in CD1 mice, development of this compound was stopped before entry into
humans, as these findings were not known to be PPAR class effects, and no plausible hypothesis
for the mechanism of toxicity could be identified.

26.7 CLINICAL DEVELOPMENT

After successfully passing two milestones, internally referred to as RDC1 (8 November 2001,
Clinical Candidate Selection Endorsement) and RDC2 (16 January 2003, Entry into Human),
development progressed smoothly. Efficacy studies in pre-diabetic Rhesus monkeys, performed
in Barbara Hansen’s laboratory, provided very convincing data that turned out to be a key
turning point in the project. Even after administering tiny doses of 0.03 mg/kg/day, all gly-
caemic parameters improved dramatically: fasting insulin went down by 58%, fasting plasma
glucose was reduced by 15%, and the insulin resistance index improved by 60% (Figure 26.35).
The same holds true with respect to the antilipidaemic effects mediated predominantly by the a
receptor: triglycerides tumbled by 89%, LDL decreased by 41% and ApoB by 57%, whereas HDL
levels more than doubled.21 Good potency at human PPAR-a translated into the desired effect in
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Figure 26.34 Former PPAR co-agonist back-up compounds.

Figure 26.35 Pharmacodynamic effect of aleglitazar in rhesus monkeys.
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primates, and the relative activities at the two targets, as we had hoped for with our concept of a
balanced co-agonist, were in a close-to-optimal ratio. Last but not least, we were very pleased to
see that no animal developed oedema—a typical side effect reported for many PPAR-g agonists.
A trend towards lowering blood pressure was also noticed—another beneficial finding.

In the meantime, our molecular biologists had cloned the mouse and rat receptors. This
helped to solve an old enigma and to reconcile seemingly contradictory results in different
animal species. Aleglitazar, and all the other co-agonists with a central bicyclic spacer (ben-
zothiophene, naphthalene) studied, exhibit a peculiarity: they are roughly 50 times weaker
at the murine PPAR-a than at the human one (Figure 26.36). Please note that the absolute value
of the EC50 in man differs slightly from the data given in Table 26.5, reflecting the inter-
experimental variation. Taking this modest EC50 of roughly 2.3 mM into account, all the effects
seen with aleglitazar in our different mouse and rat lipid models are still rather impressive and
reflect the excellent bioavailability and pharmacokinetic behaviour. In monkeys, however, like
in man, full a effects are triggered with extremely low doses! Frankly, we had initially planned to
escalate the dose later, but with 30 mg/kg/day, we almost cured the animals of diabetes!

PK data in man generated during the Phase I single ascending dose (SAD) study also turned
out to be very convincing (Figure 26.37). Single doses of up to 30 mg were well tolerated in
healthy male volunteers. No treatment-related clinically significant changes were seen in the
safety/tolerability parameters (including renal markers). The Cmax and AUC inter-subject vari-
ability of RO0728804 was low, ranging from 12% to 40%. Last but not least, plasma levels were
proportional to the applied doses over 3.5 orders of magnitude (0.01–30 mg). Metabolites M1
(RO4408754-000, 8–10% of parent AUC) and M6 (RO4583746-000, 70–120% of parent AUC) were
detected as main metabolites. The former is, as mentioned above, at least 100 times less potent
then aleglitazar itself—the latter is almost devoid of any PPAR-related activity (Figure 26.38). In
other words, Phase I data provided a clear go for Phase II!

Nonetheless, dark clouds soon loomed on the horizon. The attrition rate of PPAR co-agonists
in clinical studies was indeed mind-boggling. One competitor project after another was dis-
continued, which did not bode well for us, although, as a notorious optimist, one could argue
that we now had the chance to become first in class on the market. ‘‘Classical’’ TZDs like isa-
glitazone¼netoglitazone (J&J/Mitsubishi) or KRP297 from Merck/Kyorin (for the respective
structures see Figure 26.39) were never considered as serious threats since they show, not un-
expectedly, a similar clinical profile to rosiglitazone. The official reason for termination of the
latter at the end of 2003 was the identification of a rare form of malignant tumours in mice.
Farglitazar-derived insulin sensitisers like GW409544 were also of less concern; they are not well
a/b-balanced and/or their physicochemical properties are too unfavourable. This holds true for
the first-generation non-TZDs like DRF-2725 (Dr. Reddy’s Laboratories/Novo Nordisk) or DRF-
4158 (Dr. Reddy’s Laboratories/Novartis, structure not disclosed). Finally, Dr Reddy’s Labora-
tories also had to give up on balaglitazone, a much-hyped TZD, purported to be a partial g
agonist, since they couldn’t find a co-development partner after the first Phase III data gener-
ated in 2010.22 Rivoglitazone was pursued by Daiichi Sankyo until recently; in a 26-week study it
showed a clinical profile similar to high doses of pioglitazone.23 Unanimously, we considered
AZ242¼ tesaglitazar¼Galidas from AstraZeneca and BMS-298585¼muraglitazar¼Pargluvas

from Bristol-Myers Squibb as the strongest competitors. Tesaglitazar’s development was
dropped after some Phase III studies, judging the risk/benefit ratio not attractive enough to
proceed having seen elevations in serum creatinine and an associated decrease in glomerular
filtration rate (GFR). However, complete reversal of serum creatinine increase was not dem-
onstrated for all patients upon treatment discontinuation. This finding and the greater
than expected exposure in subjects with severely impaired renal function (GFR 10–30 mL/min/
1.73 m2) have been explained by interconversion of the acyl glucuronide that inhibits its own
elimination (via saturable renal excretion) further increasing its plasma levels.24,25 As a result,
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Figure 26.36 In vitro species difference of aleglitazar towards PPAR-a.

663
Aleglitazar:

A
C

ase
Study



the acyl glucoronide is excreted into bile and undergoes hydrolysis to tesaglitazar by b-glucur-
onidase in the gut.24 Tesaglitazar is then reabsorbed perpetuating parent drug circulation and
thus sustaining the rise in serum creatinine. Muraglitazar was abandoned in May 2006 when the
FDA had asked for additional, costly and time-consuming clinical outcome studies with respect to
cardiovascular safety following an independent analysis of the muraglitazar data revealed oc-
currence of death, myocardial infarction, or stroke in 1.47% of patients treated with muraglitazar
with a combined relative risk of 2.23, significantly (p¼ 0.03) higher than in patients administered
pioglitazone or placebo.26 However, these failures are not isolated; naveglitazar, licensed from
Ligand, was discontinued in Phase II by Lilly in the same year—2006. AZD-6610, supposed to be a
PPAR-a agonist/PPAR-g partial agonist, whose structure was only recently released, was also
dropped in 2007. AVE-0847, another dual insulin sensitiser in development by Genfit and Sanofi-
Aventis was given up in spring 2008, officially due to prioritisation of the product portfolio. To
conclude this (not comprehensive) sad and rather long list, LBM-642 (cevoglitazar) was dis-
continued by Novartis in 2007. Consequently, not too many PPAR ligands remain under active
development. According to information from the company, Genfit-505, a selective PPAR modu-
lator with preferential action on the PPAR-a receptor family, is still actively pursued; in 2012,
Phase II clinical trials were initiated for the treatment of non-alcoholic steatohepatitis.

Another compound, designed and synthesised by Pfizer in the mid-90s, also caught our at-
tention early on (Figure 26.40). It shows not only an intriguing structural similarity to alegli-
tazar, comprising a bicyclic heteroaromatic core (albeit the relative orientation of the two exit
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vectors looks different), its in vitro receptor profile is also not too far away from our molecule.
We prepared RO0732012-000 from scratch27 and corroborated its dual agonism, although
slightly biased towards g. According to grapevine information it was stopped—either before or
during clinical studies—due to unspecified toxic effects. It could well be that this molecule was
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simply discovered too early, when nobody had experience with the toxicity pattern of PPAR co-
agonists, which deterred pharmaceutical companies from developing such compounds. But it
also cannot be excluded that RO0732012 is flawed with severe off-target toxicity or suffers from
other unacceptable properties like the formation of reactive metabolites. As far as we are aware,
only a few PPAR agonists remain in clinical development, amongst them the above-mentioned
compound from Genfit purported to be a PPAR modulator.

Early development of aleglitazar progressed fast and smoothly. Based on the very favourable
outcome of Phase I SAD and multiple ascending dose (MAD), it entered Phase II without delay.
And what really showed promise were the very encouraging data generated in the so-called
SYNCHRONY study, summarised below.

The compilation in Figures 26.41–26.45 presents some highlights of this randomised, dose-
ranging study, which tested the effect of aleglitazar on cardiovascular disease risk factors
(glucose and lipids) in 332 patients with type 2 diabetes.28 For all relevant parameters (HbA1c

alpha-human gamma-human alpha-human gamma-human
Code Structure EC50 (mM) EC50 (mM) EC50 (mM) EC50 (mM)

RO0728804-000 0.05 0.021 0.038 0.019

RO0732012-000 0.069 0.016 0.18 0.002

Transactivation Binding

N

O

O

O

OH
O
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Figure 26.40 In vitro comparison of aleglitazar with an ‘‘old’’ dual agonist comprising a benzofuran
scaffold from Pfizer.
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Figure 26.41 Effect of aleglitazar and Actoss on HbA1c (reproduced from ref. 28 with the permission of
Elsevier Limited).
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[Figure 26.41], fasting plasma glucose [Figure 26.42], triglycerides [Figure 26.43], LDL
[Figure 26.44], HDL [Figure 26.45], and many more [data not shown]), aleglitazar produced a
robust dose-dependent effect. The dose of 0.15 mg was, with respect to all parameters, found to
be at least as efficacious as open label 45 mg of the comparator Actoss (pioglitazone). Con-
cerning the antilipidaemic effects, in particular HDL-C and triglycerides, the efficacy seen with
this very small dose was already reaching the maximal achievable effect (HDL-C roughly þ 25%,
triglycerides � 30%). Efficacy is one key prerequisite, and sufficient safety margins another!
With respect to (mechanism-based) side effects (body weight gain, haemoglobin decrease,
oedema) the outcome again compared favourably with pioglitazone, with the exception of ele-
vations in serum creatinine that were subsequently shown to be reversible in the SESTA-R and
AleNephro studies (see below). Figure 26.46 illustrates the data for body weight gain—the an-
ticipated, dose-dependent modest increase. Figure 26.47 summarises the influence on serum
creatinine, indicating a trend towards a dose-dependent increase of creatinine; however, at
0.15 mg, the levels are still within the range of placebo-treated patients. In the meantime, the
FDA approved Phase III clinical trials for aleglitazar when results of the carcinogenicity study
were considered by FDA/EMA to be acceptable to continue long-term Phase III trials. Thus, in
February 2010, almost 9 years after the first milligrams had been prepared in the laboratory and
after a long, tortuous, tedious journey with many ups and downs, aleglitazar entered into Phase
III when the first patient of the AleCardio study was recruited (see Figure 26.48 for the trial
design). This double-blind, randomised, parallel, two-arm study was to evaluate the potential of
aleglitazar to reduce cardiovascular morbidity and mortality and the long-term safety and tol-
erability profile of aleglitazar compared with placebo on top of standard of care in patients with
recent acute coronary syndrome (ACS) and type 2 diabetes mellitus. Patients had been ran-
domised to receive either aleglitazar or placebo once daily as oral doses. The study was to last
until at least 950 events occur, and time on study treatment would be for at least 2.5 years.29

In September 2012, aleglitazar’s renal safety data were disclosed based on a dedicated Phase
IIb study, AleNephro. This 52-week study met its primary endpoint and showed non-inferiority
for the change in estimated glomerular filtration rate after 52 weeks of double-blind treatment
plus 8 weeks of off-treatment follow-up versus pioglitazone, confirming reversibility of the on-
treatment change in renal serum creatinine and eGFR changes. These findings were similar to
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Figure 26.42 Effect of aleglitazar and Actoss on fasting plasma glucose (reproduced from ref. 28 with the
permission of Elsevier Limited).
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results from fibrate studies such as FIELD and ACCORD-Lipid. In these trials, although fibrate
therapy was associated with non-progressive and reversible increases in serum creatinine and
decreases in eGFR, a reduction in albuminuria was also observed, indicating beneficial effects
on renal function.30,31 The outcome of AleNephro was an important milestone supporting
the development of aleglitazar and boded well for the future development programme. Based
on these findings, aleglitazar was progressed to evaluation in a large clinical development
programme including the 19 000-patient AlePrevent (NCT01715818) cardiovascular outcomes
trial in patients with stable cardiovascular disease and either type 2 diabetes or pre-diabetes, as
well as the AleGlucose (NCT01691755) programme, a set of glycaemic control trials to further
characterise the impact of aleglitazar on glycaemic control in patients with type 2 diabetes.
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Figure 26.43 Effect of aleglitazar and Actoss on triglycerides (reproduced from ref. 28 with the permis-
sion of Elsevier Limited).
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26.8 TECHNICAL PROCESS

Although the Active Pharmaceutical Ingredient (API) demand for aleglitazar, due to its high
potency translating into a very low dose, will remain moderate, even in the case of a successful
launch, a reliable, robust, economic, safe and environmentally friendly manufacturing process is
indispensable. It is beyond the scope of this case study to discuss all the different avenues that
have been explored by the Roche kilo laboratory, process research, and process development
teams, respectively. Suffice it to show here two sample reaction schemes. Figure 26.49 illustrates
the elegant preparation of the benzo[b]thiophen-4-ol key intermediate based on the Pd(0)-
catalysed insertion of carbon monoxide followed by cyclisation and aromatisation. Starting with
thiophene-2-carbaldehyde, it could be obtained in 76% overall yield. Ensuing regioselective for-
mylation (not shown) delivers a bifunctional key building block. Figure 26.50, on the other hand,
summarises the synthetic endgame under good manufacturing practice conditions from the
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Figure 26.45 Effect of aleglitazar and Actoss on HDL-C (reproduced from ref. 28 with the permission of
Elsevier Limited).
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Figure 26.48 Design of the Phase III study AleCardio.
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beginning up to the scale of 6.7 kg of final product for the Phase I and II trials. In this highly
optimised version, methoxy-acetic acid methyl ester was condensed with the very same aldehyde
already used in the synthesis of edaglitazone (see also Figure 26.16). Acidic treatment under rather
harsh conditions stereoselectively yielded the Z-ester, which was saponified to the crystalline acid,
suitable for enantioselective hydrogenation. It occurred at high substrate-to-catalyst ratio of 3000
in the presence of an atropisomeric chiral ruthenium catalyst in a decent selectivity of 97/3; the
enantiomeric excess could be further improved to 99.7/0.3 by crystallisation of the corresponding
phenethylamine salt. Liberation of the free acid eventually generated homochiral aleglitazar. In a
recent modification with the sophisticated Ir-catalyst 661 (Figure 26.51) the enantioselectivity
could be significantly improved to 99.9/0.1, obviating the need for the additional purification step.

26.9 EPILOGUE

We are often confronted with the simple but legitimate question: what is the difference between
aleglitazar and all the other PPAR activators? Why should the former succeed while all the others
have failed? There are probably no simple answers to these daunting questions. A key element is
certainly the high potency, which translates into a very small dose of only 0.15 mg per day per
patient. This definitely reduces the risk of any non-PPAR-related toxicity, although we have so far
not identified any off-target actions for aleglitazar. Another important aspect includes the ex-
cellent physicochemical properties and the almost ideal pharmacokinetic behaviour.

A third element is without doubt the well-balanced nature of aleglitazar, as shown in
Figure 26.52, by direct head-to-head comparison with rosiglitazone and pioglitazone by means of
novel receptor constructs (the absolute EC50 values are therefore not identical to those in Table
26.5). The former activates both receptors to an almost identical extent, at clinically relevant
doses. Rosiglitazone, on the other hand, behaves like a pure g agonist, whereas pioglitazone
exhibits some weak a activity—possibly responsible for the subtle HDL-C increase seen in man.
However, the two curves are significantly shifted away from each other; definitely not an ideal
situation if one would like to capitalise on balanced agonism at both PPAR-a and PPAR-g.

Why did this project—retrospectively analysed—turn out to be successful (at least so far, the
ultimate proof, i.e., launch, is still lacking)? As most often in life, it is not one single reason
which made the difference. Certainly, the chosen target is ‘‘druggable’’. As Roche and a plethora
of competitor companies have convincingly demonstrated, it is quite easy to come up with
potent ligands. In addition, the targets are, to some degree, already validated, inasmuch as
PPAR-a agonists as lipid-modifying agents (the famous fibrates) and PPAR-g agonists as insulin
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sensitisers (rosiglitazone, pioglitazone) belong to the classical armamentarium of the physician;
the combination within one molecule, however, is a new paradigm. Interference with a NHR
is—I firmly believe—in general, a powerful but intrinsically risky therapeutic concept: one re-
ceptor directly modulates at a very high level the downstream expression of possibly hundreds
of genes. And one can safely assume that this will imply significant pharmacological effects
(whether to the patient’s advantage or not, remains to be seen in the clinic).

We tried hard to understand the failure of other coagonists and to design our molecules
based on starting points that are not flawed with nasty or toxic properties. In our particular case,
we had, in addition, to face the problem of speed, since we started the race significantly behind
our competitors. We can also phrase it positively: retrospectively, really good ideas are often very
simple ones. Aleglitazar is a highly potent molecule (daily dose in Phase III only 0.15 mg per day
per patient); nevertheless, it has a modest size (MW¼ 437), hence excellent ligand efficiency,
doesn’t violate any Lipinski rules, and really emphasises the strength of small molecules. I’m
convinced that small molecules have to be really small otherwise they lose their intrinsic ad-
vantage over biologicals. This trait of aleglitazar also translates into outstanding physico-
chemical and pharmacokinetic behaviour. In the past, it often proved to be the case that
medicinal chemists managed to boost the activity at a desired target by attaching a lot of
lipophilic grease; however, the price to pay often turned out to be unacceptably high, since
physicochemical properties deteriorate in parallel, and activities at undesired off-site targets
increase as well leading to molecular promiscuity. Striving for decent lipophilic efficiency

Figure 26.52 In vitro comparison of aleglitazar with rosiglitazone and pioglitazone (reproduced from
ref. 32 with the permission of John Wiley and Sons).

673Aleglitazar: A Case Study



should always be a guiding principle for a medicinal chemist. And last but not least, one has to
successfully capitalise on serendipity and luck!

NOTE ADDED IN PRESS

Following a recent regular safety review of the AleCardio Phase III trial, aleglitazar’s development
program was halted due to lack of efficacy in CV outcomes indicating no CV benefit, but showing PPAR-
related class side effects in the post-ACS population. The data from the AleCardio trial will be further
analysed to fully understand the findings and will be made available in dedicated publications.

HINTS AND TIPS

� Not all SAR permutations could be tried—choices have to be made.
� Different parts of the molecule cannot always be varied independently of each other—the

properties of the ensemble do not simply represent the sum of the individual components.
� Be aware of variability in your primary assays, particularly cell assays—be careful of

making high resolution SAR decisions within the noise of the assay.
� Be aware that species differences in affinity can occur, which may explain unexpected

drop or gain in efficacy in preclinical models. Ideally potency in the required species
should be obtained to rationalize PKPD, rather than assume crossover.

� High potency, leading to low dose, reduces the risk of off-target toxicity, and is a
worthwhile generic design paradigm.

� A druggable and clinically validated target de-risks drug development, although differ-
entiation becomes the new hurdle.

� Simple design concepts, including potency, ligand efficiency and good drug-like prop-
erties, were a guiding paradigm that led to development success relative to other less
efficient and drug-like candidates from other companies.

� Striving for decent lipophilic efficiency should always be a guiding principle for a me-
dicinal chemist.
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CHAPTER 27

Lessons Learned From the Discovery
and Development of Lapatinib/Tykerb
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27.1 INTRODUCTION

To be pioneering in the drug discovery field, one must evolve one’s knowledge base as new findings
emerge and adapt the project strategy along the way. The significance of the genetic drivers of
certain tumour types was realised in the 1980’s, but required years to determine how to modify the
aberrant cellular signalling that caused the unchecked proliferation of tumour cells. The concept of
blocking kinase activity caused by protein over-expression or constitutive activation was hotly de-
bated in the early days of oncogene discoveries. However, now the background, structure and
mechanism of the protein kinase target family, also known as the ‘‘kinome’’, has been reviewed on
multiple occasions.1 For the purposes of this chapter, the multiplicity of kinase targets, the con-
served nature of the ATP binding site and the ability to modulate the selectivity profile of kinase
inhibitors through the utilisation of subtle but key binding site changes across this kinome has
been described over the last 15 to 20 years. When the Wellcome Foundation initiated its interest in
the ERBB2 receptor tyrosine kinase in the 1990’s, none of this information was available and the
project teams involved in the successful progression of the project acquired this knowledge as the
project progressed. The discovery of lapatinib/Tykerb is a testimony to this multidisciplinary team’s
ability to contribute to a new scientific field while creating a targeted medicine.

The ERBB or (HER) family of receptor tyrosine kinases had been identified as a cancer target in
the 1980’s due to the clinical influence of the oncogene on the disease free and overall survival of
breast cancer patients.2 A general scheme for the signalling pathway is shown in Figure 27.1.
Interestingly, whilst the overall protein structure was similar, it became clear that the four members
of the ERBB family display differences in the autophosphorylation docking sites, in substrate
specificity, and in the potency of the kinase activity. By way of example, ERBB3 was found to lack
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kinase activity and ERBB2 had and still has no known ligand, but has the highest transforming
capability.3 These ERBB family receptors are best described as consisting of a cysteine rich extra-
cellular ligand binding domain, a hydrophobic membrane-spanning region and an intracellular
domain containing the kinase function.4 Following a specific extracellular ligand binding event, the
homo- or hetero-dimerisation of ERBB receptors leads to the activation of the intrinsic tyrosine
kinase activity via autophosphorylation, or hetero-dimerisation and transactivation-autopho-
sphorylation of ERBB2. The formation of the ERBB family dimers activate downstream ERK1/2 MAP
kinases and PI3K/AKT kinase survival pathways.4,5 Subsequent rounds of aberrant cellular pro-
liferation are a product of these activated signalling cascades and lead to tumour formation.

27.2 PROJECT SCREENING STRATEGY AND ASSAYS EVOLVED OVER TIME BUT
IN VITRO AND IN VIVO ASSAY ALIGNMENT WAS CONSTANT

The initial interest within the project was focused on inhibiting both EGFR and ERBB2 sig-
nalling with the latter being significantly less characterised. In order to evaluate small

Figure 27.1 Schematic rendition of the ERBB family signalling pathway. Tyrosine kinase receptors are
membrane spanning receptors containing an extracellular cysteine rich ligand binding do-
main, a hydrophobic membrane spanning region and intracellular domain that contains the
kinase function. Peptide ligands bind to the extracellular region and the receptors dimerise.
Subsequent phosphorylation, both of the kinase domain by the ERBB kinase itself (autop-
hosphorylation) and down stream signalling proteins (including a series of kinases), leads to
proliferation and/or survival outcomes for the cell.
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molecules for potency and selectivity, the project team created kinase enzyme assays and cel-
lular assays that would allow the team to evaluate ERBB inhibition specifically as compared to
inhibition of cell proliferation caused by downstream or non-specific interactions.

Initial studies directed at enzyme assay design for EGFR were carried out using receptor/
kinase directly isolated from EGFR over expressing A-431 cell preparations utilising a
radiometric measure of autophosphorylation. In the case of the ERBB2 enzyme assay, the team
was able to clone and express a partial construct of the ERBB2 receptor. Since this construct
contained the intracellular kinase portion of the receptor and had functional activity, the team
was able to specifically target the protein with small molecules by means of a radiometric
substrate phosphorylation assay.

In order to be able to evaluate activity of compounds within cells, two cell line clones were
established so that compounds could be assessed for their specific intracellular mechanistic
inhibition of ERBB2 autophosphorylation as opposed to other downstream inhibition events.
These cell lines were engineered from a human breast cell line and were designated as HB4-erb,
an ERBB2 over-expressing line and HB4-ras that contained mutant RAS (downstream of the
desired signal inhibition) that served as a pathway selectivity control (HB4-erb is an abbreviated
name for BH4a.C5.2 and HB4-ras is an abbreviated name for HB4a.C4.2).9 Thus compounds
could be specifically evaluated for ERBB inhibition in otherwise identical cells. While this work
was ongoing, further target validation was added to the scientific literature by Brandt and
colleagues, describing the prognostic relevance of ERBB oncogenes in several cancers.6

As described above, in the early stages of the project a rather unsatisfactory unpurified
version of the assay system was used and was able to identify active EGFR and ERBB2 inhibitors,
but the SAR interpretations were less robust. Different catalytic properties and substrate
kinetics exist for the three kinase active members of the ERBB family.16 Subsequent purification
of these enzymes and optimisation of biochemical and kinetic parameters allowed accurate SAR
comparisons from the EGFR, ERBB2 and ERBB4 assay results to be made.

One benefit of the Glaxo/Burroughs Wellcome merger in 1995 was the increased kinase
profiling capability of the combined company, Glaxo Wellcome. Project compounds were
routinely screened in the ERBB family kinase assays and also in a panel of over 30 kinase en-
zyme assays that included c-SRC, c-RAF1, VEGFR2, TIE2, and CDK2. At this stage in the project’s
life, lead compounds were understood to be competitive with ATP, evaluation of compounds
therefore was carried out in these selectivity assays at Km concentration of ATP thus allowing a
valid comparison of IC50 values.

As the project progressed, further assays came to the fore that caused the compound
evaluation scheme to evolve. In the latter stages of the project this scheme is summarised in
Figure 27.2. There was an increased ability to screen compounds for ERBB2 and EGFR inhibition
in a range of tumour types whose proliferation was driven by the over expression of these
receptors. A panel of six parallel cell assays to provided information regarding the effectiveness
of the inhibitors to block cell proliferation in breast (BT4747,8 and HB4-erb, ERBB2 driven), head
and neck (HN5, EGFR driven), gastric (N87, ERBB2 driven) tumour lines. Foreskin fibroblast
(HFF) control lines of normal cells or HB4-ras discussed previously remained an integral part of
the scheme. Three of the cell lines could be grown as xenografts in a mouse model of solid
tumours to aid in the understanding of the in vivo efficacy of advanced compounds. Particularly,
the faster growing gastric tumour N87 line allowed a more rapid turnaround time for evaluation
of compounds in vivo compared to the very slow growing BT474 breast cell line. In order to
distinguish the anti-tumour activity of compounds, it was important to be able to evaluate them
multiple times to accurately assess their efficacy, thus a faster growing line afforded more data.

Dual inhibitors for example would be expected to be efficacious in both EGFR and ERBB2
driven cell lines, whilst the selective EGFR TK inhibitors that were advanced in the literature
were significantly more effective in the HN5 line as compared with BT474, as expected.
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Selection criteria for compound progression changed as the project team grew in knowledge.
In the earlier stages, flexibility on the exact criteria for enzyme potency and kinase selectivity
was employed, so compounds that achieved a nominal cell activity (IC50o500 nM) and rat
pharmacokinetic characteristics criteria progressed into the human xenograft mouse models
(bioavailability 4 10%, with plasma concentration 4500 nM over an 8 hr exposure period). As
the medicinal chemistry understanding of the SAR of enzyme inhibition and selectivity was well
honed, the cell assays became the key decision making assays because the pathway selectivity,
cell permeability, and compound properties were simultaneously reflected in the assay out-
comes. As the project moved closer towards the drug candidate selection stage, the desired
profile to achieve efficacy became better understood. Specifically:

� Potent inhibition of ERBB2 and EGFR enzyme activity with IC50 values less than 0.02 mM
was necessary.

� Selectivity versus a panel of kinases, with an expectation that it was necessary to be greater
than 100-fold selective for the Type 1 receptor kinases compared with all other kinases
tested.

� Activity in the tumour lines with the desired IC50 values less than 0.2 mM and greater than
15-fold selectivity between the ERBB2 driven cancer cell line over the Hb4-ras cell line.

� Another selectivity parameter was that greater than 50-fold inhibition of cell proliferation
in the tumour lines versus the HFF normal cell line needed to be demonstrated.

� Efficacy was expected in all of the tumour cell lines, based on the dual inhibition profile,
and this efficacy was required to demonstrate anti-tumour activity in the same cell lines
grown as subcutaneous xenograft models. To achieve this goal, compounds were required
to demonstrate rat oral bioavailability in excess of 20% and to show no in-life toxicity
during in vivo evaluations.

Figure 27.2 Compound evaluation scheme. Compounds progressed through initial ERBB2 and EGFR
enzyme assays, physicochemical evaluation before cell proliferation studies in a range of
ERBB2 and EGFR driven tumour cell lines. The final stage of evaluation involved pharma-
cokinetic and in vivo efficacy studies in specific xenografts in mice.
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It was important to establish that inhibiting the desired target(s) led to an efficacious
response in vivo, i.e. a demonstration of systemic availability and efficacy. Human xenograft
mouse models using relevant cell lines whose growth was driven by ERBB family signalling were
chosen at the time due to the lack of other viable ways to test multiple compounds in an anti-
tumour activity assay. Early human tumour xenograft mouse studies were performed on less
potent compounds that demonstrated cell activity in EGFR and ERBB2 driven lines consistent
with the desired mechanism. Inhibition of tumour growth could be observed in this higher
throughput, rapidly growing xenograft and the better compounds were progressed into the
slower, more difficult to maintain, ERBB2 driven, BT-474 breast cell line xenograft model. Early
studies were at relatively high doses in these xenograft models for these compounds based on
the achievement of cover over multiples of the in vitro IC50 value in cell lines for the compounds.

Two tumour lines, BT474 (ERBB2þþþ ) and HN5 (EGFRþþþ ), were grown as sub-
cutaneous human xenograft models to determine the in vivo effectiveness of inhibiting tumour
growth and became the mainstay of the evaluation process. Many compounds were evaluated in
each model at two doses (30 and 100 mg/kg, b.i.d., 21 days) after the tumours reached a
standard size in duplicate experiments.10,11 After 21 days of dosing, tissue samples were saved
for analysis of clinical chemistry parameters and liver, gastrointestinal, kidney, and cardiac
pathology since one of the key criteria for candidate selection was a differential in terms of these
clinical chemistry parameters. It was also important to correlate the observed tumour growth
inhibition to the inhibition of receptor TK phosphorylation. Due to the goal of dual inhibition,
the phosphorylation of both receptors was required to be inhibited with treatment whilst the
expression level of the protein remained unchanged. The methods involved the establishment
of the subcutaneous xenograft models; again, for both the BT474 and the HN5 tumour lines,
have been reported.12 Animals were treated orally for five doses (b.i.d.), the treated tumours
excised and the inhibition of phosphorylated tyrosine levels were measured compared with the
tumours of the untreated animals. The advantages of this in vivo assay are that smaller amounts
of compound were needed and that mechanism of action information was obtained in sig-
nificantly less time as compared with the efficacy studies described above.

The therapeutic index refers to the difference between where efficacy and anti-tumour activity
are observed as compared with toxicity. In traditional anti-cancer therapeutic agents that have
cytotoxic mechanisms, the expectation is that toxicity is observed at all levels of efficacy, but
the risk/benefit is the determining factor in a fatal disease. For example, the body weight loss of
a traditional cytotoxic mechanism would need to be measured alongside the efficacy
measurements, and parameters would be set for an ‘‘acceptable’’ weight loss. The dual inhibition
of ERBB2 and EGFR was termed targeted therapy and should avoid this conundrum of mech-
anism based toxicity at the therapeutic doses. Our project sought to create a therapeutic index
whereby there was no toxicity observed at the efficacious doses, and preferably provided a margin
of at least ten fold above the therapeutic levels of toxicity free range.

27.3 THE IDENTIFICATION OF LEAD COMPOUNDS INVOLVED A ‘‘SCREEN ALL’’
STRATEGY AND RAPID PROGRESSION TO EVALUATION IN ANIMAL MODELS

In the early 1990s, pharmaceutical companies were in the process of establishing high
throughput screening technologies that included hundreds of thousands of compounds. The
identification of dual EGFR and ERBB2 tyrosine kinase inhibitor starting points did not benefit
from this emerging technology, but rather derived from a focused screening approach based on
published literature of compounds that were found to bind in the ATP binding pocket of kinase
enzymes. Many of these known inhibitors were based on natural products and were not selective
kinase inhibitors. The screening of known kinase chemotypes was initiated on a modest scale.
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There was a limited company collection available at that time, but staurosporines, their
aglycones and bis-indolymaleimides derived from other projects in the company were screened,
as well as coumarin analogues. Many of these compounds exhibited modest levels of activity but
were viewed as uninspiring hits due to a whole raft of issues; synthetic tractability, gross
insolubility and non-selectivity even amongst the then known and assayable kinome. The
project progress benefited from the landmark discovery at Parke Davis of PD153035, wherein
selective EGFR activity was demonstrated for the first time.13 A representation of the relative
selectivities of staurosporine and PD153035 is shown in Figure 27.3.

Due to the amenability of the anilino-quinazoline to be readily functionalised and to
modulate EGFR activity, sets of novel compounds were synthesised based on this substructure.
Initial examples contained either an unsubstituted quinazoline or the 6,7-dimethoxy variant.
Multiple variations of substitutions on the aniline were prepared where the compound design
was based on generating SAR data as no protein crystal structure or literature information was
available for ERBB2 inhibition. While in advance of Lipinski’s guidelines14 and the advent of
ligand efficiency design principles,15 compounds synthesised at this stage were low molecular
weight (o400) with appropriate clogP values for elaboration in lead optimisation. Additionally,
compounds were prepared in the related quinoline series but were found to be inferior to their
quinazoline analogues for inhibiting ERBB family kinases, although they were useful for other
kinase targets in the screening panel. Importantly, all compounds synthesised for the inhibition
of the target, including intermediates, were screened in the enzyme and cellular assays. One
such intermediate compound, 4557W, was synthesised in the approach to the target phenol
compound 1 and was discovered to possess the desired target profile (Figure 27.4).

There were very clear trends observable amongst this group of compounds. Potency in both
the ERBB2 assay and EGFR assays was much enhanced with the 6,7-dimethoxy substitution
when compared with the unsubstituted quinazoline scaffold. The 4-aniline substitution pattern
provided a more subtle set of relationships and the SAR remained consistent throughout the
drug discovery effort. For example, substituents such as halogens, particularly in the 3-position
of the aniline, 2 (representative data for ERBB2 shown in Figure 27.5), provided modest EGFR
and ERBB2 activity. It was found the ERBB2 potency could be retained with the inclusion of a
larger substituent such as the 4-benzyloxy as shown for 4557W.16 Notable amongst other
modifications of this larger substituent were the ‘‘tied back’’ analogues, benzimidazole 3, indole

Figure 27.3 Relative selectivities of PD153035 and staurosporine.
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4 and indazole 5. These findings were important in staying focused on identifying novel
compounds with potent ERBB2 inhibition. Information gleaned from literature and scientific
presentations at this time from competitor companies only described examples of selective
EGFR inhibitors. The structural and biochemical differentiation provided by the benzyloxy
group, despite its physical property issues, i.e. increased molecular weight and lipophilicity,
strongly supported the retention of this functionality at this stage of the project.

It was important to establish that inhibiting the desired target(s) led to an efficacious
response in vivo because dual inhibition of receptor kinases were unproven, new therapeutic
opportunities. In early anti-cancer drug discovery, this process of validating the target for the
intended disease indication in animal studies involved a proof of principle or mechanism study.
It is essential to perform these studies as early as possible to rationalise the continued
investment in drug discovery activities. Early human tumour xenograft mouse studies were
performed for 4 because the cell activity in EGFR and ERBB2 driven lines was consistent with
the desired mechanism, albeit not very potent. The in vivo efficacy evaluation strategy was
biased towards ERBB2 by utilising the N87 gastric cell line as described in the previous section.
Subsequently the compound was progressed into the BT-474 breast cell line xenograft model at
relatively high doses. 4557W was shown to be efficacious in both these xenograft models.

Figure 27.5 Early representative ERBB2 inhibitors.

Figure 27.4 Attempted synthesis of phenol 1. (A) 4-Benzyloxyaniline, acetonitrile heat.
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4557W was shown to be a selective inhibitor of the ERBB family kinases over the existing
panel of over 30 kinases. Combining the data for the lead compound’s kinase profile with the
cell activity in relevant tumour lines, the dual EGFR/ERBB2 tyrosine kinase inhibition concept
proved feasible. These results were a key achievement in the project, and more extensive
medicinal chemistry on multiple related scaffolds ensued. This tool compound, served a
valuable purpose by establishing the in vivo models and the confidence to move forward and as
such, the project became high priority for the oncology research area.

27.4 PARALLEL EVALUATION IN POTENCY AND PHARMACOKINETIC ASSAYS
ALLOWED A RAPID EVALUATION OF LEAD COMPOUNDS

Modifications to the central core quinazoline now became a feature of the medicinal chemistry
campaign to search for improved potency and more extensive SAR. This approach was intended
to reduce logP values and improve solubility, a possible counterpoint to the lipophilic nature of
the benzyl group. A binding hypothesis was used at this stage, based upon a rationalisation of
the SAR generated in the hit to lead phase of the project. The importance of the pyrimidine core
and the aniline N-H suggested that it functioned as a hydrogen-bonding region and directed the
team towards modifications of the putative variable region shown in Figure 27.6. A range of
heteroatoms were investigated to provide alternatives to the phenyl ring of the quinazoline,
amongst these were thienopyrimidines exemplified by 6 shown in Figure 27.6 and regioisomers
of the pyridopyrimidine system 7.

The program strategy utilised several assays in parallel thus required the chemists to make
sufficient quantity of the first batch of each novel compound in order to perform enzyme, cell
and pharmacokinetic evaluations. Since the team lacked access to a raft of in vitro permeability,
stability and solubility assays, an LC-MS based in vivo cassette pharmacokinetic rat assay
assumed a primary testing position.17 Selection criteria as described above were not rigidly

Figure 27.6 Initial putative binding hypothesis.
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enforced because it was more important to develop SAR and to expand the science for ERBB
family inhibition.

An exceptional compound to appear from this exercise was the benzyl indazole GW297418

shown in Figure 27.6. It was one of the first compounds to exhibit an IC50 value under 100 nM in
the HB4-ERB, the c-ERBB2 over-expressing line cell line, and appeared potent in the other
relevant tumour cell lines, HN5 and BT474 with IC50 values at or below 0.50 mM (Figure 27.7). In
contrast, the control lines, HFF and HB4-ras, have IC50 values in excess of the maximum con-
centration tested of 30 and 24.8 mM, respectively. Another characteristic of GW2974, and indeed
the series subsequently, was its selectivity for the ERBB family of kinases as no appreciable
activity was observed for the SRC, map kinase and cyclin dependant kinase families. The cell
selectivity demonstrating that the efficacy correlated to the mechanism of action was achieved
as measured by comparing the ERBB driven vs. the ras driven HB4a results. GW2974 possessed
moderate clearance in rats, marmosets and dogs; a variable intravenous half life in these
species (18–44 minutes) and a moderate volume of distribution (0.19 L/kg in rats and 0.8 L/kg in
dogs) equivalent to or slightly in excess of whole body volume. Mean plasma levels on repeat
dosing in rats and mice showed that levels above the IC50 for the compound could be main-
tained at doses of 20 mg/kg twice daily.

Significant inhibition of average tumour growth at 10 mg/kg and complete inhibition of
average tumour growth at 30 mg/kg of GW2974 after 21 days of twice daily dosing was also
observed in the subcutaneous xenograft models of the same tumour lines, BT474 and HN5, and
the compound appeared well tolerated in animals as evidenced by lack of body weight loss
and in life observations.16 Additionally, extended observation of a treatment group dosed at
30 mg/kg for 5 days followed by a dose reduction to 10 mg/kg for another 15 days, showed a
sustained efficacious response whereby the tumours did not re-grow.18 The inhibition of ERBB2
and EGFR tyrosine phosphorylation was measured to be greater than 90% both in vitro
and in vivo after treatment with GW2974, while no effect on protein levels was observed.

Figure 27.7 In vitro, pharmacokinetic and in vivo data for GW2974.
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The inhibition of receptor autophosphorylation that was observed in tissue culture translated
into inhibition or tumour cell proliferation and growth in mouse models.

The efficacy and mechanism of action of GW2974 allowed the compound progress into
pre-clinical development. Several issues were uncovered at this stage. The pharmacokinetics
were evaluated more extensively and found that plasma exposure did not directly correlate with
dose. The compound appeared to saturate metabolism at higher dose, an effect associated with
N-demethylation. Variably active metabolites were formed, both single and double demethyl-
ation of the 6 position dimethylamino group. In addition the inherent insolubility of the
compound posed formulation and handling issues. Finally, a number of hematological and
lymphoid effects precluded the initial definition of a no effect level. GW2974 could have been a
first generation, effective dual ERBB2/EGFR TK inhibitor for a selective set of advanced cancer
patients whose tumours are driven by this mechanism. Although the issues could have been
addressed, the further development of GW2974 was halted with the strategy now focused on the
task to deliver a dual inhibitor that possessed both an improved physicochemical profile,
structural novelty an improved therapeutic index.

The drug discovery efforts and data that were generated during the optimisation phase that
led to the progression of GW2974 as a first drug candidate selection for the program provided a
plethora of meaningful tools and information. The fact that GW2974 failed pre-clinical toxicity
studies could not have been predicted from the efficacy data, but provided the program team
with an outstanding tool compound to develop more refined assay systems, and served as a
minimum efficacy benchmark for a new drug candidate selection effort. In this way, the
program team had a standard for all of the desired mechanism and efficacy characteristics of an
ideal drug candidate.

27.5 THE USE OF BINDING HYPOTHESES AND SYNTHETIC TRACTABILITY
PROVIDED ACCESS TO NOVEL STRUCTURAL SPACE BY EXPLORING A
‘‘PUTATIVE VARIABLE REGION’’

Attention was now paid to the proposed variable region as shown in Figure 27.8. The
chemistry-led design process progressed in two phases and focussed upon the additional
ring and chain variations to the quinazoline/pyridopyrimidine nuclei as this appeared the
most likely way to provide the desired balance of novelty and improved physical properties.
The use of palladium-catalysed ring coupling methodologies was utilised extensively21 in this
exercise.

Dual ERBB2/EGFR TK potency, good rat pharmacokinetic properties, and cellular activity
were discovered in the 6-heteroaryl quinazolines such as 8 when combined with the moderately
basic methylsulfonylethyl-aminomethylene side chain and this functionality became the
foundation of the medicinal chemistry strategy for achieving the desired product profile. The
seven aryl substituted quinazoline series were in general less potent and were in addition sig-
nificantly less tractable synthetically.

Some highlights of this work20 are worth mentioning in respect of the subsequent effort
directed at the identification of lapatinib. The key SAR observed for amine containing side
chains linked through a 6-furanyl quinazoline was that the orientation of substituent on the
furan ring affected the cellular activity. A marked increase in cellular activity was seen for the 5’
position orientation as shown in Table 27.1. While these observations were empirically deter-
mined, after the discovery of lapatinib, a ligand bound crystal structure revealed a dramatic
protein movement that could explain this finding.27

A large number of amine chains were investigated; a range of groups could be tolerated,
notably morpholine and thiomorpholine groups, as well as number of alkyl substituted
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sulfonylethylamines (Figure 27.8). The methylsulfonyl methylaminomethyl group emerged as
the most interesting group due to its relative metabolic stability, ease of synthesis as well as
cellular potency benefits.

Figure 27.8 Compounds prepared as part of the exploration of the putative variable region.

Table 27.1 Substituted furan chain position SAR.

Chain Positon
Average ERBB2/EGFR
IC50 (mM)

Average Tumour IC50
(mM,HN5/BT474/N87)

none 0.074 2.98
50 0.027 0.60
40 0.023 2.68
30 0.068 3.81
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Lead compounds from this effort were thiazole quinazoline 8 and furanyl quinazoline 9
(Table 27.2). Compound 8 exhibited good linear, multi species pharmacokinetics but only
moderate cell potencies and animal model efficacy was achieved. Compound 9 exhibited very
good cell efficacy but only very moderate pharmacokinetics in rats. Despite this pharmacokinetic
profile, 9 (GW0277) demonstrated desirable activity in mouse xenograft models and became a
second significant compound for the project, being extensively investigated in the pre-clinical
phase. Although not understood, perhaps some correlation can now be drawn (in hindsight) with
efficacy dependent upon a pseudo-irreversible mechanism of inhibition of tumour growth.

27.6 SYNTHETIC DESIGN AND COMPOUND SYNTHESIS QUANTITY ALLOWED
THE RAPID EVALUATION OF COMPOUNDS

The demands on synthetic groups in the lead optimisation phase of projects can be viewed as
divergent. There is a need to produce numbers of compounds in sufficient quantity to allow the
acquisition of meaningful levels of data at a pace that allows momentum to be developed and
retained within the project. Although the synthesis of a minimum quantity of compound and
the synthesis of numbers of diverse analogues are opposing tensions within a lead optimisation
phase, the approach taken within the team at GlaxoWellcome was to design convergent
syntheses that utilised advanced intermediates that could be synthesised at scale. Although this
approach necessitated commitment within the team to solve significant synthetic issues, the
pay off was that there was a constant supply model established, both in terms of intermediate
and final compound. This allowed rapid design cycles to be established and promising com-
pounds to be evaluated even to the point of early stage in vivo pharmacokinetic studies.
Although this output and productivity varied with time, for significant periods of the project
lifetime, the team was producing 40–50 mg quantities of compound at first synthesis.

Examples are shown in the schemes below. The pyrido-pyrimidine scaffold represented a key
achievement for the team (Scheme 27.1). Substantial effort was directed initially at the synthesis
of the key intermediates A and B at a scale up to 50g quantities. Most specifically the control of
the first stage Curtius rearrangement and subsequent carboxylation at scale were notable
achievements

This constant supply model was repeated in the quinazoline series where the generation of
large quantities of key intermediates facilitated both the production of numbers of compounds
in this series (Scheme 27.2) and also allowed the team to deal with synthetic challenges pre-
sented both by the synthesis of the 6-thiazole containing compounds shown in Scheme 27.3.
Significantly, in this latter case the non-availability of the thiazole boronic acid or tin reagents

Table 27.2 Lead substituted heteroaryl compounds.

Compound Avge. ERBB2/EGFR (IC50 mM) Avge Tumour IC50 (mM)

8 0.065 1.3
9 0.027 0.6
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Scheme 27.1 Pyridopyrimidine synthetic strategy. (1) (PhO)2PON2, Et3N, tBuOH, D, 83%. (2) nBuLi then
CO2. (3) CH(NH)NH2, HOAc. (4) PhNH2, CH3CN, D, 90%. (5) ‘‘Benzyloxyphenyl’’ NH2,
CH3CN, D, 90%. (6) 2-FuranSnBu3, Pd(0), AgO. (7) Me2NH, EtOH, CH3CN.

Scheme 27.2 Synthesis of heteroaryl quinazolines. (1) CH(¼O)NH2, D. (2) SOCl2, DMF(cat). (3) 3-
Chlorobenzyloxy-2-fluorophenylNH2, iPrOH, D. (4) Reagent A or B, Pd(OAc)2, PPh3, Et3N,
DMF. (5) MeS(O)2CH2CH2NH2, HOAc, Na(AcO)3BH.
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enforced construction of the thiazole ring system on the quinazoline core via bromo-ketone/
thioamide cyclisation methodology.22

27.7 DATA RE-EVALUATION AND RIGOROUS SELECTION CRITERIA AT THIS
STAGE LED TO THE IDENTIFICATION OF GW2016

The project had reached a critical decision point as viable drug candidates had been discovered,
but with features uncovered in the project progression preventing further development. In
addition there remained bias in the scientific community regarding the feasibility of dis-
covering a selective, and therefore presumed non-toxic kinase inhibitor. Considerable resource
had been dedicated to the dual ERBB2/EGFR inhibitor project, so a way was needed to deter-
mine if a drug could be discovered that met the criteria for an orally bioavailable, potent dual
inhibitor drug to treat solid tumours driven by the ERBB family of receptor tyrosine kinases. At
this point in the drug discovery efforts there was no access to a crystal structure of EGFR, as is
currently state-of-the art in the field.23 Earlier design work was guided by using p38
crystal structures as a surrogate that created a docking model for the quinazoline and pyrido-
pyrimidine series with a binding mode that did not always correlate to the enzyme SAR.

All of the data generated to date in the project, compiled and re-analysed. A calculated index
for the SAR of dual inhibition or pan-ERBB family inhibition was derived from a weighted mean
of pIC50s for ERBB family inhibition, used with kinase enzyme and cellular proliferation assay
data.24 Although data for 43000 compounds were included, there was an apparent lack of
correlation between the enzyme profile and the desired cellular activity. To investigate this a
subset of compounds were tested in multiple developability assays (e.g. solubility in multiple
solvents, cell permeability assays, protein binding measures, in vitro metabolic stability),
however the physical properties of the compounds did not explain the apparent lack of cor-
relation between the cellular and enzyme activity. For example, a number of compounds with
relatively poor cell potency compared to their enzyme potency were found to be cell permeable.
Although the lack of correlation between enzyme and cell data remained an issue, this rigorous

Scheme 27.3 Synthesis of substituted thiazole quinazolines. (1) Reagent B, Pd(PPh3)CCl2. (2) Br2, CH2Cl2.
(3) Reagent C or D, DMF, D. (4) (i) NaOMe, MeOH. (ii) 4 M, HCl.

689Lessons Learned From the Discovery and Development of Lapatinib/Tykerb

08
:3

8:
08

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
06

76
View Online

http://dx.doi.org/10.1039/9781782621836-00676


data analysis suggested a synthetic strategy based on dual ERBB2/EGFR enzyme inhibition and
this approach was implemented.

By this stage in the project, the compound evaluation pathway had improved (Scheme 27.4),
chiefly through the incorporation of purified enzyme assays that allowed accurate SAR com-
parisons from the EGFR, ERBB2 and ERBB4 assay results. It is important to note that the
general principles of using the cellular panel of assays and pharmacokinetic evaluations re-
mained the same. The cell based assays included HN5 (EGFRþþþ ), BT474 (ERBB2þþþ ),
and N87 (ERBB2þþ and EGFRþþ ),7,8 and HFF (control). The original HB4a. assays that
differentiated the ERBB2 signalling from downstream-driven ras signalling were also critical in
the selection of the optimal drug candidate.

With the tumour lines, BT474 (ERBB2) and HN5 (EGFR) grown as subcutaneous human
tumour xenograft models, compounds were evaluated in each model at two doses (30 and
100 mg/kg, b.i.d., 21 days) after the tumours reached a standard size in duplicate experiments
with eight animals per study group.19 An in vivo kinase inhibition assay was established to
correlate the observed tumour growth inhibition to the inhibition of receptor TK phosphoryl-
ation without affecting the protein expression level. Animals were treated orally, the treated
tumours were excised and the inhibition of phosphorylated tyrosine levels were measured and
compared with the tumours of the untreated animals. A limited PK protocol was developed to
assess the compounds in a standardised procedure to understand some SAR in the pharma-
cokinetic properties. A truncated protocol of using four time points and two animals per time
point predicted full pharmacokinetic profile for oral dosing. The calculated values for the area
under the curve (AUCs) for the plotted data were used to assess the compounds. Trends for
improved oral bioavailability could be seen even with relatively small numbers of compounds.

Approximately 70 compounds were synthesised in this phase of the project, and six highly
functionalised quinazolines and pyrido-pyrimidine compounds shown in Figure 27.9 were
chosen for early toxicity studies. The 22 distinguishing candidate selection criteria included
efficacy parameters (cellular and in vivo), biometabolism parameters (time of drug exposure over

Scheme 27.4 Candidate evaluation pathway.
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IC50 or IC90 levels, percent oral bioavailability, p450 enzymes), toxicity measurements (cellular,
cardiovascular, 7-day rat studies, Ames test) and chemical issues (cost of goods, scale-ability).
Blood samples were collected at the end of 21-day dosing from all of the animals receiving
100 mg/kg b.i.d. of compound in our anti-tumour evaluations for the following clinical chem-
istry parameters: haemolysis, albumin, alkaline phosphatase, serum glutamic-oxaloacetic
transaminase, blood urea nitrogen, cholesterol, total protein, glucose, sodium, potassium, and
chloride.10 While the general appearance and lack of body weight loss demonstrated that the
top six compounds were well tolerated, varied results were obtained in the clinical chemistry
analysis, and only compounds with no effects on these selected clinical chemistry parameters
were considered for drug development.

27.8 LAPATINIB, GW2016

Lapatinib is potent on two of the ERBB family members with enzymatic IC50 values against
ERBB2 and EGFR receptor tyrosine kinases of 9 and 10 nM respectively, with greater than an
order of magnitude loss in activity for ERBB4.19 A small molecule–kinase interaction map was
created for lapatinib (GW2016) by Ambit researchers using an ATP site-dependent competitive
binding assay in a panel of 119 kinases and demonstrated a very clean profile.25 The average
range of IC50 values obtained for lapatinib in tumour cell lines that had type I receptor ex-
pression was B50 to 125 nM with an average cellular selectivity of 100-fold.

Lichtner and co-workers reported the cellular effects of quinazolines and 4,5-dianilino-
phthalimides, two classes of potent EGFR TK inhibitors, and found that the quinazoline’s
cellular efficacy was due to a novel mode of action even though both classes of compounds bind

Figure 27.9 Top six derivatives evaluated for candidate selection.
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in the ATP-site with similar potency.26 The quinazoline inhibitors affected the ligand binding
properties by stabilising the ligand/receptor/inhibitor complex resulting in potent cellular
activity, while the dianilinophthalimides did not. Studies were performed with lapatinib to
determine if there was a similar explanation for its effectiveness in the pre-clinical models. The
inhibitor off-rates were evaluated using an EGFR enzyme reactivation procedure and TarcevaTM

was found to have a rapid off-rate (t1/2o10 minutes) whereas after preincubation with lapatinib,
there was a significantly slower off-rate (t1/2¼ 300 minutes).27

A similar dissociation rate was observed with lapatinib using ERBB2. The crystal structure of
EGFR bound to lapatinib revealed an inactive-like conformation in contrast to the published
active-like structure with Tarceva.23a The differences in the ligand bound structures included
the shape of the ATP site (closed versus open conformation), the position of the C helix (large
back pocket versus intact Glu738-Lys721 salt bridge), the conformation of the COOH-terminal
tail (partially blocking the ATP cleft), the conformation of the activation loop (A-loop similar to
ones found in inactive structures versus ones found for active structures), and the hydrogen
bonding pattern with quinazoline scaffold (water mediated interaction with Thr830 versus
Thr766) (Figure 27.10). To determine if the kinetics affected cellular activity, HN5 tumour cells
were treated for 4 hours with lapatinib, and the receptor phosphorylation was analysed at
multiple time points after washout. The slow off-rate found for lapatinib in the enzyme reaction
correlated with the observed, prolonged signal inhibition in tumour cells based on receptor
tyrosine phosphorylation measurements.

Table 27.3 Comparison of lapatinib and Tarceva binding data.

Compound ERBB2 Ki (nM) EGFR Ki (nM)
Dissociation
T1/2 (mins)

EGFR activity
post compound washout

Lapatinib 13 þ/� 1 3.0 þ/� 0.2 300 15% @72h
Tarceva 870 þ/� 90 0.4 þ/� 0.1 o10 100% @24h

Figure 27.10 A view through the N-terminal lobe of EGFR for the bound conformation of lapatinib as
determined by X-ray crystallography.23b

Image created with Maestro from Schrodinger LLC.
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Blencke and co-workers identified a critical mutation of Thr766 in the EGFR kinase domain
as leading to a dramatically reduced sensitivity to the 4-anilinoquinazoline PD153035 and
linked it to the mechanism of tumour resistance.28 It is possible that lapatinib’s lack of an
interaction at this amino acid will lead to lower mutation rates or simply to a drug that retains
inhibition despite the mutation. The slow binding kinetics may offer increased signal inhibition
in the tumour, thus leading to greater potential to affect the tumour growth rates or effective-
ness of co-dosing with other chemotherapeutic agents. The exciting components of these
ligand-bound kinase structures are the insightful links they may provide for enhancing efficacy
via a parameter other than simple potency (i.e. binding to and stabilising different conform-
ations) or in patient selection for optimal therapeutic outcomes.

Lapatinib inhibits not only baseline activation of both ERBB2 and EGFR, but also
interrupts downstream activation of ERK1/2 MAP kinases and AKT.29 The inhibition of AKT by
lapatinib was associated with a 23-fold increase in apoptosis compared with vehicle controls.
Lapatinib was also found to inhibit the signal transduction in the presence of saturating
concentrations of epidermal growth factor (EGF), in tumour cell lines that over-express Type I
receptors as well as stimulated tumour lines that do not over-express EGFR by measuring the
p-Tyr, p-ERK, and p-AKT levels. These effects on downstream cell signalling markers in a range
of tumour types combined with the inability of EGF to reverse the effects of Lapatinib would
suggest a broader tumour type application of the drug. Specifically tumour types that remain
dependent upon EGFR/ERBB2 for cell survival and growth signals where low levels of EGF can
activate these receptor heterodimers. Many more cellular activity and mechanism of action
evaluations were performed in order to understand the scope of a dual ERBB2/EGFR TK
inhibitor. We were confident that lapatinib had the desired in vitro properties of efficacy and
selectivity.

Lapatinib demonstrated reproducible tumour growth inhibition of 34� 28% (30 mg/kg b.i.d.)
and 101� 20% (100 mg/kg b.i.d.), in the HN5 xenograft model with regression (defined
as 425% reduction in tumour volume) in 33% of the treated animals.26 In the BT474 model,
inhibition of 42� 35% (30 mg/kg b.i.d.) and 94� 18% (100 mg/kg b.i.d.), was observed with
10% of the treated animals with regressions. The level of ERBB2 phosphotyrosine in tumour
excised after therapy in the 100 mg/kg treatment, was reduced by 93% in the BT474 model and
85% in the HN5 model and occurred in a dose dependent manner for other treatment groups.
Lapatinib was not toxic at this dose and activity/safety profiles observed in the xenograft models
suggested that lapatinib could also be safely combined with standard chemotherapy.30 We
focused on the correlation of efficacy and mechanism of action, and disregarded the high doses
needed in the xenograft models due to the inherent limitations of the system.

27.8.1 Clinical Studies

Safety and tolerability was demonstrated in Phase I and Phase II human clinical studies, with
healthy volunteers as well as cancer patients.31 The safety studies were designed to prepare for
the long term usage anticipated in early disease and cancer preventive settings, thus the need
for a drug candidate with a large therapeutic window.

Clinical responses were observed in heavily pre-treated Phase I patients with metastatic
diseases in both EGFR driven and ERBB2 over-expressing solid tumours in several cancer types
that included breast, non-small cell lung, bladder, and head and neck.32 Biomarkers of signal
inhibition33 were used throughout the drug discovery program to determine maximal biological
effects and patient selection (Table 27.4).

Translational research studies by Molina and co-workers comparing results in pre-clinical
models with Phase I clinical trial data demonstrated encouraging results in combination
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therapy of lapatinib and Topotecan, a topoisomerase I inhibitor.34 They used the rationale that
survival, signalling and transporter mechanisms disrupt the effectiveness of Topotecan. They
found that the combination enhances Topotecan accumulation and toxicity in relevant tissue
culture and xenograft mouse models in a mechanistically consistent manner. The Phase I
data suggested that the combination of lapatinib (1250 mg/day for 28 days) and Topotecan
(3.2 mg/m2 i.v. on days 1, 8, and 15) is safe and tolerable. It appears that the reduction of
Topotecan below the accepted MTD of 4.0 mg/m2 when dosed alone was due to the observation
that lapatinib reduced the clearance of Topotecan through transporter mechanisms. Stable
disease was observed in 46% of the patients and the authors reported that the results warranted
a Phase II trial of Topotecan plus lapatinib combination in ovarian cancer.

Another important comparison has been made by Ulhoa-Cintra, Greenberg and Geyer in their
review of the emerging role of small molecule compounds after the success of trastuzumab, a
revolutionary antibody drug that targets the extracellular domain of ERBB2.35 Even with tras-
tuzumab’s successes, resistance occurs in a large majority of advanced breast cancers, making
complementary mechanisms (e.g. the intracellular kinase domain) an important component of
potential cancer therapies. A dose range from 500–1600 mg/day of lapatinib was evaluated in
heavily pre-treated metastatic solid tumour, where partial responses were observed in patients
with trastuzumab-resistant metastatic breast cancer.

Data summarised by Medina and Goodin provided a good overall picture of the in vivo effects
of lapatinib.36 The standard, FDA approved dose for lapatinib is 1250 mg/day which affords a
steady state Cmax of 2.4 ug/mL and an AUC of 36.2 mg �h/mL, and the exposure appeared
to nearly double when administered with food. Lapatinib seemed to have similar pharmaco-
kinetics in paediatric patients, although a much smaller patient number was evaluated.
Lapatinib interacts with CYP3A4, and co-administration with ketoconazole increased the levels
of lapatinib by over three-fold. A small sampling of the early clinical trial data is in Table 27.3.

The Phase 3 clinical trial evaluating the efficacy of the combination of lapatinib and cape-
citabine in advanced breast cancer patients that failed several prior regimens of cancer therapy
demonstrated a significant advantage over capecitabine therapy alone by the interim analysis of
the clinical plans. Specifically, the Time To Progression (TTP) was 4.4 months for capecitabine
alone, and 8.4 months in the combination therapy suggesting a 51% improvement. The trial
was halted and patients were offered the combination therapy. Further follow up data from the
trial showed an overall response rate of 24% for patients on lapatinib þ capecitabine and 14%
for those treated with capecitabine alone. The dominant side effects were usually diarrhoea and
rash.36 In a phase II study of lapatinib monotherapy in breast cancer patients that had brain
metastases, 420 % reduction in CNS tumour volume occurred in 46 out of 241 patients and
450% reduction occurred in 19 out of 241 patients. These results are encouraging for the
potential of lapatinib in combination therapies for this unmet medical need.

Tykerb (trade name for lapatinib) was first approved for use in breast cancer in March 2007 in
the United States, and approvals followed in more than 20 countries over the next two years.
Ongoing clinical trials in multiple cancers, in multiple combinations seek to define the patients
that will most benefit from a dual EGFR and ERBB2 tyrosine kinase inhibitor.37

Table 27.4 Early clinical trial data for lapatinib.

Treatment Phase Patients Included Summary of Responses

LapatinibþCapecitabine I 45 advanced solid tumours 1 CR, 4 PR, 2 SD
Lapatinibþ trastuzumab II 48 HER2þbreast cancer 1 CR, 5 PR, 10 SD
Lapatinib II 138 HER2þbreast cancer 0 CR, 33 PR, 71 SD

CR¼ complete response, PR¼partial response, SD¼ stable disease.
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27.9 CONCLUSION

The drug discovery effort for lapatinib was taking place just as personalised cancer treatments
began to emerge from striking advances in understanding oncogenes and their mechanisms of
actions. The project required careful attention to link mechanism of action studies, dual in-
hibition of EGFR/ERBB2, to all observed efficacy and selectivity. In the early work, the data for
the inhibition of the targets did not correlate with the desired cellular efficacy, and thus called
into question whether it was the right concept for the generation of an effective drug. By per-
forming a multi-parameter analysis linking the enzyme profile to a cellular outcome (potent on
tumour cells and inactive on normal or control lines), the data could be reviewed as index
analysis for the ability of each series to reach the desired profile. A subset of the data that fits
the desired correlation was used to drive the design of the final sets of synthetic compounds.
From these results, the most effective dual ERBB2/EGFR inhibitors were found to have a re-
markably slow, but reversible, off-rate suggesting the prolonged inhibition of the signalling was
beneficial for blocking tumour proliferation. Lapatinib was thereby discovered as the most
effective dual EGFR/ERBB2 tyrosine kinase inhibitor.

When studied in multiple models of in vivo xenograft studies, tumour growth was inhibited in
a dose-dependent manner, and the excised tumours showed blocked autophosphorylation
consistent with the tumour inhibition. Subsequent crystal structure studies of lapatinib bound
to the kinase domain of ERBB2 showed a unique binding interaction as compared with the
leading EGFR selective drug candidates (inactive versus active forms, respectively). Enzyme
kinetic studies revealed a very slow off-rate for lapatinib, further supporting why this subset of
quinazoline derivatives was effective and differentiated from other potent enzyme inhibitors.
Lapatinib was selected for the full development process and was dosed to humans in January
2001 in the first clinical trial in healthy volunteers. In March of 2007, Tykerb was launched as an
anti-cancer treatment for breast cancer in combination with Xeloda34 in the United States, and
approvals followed in more than 20 countries over the next two years. Ongoing clinical trials in
multiple cancers, in multiple combinations seek to define the patients that will most benefit
from a dual EGFR and ERBB2 tyrosine kinase inhibitor.37

HINTS AND TIPS

� Be prepared to modify progression criteria as the project progresses and where possible
test assumptions embodied by these criteria.

� In targets belonging to enzyme families like kinases, test lead compounds in stand-
ardised assays as soon as possible.

� In standardising assay formats for the evaluation of inhibitor activity, utilise Km values
for the binding of substrates when directly inhibiting a substrate conversion process.
Thereby establish valid selectivity profiles within the enzyme family.

� Employ a parallel evaluation strategy, in terms of potency and pharmacokinetic opti-
misation, to provide a rapid evaluation of compounds and increase project progression.

� The synthesis of target compounds in the lead optimisation phase at the scale of
40–50 mg allows a rapid evaluation of in vitro potency and in vivo pharmacokinetic
properties.

� Utilise convergent synthetic schemes with an intermediate stockpiling strategy to
facilitate this synthetic approach.

� Utilise clinically relevant assay types early in the process. Specifically the use of cell lines
directly derived from clinical samples rather than relying merely on artificially engin-
eered cell lines.
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� Establish cellular selectivity profiles between diseased (tumour) cell lines and normal
cell lines and retain these as intrinsic selection criteria.

� Retain a strong link between in vitro evaluation data and in vivo efficacy read outs. When
possible evaluate the causes of lack of efficacy in vivo and utilise the information in the
development of progression criteria.
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CHAPTER 28

‘‘Daring to be Different’’: The Discovery
of Ticagrelor

BOB HUMPHRIES*a AND JOHN DIXONb

a VisionRealisation Ltd, Leicestershire, UK; b JD International Consulting Ltd, Leicestershire, UK
*E-mail: bob.humphries@visionrealisation.co.uk

28.1 PROLOGUE

On Christmas Eve 2010, the first pack, anywhere in the world, of a new oral anti-platelet agent,
ticagrelor (BRILINTAs, BRILIQUEt), was dispensed in Blackpool. A fitting event for a trans-
formational medicine imagined, designed and initially developed in the UK: a compound that,
in the pivotal Phase III study (PLATO)1 involving more than 18 000 patients, demonstrated that,
for every 72 patients with acute coronary syndromes (ACS) treated for 12 months with ticagrelor
instead of clopidogrel, one more person gets to live. This case study tries to give some feel for
the Discovery story behind ticagrelor. It is a story that spans three decades, so some details are
necessarily sketchy, being dependent on the authors’ diminishing recall. It is, of course, a story
of the science behind ticagrelor but it also illustrates that ground breaking science applied by
excellent scientists does not guarantee success in our industry. Without the science there is
nothing, but success also requires people and teams with imagination, vision, and persistence
to generate a momentum that can withstand organisational change and shifting fashion and
priorities. Importantly, success comes from an unwavering focus on why we do what we do—
the belief that, if we work on the right things, do the right experiments and make the right
judgements, we can make a difference to patients’ lives.

This chapter is dedicated to former colleagues at the Charnwood R&D site in Loughborough,
Leicestershire through the Fisons, Astra and AstraZeneca years. Be proud of the fact that, at the
time of writing, a medicine that came from the innovative ‘‘Can Do’’ Charnwood spirit is, in
Leicestershire alone, being used to treat hundreds of patients each year.

28.2 ACUTE CORONARY SYNDROMES (ACS)—A STICKY PROBLEM

In Europe, Brilique, co-administered with acetylsalicylic acid (aspirin, ASA), is indicated for
the prevention of atherothrombotic events in adult patients with Acute Coronary Syndromes

The Handbook of Medicinal Chemistry: Principles and Practice
Edited by Andrew Davis and Simon E Ward
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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(unstable angina, non ST elevation Myocardial Infarction [NSTEMI] or ST elevation Myocardial
Infarction [STEMI]); including patients managed medically, and those who are managed with
percutaneous coronary intervention (PCI) or coronary artery by-pass grafting (CABG).2

ACS represents a life-threatening manifestation of atherosclerosis.3 It is usually precipitated
by acute thrombosis induced by a ruptured or eroded atherosclerotic coronary plaque, with or
without concomitant vasoconstriction, causing a sudden and critical reduction in blood flow.

However ACS manifests in a given patient, the underlying acute pathophysiology is driven by
the activation and aggregation of platelets in one or more damaged/narrowed coronary arteries,
resulting in partial or complete thrombotic occlusion of the artery and intermittent or complete
interruption of the blood supply to the heart muscle. Mechanical interventions such as PCI,
which involves dilatation of the artery with a balloon catheter and insertion of a stent to
maintain vessel patency, reduce the risk of death or myocardial infarction in ACS patients.
However, the intervention itself causes considerable disruption and damage to the blood vessel
wall that can also lead to thrombotic complications. The pivotal role of platelets in this process
has led to the adoption of anti-platelet strategies for both the treatment of ACS and for pre-
vention of the complications of PCI.3 The main mechanisms that have been targeted are
visualised in the simplified schematic of platelet activation and aggregation in Figure 28.1. The
cartoon highlights two mechanisms, thromboxane (TxA2) receptor activation and P2Y12 receptor
activation (by adenosine diphosphate, ADP), the understanding of which has led to dual anti-
platelet therapy with aspirin and an oral P2Y12 antagonist becoming the mainstay of anti-
platelet therapy in ACS.

Prior to approval of ticagrelor and its inclusion in ACS treatment guidelines, only indirect
(pro-drug) oral P2Y12 inhibitors were available, and clinical practice guidelines recommended
dual anti-platelet treatment with aspirin and clopidogrel. However, the efficacy of clopidogrel is
hampered by the slow and variable transformation of the prodrug to the active metabolite,

Figure 28.1 Key platelet activation pathways.
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modest and variable platelet inhibition, an increased risk of bleeding, and an increased risk of
stent thrombosis and myocardial infarction in patients with a poor pharmacodynamic re-
sponse.4 As compared with clopidogrel, prasugrel, another thienopyridine prodrug, has a more
consistent and pronounced inhibitory effect on platelets, resulting in a lower risk of myocardial
infarction and stent thrombosis, but is associated with a higher risk of major bleeding in pa-
tients with an acute coronary syndrome who are undergoing percutaneous coronary inter-
vention (PCI).4 Bleeding risk also reflects the fact that both clopidogrel and prasugrel are
irreversible inhibitors of the P2Y12 receptor and restoration of normal haemostasis requires
generation of new platelets.

Ticagrelor provides a new therapeutic option in ACS as the first direct acting, reversible P2Y12

receptor antagonist.5 In addition, ticagrelor and other potent, selective P2Y12 antagonists from
the Charnwood P2Y12 antagonist project acted as precision pharmacological tools to help ex-
plain the relative roles of P2Y12 and P2Y1 receptors on platelets,6 and how targeting the P2Y12

receptor can lead to profound clinical benefit.7 Adenosine diphosphate (ADP), the endogenous
agonist at the P2Y12 receptor, is an important primary stimulus of sustained platelet activation
and is also released from dense granules of platelets activated by ADP or other stimuli.8–10

Targeting this pathway inhibits platelet activation and, consequently, platelet aggregation,
dense and a-granule secretion and further pro-coagulant activity. Thus, the ADP/P2Y12 axis plays
an important role in amplifying and sustaining platelet activation initiated by other pathways,
leading to stable platelet-rich thrombus generation.11,12 Consequently, blocking the P2Y12 re-
ceptor has important inhibitory effects on overall platelet function regardless of the initial
activating stimuli.13

So, with pivotal, definitive clinical studies completed, ticagrelor available to patients, further
studies in progress, ADP/P2Y12 pharmacology unravelled and the shortcomings of thienopyr-
idines fully understood, it is obvious now that the P2Y12 receptor is an excellent therapeutic
target—but, how did things look 25 years ago?

28.3 ‘‘I WOULDN’T START THERE’’

At the start of any long and difficult journey into the unknown there are always plenty of reasons
not to take the first step. In the case of ticagrelor, there are a host of reasons why it might never
have existed (see Figure 28.2). In the late 1980s, when the story started, there was a surge of
interest in anti-platelet therapy for the prevention of thrombotic events. Aspirin had trans-
formed the outlook for patients with coronary artery disease,14 leading to substantial efforts
across the industry to identify alternative, more selective means (thromboxane (TxA2) an-
tagonists, thromboxane synthase inhibitors (TxSI)) of inhibiting generation or effects of prod-
ucts of the cyclooxygenase pathway (see Figure 28.1). The other area pursued by most big
Pharma active in the thrombosis field was to develop antagonists of the fibrinogen receptor (the
glycoprotein IIb/IIIa complex, GPIIb/IIIa) on platelets, based on the rationale that this approach
would deliver maximal anti-platelet efficacy by blocking the final common pathway in platelet
aggregation, namely the cross-bridging of individual platelets by fibrinogen to form a platelet
rich thrombus.15,16 Against this background, with aspirin established, TxA2 antagonists and
TxSIs in development, GPIIb/IIIa antagonists emerging, the idea of following another single
mediator approach by targeting the P2Y12 (known then as P2T) receptor on platelets was, on the
face of it, counter-intuitive, particularly since the only chemical starting point was adenosine
triphosphate (ATP) for which if asked ‘‘where would you start to develop a new drug?’’ the
answer would be ‘‘. . .well, I wouldn’t start there.’’ This view was easily compounded by a risk
aversion to doing something different rather than follow the logic that, if everyone else is doing
something then it must be the right thing—so we should do that too.
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28.4 ‘‘YOU HAVE TO START SOMEWHERE. . .’’—THE ROLE OF CANGRELOR

. . .and it started in the Fisons Pharmaceuticals research laboratories on the outskirts of
Loughborough in the UK, which later became the Charnwood R&D site within AstraZeneca. The
geographical location and resultant connections and partnerships are a big part of the ticagrelor
success story.

The story started with the coming together in the late 1980s/early 1990s of two areas of re-
search at the Charnwood site. Firstly, a naı̈ve assessment, with no legacy in the platelet field
and, therefore, no preconceptions, of where the unmet need for anti-platelet therapy might lie.
Here, the geography came into play. Firstly, with the Glenfield hospital cardiology group close
by, it was easy to talk to the then Professor of Cardiology, David de Bono, and obtain his insights
on what would make a difference for him. At that time, the intravenous inhibitors of the platelet
GPIIb/IIIa complex were becoming available for use as adjunctive therapy in coronary artery
interventions.15,16 However, it was also apparent that, with such a mechanism, there was a
delicate balance between beneficial effects on thrombosis and increased bleeding risk, par-
ticularly when effects were slowly reversible. The second location factor was the proximity to
Queens Medical Centre in Nottingham and the invitation to join a Platelet Discussion Group
run by Professor Stan Heptinstall. This was to become a long lasting collaboration, later also
involving Rob Storey who went on to become Professor of Cardiology at Sheffield and one of the
lead investigators in both the cangrelor and ticagrelor clinical programmes.

From these, and other discussions, a target product profile (TPP) was identified requiring an
intravenous product with rapid onset of effect, high anti-platelet efficacy and selectivity and
rapid offset.

Alongside the unmet need discussions, an assessment of the mechanisms that might provide
high anti-platelet efficacy led to a conclusion that blocking platelet aggregation induced by ADP
held the most interest. Although, on the face of it, this was another single mediator approach,
close scrutiny of the literature provided the clues that ADP could play an important amplifying
role in the platelet response to most stimuli, particularly due to its presence and release from
storage granules in activated platelets.10 In addition, this was a period when clinical data were
emerging for the thienopyridines ticlopidine, and later clopidogrel.17 These orally-active com-
pounds inhibit ADP induced platelet aggregation but in an indirect (as prodrugs), irreversible
manner and, therefore, did not address the TPP we had identified.

The second area of research was a broad programme aimed at finding novel chemicals
(selective receptor agonists/antagonists) to determine the importance of different subtypes of
P2 receptors in human disease and to understand the therapeutic opportunities. Without
this broad approach it is unlikely that the P2Y12 antagonist project would have started—
in isolation and with the challenges outlined above it is difficult to see that the substantial
Medicinal Chemistry effort required would have been supported. In the event, much of the
early chemistry was quite broad to support an overall exploration of the then known subtypes of
P2 receptor.

Figure 28.2 Potential blockers (real & perceived) to project initiation.
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The anti-platelet and P2 receptor themes centred on ADP came together with the knowledge
that, while ADP was the endogenous agonist (stimulator) of the P2Y12 receptor, uniquely located
on platelets, adenosine triphosphate (ATP) was a natural antagonist at this receptor.18 ATP was,
however, a challenging starting point when attempting to design a potent, selective P2Y12 an-
tagonist for acute use: some properties (short half-life, high aqueous solubility) were ideally
suited for this purpose; other properties (metabolic breakdown to the natural P2Y12 agonist
(ADP), lack of selectivity versus other P2 receptors) were problematic. However, Medicinal
Chemistry and Pharmacological clues were there from work conducted at the Universities of
Sheffield19 and Middlesex20,21 showing that this natural antagonist could be modified to yield
stabilised ATP analogues with selectivity for the P2Y12 receptor. Most of the pieces of the jigsaw
existed—what the early P2Y12 project within Fisons Pharmaceuticals did was to bring these
pieces together: unmet medical need; tailored TPP; novel chemistry; integrative pharmacology;
a strong Experimental Medicine capability—to design, deliver and develop AR-C69931MX
(cangrelor),22 the first direct acting, reversible intravenous P2Y12 antagonist to progress into
studies in patients.

Cangrelor is an important potential product in its own right, now under development by The
Medicines Company, who specialise in acute care therapies. It is also an important component
of the ticagrelor story—cangrelor and related compounds23,24 removed the biological doubt and
proved that targeting a ‘‘single mediator’’ approach could provide a broad spectrum profile. It
led to a position where the P2Y12 field was largely defined by AstraZeneca compounds, research,
publications and collaborations.

So, without cangrelor, ticagrelor would not have existed. Even with the compelling evidence
being generated with cangrelor, internal scepticism about being ‘‘different’’ remained; without
it the concept of an oral direct acting P2Y12 receptor antagonist would not have seen the light of
day. In the event, innovative spirit shone through and the journey from cangrelor to ticagrelor
started.

28.5 TOWARD TICAGRELOR

A crucial part of the story at this stage was the growing understanding that not all patients
respond well to the thienopyridine (indirect) P2Y12 antagonists exemplified by clopidogrel.25

The need for metabolic conversion to an active metabolite introduced a variability not seen with
cangrelor and so the concept that a direct acting P2Y12 antagonist could fully realise the po-
tential of the P2Y12 antagonist mechanism, by providing more complete and consistent in-
hibition of platelet activation than the thienopyridines, was born. This became a differentiating
thread for ticagrelor that linked basic science and preclinical data, through the Phase I
and Phase II clinical trials and through, ultimately, to improved clinical outcomes in the
PLATO study.

But. . . to rewind to the start of the oral P2Y12 antagonist programme, here, with the
pharmacological rationale gaining growing credence, the challenge lay in Medicinal Chemistry
and in DMPK—how to move from a molecule such as cangrelor, with properties ideal for its
intended clinical use in the acute setting, but completely incompatible with that of an orally
active therapy for chronic treatment—to something that could go head-to-head with clopido-
grel. This challenge was exacerbated by the fact that, at this time, the P2Y12 receptor remained
defined only by its function and its pharmacology.26 The structure of the receptor was not
known, and it was yet to be confirmed as a P2Y subtype with the ‘‘12’’ designation. Con-
sequently, no cloned and expressed system (or suitable radioligand) was available to support
high throughput screening (the structural identity and cloning of the P2Y12 receptor was not
published until 200127—2 years after selection of ticagrelor as a candidate drug).
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Faced with these challenges it would have been easy to walk away. Instead, the Project Team,
strongly supported by Astra research management, maintained confidence and commitment
and a belief that we could succeed. Progress was dependent on a relatively low throughput, but
highly efficient and informative, functional screen (ADP induced aggregation of human washed
platelets) and an empirical, hypothesis-driven synthesis/screening strategy. This approach re-
sulted in quite long periods of small incremental steps interspersed with a handful of quite
unanticipated transformational structural alterations. In all, from the inception of activities
toward an oral compound to identification of the first potent, orally-bioavailable P2Y12 an-
tagonist represented 3 years of effort. Two years later ticagrelor was nominated as a Candidate
Drug. Below, this journey is broken down into what, with the benefit of hindsight, can be seen
as distinct phases of the story, each enabled by a landmark finding. Outlined for each phase are
the key scientific steps taken toward the ultimate goal and highlights of the key themes,
learnings and ways of working that enabled success. A common format Figure is provided
summarising the following for each phase:

� The key challenge/issues faced.
� The Chemistry strategy pursued.
� The focus of the Biology (Pharmacology/DMPK).
� The key steps forward achieved.

28.5.1 Where to Start?

Where do you start when the starting point is an ATP analogue and the goal is a potent, se-
lective, orally-bioavailable medicine? As mentioned, without access to a high throughput
screen, the option of throwing away the template and finding more ‘‘druggable’’ hits was not
available. Therefore, the only approach that could be taken was, with cangrelor as the template,
to progressively explore whether the main impediments to this goal (high molecular weight,
high polarity, multiple charges), and structural features not consistent with or desirable in a
molecule for chronic use (adenine ring, glycosidic bond), could be modified or replaced while
still retaining potency (Figure 28.3).

The first step recognised that, in cangrelor, an analogue of the endogenous P2Y12 antagonist,
ATP, the terminal phosphate group was essential for antagonism. The approach taken was,
therefore, to find alternative acidic groups which could mimic the polyphosphate chain and
particularly the C-phosphate unit of ATP. This initial strategy led to the discovery of a series of
aspartic acid-derived di-carboxylic acids. Initially, with retention of the adenine (X¼ carbon)
and ribose (Y¼ oxygen) rings, the highest attainable potency for inhibition of ADP-induced
aggregation of human washed platelets was a pIC50 of 7.0, some 300-fold less potent
than cangrelor (pIC50¼ 9.4). However, we had completely replaced the triphosphate and
achieved P2Y12 antagonist potency and selectivity substantially higher than ATP itself
(pIC50¼ 3.5). There then followed two of the landmark events of the ticagrelor story: intro-
duction of triazolopyrimidine (X¼N) as an isostere of purine and replacement of the ribose
oxygen with carbon. These two heroic pieces of medicinal chemistry resulted in a compound
with comparable P2Y12 antagonist potency (pIC50¼ 9.5) to that of cangrelor but with con-
siderable progression away from the triphosphate starting point, and optimism that further
progress could be made. In particular, the triazolo benefit in affinity was seen in all cases and
allowed previously impossible changes to be applied. Selectivity amongst P2 receptors was
always maintained.

One of the key themes emerging from this phase of the project was that, with the difficulty of
the chemistry, it was compound synthesis that was the rate-limiting step and the biology effort
could initially be quite streamlined, predominantly focused on the primary assay for P2Y12
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antagonist potency. This allowed the pharmacology team to complete more complex profiling of
cangrelor, including building a strong differentiation story vs. GPIIb/IIIa antagonists in a dog
model of thrombosis.28 In turn, this built a database and expertise that subsequently helped
support the oral P2Y12 programme. However, as progress began to be made with achieving the
potency goal, three things became apparent: 1) That chemistry output would need to increase if
we were to deliver an optimised compound(s) in an acceptable time frame; 2) that this would
require a higher capacity primary screen; and 3) that, as we moved toward more ‘‘druggable’’
molecules, we would need to increase capability and capacity for investigating drug metabolism
and pharmacokinetics.

28.5.2 Taking Charge

Replacement of the triphosphate and the potency enhancement provided by triazolopyrimidine
were encouraging steps. However, it was clear that the di-carboxylic acid compounds, although
potent, were subject to rapid biliary clearance and not orally-bioavailable. Clearly, to achieve the
project objective, we needed to reduce size, complexity and charge. This was indeed achieved,
firstly by moving to mono-carboxylic acids and then with the landmark of achieving P2Y12 af-
finity in a neutral compound (Figure 28.4), with a reasonable pIC50 of 7.7. Importantly, this
compound was not subject to biliary clearance. Instead, metabolite identification from in vivo
DMPK experiments indicated that it was subject to hepatic metabolism. This observation moved
us significantly closer to the goal of a long acting oral compound since it offered a much higher

Figure 28.3 Where to start – replacing the triphosphate.
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likelihood of being able to make PK and dose predictions to man, based on a combination of
in vitro metabolism data and in vivo metabolism and PK studies in the rat and dog.

Importantly, these less complex, neutral molecules now made it possible to increase the
medicinal chemistry output, in particular by accessing the then emerging technology of parallel
synthesis, enabling multiple reactions and permutations of substituent changes to be con-
ducted in 96-well plates. In turn this was supported by conversion of the primary P2Y12 screen to
a 96-well format, initially still as a functional assay, but later as a radiolabel displacement assay,
requiring identification and synthesis of a novel radioligand and development and validation
of the assay. These changes exemplified another theme in the project—the flexibility and
ingenuity of the team to continually evolve the key screens to adapt to the changing needs of
the project and to access novel technologies, while still maintaining project delivery.

28.5.3 Parallel Universe

At this point in the project great strides had been made and considerable distance achieved
from the original triphosphate starting point. However, these first neutral compounds were far
from optimised—active yes—but not sufficiently so, and still with many deficits that precluded
oral bioavailability and long duration of action (Figure 28.5). Here we encounter another
landmark for the project—the identification, through parallel synthesis and the 96-well format
primary screen, of the potency-enhancing phenylcyclopropylamine substituent that, import-
antly, also resulted in the first orally-active compound. This was the breakthrough that

Figure 28.4 Taking charge – affinity and ‘‘normal’’ metabolism in neutral compounds.
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convinced the team that we were very close to candidate drug (CD) quality molecules. The
growing understanding of the properties and challenges associated with the core structure also
enabled refinement of the criteria required for a compound to be considered as a serious CD
contender (Table 28.1).

Figure 28.5 Parallel universe – emerging technology leads to unanticipated gain in potency.

Table 28.1 Outline selection criteria during prenomination phase of oral P2Y12 antagonist project.

Attribute Criterion

Potency IC50r10 nM vs. ADP-induced aggregation of human washed
platelets in vitro. ID100 (inhibition of platelet aggregation ex vivo
in dog)o2 mg � kg�1 po bid.

Selectivity and specificity
in vitro

At least 100-fold selectivity for the P2Y12-receptor over other P2
receptor subtypes and unrelated mechanisms.

Duration t1/2 sufficient to support twice daily dosing in man: exact value
dependent on acceptable bleeding time prolongation at predicted
plasma Cmax and interspecies scaling.

Oral bioavailability 430%: screening target 430% (rat); 450% (dog).
Hypothesis testing in vivo Inhibition of ADP-induced platelet aggregation ex vivo after oral

dosing. Abolition of thrombosis in the anaesthetised dog cyclic flow
reduction (CFR) model following intravenous dosing - confirmed
with selected CD via GI route (intraduodenal).

Therapeutic index Anti-thrombotic:bleeding time ratio better than GPIIb/IIIa antagonists.

707‘‘Daring to be Different’’: The Discovery of Ticagrelor

08
:3

8:
13

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
06

99
View Online

http://dx.doi.org/10.1039/9781782621836-00699


However, there remained another twist in the tale. Namely, that the growing capability in
techniques for assessing metabolism in vitro in liver microsome preparations and in hepato-
cytes from rat, dog and human, had identified significant qualitative and quantitative species
differences in clearance routes and sites and extent of metabolism, making it difficult to predict,
with any degree of certainty, the likely bioavailability, half-life and required dose in man. The
major route of clearance in the rat of these lipophilic, neutral compounds was oxidative me-
tabolism whereas clearance was higher as a fraction of hepatic blood flow in the dog and
progressed principally via glucuronidation. Preliminary data from human hepatocytes sug-
gested that human clearance was also likely to be via glucuronidation within the carbocycle.
These observations indicated the pivotal role of in vitro metabolic screens and the emphasis in
particular on robust in vitro human data. The DMPK complexities moved the Project into a
phase where the predominant structure-activity information driving compound design was
human in vitro metabolism data. There was little general precedent for this at the time, and the
P2Y12 antagonist project was the first project within Astra to fully integrate this approach into
the synthesis/screening cycle and compound optimisation.

28.5.4 The Human Factor

At this stage, with growing understanding of properties and challenges of the lead compounds,
it became apparent that the target profile of any compound suitable for progression would
include having a predicted PK/PD profile consistent with twice daily dosing in man at a dose of
o0.2 mg/kg. This in part reflected the recognised chemical complexity of the lead compounds
and likely cost of goods implications, based on the knowledge available and the assumptions
applied at that time. The ability to make predictions of human PK and dose with as much
confidence as possible became paramount, and the main focus of the project moved to further
optimisation of compounds based on improving metabolic stability in human microsomes and
hepatocytes (Figure 28.6). Importantly, fluorination of the aromatic substituent not only re-
duced the oxidative metabolism. Despite being a remote chemical change, the metabolism on
the opposite side of the molecule (glucuronidation of the primary alcohol) was also reduced by
this change. This dual effect brought sufficient improvements in metabolic stability for a
chronic oral drug to become a reality.

Comparison of intrinsic clearance values obtained in rat hepatocytes and microsomes in vitro,
with clearance values obtained in vivo, provided support for the possibility of predicting the
clearance of compounds in man in vivo from intrinsic clearance values obtained in human
microsomes and hepatocytes in vitro. In addition, comparison of anti-aggregatory potency data in
dog blood in vitro with results from combined PK/PD experiments in the dog in vivo supported the
use of potency in human blood in vitro as a predictor of potency ex vivo. This was also supported
from clinical data obtained with cangrelor. Using the predicted clearance value in vivo, the pre-
dicted anti-aggregatory potency (IC90) of the compound in human blood ex vivo and other factors,
it is then possible (Figure 28.7) to make an estimate of the dose required in man to meet the target
profile (12 h full (Z90%) inhibition of ADP-induced platelet aggregation measured ex vivo).

The use of the IC90 value for inhibition of platelet aggregation in human blood was based on
experience in the in vivo thrombosis model in the anaesthetised dog that was a key element of
the pharmacological profiling of compounds. Developed, validated and refined throughout the
course of the project, this complex model allowed a highly integrated assessment of the profile
of a compound.28 Within each experiment, the anti-thrombotic effect was evaluated against
dynamic, platelet-mediated thrombosis visualised as cyclic reductions in blood flow (CFR) in
the damaged, stenosed femoral artery of the anaesthetised dog. Bleeding time and ADP-induced
platelet aggregation ex vivo were also measured. The robustness and stability of the model
(experiments could be run for up to 12 hours) allowed full dose–response relationships to be
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obtained for inhibition of thrombosis, inhibition of platelet aggregation and prolongation of
bleeding time. As seen previously with cangrelor, the anti-thrombotic effect of compounds from
this phase of the project was achieved with significantly less compromise of haemostasis
(bleeding time prolongation) than observed with GPIIb/IIIa antagonists. For all anti-platelet
agents tested, regardless of mechanism, complete inhibition of thrombosis required
complete/near complete inhibition of platelet aggregation measured ex vivo—hence selection of
the human blood IC90 as a component of the dose prediction.

Figure 28.6 The human factor – robust in vitro metabolism assays enable human dose prediction.

Predicted
Human Dose

Potency
(human blood IC90 in vitro)

Bioavailability (rat & dog in vivo)
(assume 50% in man)

Volume of Distribution
(rat & dog in vivo)

Clearance
(human in vitro)

t1/2

Figure 28.7 Predicting the human dose.
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The model also involved measurement of blood pressure, heart rate, ECG and blood flow in the
non-stenosed femoral artery. Therefore, by continuing dose progression above the effective anti-
thrombotic dose it was possible to also assess any potential for unwanted cardiovascular effects.

In the early stages of the project, with the focus on achieving potency in new chemical series,
and reflecting the chemical complexity, it was usual for the first batch of compound synthesised
to be just 10–30 mg. This was appropriate given that many compounds did not progress beyond
the primary screen. However, for interesting compounds, this approach could lead to a delay of
a few weeks for re-synthesis to support further progression. In the later (prenomination) final
optimisation stage of the project, the majority of compounds synthesised were potent, selective,
metabolically stable to varying extents, and orally bioavailable. With that in mind, tactics were
changed and batch 1 of each compound was made with sufficient quantity to enable data-driven
progression from primary screen, through PK and metabolism assessments and to the dog
thrombosis model with no delay loop (Figure 28.8). To achieve this rapidly required very close
team work and collaboration between all disciplines (medicinal chemistry, analytical and
physical chemistry, drug metabolism and pharmacokinetics research, pharmaceutical sciences,
pharmacology).

The efficiency that could be achieved is exemplified by experience with a close analogue of
ticagrelor for which, from submission of batch 1 of the compound to availability of decision-
making data from all the test systems shown took just 1 week.

28.5.5 Complexity of Science, Simplicity of Thought

Since the project was now in a rich vein of compounds and the screening load on these assays
and the in vivo drug metabolism and pharmacokinetic assessment had become rate-limiting,
tough decisions had to be made regarding compound progression. Tough decisions entailed the

Figure 28.8 Compound progression.
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whole project team being comfortable with and jointly owning pragmatic solutions, robust
discussions and the making of considered judgement calls on sparse data. Examples of this
highly collaborative behaviour included:

� Accepting that, if effort had been put into synthesising a batch 1 quantity sufficient for
complete progression, most of the compound would not be used if it failed to progress
beyond the primary screen.

� Accepting that we would make decisions to abandon series often on data on just a few
representatives if the data indicated a negative trend.

� For many compounds, bypassing the rat intravenous component of progression and
moving straight to oral dosing in the rat—if the PK profile after oral dosing was
unfavourable that could be a stop decision and we would not necessarily go back to seek
the explanation for a poor profile.

So we maintained an unrelenting focus on the ultimate goal of delivering an orally active
P2Y12 antagonist that could be progressed through safety studies and into the clinic. We only
pursued compounds and data that moved the project closer to that goal. All experiments had to
support a decision and all other considerations were distractions.

The ultimate achievement was identification of the compound that became ticagrelor.5

28.6 BITING THE BULLET

By this stage in the project it was becoming evident that clopidogrel (Plavix) in combination
with aspirin would become standard of care in the ACS setting. Commitment to investment in
the clinical development programme for ticagrelor would require a high level of confidence that
a reversible, direct (non-prodrug) acting P2Y12 antagonist would have a differentiated profile
compared with clopidogrel. The more rapid onset and offset of effect would provide some ad-
vantages but it was clear that clinically-meaningful and reimbursable differentiation would
require a significant improvement in efficacy. The scale of the PLATO study (more than 18 000
patients) demonstrates what it would ultimately take to prove this, so how could confidence be
built at this early stage, even before the preclinical work to support dosing to man had com-
menced? The answer lay in the growing body of evidence for ‘‘poor responders’’ to clopidogrel,
as assessed by measurement of ADP-induced platelet aggregation measured ex vivo following
dosing of clopidogrel in healthy subjects or ACS patients. We hypothesised that these patients
would remain at a high risk of thrombotic events since their platelets would still be responsive
to ADP. An extension of the hypothesis was that if a direct acting P2Y12 antagonist were to work
pharmacodynamically in all subjects/patients, including those responding poorly to clopido-
grel, then, in an appropriately designed and sized clinical study (such as PLATO) there would be
a high level of confidence in seeing a significant improvement in efficacy across the study
population. Consequently, we conducted a study in which eight healthy volunteers received the
standard dose of clopidogrel (75 mg) over a period of 11 days. Blood samples were taken on days
0, 1, 2, 3 and 11. Each blood sample was split and ADP-induced platelet aggregation was
measured either in the blood sample as taken or after addition in vitro of ticagrelor at its
predicted therapeutic concentration. As illustrated in Figure 28.9, following 11 days clopidogrel
treatment, in line with other studies, there was substantial variability in the degree of platelet
inhibition observed. However, when ticagrelor was ‘‘spiked’’ into the samples, complete/near-
complete inhibition was seen, even in blood from the subjects responding poorly to clopidogrel.

This small ‘‘translational’’ study in just eight subjects was prospectively defined as a GO/NO
GO study for the project. The result represented a clear GO—we knew that, as long as adequate
plasma levels of ticagrelor were achieved, we would see the same pharmacodynamic
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differentiation following oral dosing of ticagrelor in man. This was subsequently confirmed in
the Phase I and II clinical development programme.

What about the dose required to achieve this pharmacodynamic effect? How good was the
dose to man prediction? The approved dose of ticagrelor (as studied in the PLATO study) is a
loading dose of 180 mg (two tablets of 90 mg) followed by 90 mg twice a day for up to 12 months
(i.e., a daily dose of 180 mg).2 The dose prediction at the time of selection of ticagrelor as a
candidate drug was 0.2 mg/kg twice daily (14 mg daily dose based on a body weight of 70 kg)—a
five- to six-fold underestimate. Contributory factors to this difference are that the dose
prediction assumed a bioavailability of 50% (actual bioavailability 36%2) and a clearance of
o70 mL/min (actual clearance 362–511 mL/min with repeated twice daily dosing29). These
differences are probably not that surprising, given the human microsome and hepatocyte assays
were being developed and validated in parallel with project delivery, the embryonic nature of the
science of dose prediction at that time, and the number of assumptions built into the prediction
model. Importantly, as discussed in Chapter 8 of this book, information generated from the
ticagrelor clinical PK data allowed refinement of the prediction model for subsequent appli-
cation to other AstraZeneca projects.

28.7 ENABLERS

As discussed above, there were certainly scientific learnings from the P2Y12 antagonist project.
Perhaps more important though is to reflect on the human factors and ways of working that
enabled ultimate success despite all the challenges.

A characteristic of the P2Y12 project team was the building of partnerships and ensuring
engagement with the wider project team, particularly colleagues who would be inheriting from
the Discovery team a compound with significant challenges: complex multistep synthesis; poor
solubility; potentially difficult formulation challenges; the need to consider non-standard tox-
icology species. One of the key factors that enabled seamless progression into early develop-
ment was recognising those challenges early and building partnerships with the groups that
were going to inherit those challenges.

In particular we worked quite differently. We involved Process R&D, Formulation, Toxicology
and Experimental Medicine colleagues very early on in the project and they quickly became key
members of the extended project team. In particular this enabled the process research and
development chemists to make a head start on thinking about alternative routes and scale up.
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Figure 28.9 Platelet inhibition in blood samples from 8 subjects following 11 days dosing with clopi-
dogrel with and without ‘‘spiking’’ with ticagrelor in vitro.
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Throughout the project lifetime, we remained true to our strategic vision and belief—we main-
tained momentum in the P2Y12 antagonist field at a time when it was a difficult area to be working
in. Many companies were moving out of novel antiplatelets, with one of the main reasons being that
most had invested in the GPIIb/IIIa antagonist class, which, as mentioned previously, target the
final common step in platelet aggregation. Targeting that mechanism proved quite successful in
the acute hospital settings, with products that are providing benefit to patients. However, many of
the orally active compounds with that mechanism advanced into Phase III clinical studies, but
failed due to an increase in mortality30—for reasons still incompletely understood.

Overlaying all the Project-level factors discussed above was the critical importance of en-
gagement and support at a senior management level. In the Astra years, Research Management
had the vision to support initiation of the project, an understanding of complexity, and the
patience to give the Team time and space to address complex challenges. Finally, a Phase III
study of the scale and cost of PLATO study was a bold recommendation from the ticagrelor
Global Product Team, and committing to it a courageous decision by the then leaders of
AstraZeneca. As a result, they, and everyone associated with the P2Y12 antagonist project, now
have the satisfaction of knowing that, by daring to be different, we have been part of delivering a
new medicine that, each day, is changing and saving patients’ lives.

HINTS AND TIPS—INGREDIENTS FOR SUCCESS

In summary, the scientific and human ingredients for success were:

� Identification of a clear unmet need, patient population and target product profile.
� An unwavering focus on a clearly defined objective.
� Building, applying and translating the scientific knowledge of the mechanism to provide

a seamless transition into the clinic using. . .
� . . .a robust, translatable functional assay that allowed progress in the absence of what

would typically now be pre-requisites for a project start (cloned receptor, high
throughput screen).

� A highly integrated approach, harnessing capabilities in Medicinal Chemistry, Integra-
tive Pharmacology, Experimental Medicine and, crucially, Drug Metabolism.

� Close teamwork enabling rapid decisions to be made, with sparse data, with an un-
relenting focus on delivery.

� Building partnerships!
� ‘‘Daring to be different’’ and a ‘‘Can Do’’ attitude.
� Commitment, Courage and Conviction.
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benzothiazolone long-acting dual-acting

D2/b2 agonists 162–4, 166–7, 168, 175
benzothiophene series 643, 644, 645
benzyl indazole GW2974 684, 685
4-benzyloxyaniline 682
benzylpenicillin 202
‘best mode’ requirement 431
beta-2 agonists 162–4, 166–7, 168, 175
betaxolol 194
bexarotene 638
bias in drug discovery

human 21, 22–6
molecular property bias 8–19, 21
pharmaceutical company bias 16–17
well-designed library definition 33

biliary excretion 221–2, 224, 471, 705
BILN-2061 524, 525
binding

assays 300, 372, 378–9
binding/dissociation constant (KD)

134
free energy see Gibbs free energy (DGo)
kinetics, lead compound validation/

optimisation 465
modes

(aza)oxindoles to protein kinase
hinge region 54

free energy of binding 66, 67
ligand binding 102

pockets
aleglitazar 648, 658, 659
flexibility 465, 466–7
lead compound validation/

optimisation 465, 466–7
sites

entrance to, interactions
at 109–10

human PPARg 641
lapatinib discovery 685–7

bioavailability 193–4
biochemical assays see assays
Bioclipse open source workbench 179
bioinformatics 336–44

data integration 342–4
development 245
genomics explosion 340–2
hints and tips 344
homology modelling 339–40
hypothesis generation 459
protein structure resources 339–40
small molecule resources 342–4
target dossiers 338–9

bioisosteres, classical/non-classical 550
Biological and Medicinal Chemistry

journal 57
biomarkers

animal model experimental design 313
bioinformatics 337, 338, 344
FDA definition 350–1
mechanistic biomarkers 473, 474, 479
new drug development examples 351
PoC/PoP/PoM/TE 351–2, 353, 354, 356,

359
safety/efficacy 259–60
target validation 490

bioorthogonal ligation strategy 459
biopharmaceuticals 7, 420
Biopharmaceutics Classification System

(BCS) 7
Biophysical Mapping (BPM) 258
biosensor technologies 360
biotin tags 459
birth control pills 382
bland structures 59
bleeding time 701, 709
blinding, clinical trials 624, 625
block-based clamped filter-based systems 42
blood, drug metabolism 185
blood to plasma (B:P) ratios 220
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blood–brain barrier
ADME studies 469–70
desloratadine/fexofenadine 228
drug transporters 204
lead optimisation 551
lipophilicity 49
nervous system toxicology 403
oral drug design 10–11

boceprevir 523, 524, 525
body weight 314, 667, 669
Boltzmann relationship 82
bond angles 105
bond stretch 72, 73
Bonferroni’s statistical test 319
Born–Oppenheimer approximation 67, 72
boron–enolate methodology 646, 648, 655
bound conformations 110–11
bound water, binding driver 101
BPM (Biophysical Mapping) 258
BRAF inhibitor vemurafenib 143, 244, 247,

253, 341, 523
brain 516

see also blood–brain barrier
breast cancer

Human Genome Project 247, 255–6, 259
lapatinib discovery 676–96
resistance protein 221, 391, 392
trastuzumab 259

bridging toxicity studies 419
Brilintas/Briliques (ticagrelor) 229–30,

699–713
bromine 126, 176
bromo-ketone/thioamide cyclisation

methodology 689
bromodomain CREBBP-inhibitor

complex 106
bronchoalveolar lavage (BAL) fluid 330
bronchoconstriction 162–4, 167, 168, 175
Brönsted, P. 155
Brown Norway rat model 330
BT474 (breast) cell proliferation assay 678,

679, 680, 682, 684, 690
bulk supplies 45–6, 476–7, 592–601, 687–9
bulk/cohesiveness (BC) plane 9
buprenorphine 472

C3H mouse model 318
C57BL/6 mouse model 317, 318
C57BL/10 mouse model 318
CA (cluster analysis) 165

Caco-2 (human colon carcinoma cell line)
assays

efflux data early screening use 204, 205
human drug absorption 215, 216, 217
LC-MS 280
lead optimisation 545
toxicology testing 393

Caenorhabditis elegans 244, 249, 256, 260
Cambridge Crystallographic Data Centre

(CCDC) 84, 85, 87, 586
Cambridge Structural Database (CSD)

composition/features 98
hypothesis-based design 108
Isostars/Superstars 105, 107
molecular interactions

quantification 84
torsion angles 104
usefulness 116–17

cAMP (cyclic adenosine phosphate) 277
cancer drugs

Aurora kinase development 142
AUY922 140
bioinformatics 337, 341, 344
crizotinib 360
genomics 341
lapatinib 18, 19, 676–96
lethal screens in yeasts 248
trastuzumab 259
VEGF2 kinase inhibitors 20
vemurafenib 143, 244, 247, 253, 341,

523–4
candidate drugs 530–2, 533, 689–91
cangrelor (AR-C69931MX) 702–3, 704, 705
capecitabine 694
capillary electrophoresis methods 132
CAplus database 452
captopril 339–40
CAR (constitutive androstane receptor) 199,

205, 389
Carbo index 74, 75
carbon-14 labelled drugs 192
carbonyl reduction 186
carboxylic acid drugs 201
carcinogenicity studies 419, 420, 422,

479–80, 667
cardiac liability

lead optimisation 541, 542, 543, 544, 546
PK/PD in drug design/development

475, 481
toxicology testing 375–9, 403

720 Subject Index

08
:3

8:
16

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
07

15
View Online

http://dx.doi.org/10.1039/9781782621836-00715


Cardiac Safety Research Consortium
(CSRC) 378

Car–Purcel–Meiboom–Gill (CPMG)
acquisition 128

caspase-1 490
caspase-8 510
catechols 512
b-catenin 278
Caveat approach 135
CBA mouse model 318
CCDC (Cambridge Crystallographic Data

Centre) 84, 85, 87
CCR5 chemokine receptor 457, 498
CCR8 G-protein coupled receptor 540–4
CD14/TLR4/mdm2 receptor complex 321
CDK inhibitors 141
CDK2 protein kinases 51, 52, 53, 139–40, 141
CDK4 kinase inhibitors 176
cDNA (comlpementary DNA) 245, 387
celecoxib (Celebrexs) 436–7
cell-based assays

cell invasion 285
cell metabolites 284–5
cell morphology 284
cell movement 285
cell number 284
cell reporter gene 280–1
cell viability 374–5
lapatinib discovery 678, 679
lead generation 520–1
phenotypic assays 283–5
RNAi assays 255–6
toxicology testing 393–4

CellTitre-Glos assay 283
cervical cancer 626
cevoglitazar (LBM-642) 664, 665
Chagas disease 510, 511
chain length 649
CHELPG algorithm 74
ChEMBL database 177, 342
chemical development/medicinal chemistry

interface 592–601
chemical space 140–1, 173
chemogenomics 142, 501
ChemScore method 87
Cheng–Prusoff IC50-type analyses

lead optimisation 372
pharmacological activity

measurement 299, 301, 302, 307
translational science 358

CHK1 kinase 141
chloramphenicol 187, 196
chlorcyclizine 395
chlorpromazine 189
chromosomal damage 416, 475–6
chronic obstructive pulmonary disease

(COPD) 355–9, 491, 492
chymotrypsin-inhibitor complex PDB

3VGC 100
Cialiss (tadalafil) 438, 439
cimetidine 202, 295
cisapride 377
claims, legal

patent law
case studies 433–9
conditions 426–31
defences/exemptions 446–7
infringement 443–8
interpretation 444–6
scope 432, 434, 435, 436–7, 454
types 432–9

clarity, patent applications 430–1
classifications see terminology
clearance (CL)

ADME studies 469, 470–2
human PK studies 209, 219–26
lead optimisation 542, 543
ticagrelor discovery 708, 709

‘click’ (bio-orthogonal) chemistry 459, 480
clinical hold 421
Clinical Pharmacokinetics (Rowland &

Tozer) 209
clinical trials 623–32

aleglitazar 661–9
duration 479
ethical considerations 629–30
health authorities 629–30
hints and tips 631–2
history 623
investigational brochure 631
lapatinib discovery 693–4
particle size/morphology design 587
phases of drug development 626–7
process 413, 479–80
RA treatment example 624–6
regulatory examples 630–1
statistical considerations 628–9
study protocols 629
success/attrition rates 1, 2
target product profile 629
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clinical trials (continued )
timeline examples 627–8
types 2, 624

clofibrate 639, 640
clogP algorithm

calculation 5
dual-acting D2/b2 agonists QSARs 163
lead optimisation 552
oral drugs 2, 3, 11, 13
PK/PD in drug design/

development 475, 481
QSAR models 157, 178

clonogenic assays 284
clopidogrel (Plavixs) 341, 472, 699–703,

711, 712
closest prior art 429, 431
closure phase of projects 607, 617
cluster analysis (CA) 165
cluster-selection approach 50
Cmin (minimum effective concentration,

MEC) 211, 212, 230, 531
CNDO (Complete Neglect of Differential

Overlap) 71
CNS barrier penetration

ADME studies 469–70
desloratidine/fexofenadine 228
drug transporters 204
lead optimisation 551
lipophilicity 49
nervous system toxicology 403
oral drug design 10–11

co-crystals 96–9, 134, 573, 577
coefficient of variation 170
cohesive energy, crystallisation 570
colitis, animal models 326
collaboration, departmental 592–601
collagen-induced arthritis (CIA) 324, 325,

498
coloured data representation 535, 536
combination drugs 419, 422, 694, 699–703,

711–12
combinatorial libraries

design 32–61
5-minute practical guide 60–1
dynamic 51, 52, 53
key approaches 33–57
parallel synthesis 32–61
purchase of compounds 45–6
strategies 46–7

diversity collections 47–53

high throughput chemistry
development 39–41

historical aspects 33–7, 39–41
lead identification 461, 462
targeted libraries 53–4

Comet assay 399, 400, 416
commercial databases 41–6, 48, 367
common core motifs 41
communication skills 607, 618–20
compartmental/non-compartmental PBPK

models 210, 211
compartmentalised resin beads 35
compassionate use trials 626
competitive ligand-observed NMR 129
Complete Neglect of Differential Overlap

(CNDO) 71
compound mixture screening 55
compound repurposing 343
computational methods 66–92

absorption studies 215, 216
aleglitazar 659
bioinformatics 336–44

data integration 342–4
genomics explosion 340–2
hints and tips 344
homology modelling 339–40
protein structure resources 339–40
small molecule resources 342–4
target dossiers 338–9

compartmental PK modelling 210
conformational energy 80–4
CYP-mediated metabolism 470
de novo structure-based design 135
examples in drug design 87–91, 97
hints and tips 91–2
lead generation 518
lead identification 464
library design 41
ligand docking/scoring functions 85–7
ligand–target energetics 466
molecular interaction quantification 84–5
molecular mechanics 67–75
molecular orbital theory 67075
molecular simulation/dynamics 75–8
oral drug design 25
parallel synthesis 41
physics-based vs. empirical models 66–7
small molecule target identification 509
solid form design 585–7
solvation modelling 78–80
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target validation 501–2, 503
toxicology studies 364–70

databases 365, 367
tools 365, 366

concentration–effect (E/[A]) curves 293
conditional gene knockout 257
conformational states

allosteric antagonists/modulators 303–4
binding pockets 465, 466–7
bound conformations 110–11
constraints/restriction 83–4, 542, 545
drug design 80–4
lapatinib binding data 692
lead identification 462, 542, 545
molecular mechanics 91
Monte Carlo techniques 76–7
PPARs mechanism of action 637
preferred/lowest-energy 103–4, 110–11,

117
solid form selection 567

conjugation (Phase II) pathways 184–5, 186,
191, 194, 195–6

conjugative reactions 471
connective tissue breakdown 491, 492
Connectivity Maps (C-Maps) 246
Connolly surfaces 100
conotoxin peptide knots 462
ConQuest 105
conserved features/sequences

Caenorhabditis elegans/humans 249
Danio rerio/humans 250–1
Drosophila melanogaster/humans 250
hypothesis-based design 108
iNOS inhibitor side chains 112

constitutive androstane receptor (CAR) 199,
205, 389

constitutive receptor activation 295
continuum solvation models 80
controlled release 477
controlling (QSAR) descriptors 175–6
convulsants 404
costs/economy

patents 441, 442, 443, 447, 449
project assessment 609–10
SELECT criteria 592, 593, 594

coulombic terms 73–4
counter-ions 575, 576, 577
counterscreens 514
covalent bonds 72, 73, 105, 660
covalent inhibitors 519–20

COX-II inhibitors 436–7, 446
CPMG (Car–Purcel–Meiboom–Gill)

acquisition 128
Cre-recombinase enzymes 253
CRISPR/Cas system 252
critical path analysis 610, 611
crizotinib 341, 360
cross-species allometric scaling 219
cross-species comparisons 191–3, 205, 206
cross-validation, QSAR models 173
crowd sourcing technology 48
CRTH2 gene 246
Crum-Brown, Alexander 154
cruzain 510, 511
crystal structures

see also X-ray crystallography
crystal packing energies 570–1, 573
intermolecular interactions 570–1, 573
Miller indices 568, 569
paracetamol 568, 569, 570
solid form selection 568–80
unit cells 568, 569, 570

crystal-soaking experiments 131–2, 134
crystalline solids 233, 468, 481
crystallisation techniques 571–2, 593
CSD see Cambridge Structural Database (CSD)
CSRC (Cardiac Safety Research

Consortium) 378
curation of databases 124, 338
Curtius rearrangement 687
CXCR2 491

antagonists 323, 357, 491, 534
CXCR4 co-receptor of HIV virus 304
cyanopindolol 297
cyclic adenosine monophosphate

(cAMP) 277
cyclin-dependent kinases 248
cyclohexyl analogues 103
cyclooxygenases 472, 701
cyclopentyl analogues 103
cyclosporine A 461
CYP450s see cytochrome P450 enzymes

(CYP450s)
cysteine-rich extracellular binding

domains 677, 678
cystic fibrosis 247
cytochrome P450 enzymes (CYP450s)

ADME studies 470–1, 481
aleglitazar 650–1, 656
cloning/characterisation 260
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cytochrome P450 enzymes (continued)
drug metabolism 185–8, 191

1A2 187, 188, 198
2A6 187, 188, 198
2C9 185, 187, 188, 198, 341, 381
2C19 187, 188, 198, 341, 381
2D6 187, 188, 198, 201
2E1 187, 188, 198
3A4 185, 187, 188, 197, 198, 694

drug–drug interactions 380–4, 386–8
ERG11 248
human polymorphic 382, 383
inhibitors/inducers 381, 384–6, 388–90
isoenzymes 185–8, 198, 199, 280, 381,

470, 471
ketoconazole 197
lead optimisation 546–7, 564
reaction phenotyping 200
substrates 381

cytokines 322, 324, 490, 502
see also individual cytokines

D2 receptor agonists/antagonists 83, 162–4,
166–7, 168, 175

daily dose equation, worked example 212
DANA (2-deoxy-2,3-didehydro-N-

acetylneuraminic acid) 88
Danio rerio (zebra fish) 250–1, 260
dasatinib (Nexavars) 33
data analysis

assay outputs 286–9
collection for lead optimisation 533
colours to simplify data

representation 535, 536
information overload 245, 336, 501
integration of disparate sources 342–4
toxicology studies 374

databases
see also individual databases
bioinformatics 337, 338, 341, 344
commercial 41–6, 48, 367
patents 452–3
toxicology studies 365, 367

DAYLIGHT cheminformatics system 5
db/db mice 651, 652
DBA/1 mouse model 318
DBDs (DNA-binding (C) domains) 637
DDI see drug–drug interactions (DDIs)
de novo designs 98, 135, 518

novelty (patents) 427, 464, 530

De Witt diversomer approach 37
debrisoquine 186, 201
decision-making processes

cellular assays for candidate
selection 679

formulation decision timing 583–5
hit-to-lead campaigns 522–3
lead optimisation 533, 535, 536
oral drug discovery 1, 16–17, 19–22
patent applications 441
ticagrelor compound progression

710–11
toxicology studies 420–1
translational testing decision tree 353

defence of patents 446–7
degeneracy, genetic code 241
dehydrons 467
DEL (DNA-encoded libraries) 515–16
Density Functional Theory (DFT) 71–2
2-deoxy-2,3-didehydro-N-acetylneuraminic

acid (DANA) 88
deoxyribonucleic acid see DNA

(deoxyribonucleic acid)
dependent patent claims 435
Derwent World Patents Index 452
descriptors 158–76, 270, 286
desloratadine 226, 228–9
development, embryofetal 250–1, 418, 422
development chemistry

formulation decisions 583–5
medicinal chemistry interface 592–601

good synthesis methods 593–8
hints and tips 601
low cost technical information

transfer tactics 598–9
problems 599–600
solutions 600–1

thinking ahead to chemical
development 593

polymorph screening 578, 581, 583–5
solid form selection integration with

early clinical development 581–5
DFT see Density Functional Theory (DFT)
diabetes

aleglitazar development 633–74
current treatments 635
mouse model 251
prevalence 633, 634

diagnostic trials 625–6
diagnostics, QSAR models 170–3
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4,5-dianilino-phthalimides 691, 692
Dicer enzyme, RNA interference 254
differential overlap methods 71
differential scanning fluorimetry see thermal

shift analysis (TSA)
digoxin 202
dihydro-orotate dehydrogenase 191
dihydropyrimidone libraries 43, 45
6,7-dimethoxy substitutions 681
3-(4,5-dimethyl-2-thiazolyl)-2,5-diphenyl-2H-

tetrazolium bromide (MTT) test 374, 375
DIPL (drug-induced

phospholipidosis) 394–6, 405
direct binding (SPR) mode 129, 130
direct-binding screens 514
disclosures, patent law 427, 428, 432, 454
diseased states

see also individual diseases
animal model definitions 310–11
disease–target links 488–9
drug metabolism differences 197
tissue ADME studies 469

displacement experiments, antagonists 299
dissociation constant (KD) 298, 299
dissolution rate 6–7, 468, 477
distance geometry 81–2
distance to model (QSAR) effects 174, 175
disulfide equilibrium 51, 52
diversity collections 47–53
Diversity Oriented Synthesis (DOS) 51, 461
diversomer approach 37
DMPK (drug metabolism and PK) screening

cascade 227
DNA (deoxyribonucleic acid)

Ames tests 399, 400, 405
Comet assay 399, 400
complementary 245, 387
discovery/decoding 240–1
DNA-binding (C) domains 637
DNA-encoded libraries 515–16
drug toxicity 475–6
encoding, triazine library

preparation 55, 56
patents for sequences 429

Dock method 86, 87
docking of ligands 85–7, 98
dog model

aleglitazar 657
human PK prediction 216, 220, 221,

223, 224, 227, 231

Madine-Darby canine kidney cells 393
thrombosis 705
ticagrelor discovery 708, 709, 710
toxicology testing 401
use/attributes/limitations 314, 315, 316

donor AlphaScreens beads 279
dopamine D2 receptor agonists 162–4,

166–7, 168, 175
DOS (Diversity Oriented Synthesis) 51
dosage forms 581–3

see also solid form selection
dose level/selection

see also solid form selection
drug metabolism differences 194
prediction 208–34
ticagrelor discovery 708, 709, 710
toxicology testing 414
worked example 212

Dose to Man approach 211, 229, 230
mobile app 209

dose–response curves see
concentration–effect (E/[A]) curves

double blind clinical trials 625
DP2 (CRTh2) receptor antagonist 305
Drosophila melanogaster

cell-based RNAi assays 255
Human Genome Project 244
in vivo RNAi screening 256
model animal 250, 256, 260

drug exposure prediction 208–34
drug interactions 197–200

see also drug–drug interactions (DDIs)
drug metabolism 184–206

DMPK screening cascade 227
hints and tips 205–6
modifying factors

administration route 194–5
age 196–7
disease 197
dose level 194
drug interactions 197–200
gender 196
species 195–6, 206

pathways 184–5
reactive metabolites 201–2
sites 185–8
studies

methods 189–91
reasons for 191–4

transporters 202–5

725Subject Index

08
:3

8:
16

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
07

15
View Online

http://dx.doi.org/10.1039/9781782621836-00715


drug transporters see transporters of drugs
drug-induced liver injury (DILI) 19
drug-induced phospholipidosis

(DIPL) 394–6, 405
drug-metabolising enzymes 384

see also cytochrome P450 enzymes
(CYP450s)

DrugBank 339, 344
druggability 25, 457–8, 480, 508–9
DrugScore method 87
drug–drug interactions (DDIs)

CYP-driven 383–4
mechanisms 380–3
metabolic 198, 199
pathway identification 386–8
toxicology testing 379–90
transporter-mediated 390–4, 405

DSF (differential scanning fluorimetry) see
thermal shift analysis (TSA)

DSS-colitis model 326
dual-acting molecules

cMET/Alk kinase inhibitor 21
D2/b2 agonists 162–4, 166–7, 168, 175
EGFR/EBB2 tyrosine kinase

inhibition 680–3, 689, 695
receptor modulators 342

Dunnett’s statistical test 319
duration, antagonist effect 304
dye-like structures, parallel synthesis 59
dynamic combinatorial libraries 51, 52, 53
dynamic vapour sorption 580

E/[A] curves see concentration–effect (E/[A])
curves

early asthmatic responses (EAR) 329, 330
EC50 (A50) potency 293, 643
edaglitazone 639, 641–2
edoxaban 20
effective permeability (Peff) 215
effector phase, asthmatic responses 329
efficacy

see also clinical trials
aleglitazar 654, 661
formulation decisions 583–5
in vivo/PK/PD in drug design 472–4
intrinsic agonist activity 294, 295, 296,

297, 298, 307
molecular biology aspects 259–60
solid state of product 567, 575
translational science 354

Eggert’s phenotypic screening
recommendations 500

elderly patients 196–7
electron density maps 99
electron effects 155–6
electronic distribution 73–4
electrostatic interactions

co-crystals 577
molecular mechanics 72, 73, 77, 78
structure-based design 108

electrostatic isopotentials 73–4, 90
elimination routes 199–200, 471–2

see also clearance (CL)
ELISA-type assays 269, 278–80
Ellman’s benzodiazepine synthesis 37
EMBL Data Library 337, 342, 344
embryogenesis 250–1, 418, 422
empirical computational models 66–7
enantiomer patents 446
ENCODE (Encyclopedia of DNA

Elements) 242–3, 247
Encoded Synthetic Library (ESL)

synthesisers 42
encoding tags, split-mix synthesis 38
Encyclopedia of DNA Elements

(ENCODE) 242–3, 247
endoplasmic reticulum (ER) 475
endothelial nitric oxide synthase

(eNOS) 111, 112, 114
enol-borinates 646, 648
ensemble of states, conformational 76–7
enthalpy (H) 82, 102–3, 127, 465, 467

see also isothermal titration calorimetry
(ITC)

entropy (S)
enthalpy–entropy compensation 102–3
entropic binding energies 80
entropic penalty of binding 82
lead validation 465, 467
protein-binding equilibrium 127

ENU (N-ethyl-N-nitrosourea) 252
environment, SELECT criteria 592, 593, 594
enzyme-linked immunosorbent assay

(ELISA) 278–80
enzymes

assays 273–7
binding assays, fragment

screening 131
induction, drug–drug metabolic

interactions 198, 199
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lead optimisation gene targets 561–2
off-target toxicology 373

EP3 prostaglandin receptor 246
(+-)-epibatidine 44
Epic platform (Corning) 277
equilibrium partition distribution 4
equivalence of data 343
ErbB (HER) receptor family 247, 255–6, 259,

676–96
ERBB2 driven cancer cell line 678, 679, 680
erectile dysfunction 428, 438, 500–1
ERG11 (cytochrome P450 lanosterol

14a-demethylase) 248
erlotinib (Tarcevas) 692
error, QSAR model diagnostics 171, 180
Escherichia coli 399, 400, 405
ESL (Encoded Synthetic Library)

synthesisers 42
Espacenet database 434
ester groups 84, 85, 86, 186
ethacrynic acid 187
ethanol, paracetamol toxicity 389
ethical aspects 312–13, 629–30
a-ethoxy groups 645, 647
N-ethyl-N-nitrosourea (ENU) 252
Euclidean distance 175
Europe

clinical trials 629, 630
Competition Law 448
drug–drug interaction guidelines 200,

206
Medicine Agency (EMA) 433
Patent Office (EPO) 428, 429, 438, 442,

452
patents 428–9, 430, 433, 438, 442, 447

exception space 17–19
excipient safety studies 419
exclusivity period of patents 426, 449, 450–1
excretion routes 199–200, 471–2

see also clearance (CL)
execution phase, project management 606–7
expanded access trials 626
experimental data recording 598–9
experimental design, animal models 313
exposure to drugs, prediction 208–34
expressed sequence tags (ESTs) 245
expression profiling, process 245–6, 260
ExpressionAtlas database 339
extension of patents 443
extensive metabolisers (EM) 382

F & R (Field and Resonance) scales 156
F (oral bioavailability) 209, 210, 212,

223–6, 707
F-Score method 87
fa/fa Zucker (ZDF) rats 653, 654, 655
FAAH (fatty acid amide hydrolase) 520
Factor Xa inhibitors 20, 104, 105
false negatives/positives

animal experiments 318
fragment screening 131
lead generation 509–13
luminescence assays 169
reporter gene assays 281
target pathway validation 495

farglitazar (GW2570) 640, 641, 648, 653, 654,
655, 662

fast protein liquid chromatography
(FPLC) 655

fasting plasma glucose 667
fatty acid amide hydrolase (FAAH) 520
FDA see United States, Food & Drug

Administration (FDA)
fenfluramine 371
fenofibrate 639, 640
FEP (Free Energy Perturbation) method

77–8
ferret model 314, 316, 401
FEV1 biomarker 330, 491, 492
fexofenadine 197, 226, 228–9
Fgfr1 kinase 143
fibrate compounds 639, 640, 668
fibrinogen 701
FIELD fibrate study 668
Field and Resonance (F & R) scales 156
film pattern retarder (FPR) 3D display 101
finish to start (FS) sequence 610
firefly luciferase 267, 269, 281, 374, 511
first-pass drug metabolism 185, 191, 193,

194–5
fixed cell antibody HCS 282
fixed variability 313–14
FK506 inhibitor discovery 136
FKBP protein, SAR by NMR 138
flavin-containing monooxygenases

(FMO) 387
flavin-dependent monoamine oxidase 470
FlexStations 277
FlexX method 86, 87
FLIPRs (Fluorimetric Imaging Plate

Reader) 276, 277, 298
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float time 610
Flp-recombinase enzymes 253
fluconazole 248
fluorescence

assays 267, 268, 280, 281–3, 514
CYP inhibition 385
dyes, thermal shift analysis 130
intensity (FI) 267, 268, 271
interferometry 132
polarisation (FP) 267, 268
tags 459, 461

fluorescence resonance energy transfer
(FRET) 267, 268, 271, 460

fluorine-19 probe 124
fluoxetine 249, 395, 577
FMO (flavin-containing

monooxygenases) 387
FOB (functional observational batteries)

404
fondaparinux (Arixtras) 451, 452
Food & Drug Administration (FDA) see

United States (US), Food & Drug
Administration (FDA)

force fields 73, 87
forced expired volume in 1 second

(FEV1) 330, 491, 492
formulation selection see solid form selection
forward genetic screens 251
four parameter logistic model 287, 289
FPLC (fast protein liquid

chromatography) 655
FPR (film pattern retarder) 3D display 101
FPR1 receptor 294
fragment-based lead discovery (FBLD) 17,

51, 122–47
advantages 144–5
chemical space aspects 140–1
evolution of fragments 137–40, 141–6
general features 123–4, 516–18

process summary 123–4
hints and tips 146–7
history 134–7, 508, 509
hit rates for fragments 133
library design 124–6
process 462, 463
screening approaches 127–33
structure determination of bound

fragments 133–4
Fraser, Thomas 154
free base, solid dosage forms 573
free drug hypothesis 469

free energy
see also Gibbs free energy (DGo)
ligand binding 66, 67, 77–8

protein–ligand binding 102
polymorphs formation 574

Free Energy Perturbation (FEP) method
77–8

Free–Wilson methods 157, 176
frequent hitter structures 58, 59
FRET (fluorescence resonance energy

transfer) 267, 268, 271, 460
frusemide 202
Frye’s tool molecule key attributes 493–4
FS (finish to start) sequence 610
Fsp3 property 12
Fujita, Toshio 156
full agonists 294–6, 643
functional assays 296, 301, 372, 378–9
functional group efficiency 134
functional observational batteries (FOB) 404
furan rings 685
furanones 437, 445

G protein-coupled receptors (GPCRs)
276–8

antagonists 211
CCR8 case study 540–4
inhibition 492, 493, 495
lead optimisation gene targets 558–60
off-target toxicology 373
parallel synthesis/library design 54

G-Score method 87
Gaddum equation 372
Galidas (tesaglitazar) 640, 641, 645, 647,

662, 664, 665
Gant charts 610, 611
gas phase calculations 78, 101–2
Gasteiger–Marsili method 73
gastrointestinal tract

animal models 326
drug extraction 215
drug metabolism 185
drug transporters 204
N87 (gastric) cell proliferation

assay 678, 679, 682, 690
oral drug absorption 468, 471–2

GastroplusTM 215, 216
Gaussian processes 165
Gaussian-type orbitals (GTOs) 69–70
GBSA (Generalised Born Surface Area) 80
gefitinib 538, 540, 548
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gender, drug metabolism differences 196
gene expression

analysis 488, 495
bioinformatics 336
CYP enzymes 383
hypothesis generation 459–60

gene knockdown techniques 257
gene targets 558–63
GeneCards database 341
General Solubility Equation 8
general toxicology studies 415, 416–18, 422
Generalised Born Surface Area (GBSA)

method 80
generic medicines 424, 450–1
generic structures 660
genetic code discovery 240–1
genetic target identification/

validation 243–4
genetic toxicology studies 415, 416, 420, 421
Genfit-505 selective PPAR modulator 664,

665
Genome-wide Association Studies

(GWAS) 246–7
genomics 340–2
genotoxic impurities in QSAR models 178
genotoxicity studies 398–401
gentamycin 395
Geysen pin method 37
Gibbs free energy (DGo) 82

binding 179
protein-binding equilibrium 127
protein–ligand binding 97, 98, 102,

103
GlaxoSmithKline ADMET database 177
glomerular filtration rate (GFR) 220–1, 222
glucuronic acid 187, 196
glucuronidation reactions 471, 481
glucuronide conjugates 185, 187
glutamate (Glu) 111, 112, 113, 114
glutamine (Gln) 99, 111–12, 113, 115
glutathione conjugation 187, 191
glycemic control 650, 653, 667, 668
GlyT1 glycine transporter 492
Goals and Methods Matrix (Turner) 605–6
GOLD algorithm 86, 87
Golden Triangle plot 553
Good Laboratory Practice (GLP) 476, 478
Good Manufacturing Practice (GMP) 476,

478
good project management practice 603–21
goodness-of-fit, QSAR models 170–3

GPCRs see G protein-coupled reactions
(GPCRs)

GPIIb/IIIa antagonists 701, 702, 709, 713
Grabowski axiom 598
grace periods 427
grapefruit juice 197
green fluorescent protein (GFP) 281, 282
GRID program 86, 88
gridlock mutations, zebrafish 251
growth of fragment evolution method 137,

141, 142, 143, 144
GTOs (Gaussian-type orbitals) 69–70
guinea pig model

tracheal strip 162–4, 167, 168, 175
use/attributes/limitations 314, 315, 316,

330
gut see gastrointestinal tract
GW2016, identification 689–91
GW2570 (farglitazar) 640–1, 648, 653–5, 662
GW2974 benzyl indazole 684, 685

H see enthalpy (H)
H1/H3 antihistamines, combined 499
H1 receptor antagonists 226, 228–9
Haemophilus influenza 247
half-life (T1/2) 209, 223–6, 530, 531
halogen bonds 106, 107, 467, 468, 481
halogenated ugly structures 60
haloperidol 201
Hamiltonian ([H]) 68, 69
Hammett equation 155, 157, 158
Hammett hypothesis 175
Hammett, L.P. 155, 156, 157, 158
Hann, M.M. 136
Hansch, Corwin 156, 157, 162, 169
Hansch–Fujita QSAR database 156
haploinsufficiency analysis 248
Hartree–Fock method 68, 69, 70, 71
HB4a cell proliferation assay 678, 679
HbA1c glycated hemoblobin 636, 666
Hbb4-ras cell line 678, 679
HCS (high cell content screening) 281–3
HCV protease/helicase 18, 144
HCVP (hepatitis C viral polymerase) 109, 110
HDL (high density lipoprotein) 655, 669
HDX (hydrogen–deuterium exchange mass

spectrometry) 466
head and neck N87 cell proliferation

assay 678, 679, 684, 690
Health and Environmental Sciences Institute

(HESI) 378
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Heat Maps 613, 615
heat shock protein 90 (HSP90) 508, 516, 517
HEK cells 305
hematological malignancies, AT9283 142
hemoglobin 98, 134, 636
hepatic clearance 219–20
hepatitis C viral polymerase (HCVP) 109, 110
hepatitis C virus (HCV) 523, 524, 525
hepatocytes

aleglitazar 650
clearance studies 219, 220, 223, 225
drug transporters 204
ticagrelor discovery 708, 710, 712
toxicology studies 384

HER (ErbB) receptor family 247, 255–6, 259,
676–96

Herceptins (trastuzumab) 259
hERG (human ether-á-go-go) ion 19

cardiac safety testing 377, 379
lead optimisation 541, 542, 543, 544, 546
models (AstraZeneca) 157
PK/PD in drug design/

development 475
Hershey–Chase experiments 240
HES (hyper-eosinophilic syndrome) 324
HESI (Health and Environmental Sciences

Institute) 378
heteroaryl compounds 685, 687
Heteronuclear Single Quantum Coherence

(HSQC) 128, 135–6, 138, 139
hexapeptide carboxylic acids 525
hexobarbital 196
HFF-SD (high-fat fed Sprague Dawley)

rats 654, 655
high cell content screening (HCS) 281–3
high density lipoprotein (HDL) 655, 669
high throughput screening (HTS)

assays 266–89
cluster-selection approach 50
combinatorial power in design 54–6
drawbacks 122
lead generation 506–7, 509, 510, 512,

514–15
library design 32–61
RNA interference 254–5
X-ray crystallography of fragments 136

high-fat fed Sprague Dawley (HFF-SD)
rats 654, 655

Hill equation 293
Hill function 294

Hill slope model (4 parameter logistic
model) 287, 289

hinge atoms, kinases 102
hippocampal brain slices 404
historical aspects

clinical trials 623
combinatorial chemistry 33–7
computational chemistry development 68
diabetes 633
drug discovery/design 456–7
fragment-based ligand discovery 134–7
lead generation 506, 508
molecular biology concepts 239–43
oral drug design 12–14, 23–5
peptides to small molecules 37–9
pharmaceutical materials science 566
QSARs 154–7
structure-based design 98
technology development 41–6
tumour cell signalling 676
universal library concept 39

hits
fragment-based screening 133, 462, 463
frequent hitter structures 58, 59
hit-finding lead generation phase 505
hit-to-lead campaigns 505
identification 47
lead generation 513–25
molecular biology studies 256–60

HIV virus 88–9, 304, 457, 498
HN5 (head and neck) cell proliferation

assay 678, 679, 684, 690
hollow-fibre technology 472–3
HOMA-IR (homeostasis model of assessment

- insulin resistance) 654
homocitrate synthase 513
homology modelling 97, 339–40
Homophila database 250
Hooke’s Law 73
Houghten’s teabag concept 35, 38
house dust mite model 325
HSP90 protein 140, 141, 145, 508, 516, 517
HSQC (Heteronuclear Single Quantum

Coherence) 128, 135–6, 138, 139
humane treatment of model animals 314
humans

see also Phase III clinical trials
CYP450 isozymes 185–8, 198, 199
drug transporters 202, 203
embryonic stem cell patents 430
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Human Genome Project 242, 336
human xenograft mouse model 678,

679, 680, 682, 684, 690
human–animal metabolism study

links 191–3, 205
liver microsomes 232, 650
pharmacokinetics prediction 208–34
recombinant target protein primary

assays 356, 357, 358
rhinovirus capsid binders 21
tissue, target validation 496

hydantoin 91
hydrate screening 580–1
hydrazones 51
hydrogen bond acceptors (HBAs)

binding driver 101, 116
drug design 6, 8
lead optimisation 552
parallel synthesis/library design 41
potency optimisation 467, 469
preferred protein–ligand

interactions 105, 107, 108, 109
hydrogen bond donors (HBDs)

binding driver 101, 116
drug design 6
lead optimisation 552
parallel synthesis/library design 41
potency optimisation 467, 469
preferred protein–ligand

interactions 105, 107, 109
Rule of Five 9

hydrogen bonds
binding affinity 97
co-crystals 577
computational modelling 92
counts, drug design 6
crystallisation 571
lapatinib discovery 683, 686
Logit model 586
oral drugs 2, 6
potency optimisation 467, 468, 469
protein–ligand interactions 105,

107–8, 109
X-ray crystal structures 99

hydrogenation, asymmetric 672
hydrogen–deuterium exchange mass

spectrometry (HDX) 466
hydrolytic Phase I pathways 184–5, 186
hydrophobicity

computational modelling 92

hydrophobic effect 80, 81
IUPAC definition 3
membrane-spanning regions 677, 678
oral drug development 468

hydroxyl groups 84, 85, 86, 186
4-hydroxylprenolol 389
5-hydroxytryptamine (5-HT) receptor 371
hyper-eosinophilic syndrome (HES) 324
hypersensitivity, asthma 329
hypertensive rat model 317
hypothesis-based design 108–11, 289, 355,

457–60

IA (intrinsic activity) 294, 295, 296, 297, 298,
307

IBD (inflammatory bowel disease) 323, 326
ibuprofen 202
IC50 values

see also Cheng–Prusoff IC50-type
analyses

animal LPS models 322, 323
antagonist activity assays 299, 300,

301, 302, 307
assay development 271
assay output data 287, 288, 289
drug-metabolising enzymes 384, 386
enzyme inhibition 198
lapatinib discovery 691
toxicology testing 372
translational science 358

ICH see International Conference on
Harmonisation (ICH)

ideal animal model 311, 312
imaging techniques 239, 517

see also individual techniques
iminohydantoins 142, 516
iminopyrimidones 516
imipramine 186, 196, 395
immunoassays 278–80, 495
immunosuppression animal models 329
immunotoxicity studies 419, 420
impact scoring, project management 613, 615
IMPD (Investigation of Medicinal Product

Dossier) 629, 631
in silico methods see computational methods
in vacuo calculations 78
in vitro studies

activity of drugs 292–308
aleglitazar effects on PPAR-a 663
drug metabolism 190, 193, 194
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in vitro studies (continued)
drug safety 476
human tissue target validation

assays 489
lapatinib discovery 677–80
mammalian toxicology testing 399, 400
oral drug design 22, 23
target validation 496–7
transporter-related drug–drug

interactions 392–4
in vitro–in vivo extrapolation (IVIVE) 219,

220, 230, 231
in vivo studies

see also animal models; clinical trials
drug potency/bioavailability 193–4
in vivo tox study 402–3
lapatinib discovery 677–80
oral drug design 22
RNAi screening 256, 257
target validation 489, 497–8
ticagrelor discovery 708–10
toxicology 371–2, 373, 401–4
transporter-related DDIs 394

inactivation constant (Kinact) 199
IncuCytes 284
independent patent claims 435
Independent Review Boards 629, 630
indicaterol 178
indirect binding SPR mode 129, 130
individual chemist/company bias 16–17, 21,

22–6, 33
indomethacin 306
inducible nitric oxide synthase

(iNOS) 111–16
induction phase, asthmatic responses 329
inductive drug–drug metabolic

interactions 198, 199
industrial aspects

Abbott Laboratories 135–6, 137
bulk supplies 45–6, 476–7, 592–601,

687–9
drug metabolism studies 191–3
Merck 436, 437, 445, 446
patents

applicability 429
claims 429, 435, 436, 445, 446

solid dosage forms 574–81
inferiority of comparators 628
inflammatory bowel disease (IBD) 323, 326
inflammatory cytokines 322, 324, 490, 502

inflammatory response 490
influenza 135, 247, 248, 260
inhaled drugs 14, 499, 582
inhibition constant (Ki) 198, 199
inhibitory drug–drug metabolic

interactions 198, 199
initiation phase of project management 606
injunctions, preliminary 448
iNOS (inducible nitric oxide synthase) 111–16
inside-out vesicles 393
Institutional Review Boards (IRBs) 630
insulin, diabetes 633, 635, 636
insurmountable antagonism 298, 302, 303
intact cells 358

see also cell-based assays
integrated cardiovascular risk

assessment 379, 380
integration hubs 337, 338–9, 341, 342–3, 344
intellectual property rights see patents
interaction surface 80, 100
interactions between drugs see drug

interactions
interdepartmental dialogue 592–601
interferon response, viral replication 255
interim analysis 628
interleukin 1b (IL-1b) 490
interleukin 5 (IL-5) 502
interleukin 6 (IL-6) 322
International Conference on Harmonisation

(ICH)
drug metabolite safety guidance 193,

206
genotoxicity guidelines 178
ICH Q9 Quality Risk Management

guidelines 585
M3/R2 guideline 416, 417
S1A guideline 419
S1B guideline 419
S1C(R2) guideline 419
S2/R1 guideline 416
S5/R2 guideline 418
S7B/E14 cardiac safety testing

guidelines 377
International Diabetes Federation 633
International HapMap Project 242, 246
international patents 440, 441, 452
International Union of Pure and Applied

Chemistry (IUPAC) 3
interventional clinical trials 624
intravenous drugs 14
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intrinsic activity (IA) 294, 295, 296, 297,
298, 307

intrinsic dissolution rate 7
invalidity claims, patents 446–7
invasion assays 285
inventive step, patent law 427–9, 437, 454
inventor–state deals 426, 428, 430, 431,

437, 453
inverse agonists 294–6
inverse QSAR approach see matched

molecular pairs analysis
Investigation of Medicinal Product Dossier

(IMPD) 629, 631
ion channels

assays 276, 378–9
cardiac function/toxicity 375–6, 377–8
data integration example 343
lamotrigine 492
lead optimisation 541, 542, 543, 544, 546

gene targets 560–1
libraries 54
off-target toxicology 373

ionisation constants (Ka) 5, 6
ionisation state 10
IPOnes 277
Iron Triangle model 605–6
IRORI system 42
isaglitazone (netoglitazone) 662, 665
isoenzymes

human CYP450 enzymes 185–8, 198, 199
clearance 470
DDI test systems 383–4
inhibitors/inducers 198, 199, 381
mass spectrometry 280
polymorphic 383
sites of drug metabolism 185–8
substrates/inhibitors/inducers 381

isogenic animals 315, 317
IsoStar tool 84, 85, 86, 105, 107
isothermal titration calorimetry (ITC) 127, 132
iterative crystallography 111
iterative deconvolution strategy 36
IUPAC (International Union of Pure and

Applied Chemistry) 3
IVIVE (in vitro–in vivo extrapolation) 219,

220, 230, 231

janus activated kinases (JAKs) 473, 474
Japan Health 630
Jencks, W.P. 134

JMP statistical package 179
Jorgensen’s TIP3P standard 79
journals, academic 12, 40, 57
Ka (ionisation constant) 5, 6
Kalydeco, cystic fibrosis 247
KD (binding/dissociation constant) 134
ketoconazole 197, 694
Khorana, Har Gorbind 241
Ki (inhibition constant) 198, 199
kidney

drug metabolism 185
passive excretion 220, 221
proximal tubule transporters 204
renal excretion 220–1, 224, 472, 667–8

Kinact (inactivation constant) 199
kinase assays 274–5
kinetics 465, 467

see also pharmacokinetics (PK);
pharmacokinetics–
pharmacodynamics (PKPD)

kinome concept 676
KNIME Konstanz Information Miner

chemoinformatics platform 176, 180
knock-in/out animals

molecular biology studies 251–3, 257
target validation 489–90, 494, 498
transporter-related DDIs 394

knowledge-based scoring functions 87

b-lactam antibiotics 200
lamotrigine 492
lapatinib (Tykerbs)

discovery process 676–96
assays/screening strategy 677–80
binding hypotheses 685–7
data re-evaluation/candidate

selection 689–91
final stages 691–4
hints and tips 695–6
lead compounds

identification 680–3
potency/PK analysis 683–5
putative variable region

investigation 685–7
synthetic design/scale-up 687–9

Rule of 5 violation 18, 19, 681
late asthmatic responses (LAR) 329, 330
lattice energies, crystals 570–1, 573
Law of Mass Action 294, 298
LBD (ligand binding (E) domain) 637
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LDA (local density approximation) 71
LDL (low density lipoprotein) 655, 668
LE see ligand efficiency (LE); lipophilic

efficiency (LE)
lead compounds

fragment-based discovery 122–47
generation 505–26

aggregators 510, 511
computer methods 518
covalent inhibitors 519–20
definitions 505–6
false positives 509–13
fluorescent compounds 509–10
hints and tips 525–6
historical aspects 506, 508
hit-to-lead campaigns 521–5
lead hopping 513, 519
luciferase inhibitors 511
metal impurities/

chelators 512–13
phenotype-based

approaches 520–1
promiscuous compounds 509,

511–12
redox cycling compounds 510
screening platforms 515, 517
start points 513–21
success stories 523–5

identification 460–4, 508–9, 680–3
optimisation

back-up compounds 556–7
broad strategy 536
candidate drug shortlists 553–6
candidate profile realisation

530–2
CCR8 case study 540–4
decision-making 533
colours to simplify data

representation 535, 536
hints and tips 557
in silico methods application

369–70
lead series assessment 529–30
metabolism 548–51
molecular biology studies 256–60
parameter optimisation 538–44
phospholipidosis 551, 552
potency fall in cells 544–5
practicalities 535–53
predicted properties 534
process 532

progression criteria 533–4
role in drug discovery 529–35
rules/guidelines 552–3
safety testing 556
scale-up 556
screening cascade 532–3, 534
selectivity 545–7
solubility 547–8
start point quality 535–6
strategy formulation 537–8
toxicity 551–2
weaknesses identification 537

productivity 40
leave-one-out cross-validation 173
leflunomide 191
legal aspects

see also individual authorities; patents
animal models 312–13
clinical trials 630–1
European Competition Law 448
Paris Convention 440
Patent Cooperation Treaty 440, 441, 442
SELECT criteria 592, 593, 594
toxicology studies 420–1
TRIPS agreement 440

Lennard–Jones 6–12 potential 78, 79, 86–7
lethal screens, yeasts 248
Levitras (vardenafil) 438, 439
libraries

see also combinatorial libraries
corporate compound collections

461, 462
DNA-encoded (DEL) 515–16
fragment libraries 124–6, 136
small focussed for lead

optimisation 537, 538
targeted/diverse 515

licensing, patents 448–9
ligand binding

see also lead compounds
agonist optimisation assays 296,

297, 300
aleglitazar 658
fragment-based ligand

discovery 122–47
free energy 66, 67, 77–8, 102

ligand binding (E) domain (LBD) 637
ligand docking, computational

methods 85–7
ligand efficiency dependent lipophilicity

(LELP) 506
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ligand efficiency (LE)
aleglitazar optimisation 645
fragment-based ligand

discovery 139–40
lead generation 506, 507
lead optimisation 538, 539, 540
oral drug design 19–20, 21
potency optimisation 466, 467

ligand-based screening sets 53
ligand-gated ion channels 276
ligand-observed NMR 127, 128–9, 147
ligation chemistry 459
linear regression analysis 370
Linear Response method 78
linking fragment evolution method 137,

138, 139
LipE see lipophilic efficiency (LE)
Lipinsky Rule of 5

aleglitazar development 673
exceptions 17–19
lapatinib 18, 19, 681
lead identification 461
lead optimisation 552
oral drug design 9
oral drug development 468
parallel synthesis/library design 41
structure-based design 107

Lipitors (atorvastatin) 433–6
lipophilic efficiency (LE) 645
lipophilic ligand efficiency (LLE) 19–20, 21,

506, 507, 540–4
lipophilicity

ADME studies 468, 481
CCR8 case study 540–4
drug transport 202–3, 204
dual-acting D2/b2 agonists QSARs 163
iNOS inhibitor case study 115
IUPAC definition 3
lead optimisation 540–4
molecular similarity 75
oral drugs 3–5, 8, 9, 10, 12, 14
parallel synthesis/library design 41, 49
potency optimisation 466, 467
QSARs 157
safety studies 475
solvation modelling 80

lipopolysaccharide (LPS) 321–3
liquid chromatography (LC) 189, 190, 280,

385, 655
lisinopril 202
live cell HCS 282

liver
see also hepatocytes
CYP-mediated metabolism 470–1
disease, drug metabolism

differences 197
drug metabolism 185, 190, 219–20
drug toxicity 475
hepatic clearance 219–20
microsomes, CYP-driven DDI

tests 383–4
LLE (lipophilic ligand efficiency) 19–20, 21,

506, 507, 540–4
local density approximation (LDA) 71
local minimum problem 110–11
local tolerance studies 419, 422
log D

lead optimisation 540, 541, 542, 543,
544

log D7.4

dual-acting D2/b2 agonists
QSARs 163, 164

oral drugs 2, 3, 4, 5
matched molecular pairs analysis 177
oral drugs 8

log P
chlorpromazine 189
membrane partitioning 167
oral drugs 2, 3, 4, 5, 8, 10

Logit model 586
long linear sequences 599
long-acting dual-acting D2/b2

agonists 162–4, 166–7, 168, 175, 178
losartan 550
low density lipoprotein (LDL) 655, 668
lowest observable effect level (LOEL) 417,

422
lowest-energy conformations 103–4, 110–11,

117
LPS (lipopolysaccharide) 321–3
luciferase assays

ATP-monitoring 374
genetic engineering 268
inhibitors 511
mechanism 267
phenotypic assays 283
reactions 269
reporter enzyme 281

luciferin 511
LUDI scoring function 87, 135, 178, 179
luminescence assays 267–8, 269, 281, 514
lung inflammation 324, 325, 329–30
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Lupton, E.C. 156, 157
Lyricas (pregabalin) 446
lysosomal trapping, inhaled PK 233

M3 metabolite (RO4452077) 656
M6 metabolite (RO4583746-000) 656, 657
MABA molecules 499
machine learning methods 155, 158–76
Macleod, J.J.R. 633
macrolide antibiotics 461
MAD (maximum absorbable dose) 7
MAD (multiple ascending dose) 479, 624, 666
Madine-Darby canine kidney cells 393
Mahalanobis distance 175
malignant melanoma 143, 244, 247, 253,

341, 523–4
mammals 310, 399, 400, 416

see also individual mammals
manganese ions 513
manual database annotation 338
manufacturers see industrial aspects
MAPK pathway 143, 244, 247, 253, 341, 523–4
maraviroc CCR5 antagonist 304, 457
marketing approval 417, 422
Markush formula 444
Mass Action, Law of 294, 298
mass spectrometry (MS)

accelerator mass spectrometry 190
affinity selection mass

spectrometry 462, 463
assay examples 280
drug metabolism studies 189, 190
fragment screening 127, 132
hydrogen–deuterium exchange mass

spectrometry 466
PK/PD in drug development 473–4
tandem mass spectrometry 189, 190

matched molecular pairs analysis 176–8
MATE (multidrug and toxin extrusion)

transporter family 202, 203, 221
maximum absorbable dose (MAD) 7
maximum tolerated dose (MTD) 417, 419,

422, 657
MCSS (Multiple Copy Simultaneous

Search) 135
MDI (metabolism-dependent

inhibition) 385–6
MDR1 (P-gp) efflux transporter

drug metabolism 202, 203, 204, 205
drug–drug interactions 391, 393

MDR2 transporter, clearance studies 221
MEC (minimum effective concentration)

211, 212, 230
mechanism of action

drug–drug metabolic induction/
inhibition 198, 199

GlyT1 target validation 492
mechanistic biomarkers 473, 474
QSARs 158, 175
structure-guided drug discovery 244

medical use claims 432–3
medicinal chemistry/developmental

chemistry interface 592–601
melanoma treatments 143, 244, 247, 253,

341, 523–4
membranes

bound receptor activity 292–308
human drug transporters 203
hydrophobic regions 677, 678
partitioning thermodynamics 167
permeability

dosage form types 581
oral drug solubility 10
PAMPA assay 545

MEP (molecular electrostatic potential) 74,
75

meptazinol, first pass metabolism 195
Merck, patent claims 436, 437, 445, 446
merging-of-fragment evolution method 137,

145
Meselson–Stahl experiments 240
metabolism

see also drug metabolism
aleglitazar metabolic stability 650
blocking sites of 18
iNOS inhibitor case study 115
lead optimisation 548–51

Metabolism, Pharmacokinetics and Toxicity of
Functional Groups (Smith) 210

metabolism-dependent inhibition
(MDI) 385–6

metal impurities/chelators 512–13
metastable zone of crystallisation 571–2
metformin 202, 636
(S)-methoxy groups 649
methylsulfonyl methylaminomethyl

groups 686
methylsulfonylethyl-aminomethylene side

chains 685
methysergide 90, 91
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metoprolol 194
Meyer, Hans Horst 155
Michaelis–Menton kinetics 204, 205
microarray studies 336
microsomes

aleglitazar 650
CYP-driven DDI tests 383–4
CYP450 metabolism 191, 194, 388–90
drug interaction studies 197
human liver clearance 223
in vitro metabolism screens 201
metabolic stability database

(AstraZeneca) 177
ticagrelor discovery 708, 710, 712

microwave technology 43, 45
Miller indices 568, 569
minimum effective concentration

(MEC) 211, 212, 230, 531
missing fragment error 5
mitigation plans 616
mitochondria 475
MK-966 (rofecoxib, Vioxxs) 436–7, 445, 446
MLR (multiple linear regression) 165, 169
MLRL/lpr mouse model 326
MM (molecular mechanics) 67–75
MM1 force field (Allinger) 73
MNDO (Modified Neglect of Differential

Overlap) 71
model organisms 247–53, 259–60

see also animal models
modelling tools, protein structures 340
Modified Neglect of Differential Overlap

(MNDO) 71
modular architecture 340
molecular biology concepts 239–60

see also individual concepts
historical aspects 239–43
hit identification 256–60
lead optimisation 256–60
safety/efficacy 259–60
surface plasmon resonance 257–8
target identification/validation 243–56
X-ray crystallography 258–9

molecular complexity 136, 567
Molecular Devices IonWorkss 276
molecular electrostatic potential (MEP) 74,

75, 90
Molecular Libraries Initiative (NIH) 342
molecular mechanics (MM) 67–75
molecular orbital theory 67–75

molecular properties 3, 8–19
molecular simulation/dynamics 75–8
molecular tools see small molecules, tools
molecular weight (MW)

ADME studies 468, 469, 481
fragment libraries 126, 146–7
lead generation 505, 506, 517
lead optimisation 538, 540, 552
oral drug design 3, 12, 13
potency optimisation 466, 467

Møller–Plesset Perturbation Theory 70
monkey model 657
monoamine oxidase A 472
mono-arthritis SCW model 327, 328, 329
monopolies, patents 426, 450–1
Monte Carlo techniques 76–7, 86
morphine 472
morpholinos, zebrafish 251, 257
motifs

common core motifs 41
parallel synthesis/library design 46–7
structural 53
zinc-binding 55

mouse model
AKR/J 318
BALB/c 317, 318
C3H 318
C57BL/6 317, 318
C57BL/10 318
CBA 318
characteristics 251–3
db/db mice, aleglitazar 651, 652
Human Genome Project 244
human xenograft mouse model 678,

679, 680, 682, 684, 690
RNAi screening 256
target validation 498
toxicology testing 401
use/attributes/limitations 314–18, 329,

330
MRP (multidrug resistance-associated

protein) transporter 221, 391, 392
MSCS (Multiple Solvent Crystal

Structures) 135
MTT (3-(4,5-dimethyl-2-thiazolyl)-2,5-

diphenyl-2H-tetrazolium bromide)
test 374, 375

multi-dimensional optimisation (MDO) 648
multi-objective optimisation 23, 24
multidrug resistance gene (MDR1) 391, 393
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multidrug resistance-associated protein
(MRP) transporter 221, 391, 392

multiple ascending dose (MAD) 479, 624, 666
Multiple Copy Simultaneous Search

(MCSS) 135
multiple linear regression (MLR) 165, 169
Multiple Solvent Crystal Structures

(MSCS) 135
multiple target validation 499
multivariate design 24
muraglitazar (Pargluvas) 640, 662, 664, 665
muscarinic receptor antagonists 304
mutations

see also knock-in/out animals
Ames tests 399, 400, 416
EGFR kinase domain 693
mutant strains, animal models 317
site-directed mutagenesis 242, 244,

257, 258
myeloid bodies 395

N-type calcium channel blockers 492
N87 (gastric) cell proliferation assay 678,

679, 682, 690
NADPH, CYP-mediated metabolism 470
naphthalene 595, 645, 646, 662
National Institute for Health and Clinical

Excellence (NICE) 360, 627
national phase, patent applications 441–2
natural compound parallel synthesis 60
natural product sets 51, 461
nature/nurture, oral drug design 23–5
naveglitazar 640, 664, 665
NCEs (new chemical entities) 566–88, 592–601
Needles approach 136
nematode worm 244, 249, 256, 260
neratinib 255
nervous system functionality 403–4
netoglitazone (isaglitazone) 662, 665
Neu5Ac22en sialic acid analogue 135
neural networks (NNs) 165, 169, 170
neuraminidase 52, 53, 88, 135
neurodegenerative disorders 331
neurokinin A (NKA) 323
neurokinin B (NKB) 323
neuronal nitric oxide synthase (nNOS) 111,

112, 114
neutral compounds 705–6
neutrophils 323
new chemical entities (NCEs) 566–88, 592–601

Nexavars (dasatinib) 33
NHRs (nuclear hormone receptors) 636–8
NICE (National Institute for Health and

Clinical Excellence) 360, 627
nitrazepam 186
nitric oxide synthase (NOS) 111–16
nitro-reduction 186
nitrogen, ugly 60
NK1 substance P receptor 486–7
NLM (non-linear mapping) 165
nM potency 22
NMR see nuclear magnetic resonance (NMR)
nNOS (neuronal nitric oxide synthase) 111,

112, 114
NNs (neural networks) 165, 169, 170
no-observable adverse effect level

(NOAEL) 417, 418, 422
no-observable effect level (NOEL) 417, 422
nomenclature for assays 270
non ST elevation myocardial infarction

(NSTEMI) 700
non-basic iNOS inhibitors 112, 113, 114
non-clinical studies 415

see also animal models; in vitro studies;
in vivo studies

non-coding DNA, discovery 243
non-competitive antagonists 302–3
non-conventional targets 144
non-human primate model 314, 315, 317, 331
non-inferiority design of clinical trials 629
non-linear data, neural networks 170
non-linear mapping (NLM) 165
non-oral drugs

dosage form types 581–2
inhaled 14, 499, 582
properties for drug design 14
transdermal 577

non-small cell lung cancer (NSCLC) 360
novelty, patent law 427, 464, 530
NSTEMI (non ST elevation myocardial

infarction) 700
nuclear hormone receptors (NHRs) 636–8
nuclear magnetic resonance (NMR)

drug metabolism studies 189, 190
fragment-based lead discovery 135, 136

SAR by NMR 138, 139
lead validation/optimisation 466
ligand-observed NMR 127, 128–9, 147
metal impurities/chelators 513
protein-observed NMR 127, 128
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nucleation 571–2, 585
Nucleic Acids Research (NAR) Molecular

Biology Database Collection 337
NVE conditions 77
NVT conditions 77
NZB/NZW F1 animal model 327
OAT (organic anion transporter)

clearance studies 221
drug metabolism 202, 203, 204, 205
drug–drug interactions 391, 392

OATP (organic anion transporter
polypeptide)

drug metabolism 202, 203, 204, 205
drug–drug interactions 391, 392

objectives definition, animal models 313, 314
observational clinical trials 624
occupancy model of receptor activation 293
OCHEM data search 179
OCT (organic cation transporter) 202, 203,

221, 391, 392
n-octanol–water partition system,

lipophilicity measurement 3–5, 157, 163
oestrogen sulfotransferase 382
off-rate, ligands 695
off-target activities 545–7
off-target panels 371–2, 373, 374, 405
OGTT (oral glucose tolerance test) 651
oligonucleotide DNA microarrays 245
oligopeptide transporters (PEPT1) 391
Online Mendelian Inheritance of Man 341
OpenPHACTS 343
opportunity management 612, 616
optimisation see lead optimisation
oral bioavailability (F) 209, 210, 212, 223–6,

707
oral glucose tolerance test (OGTT) 651
organic anion transporter (OAT)

clearance studies 221
drug metabolism 202, 203, 204, 205
drug–drug interactions 391, 392

organic anion transporter polypeptide
(OATP) 202, 203, 204, 205, 391, 392

organic cation transporter (OCT) 202, 203,
221, 391, 392

Organisation for Economic Co-operation and
Development (OECD)

QSARs
guidelines 158, 159, 167, 170,

175, 180
Toolbox 158, 179, 181

organisational effect 16–17, 23–5
organs on chips 496
Orphanet database 341
ortho substituents 645
orthogonal pooling strategies 36
orthogonal screens 514
orthosteric antagonist activity 297–303
oseltamivir 202, 507
outbred animals 315
outcomes see biomarkers
outlier data exclusion 319
output data 270, 286–9
outsourcing 600–1
ovalbumin (OVA) sensitised and challenged

mouse model 323, 325, 329, 330
overexpresion analysis 248–9
Overton, Charles 155
oxazoles 104, 105, 644
oxidative Phase I pathways 184–5, 186
oxiluciferin 511
oxygen, ugly 60

P-gp (MDR1) efflux transporter
clearance studies 221
drug metabolism 202, 203, 204, 205,

206
drug–drug interactions 391, 392
intestinal drug absorption 215

P2 receptors 700, 701, 702
P2X7 purinergic receptor 498
P2Y12 receptor antagonists 700, 701, 703, 707
P13a kinase inhibitors 21
P450 3A4 177
pain studies

animal models 324, 327, 328, 329
bioinformatics genomic

approaches 341
failed NK-1 antagonists 486–7

PAINS (pan assay interference
compounds) 512

PAINS paper 46, 49, 58
pair-wise comparisons 537, 538
PAK4 kinase-inhibitor complex 106
PAMPA (parallel artificial membrane

permeability) 545
pan assay interference compounds

(PAINS) 512
pan binders 643
PAP smears 626
Papp (apparent permeability) 216
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paracetamol
crystallography 568, 569, 570
metabolic pathways 195
structural solid types 572–3
toxicity, ethanol consumption 389

parallel artificial membrane permeability
(PAMPA) 545

parallel displacement of E/[A] curves 300, 301
parallel synthesis 32–61, 706, 707
parallel tube-based reaction blocks 42
parameter optimisation 20–2, 23, 538–44
Pargluvas (muraglitazar) 640, 662, 664, 665
Paris Convention 440
Parkinson’s disease 331
partial agonists 294–6, 322
partial least squares (PLS) 165, 169, 370
particle size/morphology

design for clinical studies 587
dissolution 585
inhaled drugs 232, 233, 582–3
solid form selection 567, 581, 582

passive renal excretion 220, 221
past experiences 25, 41, 48

see also historical aspects
patch clamp electrophysiology 276
patent attorneys 464
patent box regime 449
Patent Cooperation Treaty (PCT) 440, 441,

442
patents 424–54

applications 440–2
current situation literature 599
definition 425–6
expiry 424–5
extension 443
generic competition 424, 450–1
hints and tips 453–4
information source aspect 452
infringement 443–8, 451
international aspects 440, 441, 452
inventorship 439–40
lead identification 464
maintenance 442–3
novelty 427, 464, 530
ownership 439–40
patentability requirements 426–31
PPARs 638, 639
prosecution 442
requirements/conditions 426–31
specifications 431–8

usefulness 443–9
validity challenges 443

pathways
identification in toxicology 386–8
PD animal models 310–11, 323
personalised medicine 495
Phase I pathways 184–5, 186, 195–6
Phase II (conjugation) pathways 184–5,

186, 191, 194, 195–6, 206
platelet aggregation pathways 700
polyketide biosynthesis pathways 51
presenilin pathway 249, 253
target pathways validation 495–6

patient attorneys 431
Patient Informed Consent 629
patient stratification

anaplastic lymphoma kinase 360
bioinformatics 338
clinical studies 479, 628
translational science 359–61

PBPK (physiologically based
pharmacokinetic) models 210

PCI (percutaneous coronary
intervention) 700, 701

PCR (polymerase chain reaction) 241–2
PCSK9 gene 341
PD153035 681
PDB 3VGC chymotrypsin-inhibitor

complex 100
PDE4 antagonists 323
PDPK1 kinase 134, 146
Peff (effective permeability) 215
PenH enhanced pause parameter 330
PEPT peptide transporter family 203, 391
peptides 35, 36, 37–9, 494

see also small molecules, tools
per se claims 435
percutaneous coronary intervention

(PCI) 700, 701
permeability, membranes 10, 545, 581
peroxisome proliferator-activated receptors

(PPARs)
characteristics/mechanism of

action 636–7
co-agonists Roche project 637–40
isoforms 636–7
patents 638, 639
PPARa selective agonists 637,

639, 640
PPARa/g co-agonists 640–74
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PPARd selective agonists 636, 637, 638,
643

PPARg selective agonists 638–42, 653,
654, 662, 667, 673

types 636
person skilled in the art 428, 445
personalised medicine 247, 260, 341, 495
PERT charts 610, 611
Perutz, M.F. 134
PF3845 inhibitor 520
PFI (property forecast index) 20
Pfizer MPO calculator 552–3
pH range 4, 468
pharmaceutical properties

solid form selection 566–88
crystallography 568–80
future outlook/design 585–7
hints and tips 588
hydrate screening 580–1
integration within early clinical

phases of development 581–5
solid state 572–3

Pharmacia Searle 436–7, 445, 446
pharmacodynamics (PD) 208
PharmacoGenomics KnowledgeBase 341–2
pharmacokinetics (PK)

see also ADME (absorption,
distribution, metabolsim, excretion);
pharmacokinetics–
pharmacodynamics (PKPD)

aleglitazar 651, 662
clinical studies 479, 624
human prediction 208–34

absorption 214–17
acidic compounds 217, 224–5,

226, 230–1
basic compounds 217, 225–6,

227, 232
case examples 226, 228–34
clearance 213, 214, 219–23
DMPK screening cascade 227
H1 receptor antagonists 226,

228–9
history 213–14
inhaled compounds 232–4
neutral compounds 217, 225–6
optimising PK 214–23
overview 208–12
PK parameters strategic

use 223–6

ticagrelor 229–30
volume of distribution 217–19

preliminary toxicology testing 402
pharmacokinetics–pharmacodynamics

(PKPD)
animal models 310–32
definition 208
drug discovery/design 472–4
proof of principle biomarkers 352, 353
ticagrelor discovery 708

pharmacological activity 292–308
agonists

concentration–effect (E/[A])
curves 293

full/partial/inverse 294–6
optimisation 296–7

antagonists
allosteric 303–4
drug discovery

applications 305–6
irreversible competitive 298, 299
non-competitive 302–3
orthosteric 297–303
reversible competitive 298–302

hints and tips 307
in vitro studies 292–308

Phase I clinical trials 2, 479, 662, 664, 666
Phase I pathways 184–5, 186, 195–6
Phase II clinical trials 479

aleglitazar 666–7
AUY922 cancer drug 140
characteristics 625, 627, 630, 631
regulatory aspects 630
success/attrition rates 1, 2

Phase II (conjugation) pathways 184–5, 186,
191, 194, 195–6

species differences 196, 206
Phase III clinical trials 479

aleglitazar 667–8, 670, 673, 674
characteristics 625, 627, 629, 630, 631
lapatinib 694
regulatory aspects 630
success/attrition rates 2

phases of drug development 626–7
phenobarbital 389
phenolic hydrazones 512
phenolic Mannich bases 512
phenotypic screening

animal disease mechanism models 324
cell-based 283–5

741Subject Index

08
:3

8:
16

. 
Pu

bl
is

he
d 

on
 0

9 
D

ec
em

be
r 

20
14

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

82
62

18
36

-0
07

15
View Online

http://dx.doi.org/10.1039/9781782621836-00715


phenotypic screening (continued)
hypothesis generation 459
lead generation 513, 514, 520–1
small compounds 251
target validation 495, 499–500
translational science 359

phenoxybenzamine 298
phenylcyclopropylamine 706
phenyloxazoles 643, 644, 645, 646, 649
phophodiesterases (PDEs) 438
phosphines 42, 43
phosphodiesterase V (PDEV) 501
phospholipidosis 394–6, 405, 551, 552
phototoxicity 397–8, 405, 419, 422
phthalocyanine 279
physicochemical properties

aleglitazar optimisation 643–8
compound quality 1–27

ADME(T) assays 9–11, 20, 22
bias introduction 19–22
drug-likeness 8–19
hints and tips 22–6
hydrogen bonding 6
individual chemist bias 16–17
ionisation constants 6
ligand efficiency 19–20, 21
lipophilic ligand efficiency 19–20,

21
lipophilicity 3–5, 8, 9, 10, 12, 14
log D7.4 5
log P 5
multi-objective parameter

optimisation 20–2, 23
non-oral drugs 14
organisational bias 16–17
recommendations 23–5
rule of five 9
exceptions 17–19

solubility 6–8
success/attrition rates 1–2
target class effects 14–15
toxicity 11–12
trends over time 12–14

dual-acting D2/b2 agonists 166–7, 168
human pharmacokinetics 210

physics-based models 66–7, 86
physiological assay systems 355, 356, 358
physiologically based pharmacokinetic

(PBPK) models 210
pi (p) substituent constant scale 157

Pim-1 kinase 143
pin method of Geysen 37
pioglitazone (Actoss) 639, 657, 662, 666–9,

670, 673
piperidine ether synthesis 597
PK see pharmacokinetics (PK)
pKa

acid/base-catalysed reactions,
QSARs 155

dual-acting D2/b2 agonist QSARs 163,
164

oral drugs 2, 3, 5, 6
pKa difference (DpKa) 575

pK(BHX) scale 107, 108, 109
placebo-controlled clinical trials 624
planning processes, project

management 606–7
plasma concentrations

at steady state (Css,min) 211
drug metabolism 185
serum creatinine 662, 667, 670
surrogate for measuring drug

effects 208, 209
toxicokinetics 420, 422

plasma protein binding (ppb)
acidic compounds 217, 225–6, 230–1
ADME studies 469, 481
oral drug solubility 11
volume of distribution 217

platelet aggregation 229–30, 699–713
platform-of-evidence concept 319–21, 355, 357
PLATO study 711, 712, 713
Plexxikon laboratories 136, 143, 244, 247,

253, 341, 523–4
PM3/6 MNDO model 71
PMI (Project Management Institute) 606
PoC (proof of concept) 351–2, 353, 354, 356,

359, 486, 487
Poisson–Boltzmann methds 80
polar surface area (PSA) 6, 9, 10, 469, 475,

481
polarising MDCKII (Madine-Darby Canine

Kidney) cells 393
polarity 109, 116, 542, 547, 548
polyketide biosynthesis pathways 51
polymer-bound reagents 42, 43
polymerase chain reaction (PCR) 241–2
polymorphism

computational prediction 586–7
crystallisation 571–2
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polymorphic human CYPs 382, 383
preclinical studies 477
solid dosage forms 573–4

polystyrene-coated pins 35
polytene chromosomes 250
PoM/TE (proof of mechanism or target

engagement) biomarkers 352, 353, 354,
356, 359

Pomona College software package 5
poor metabolisers 201, 382
PoP (proof of principle) biomarkers 352,

353, 354, 356, 359
Pople’s split basis sets 70
portfolio-of-patents concept 433, 454
positional scanning strategy 36
positron emission tomography (PET) 473, 474
post-transcriptional gene silencing (RNA

interference) 253–6, 257, 494
potency optimisation

lapatinib discovery 683–5
lead optimisation 530, 531, 532, 544–5
oral drug design 23, 466–8
ticagrelor discovery 707, 710

Potential of Mean Force method 87
powder non-oral products 232, 233, 582–3
powering technique 628, 629
PPARs see peroxisome proliferator-activated

receptors (PPARs)
ppb see plasma protein binding (ppb)
PPI (protein–protein interaction) targets 53,

133
prasugrel thienopyridine prodrug 699, 700,

701, 702, 703
preclinical safety 2, 476–8

see also individual preclinical safety
studies

predictability 429, 431, 440, 454, 534
preferred states

compound properties 48
conformations 103–4, 105, 117, 468
protein–ligand interactions 105, 106,

107–8
pregabalin (Lyricas) 446
pregnane X receptor (PXR) 199, 205, 389
preliminary injunctions 448
prenalterol 187
presenilin pathway 249, 253
pre-systemic metabolism 194

see also first-pass metabolism
primary assays 356, 357, 358, 514

principal component analysis (PCA) 9, 10,
165, 170

prior art concept 429, 431, 440, 454
pro-drug dissolution 585
probability 613

see also risk; statistical methods
probenecid 200
problem parallel synthesis structures 58–60
Problem and Solution approach 428, 429
procainamide 186
prodrugs 191, 699, 700, 701, 702, 703
profiling of new compounds 648–61

see also target product profiles (TPPs)
progression criteria 24
project management 603–21

clinical study teams 631
control cycle 617–18
definition of a project 603–6
estimates 609–10
hints and tips 621
key practices 608–19
planning 608–11
potential obstructions 702
risk/opportunity management 612–17
stakeholder management 618–19
team member roles 619–21
ticagrelor discovery 712–13
timing/sequencing of activities 610–11

Project Management Institute (PMI) 606
Projection to Latent Structures (PLS) 165,

169, 370
prokaryotes 247–8
promiscuous binding activity 509, 511–12
proof of concept (PoC) 351–2, 353, 354, 356,

359, 486, 487
proof of mechanism or target engagement

(PoM/TE) biomarkers 352, 353, 354, 356,
359

proof of principle (PoP) 352, 353, 354, 356, 359
propan-1-one compounds 194
property forecast index (PFI) 20
property-based guidelines 475
propranolol 186, 197, 295, 296
prostaglandin 2 (PGD2) 305, 306
protein

attachment, SPR studies 130
folding problem 97
structure databases 339–40
structure modelling tools 340
structure-based targeted libraries 53
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Protein Data Bank (PDB)
bioinformatics resource 337, 339, 344
structure-based design 98, 103, 104,

105, 107, 108, 116–17
protein kinases

assays 274–5
(aza)oxindoles binding to hinge

region 54
CDK2 protein kinase

fragment screening 51, 52, 53
inhibitor 139–40, 141

protein-observed NMR 127, 128
protein–ligand interactions

docking of ligands 85–7, 98
energy states 76–8
fragment-based lead discovery 122–47
free energy 66, 67, 77–8, 102
lead compound validation/

optimisation 465
potency optimisation 466, 467
structure-based design 96–117

protein–protein interaction (PPI) targets 53,
133

proteomics methods development 246
ProteomicsXchange 343
proximity assays 267, 270–1
pseudopolymorphism 574
PTGS (post-transcriptional gene

silencing) 253–6, 257, 494
PU3 fragment 145
PubChem 342
purchase of library compounds 45–6
purification equipment 58
PXR (pregnane X receptor) 199, 205, 389
pyrazolopyrimidinones 438, 439
pyrido-pyrimidine scaffolds 687, 688, 690,

691
pyridone, tautomer states 78, 79
pyrimidines 191, 683

Q2 measure 171, 172, 180
QED (quantitative estimate of

drug-likeness) 9
QSAR see quantitative structure–activity

(QSAR) relationships
QT interval prolongation 197, 375, 377,

378, 403
quality

see also validation
assays 273

fragment libraries 124
ICH Q9 Quality Risk Management

guidelines 585
QSAR models 157–8
quality of life trials 626
solid state of product 567, 575
synthesis routes 593–8

quantification, molecular interactions
84–5

quantitative estimate of drug-likeness
(QED) 9

quantitative pharmacology see
pharmacokinetics–pharmacodynamics
(PKPD)

quantitative structure–activity (QSAR)
relationships 154–81

applicability domain definition 173–5
goodness-of-fit measures/

diagnostics 170–3
hints and tips 180–1
history 154–7
language/descriptors 158–76

D2/b2 agonists case study 162–4,
166–7, 168, 175

datasets 160–2
numerical molecular

descriptors 159–69
unambiguous endpoints 159

log P databases 5
matched molecular pairs

analysis 176–8
models

accessing 179–80
building 167–70
examples 178–9
interpretation/controlling

descriptors 175–6
quality 157–8

toxicology studies 364, 365–6, 368
quantum mechanics 67–72
Questel-Orbit database 452
quinazolines 685, 687, 688, 690, 691–2
quinazolone analogues 681, 683
quinones 512

R statistics suite 179
rabbit model 314, 315, 316, 376
racemic forms of aleglitazar 642, 644, 650
radiolabelling 38, 189–90, 276, 464, 473–4
Radleys reaction stations 57
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Raf kinase 249
Ramachandran plots 81, 82
random forests, QSAR models 170
random variability 313
randomised clinical trials 624, 628
ranitidine 202, 296
rapamycin 520
RapidFire system 385
Ras V12 oncogenic mutant 250
rat model

aleglitazar 650, 651, 653, 654, 655, 657
fa/fa Zucker rats 653, 654, 655
human PK prediction 216–17, 220,

221, 222, 223, 224, 227, 230–1
hypertension 317
nervous system functionality 403–4
ticagrelor discovery 708, 709, 711
toxicology testing 401
use/attributes/limitations 314–18, 325,

327–9, 330
rational targeted library design 53
raw materials availability 45–6, 476–7, 599
RDKIT chemoinformatics toolkit 176–7
reaction field theory 80
reaction phenotyping 200, 387, 388
reactive metabolite toxicity 201–2
reactive structures parallel synthesis 59
readouts see biomarkers
ReCap process 55
receptors 292–308

see also individual receptor types
agonists

animal LPS studies 322
concentration–effect (E/[A])

curves 293
definition 292
full/partial/inverse 294–6
optimisation 296–7

antagonists
allosteric 303–4
animal LPS studies 322
definition 292
drug discovery

applications 305–6
irreversible competitive 298, 299
non-competitive 302–3
orthosteric 297–303
reversible competitive 298–302

recombinant human cytochromes 197
recordkeeping, experimental data 598–9

redox active compounds 510
redox cycling compounds 510
reduction reactions 184–5, 186, 313
reductive amination 52
regression trees 165, 169, 170
regulatory aspects see legal aspects;

patents
relative humidity, hydrates 580
relenza neuraminidase inhibitor 88
Relibase 105
renal excretion

aleglitazar 667–8
dose determination 220–1, 224
drug metabolism site 185
process 472
proximal tubule transporters 204

Renilla luciferase 267, 269, 281
repeated dose studies 415, 416–18, 422
reporter gene assays 280–1, 511
reproducibility/repeatability

animal models 321
assay data 288, 289
candidate drug shortlisting

process 553–4
patent applications 430–1

reproductive toxicology 418, 422, 479–80
residence times, SPR 130
resin beads 35, 42, 277, 279, 280
resonant waveguide grating (RWG) 277
responder subpopulations 360
Restricted Hartree Fock methods (RHF) 70
restriction enzymes 241
9-cis-retinoic acid 638
retinoid-X-receptor (RXR) 637, 638
reverse genetic screens 251
reversible P2Y12 receptor

antagonists 699–713
RF-encoded encapsulated resin 42
Rhesus monkey 657
rheumatoid arthritis (RA)

animal models 323, 325
small molecule clinical study 624–6
target validation 490, 497, 498

rhodanines 48, 49, 512
Richardson, B.J. 155
Richet, M.C. 155
RISC (RNA-induced silencing complex) 254
risk

cardiac, assessment 379
contingency plans 616
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risk (continued)
project management 612–17
registers 613, 614
risk:benefit comparisons,

toxicology 421
Risk Severity Grids 613, 615

ritonavir (Norvirs) 566, 577
riveroxaban 20
rivoglitazone 662, 665
RMSE (root mean square error in

prediction) 171, 173, 174
RMSE/RMSEP (root mean square error with

root mean square error in prediction) 171
RNA interference (RNAi) 253–6, 257, 494
RNA-induced silencing complex (RISC) 254
RO0717122 (racemic aleglitazar) 642
RO0732012-000 665, 666
robotics 42
robustness 287–8, 321
Roche laboratories 136, 633–74
rofecoxib (Vioxxs) 436–7, 445, 446
root mean square error in prediction

(RMSE) 171, 173, 174, 180
root mean square error with root mean

square error in prediction (RMSE/
RMSEP) 171

rosiglitazone (Avandias) 639, 653, 654, 657,
662, 673

rotatable bonds (RB) 10–12, 81, 103, 104
rotigotine transdermal system 577
Rule of 3 (Astex) 552
Rule of 5 (Ro5) see Lipinsky Rule of 5
RXR (retinoid-X-receptor) 637, 638

S see entropy (S)
S1 pocket of Factor Xa inhibitors 104
S9 tissue supernatant 190, 191
SA (solvent accessible surface area) 80, 100
Saccharomyces spp.

S. cerevisiae 244, 248–9
S. pombe 248–9

SAD (single ascending dose) 479, 624, 662,
664, 666

SAFE-T consortium 351
safety of drugs

see also clinical trials; toxicology
studies

drug metabolism-modifying
factors 194–201

early safety toxicology 532–3

formulation decisions 583–5
margins, oral drug design 11
modern process 474–80
molecular biology aspects 259–60
pharmacology 403–4
scale-up issues 600
SELECT criteria 592, 593, 594
solid state of product 567, 575

salicylic acid 187, 244
see also aspirin (acetylsalicylic acid)

salmeterol 163
Salmonella typhimurium 399, 400, 405
salts 573, 576, 584

screens 477, 574–7
sandwich ELISA protocol 278, 279
Sanger Institute Gene Trap Resource 253
Sanger sequencing 242, 243
SARs see structure–activity (SAR)

relationships
Saturation Transfer Difference (STD) 128,

463, 464
scaffold hopping 513, 519
scaffold/fragment distinction 126
scale-up 592–601, 670, 671, 687–9
scavenger reagents 43, 44
schedules, project management 610–11
Schild equation/analysis 300, 301, 302, 303,

358, 372
schizophrenia 492
Schrödinger equation 68, 69
SciBite system 343
scientific lens concept 343
scintillation proximity assays (SPA) 267,

270–1
SCN9A gene 499
scope of patent claims 432, 435, 436–7, 454
SCORE1/2 178, 179
scoring functions 85–7
screening approaches

see also assays; imaging techniques
fragment library compounds 127–33
lapatinib discovery 681, 683
lead generation 515, 517
lead optimisation 532–3, 534
solid form selection 574–81
translational science 355–9

SCW (streptococcal cell wall) 325, 327–9
SDF1-mediated chemokine function 304
second messenger readouts 296
second therapeutic use claims 433, 438–9
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secondary assays 358, 359
secondary structure 467
b-secretase aspartyl protease (BACE1) 508
SEDDS (self-emulsifying drug delivery

systems) 477–8, 584, 585
SELECT criteria 592, 593, 594
selective 5HT-1D agonists 90
selectivity

antagonist effects 304
lead optimisation 530, 531, 532

CYOP450s inhibition 546–7, 564
hERG activity 546

selegiline 472
self-emulsifying drug delivery systems

(SEDDS) 477–8, 584, 585
semi-empirical quantum mechanics 71
sensitivity aspects 127, 303, 329
sequence conservation 248
serendipitous target validation 500–1
serotonin 249
serum creatinine 662, 667, 670
SGX laboratories 136
shake-flask method 4
shape-based methods 98, 99–101, 108, 116
shotgun sequencing 245
sialic acid analogue Neu5Ac22en 135
sidechains QSAR studies 166–7
sigma (s) scale 155, 156
signalling responses 337, 676–96
SILAC (stable isotope labelling of amino

acids in cell culture) 459–60
sildenafil (Viagras) 428, 438, 500–1
SILE (size-independent ligand

efficiency) 506
Simcyp program 200, 387
simeprevir 523, 524, 525
similarity indices 49
simplicity, animal models 321
single ascending dose (SAD) 479, 624, 662,

664, 666
single cell gel electrophoresis assay (Comet

assay) 399, 400, 416
single nucleotide polymorphisms

(SNPs) 246, 247, 339
single point biological measurements 47
single target validation 499
siRNAs (small interfering RNAs) 254, 255
sister chromatid exchange 399
sitagliptin 523
site-directed mutagenesis 242, 244, 257, 258

size-independent ligand efficiency
(SILE) 506

SJL mouse model 318
SKBR-3 breast cancer cell line 255–6
skilled persons, patents 428, 445
Slater Type Orbitals (STOs) 69, 70
SLC (solute carrier transporters) 202, 203,

204
SLE (systemic lupus erythematosus) 326, 327
small interfering RNAs (siRNAs) 254, 255
small molecules

biopharmaceuticals safety
comparison 420

druggability 457–8, 480, 508–9
first combinatorial libraries 37
historical aspects of combinatorial

chemistry 37–9
preferred low-energy conformations in

binding 103–4, 117
tools

bioinformatics 342–4
functional target

validation 493–5
target validation 487, 493–5, 502

SMART database 125, 339
SMoG method 87
soaking protocols 131–2, 134
sodium channel blockers 492
solid dispersions 585
solid form selection 566–88

crystallography 568–80
factors affecting 582
future outlook/design 585–7
hints and tips 588
hydrate screening 580–1
integration within early clinical phases

of development 581–5
solid state chemistry

first combinatorial libraries 37, 38
parallel step varying yields 40
peptide chemistry 35, 36
solid form selection 568–74
soluble polymer conversion to solution

phase 38
technology development 42

solubility
assay data reproducibility 288, 289
calculating 8
crystal packing balance for low

solubility candidates 587
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solubility (continued)
crystallisation 571–2
definition 571
fragment library curation 124
lead optimisation 547–8
measurement 7
models, QSARs 174, 175
oral drugs 2, 6–8, 468, 477, 481
polymorphs 578, 579
protein-observed NMR 128
solid dosage forms 573–4

solute carrier transporters (SLC) 202, 203,
204

solution formulations 582
solution phase synthesis 42, 43
solvation 78–80, 587
solvent accessible (SA) surface area 80, 100
sorafenib (Sprycells) 33
sp3 carbon atoms 126
SPA (scintillation proximity assays) 267,

270–1
species differences

drug metabolism 195–6, 199, 206
PPAR-a agonists 655, 663
target validation 498
volume of distribution 217, 218,

219–23
species used, animal models 314, 315,

316–17
specificity, animal models 320
split basis sets (Pople) 70
split-mix lead discovery approach 35, 36, 37,

38
SPOTFIREs (Dotmatics) 179
Sprycells (sorafenib) 33
src family of kinases 340
ST elevation myocardial infarction

(STEMI) 700
ST2 solvation modelling system 80
stability

fragment library curation 124
intermediate compounds in scale-up

599–600
matched molecular pairs analysis 177
metabolic, aleglitazar 650
thermodynamic 567, 573–4

stable form screens 578, 580
stable isotope labelling of amino acids in cell

culture (SILAC) 459–60
stakeholder management 618–19

start points, lead optimisation 535–6
STAT proteins, PET imaging 473
state of the art, patent law 427, 428
state–inventor deals 426, 428, 430, 431,

437, 453
statins 103, 202, 203, 204, 433–6
statistical methods

animal model data 317–18, 319
clinical trials 628
QSARs 158–76

machine learning tools 165,
167–73

significance, dose–response
testing 414

toxicology studies 364, 365–6, 368
staurosporines 493, 681
STD (Saturation Transfer Difference) 128,

463, 464
STEMI (ST elevation myocardial

infarction) 700
stereoisomers 646, 647
stereoscopic 3D shape display 100–1
steric shielding 550–1
strains, genetic 315, 317, 318
stratification see patient stratification
streptococcal cell wall (SCW) model 325,

327–9
stromelysin 138
structural alerts 473, 475
structure-based design 96–117

binding drivers 101–2
binding site entrance

interactions 109–10
electrostatics 108
enthalpy–entropy compensation 102–3
hints and tips 116–17
history 98
hypothesis-aided design 108–11
local minimum problem 110–11
marketable successes 117
NO synthase case study 111–16
overview 96–8
parallel synthesis/library design 46–7
polar interactions 109, 116
preferred lowest-energy conformations

of small molecules 103–4, 117
preferred protein–ligand

interactions 104–7
protein–ligand hydrogen bonds 107–8,

109
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shape complementarity
visualisation 99–101, 116

X-ray crystal structure 99, 258–9
structure/metabolism relationships 188–9

see also conformational states
structure–activity relationships (SARs) 22,

140
see also quantitative structure–activity

(QSAR) relationships; structure-
based design

cluster-selection approach 50
hit-to-lead campaigns 521–2
pharmacological activities 292–308
PPARa/g co-agonists 643–9, 660

‘SAR by catalogue’ 123
‘SAR by NMR’ 135, 136
substance P 323
substituent electron effects 155–6
substrates 202, 203, 387
succinic acid 577
succinyl-L-proline 339, 340
sufficiency in patent applications 430–1
sulfarhodamine blue (SRB) assays 283
sulfate conjugates 185, 187
sulfonyl hydantoin synthesis 594, 595
sulfonylethylamines 686
sulfur, ugly 60
sumatriptan 91
summary variables 169, 170
sunitinib 507, 538, 540
superiority of comparators 628
superiority design of clinical trials 629
supersaturation 571–2, 585
SuperStars software tool 105, 107
Supplementary Protection Certificates

(SPCs) 434
supplies of raw materials 45–6, 476–7,

592–601, 687–9
support vector machines (SVMs) 165
SureChem open database 453
surface area, solvent accessible 80, 100
surface plasmon resonance (SPR)

attachment strategies 130
direct/indirect binding mode 129, 130
fragment screening 127, 129–30, 147
lead compound validation/

optimisation 465
lead identification 463, 465
molecular biology uses 257–8

surmountable antagonism 298, 300

suspension product formulations 582
Suzuki coupling reactions 42, 43
SVMs (support vector machines) 165
Swain, C.G. 156, 157
Swiss-Prot database 338
symmetry in crystals 570
synthesis methods

automation 42
good 593–8
lapatinib discovery 687–9
naphthalene 595
oral drug design 25
parallel synthesis, library design 32–61
piperidine ether 597
preclinical studies 477
route development 593–8
SELECT criteria 592, 593, 594
sulfonyl hydantoin 594, 595

systematic bias of QSAR models 171
systemic lupus erythematosus (SLE) 326,

327

T cells 326, 540–4
T1/2 (half-life) 209, 223–6
tachykinins 323
tadalafil (Cialiss) 438, 439
Taft, Robert 155–6, 157
tagging approaches

biotin tags 459
encoding tags 38
expressed sequence tags 245
fluorescence tags 459, 461
radiolabelling 38, 189–90, 276, 464,

473–4
split-mix synthesis 38

tamoxifen 395
tandem mass spectrometry 189, 190
Tanimoto similarity indices 49
Taq polymerase 242
TaqMans 389, 390
Tarcevas (erlotinib) 692
target affinity see potency
target class effects 14–15
target dossiers 338–9
Target Hunters 501
target identification

genomics 341
Human Genome Project 244–7
hypothesis generation 457–60
model organisms 247–53
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target identification (continued)
molecular biology development 243–56
RNA interference 253–6, 257

target immobilised NMR screening
(TINS) 129

target modulation mechanisms 464, 465,
481

target panels 371–2, 373
target product profiles (TPPs) 605, 629, 708
target selectivity 370–4

see also selectivity
target validation 486–503

data interpretation examples 490–2
definition/context 487–8
experiments 495–9
hints and tips 502–3
in silico methods 501–2, 503
in vitro functional models 496–7
in vivo models 497–9
key questions 488–90
mode of modulation 492–3
phenotypic screening 499–500
serendipitous 500–1
single vs. multiple targets 499
small molecule tools 493–5
target pathways 495–6

target-based screening 513, 514–20
targeted libraries 53–4
tautomer states 78, 79, 437, 445
tax aspects of patent box regime 449
teabag concept of Houghten 35, 38
team charters 619–20
team membership roles

aleglitazar development 660
compound progression

decisions 710–11
enablers 712–13
hints and tips 621
study teams 631
team charters 619–20
ticagrelor discovery 710–13

technical difficulty patent infringement
451

technical knowledge sharing 592–601
Technology Strategy Board 360
telaprevir HCV protease inhibitor 18, 523,

524, 525
temperature, X-ray crystal structures 99
terfenadine 197, 377
teriflunomide 191

terminology
assays 270, 286
data sharing 343
lead generation 505–6
patents 426, 453

tertiary assays 358, 359
tesaglitazar (Galidas) 640, 641, 645, 647,

662, 664, 665
test sets for QSAR models 171, 172, 173, 174
tests see assays
therapeutic dose 208–34
therapeutic index 11, 707
therapeutic window 208, 224
thermal shift analysis (TSA) 130–1, 574
thermodynamics

see also enthalpy (H); entropy (S)
lead compound validation/

optimisation 465, 467
membrane partitioning 167
molecular mechanics energy

minimisation 75
protein–ligand energy states 76–8
stability of solid dosage forms 573–4

thermolysin inhibitors 103
Thermus aquaticus 242
1,3-thiazine libraries 42, 43
thiazole quinazolines 689
thiazolidinediones (TZDs) 637, 638, 641
thienopyridine prodrug prasugrel 699, 700,

701, 702, 703
thiohydantoin structures 48, 49
thiophene-2-carbaldehyde 669
thioridazine 377
thioxene derivatives 279
Thomas–Fermi model 71
three-dimensional shape

3D cultures 284
fragment library compounds 126
molecular mechanics 74–5
stereoscopic display 100–1
target-based de novo designs 518

three point 2D pharmacophore method 124
thrombin inhibitors 103
thromboxane synthase inhibitors (TxSI) 701
throughput 592, 593, 594

see also high throughput screeening
(HTS)

ticagrelor (Brilintas/Briliques) 229–30,
699–713

tied back analogues 681
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time effects
drug–drug metabolic interactions 199
lead optimisation screening

cascades 533
oral drug properties in drug

design 12–14
project management 610–11
timelines, clinical trials 627–8

time-resolved fluorescence resonance energy
transfer (T-FRET) 267, 268, 271

time-resolved fluorescence (TRF) 267, 268, 271
TINS (target immobilised NMR

screening) 129
TIP3P standard 79
tissues 384, 469, 491, 492, 496–7

see also cell-based assays
tools see small molecules, tools
topoisomerase I inhibitors 694
topological polar surface area see polar

surface area (PSA)
topotecan 694
torsade de points (TdP) 197, 375, 377, 403
torsional structures 72, 73, 104
total polar surface area (TPSA) 11, 552
toxicokinetics (TK) 420, 422
toxicology studies 364–405, 413–22

ADMET studies 20–2, 23
alkaloid poisons 154–5
carcinogenicity 419, 420, 422
cardiac liability 375–9
cell viability assessment 374–5
computational methods 364–70
developmental/reproductive 418, 422
drug metabolism-modifying

factors 194–201
drug metabolites 193
drug–drug interactions 379–90

transporter-mediated 390–4, 405
genotoxicity 398–401
hints and tips 405, 421–2
in vivo studies 401–4
lead optimisation 551, 552
non-clinical safety studies 414–20
phospholipidosis 394–6, 405
phototoxicity 397–8, 405
physicochemical properties 11–12
preclinical 479
regulatory decision making 420–1
secondary pharmacology

examples 402–3

small molecule drugs vs.
biopharmaceuticals 420

target selectivity 370–4
testing strategies 372, 374
toxicokinetics 420, 422

TPPs (target product profiles) 605, 629, 708
TPSA (total polar surface area) 11, 552
trade marks 425

see also patents
training, assay personnel 273
training sets, QSARs 172, 173, 174
trans-activation response RNA-binding

protein (TRBP) 254
transactivation (EC50) 643
transcription factors 389
transdermal rotigotine 577
transfection 281
transgenic animals 317
translational science 350–62

biomarker definition 350–1
compounds progression into 354
hints and tips 361–2
hypothesis link to disease 355
patient stratification 359–61
role in drug discovery 352
screening cascade 355–9

transmembrane domain proteins see G
protein-coupled receptors (GPCRs)

transporters of drugs 202–5
blood–brain barrier 470
clearance studies 221
drug interactions mediated by 390–4, 405
intestinal drug absorption 215
lead optimisation gene targets 563, 564

trastuzumab (Herceptins) 259
TRBP (trans-activation response RNA-

binding protein) 254
TrEMBL database 338
triazine compounds 55, 56
triazolopyridines 42, 43
triazolopyrimidine 704
triglycerides 654, 668
triplet DNA code discovery 241
TRIPS (Trade Related Aspects of Intellectual

Property Rights, 1994) 440
troglitazone (Rezulins) 639
trypsin 102
TSA (thermal shift analysis) 130–1, 574
Tukey’s statistical test 319
tumour inhibition see cancer drugs
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tumour necrosis factor (TNF) 322
turbidity threshold 7
Turner’s Goals and Methods Matrix 605–6
two-fluorophore cell imaging assays 283
two-hybrid analysis 249
Tykerbs see lapatinib (Tykerbs)
type 2 diabetes see aleglitazar
tyrosine kinases see lapatinib (Tykerbs)
TZDs (thiazolidinediones) 637, 638, 641

UDP-glucuronidyl transferase (UGT) 471
ugly structures, parallel synthesis 60
ultra extensive metabolisers (UEM) 382
ultra high throughput (UHT) screening 506,

515–16
unbound fraction, ADME studies 469, 481
undesirable compounds 47, 48, 49, 59–60
Uniprot KnowledgeBase 338–9, 341, 344
unit cells, crystals 568, 569, 570
United Kingdom (UK) 444, 449, 606

National Institute for Health and
Clinical Excellence (NICE) 360, 627

United States (US)
Food & Drug Administration

(FDA) 433–4
biomarker definition 350–1
cardiac safety 378
clinical trials guidance 629, 630
diabetes treatments efficacy

guidance 636
drug metabolism safety

guidance 193, 198, 200, 206
patient stratification 360

patent law 430, 431, 439, 443–4, 447
Patent and Trade Mark Office 439
Project Management Institute 606

universal libraries concept 39
unsuitable fragments 47, 48, 49, 59
URAT1 transporter 221

V600E-positive melanoma 143, 244, 247,
253, 341, 523–4

validation
fragment hits 133
lead compounds, process 464–6
molecular biology development 243–56
patents 443
QSAR models 158, 173
target validation 486–503

modern process 464–6

van der Waals forces
co-crystals 577
crystallisation 570, 571
molecular mechanics 72, 73, 77, 78–80

vardenafil (Levitras) 438, 439
variability in animal model controls 313–14
variable regions of lapatinib 685–7
variation, coefficient of 170
Variational Principle 69
Vd (volume of distribution) 209, 217–19
VEGF2 kinase inhibitors 20
vemurafenib B-Raf kinase inhibitor

genomics 341
lead generation success story 523–4
mode of action 244, 247
salicylic acid comparison 244
structure development 143

venlafaxine 201
verapamil 377
Vernalis laboratories 136
Viagras (sildenafil) 428, 438, 500–1
vibrational spectroscopy 72
victim/perpetrator drug–drug

interactions 198, 199, 200
ViewContacts software tool 105, 106
Vioxxs (rofecoxib) 436–7, 445, 446
viral replication 255
virtual libraries 47
virtual patient models 501–2
virtual screening, shape-based methods 98
visualisation tools/software 24
Vkij (atom–atom interaction pairs) 570
vocabularies for data sharing 343
voltage-gated ion channels 276, 495
volume of distribution at steady state

(Vss) 209, 212, 217, 218, 219, 224–5
VORTEX (Dotmatics) 179

WAC (weak affinity chromatography) 127,
132–3

warfarin 186, 341
water molecules

binding driver 101–2
hydrate screening 580–1
modelling 79
protein binding pockets 466–7, 481
X-ray crystal structures 99

water-logsy ligand-observed NMR 128
Waters Acquity I-Class UPLC system 280
Watson–Crick model of DNA 240
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wavefunction (c) 67, 68
weak affinity chromatography (WAC) 127,

132–3
Weaver, Warren 239–40
weight, body 314, 667, 669
Well Stirred Model equation 220
WHO (World Health Organisation) 636
whole body autoradiography 470
whole cell phenomena 283–5
Wold, H. 169
work-up equipment 58
World Health Organisation (WHO) 636

X-CSCORE model 87
X-ray crystallography

see also structure-based design
aleglitazar 658
ambiguity of structure 99
binding pockets 465
bound fragments 133–4
computational modelling 92
edaglitazone 641–2
EGFR 689, 692
fragment screening 127, 131–2
interpretation 99
ionisable residues 99

iterative 111
lead identification 463, 464, 465, 466
solubility 548
structural data 53, 258–9
structures, EGFR 689, 692
UniProt database 339

y-randomisation experiments 173
Yalkosky General Solubility Equation 8
yeasts as model organisms 248–9
yields, low 599

Z’ factor 287
Zalman 3D 101
zanamivir 135, 539, 540
zantac 74
ZDF (fa/fa Zucker rats) 653, 654, 655
zebrafish (Danio rerio) 250–1, 260
zebularine 471
Zelborafs see vemurafenib B-Raf kinase

inhibitor
ziconotide 492
zinc impurities 513
zinc-binding motifs 55
zinc-dependent metalloproteinases 339–40
zolmitriptan 90, 91
zoniporide 192
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