hnology

.., ™

Bernard R. Glick - Terry L. Delovitch - Cheryl L. Patten



~ medical
biotechnology



This page intentionally left blank



~ medical
biotechnology

Bernard R. Glick
Department of Biology
University of Waterloo

Waterloo, Ontario, Canada

Terry L. Delovitch

Department of Microbiology and Immunology
Western University

London, Ontario, Canada

Cheryl L. Patten

Biology Department

University of New Brunswick
Fredericton, New Brunswick, Canada

A

ASM
PRESS

WASHINGTON, DC



Copyright © 2014 American Society for Microbiology. All rights reserved. No part of this
publication may be reproduced or transmitted in whole or in part or reused in any form or by any
means, electronic or mechanical, including photocopying and recording, or by any information
storage and retrieval system, without permission in writing from the publisher.

Disclaimer: To the best of the publisher’s knowledge, this publication provides information
concerning the subject matter covered that is accurate as of the date of publication. The publisher
is not providing legal, medical, or other professional services. Any reference herein to any specific

commercial products, procedures, or services by trade name, trademark, manufacturer, or

otherwise does not constitute or imply endorsement, recommendation, or favored status by the

American Society for Microbiology (ASM). The views and opinions of the author(s) expressed

in this publication do not necessarily state or reflect those of ASM, and they shall not be used to
advertise or endorse any product.

Library of Congress Cataloging-in-Publication Data

Glick, Bernard R., author.
Medical biotechnology / Bernard R. Glick, Department of Biology, University of Waterloo,
Waterloo, Ontario, Canada; Terry L. Delovitch, Department of Microbiology and Immunology,
Western University, London, Ontario, Canada; Cheryl L. Patten, Biology Department, University
of New Brunswick, Fredericton, New Brunswick, Canada.
pages cm
Includes bibliographical references and index.
ISBN 978-1-55581-705-3 (hardcover)—ISBN 978-1-55581-889-0 (e-book) 1. Biotechnology.
2. Medical technology. 1. Delovitch, T. L., author. II. Patten, Cheryl L., author. III. Title.
TP248.2.G57 2014
660.6—dc23
2013027259

10987654321
Printed in the United States of America

Address editorial correspondence to ASM Press, 1752 N St. NW,
Washington, DC 20036-2904, USA
E-mail: books@asmusa.org
Send orders to ASM Press, P.O. Box 605, Herndon, VA 20172, USA
Phone: (800) 546-2416 or (703) 661-1593; Fax: (703) 661-1501
Online: http://www.asmscience.org

doi:10.1128/9781555818890

Cover and interior design: Susan Brown Schmidler
Ilustrations: Patrick Lane, SCEYEnce Studios

Image credits for cover and section openers
Cell image on cover: A dendritic cell infected with human immunodeficiency virus (HIV), showing
projections called filopodia (stained red) with HIV particles (white) at their ends. Reproduced
from the cover of PLoS Pathogens, June 2012. Courtesy of Anupriya Aggarwal and Stuart Turville
(Kirby Institute, University of New South Wales).
DNA image on cover: majcot/Shutterstock
DNA image on chapter and section opener pages: Mopic/Shutterstock
Section opener images: mouse, Sergey Galushko/Shutterstock; lab equipment,
Vasiliy Koval/Shutterstock; vaccine, Nixx Photography/Shutterstock

Some figures and tables in this book are reprinted or modified from Glick et al., Molecular
Biotechnology: Principles and Applications of Recombinant DNA, 4th ed. (ASM Press,
Washington, DC, 2010).


http://www.asmscience.org

To our spouses, Marcia Glick, Regina Delovitch, and Patrick Patten,
for their omnipresent love and tolerance, support, wisdom, and bumor



This page intentionally left blank



AR

Contents

Preface xuvii

About the Authors xviii

secTioN |

The Biology behind the Technology 1

1

Fundamental Technologies 3

Molecular Cloning 3
Preparation of DNA for Cloning 3
Insertion of Target DNA into a Plasmid Vector 7

Transformation and Selection of Cloned
DNA in a Bacterial Host 12

Cloning Eukaryotic Genes 15
Recombinational Cloning 19

Genomic Libraries 21
Amplification of DNA Using PCR 24
DNA Sequencing Technologies 28
Dideoxynucleotide Procedure 31
Pyrosequencing 33

Sequencing Using Reversible Chain Terminators 35
Sequencing by Ligation 36

Sequencing Whole Genomes 38
Shotgun Cloning Strategy 39

High-Throughput Next-Generation Sequencing Strategies 41

vii



viii CONTENTS

Genomics 42
Transcriptomics 46
Proteomics 51
Metabolomics 63
SUMMARY 67

REVIEW QUESTIONS 68
REFERENCES 69

2 Fundamental Concepts in Immunology 71

The Immune Response 71
Overview of Infection and Immunity 71

Functions of the Inmune System 73

Innate Immunity 75

Adaptive Immunity 81

Cells of the Inmune System: Cell-Mediated
Immunity 88

Bone Marrow Precursor Cells 88

Myeloid Cells Mediate Innate Immunity 90
Lymphocytes 92

Antigen-Presenting Cells 96

Effector Cells 97

Tissues of the Inmune System 97

Peripheral Lymphoid Organs 97

Lymphocyte Recirculation and Migration into Tissues 101
Antigen Recognition by T Cells 103

Humoral Immunity 114
Structure of Immunoglobulins 116
Functions of Immunoglobulins 118

Types of Antibodies: Applications 119
Polyclonal Antibodies 119

Antisera 120

Monoclonal Antibodies 120

Recombinant Antibodies 120
Immunological Techniques 122
Enzyme-Linked Immunosorbent Assay 123
Enzyme-Linked Immunospot Assay 125

Flow Cytometry 126



CONTENTS

Mass Cytometry 128

Two-Photon Intravital Cell Imaging 129
SUMMARY 131

REVIEW QUESTIONS 132
REFERENCES 133

The Genetic Basis of Disease 135

Chromosomal Disorders and Gene Mapping 135
Chromosomes and Chromosome Abnormalities 135
Human Genome Mapping 146

Genome-Wide Association Studies 159

Single-Gene Disorders 164
Mode of Inheritance 164
Thalassemia 166

Sickle-Cell Anemia 167
Hemophilia 168

Cystic Fibrosis 169

Tay-Sachs Disease 170
Fragile X Syndrome 171
Huntington Disease 173

Polygenic Disorders and Gene Clustering 174
GWAS Strategies To Map Genes for Polygenic Disease 176

Breast Cancer 178
Alzheimer Disease 182
Type 1 Diabetes 185
Cardiovascular Disease 191

Mitochondrial Disorders 193

Disorders 193

Genetics 194

Mitochondrial Homeostasis and Parkinson Disease 195
Prevalence 199

Diagnosis and Prognosis 200

Treatment 201

SUMMARY 201

REVIEW QUESTIONS 202

REFERENCES 203



X CONTENTS

4 Immune Pathogenesis 207

Models of Immune System Lesions 207
Immunological Tolerance 207

Failure of Immune Tolerance and Development
of Autoimmune Disease 218

Immune Surveillance against Tumors 224

Immune Evasion by Tumors 229

Inflammation and Immune Hypersensitivity
Disorders 229

Types of Inflammation and Associated Immune
Hypersensitivity Reactions 230

Immediate Hypersensitivity 230

Therapy for Immediate Hypersensitivity 234
Antibody- and Antigen-Antibody Complex-Induced Disease 236
T-Cell-Mediated Diseases 239
Immunodeficiency Disorders and Defects

in Development of the Inmune System 241
Primary Immunodeficiencies 242

Secondary Immunodeficiencies 245

AIDS 245

SUMMARY 252

REVIEW QUESTIONS 253

REFERENCES 254

5 Microbial Pathogenesis 257
Introduction 257
Bacterial Infections 258
Attachment to Host Cells 258
Invasion and Dissemination 261
Evasion of Host Defenses and Proliferation 266
Damage to Host Tissues 272
Identification of Bacterial Virulence Factors 279
Evolution of Bacterial Pathogens 285
Treatment of Bacterial Infections 290
Viral Infections 293
Attachment and Entry 295
Viral Gene Expression and Replication 300



CONTENTS xi

Virus Assembly and Release 311

General Patterns of Viral Infections of Humans 315
Targets for Treatment of Viral Infections 320
SUMMARY 323

REVIEW QUESTIONS 324

REFERENCES 325

secTion |
Production of TherapeuticAgents 327

6 Modulation of Gene Expression 329

Manipulating Gene Expression in Prokaryotes 330
Promoters 331

Translational Regulation 334

Codon Usage 335

Protein Stability 336

Fusion Proteins 338

Metabolic Load 341

Chromosomal Integration 343

Increasing Secretion 346

Overcoming Oxygen Limitation 349

Reducing Acetate 350

Protein Folding 352

Heterologous Protein Production in Eukaryotic
Cells 354

Eukaryotic Expression Systems 354

Saccharomyces cerevisiae Expression Systems 356

Other Yeast Expression Systems 360

Baculovirus-Insect Cell Expression Systems 362
Mammalian Cell Expression Systems 368

Directed Mutagenesis 374

Oligonucleotide-Directed Mutagenesis with M13 DNA 374
Oligonucleotide-Directed Mutagenesis with Plasmid DNA 377
PCR-Amplified Oligonucleotide-Directed Mutagenesis 377
Error-Prone PCR 379

Random Mutagenesis 381



Xii

CONTENTS

DNA Shuffling 383

Examples of Modified Proteins 384
SUMMARY 386

REVIEW QUESTIONS 388
REFERENCES 389

7 GeneticEngineering of Plants 393

Plant Transformation with the Ti Plasmid of
A. tumefaciens 396

Physical Transfer of Genes to Plants 401
Chloroplast Engineering 403

Transient Gene Expression 405
Molecular Pharming 408

Therapeutic Agents 408

Antibodies 411

Edible Vaccines 412
SUMMARY 418

REVIEW QUESTIONS 418
REFERENCES 419

section I
Diagnosing and Treating
Human Disease 421

8 Molecular Diagnostics 423
Immunological Approaches To Detect Protein
Biomarkers of Disease 424
Enzyme-Linked Immunosorbent Assays 424
Measuring Disease-Associated Proteins by Sandwich ELISA 428
Diagnosing Autoimmune Diseases by an Indirect ELISA 429
Immunoassays for Infectious Disease 430
Protein Arrays To Detect Polygenic Diseases 432
Immunoassays for Protein Conformation-Specific Disorders 435

DNA-Based Approaches to Disease Diagnosis 437
Hybridization Probes 437



CONTENTS

Allele-Specific Hybridization 439
Oligonucleotide Ligation Assay 439

Padlock Probes 441

Allele-Specific PCR 442

TagMan PCR 445

Real-Time PCR To Detect Infectious Disease 447

Detection of Multiple Disease-Associated
Mutations Using Microarrays 450

Detection of Epigenetic Markers 451
Detection of SNPs by Mass Spectrometry 454

Detecting RNA Signatures of Disease 457

Detection of Disease-Associated Changes in Gene
Expression Using Microarrays 457

Detection of RNA Signatures of Antibiotic
Resistance in Human Pathogens 457

Detection of miRNA Signatures of Cancers 460
SUMMARY 461

REVIEW QUESTIONS 462

REFERENCES 463

Protein Therapeutics 465

Pharmaceuticals 466
Interferon 466

Human Growth Hormone 471
Tumor Necrosis Factor 473
Targeting Mitochondria 474
Extending Protein Half-Life 476
Engineered Bacteriophages 477

Recombinant Antibodies 479

Preventing Rejection of Transplanted Organs 479
Hybrid Human—Mouse Monoclonal Antibodies 480
Human Monoclonal Antibodies 482

Antibody Fragments 484

Combinatorial Libraries of Antibody Fragments 488
Anticancer Antibodies 491

Antianthrax Antibodies 493

Antiobesity Antibodies 495

Enhanced Antibody Half-Life 496

xiii



Xiv CONTENTS

Enzymes 497

DNase | 498

Alginate Lyase 499

Phenylalanine Ammonia Lyase 502
a,-Antitrypsin 504

Glycosidases 505

Lactic Acid Bacteria 507
Interleukin-10 507

Leptin 510

An HIV Inhibitor 511

Insulin 512

SUMMARY 514

REVIEW QUESTIONS 515
REFERENCES 515

10 Nucleic Acid Therapeutic Agents and Human
Gene Therapy 519
Treating Genetic and Nongenetic Disorders 519
Targeting Specific mMRNAs and DNAs 522
Antisense RNA 522
Aptamers 525
Ribozymes 528
DNAzymes 530
Interfering RNA 530
Zinc Finger Nucleases 534
Viral Delivery Systems 535
Gammaretrovirus 535
Lentivirus 542
Adeno-Associated Virus 545
Adenovirus 549
Herpes Simplex Virus 1 555

Nonviral Nucleic Acid Delivery Systems 561
Direct Injection 561

Lipids 561

Bacteria 563

Dendrimers 565

Antibodies 566

Aptamers 566



11

CONTENTS

Transposons 567
Prodrug Activation Therapy 569

Gene Therapy 571

Severe Combined Immunodeficiency 571
Cancer 572

Eye Disorders 576

Muscle Disorders 578

Neurological Disorders 580

SUMMARY 587

REVIEW QUESTIONS 587
REFERENCES 588

Vaccines 593

Vaccination: Overview 593
Advantages 593

Limitations 595

Current Vaccine Design 598

Subunit Vaccines 601

Herpes Simplex Virus 602

Cholera 604

Severe Acute Respiratory Syndrome 605
Staphylococcus aureus 607

Human Papillomavirus 609

Peptide Vaccines 612

Malaria 612

Cancer 616

Autoimmune Disease 618

Allergy 620

Dendritic Cell Vaccines 622
Human Immunodeficiency Virus 622
Cancer 623

DNA Vaccines 625

Delivery and Immune Mechanisms of Action 625
Advantages and Disadvantages 626
Improved Efficacy and Immunogenicity 627
Attenuated Vaccines 634

Cholera 634

Salmonella Species 637

XV



XVi CONTENTS

Leishmania Species 639
Poliovirus 639
Influenza Virus 640
Dengue Virus 643

Vector Vaccines 645

Vaccines Directed against Viruses 645

Vaccines Directed against Bacteria 651

Bacteria as Antigen Delivery Systems 655

Adjuvants 660

Systems Biology and Evaluation of Vaccines 663
SUMMARY 666

REVIEW QUESTIONS 667

REFERENCES 668

12 Societal Issues 671

Safety and Ethical Issues 672
Regulation of New Drugs 672

Regulation of Genetic and Genomic Testing 676
Patenting Biotechnology 678
Patenting 678

Patenting in Different Countries 680
Patenting DNA Sequences 681

Patenting Living Organisms 683
Patenting and Fundamental Research 684
Economiclssues 684

SUMMARY 687

REVIEW QUESTIONS 688

REFERENCES 689

Glossary 691
Index 715



Preface

From the very beginning of the biotechnology revolution in the early
1970s, many scientists understood that this new technology would rad-
ically change the way that we think about health care. They understood
early on, well before any products were commercialized, that medical sci-
ence was about to undergo a major paradigm shift in which all of our
previous assumptions and approaches would change dramatically. Forty
years later, biotechnology has delivered on much of its early promise.
Hundreds of new therapeutic agents, diagnostic tests, and vaccines have
been developed and are currently available in the marketplace. Moreover,
it is clear that we are presently just at the tip of a very large iceberg, with
many more products in the pipeline. It is likely that, in the next 10 to 15
years, biotechnology will deliver not only new products to diagnose, pre-
vent, and treat human disease but also entirely new approaches to treating
a wide range of hitherto difficult-to-treat or untreatable diseases.

We have written Medical Biotechnology with the premise that it might
serve as a textbook for a wide range of courses intended for premedical
and medical students, dental students, pharmacists, optometrists, nurses,
nutritionists, genetic counselors, hospital administrators, and other indi-
viduals who are stakeholders in the understanding and advancement of
biotechnology and its impact on the practice of modern medicine. The
book is intended to be as jargon-free and as easy to read as possible. In
some respects, our goal is to demystify the discipline of medical biotech-
nology. This is not a medical textbook per se. However, a discussion of
some salient features of selected diseases is presented to illustrate the ap-
plications of many biotechniques and biochemical mechanisms. Thus, this
book may be considered a biomedical road map that provides a funda-
mental understanding of many approaches being pursued by scientists to
diagnose, prevent, and treat a wide range of ailments. Indeed, this presents
a large challenge, and the future is difficult to predict. Nevertheless, we
hope that this volume will provide a useful introduction to medical bio-
technology for a wide range of individuals.
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Fundamental Technologies

Molecular Cloning

Molecular biotechnology uses a variety of techniques for isolating genes and
transferring them from one organism to another. At the root of these tech-
nologies is the ability to join a sequence of deoxyribonucleic acid (DNA) of
interest to a vector that can then be introduced into a suitable host. This pro-
cess is known as recombinant DNA technology or molecular cloning. A vast
number of variations on this basic process has been devised. Development
of the core technologies depended on an understanding of fundamental pro-
cesses in molecular biology, bacterial genetics, and nucleic acid enzymology
(Box 1.1). The beginning of the application of these technologies for the pur-
pose of manipulating DNA has been credited to Stanley Cohen of Stanford
University, Stanford, California, who was developing methods to transfer
plasmids, small circular DNA molecules, into bacterial cells, and Herbert
Boyer at the University of California at San Francisco, who was working
with enzymes that cut DNA at specific nucleotide sequences. They hypothe-
sized that Boyer’s enzymes could be used to insert a specific segment of DNA
into a plasmid and then the recombinant plasmid could be introduced into a
host bacterium using Cohen’s method. Within a few years, the method was
used successfully to produce human insulin, which is used in the treatment
of diabetes, in Escherichia coli. In the 25 years since the first commercial
production of recombinant human insulin, more than 200 new drugs pro-
duced by recombinant DNA technology have been used to treat over 300
million people for diseases such as cancer, multiple sclerosis, cystic fibrosis,
and cardiovascular disease and to provide protection against infectious dis-
eases. Moreover, over 400 new drugs are in the process of being tested in
human trials to treat a variety of serious human diseases.

Preparation of DNA for Cloning

In theory, DNA from any organism can be cloned. The target DNA may
be obtained directly from genomic DNA, derived from messenger ribonu-
cleic acid (mRNA), subcloned from previously cloned DNA, or synthe-
sized in vitro. The target DNA may contain the complete coding sequence

doi:10.1128/9781555818890.ch1 3
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CHAPTER 1

box 1.1

The Development of Recombinant DNA Technology

ost important technologies
are developed in small steps,
and recombinant DNA

technology is no exception. The ability
to join DNA molecules from differ-
ent sources to produce life-changing
therapeutic agents like human insulin
depends on the contributions of many
researchers. The early 1970s were

ripe for the development of recombi-
nant DNA technology following the
milestone discoveries of the structure
of DNA by Watson and Crick (Watson
and Crick, 1953) and the cracking

of the genetic code by Nirenberg,
Matthaei, and Jones (Nirenberg and
Matthaei, 1961; Nirenberg et al.,
1962). Building on this, rapid prog-
ress was made in understanding the
structure of genes and the manner in
which they are expressed. Isolating and

DNA

deoxyribonucleic acid

mRNA

messenger ribonucleic acid

preparing genes for cloning would not
be possible without type II restriction
endonucleases that cut DNA in a
sequence-specific and highly reproduc-
ible manner (Kelly and Smith, 1970).
Advancing the discovery by Herbert
Boyer and colleagues (Hedgpeth et al.,
1972), who showed that the RI restric-
tion endonuclease from E. coli (now
known as EcoRI) made a staggered
cut at a specific nucleotide sequence in
each strand of double-stranded DNA,
Mertz and Davis (Mertz and Davis,
1972) reported that the complemen-
tary ends produced by EcoRI could

be rejoined by DNA ligase in vitro.

Of course, joining of the restriction
endonuclease-digested molecules
required the discovery of DNA ligase
(Gellert et al., 1968). In the meantime,
Cohen and Chang (Cohen and Chang,

1973) had been experimenting with
constructing plasmids by shearing large
plasmids into smaller random pieces
and introducing the mixture of pieces
into the bacterium E. coli. One of the
pieces was propagated. However, the
randomness of plasmid fragmentation
reduced the usefulness of the process.
During a now-legendary lunchtime
conversation at a scientific meeting in
1973, Cohen and Boyer reasoned that
EcoRI could be used to splice a specific
segment of DNA into a plasmid, and
then the recombinant plasmid could be
introduced into and maintained in E.
coli (Cohen et al., 1973). Recombinant
DNA technology was born. The poten-
tial of the technology was immediately
evident to Cohen and others: “It may
be possible to introduce in E. coli,
genes specifying metabolic or synthetic
functions such as photosynthesis, or
antibiotic production indigenous to
other biological classes.” The first com-
mercial product produced using this
technology was human insulin.

for a protein, a part of the protein coding sequence, a random fragment
of genomic DNA, or a segment of DNA that contains regulatory elements
that control expression of a gene. Prior to cloning, both the source DNA
that contains the target sequence and the cloning vector must be cut
into discrete fragments, predictably and reproducibly, so that they can
be joined (ligated) together to form a stable molecule. Bacterial enzymes
known as type II restriction endonucleases, or (more commonly) restric-
tion enzymes, are used for this purpose. These enzymes recognize and cut
DNA molecules at specific base pair sequences and are produced natu-
rally by bacteria to cleave foreign DNA, such as that of infecting bacterial
viruses (bacteriophage). A bacterium that produces a specific restriction
endonuclease also has a corresponding system to modify the sequence
recognized by the restriction endonuclease in its own DNA to protect it
from being degraded.

A large number of restriction endonucleases from different bacteria is
available to facilitate cloning. The sequence and length of the recognition
site vary among the different enzymes and can be four or more nucleotide
pairs. One example is the restriction endonuclease HindIII from the bac-
terium Haemophilus influenzae. HindIIl is a homodimeric protein (made
up of two identical polypeptides) that specifically recognizes and binds to
the DNA sequence #45CTT (Fig. 1.1A). Note that the recognition sequence
is a palindrome, that is, the sequence of nucleotides in each of the two
strands of the binding site is identical when either is read in the same
polarity, i.e., 5’ to 3’. HindIII cuts within the DNA-binding site between
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Figure 1.1 Type II restriction endonucleases bind to and cut
within a specific DNA sequence. (A) HindIII makes a staggered
cut in the DNA strands producing single-stranded, complemen-
tary ends (sticky ends) with a 5’ phosphate group extension.
(B) Pstl also makes a staggered cut in both strands but produces
sticky ends with a 3’ hydroxyl group extension. (C) Cleavage of

DNA with Smal produces blunt ends. Arrows show the sites of
cleavage in the DNA backbone. S, deoxyribose sugar; P, phos-
phate group; OH, hydroxyl group; A, adenine; C, cytosine; G,
guanine; T, thymine. The restriction endonuclease recognition
site is shaded. doi:10.1128/9781555818890.ch1.f1.1
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BspEI

Acclll

TlC CGGA

A GGCC TT
BspEI

the adjacent adenine nucleotides on each strand (Fig. 1.1A). Specifically,
it cleaves the bond between the oxygen attached to the 3’ carbon of the
sugar of one nucleotide and the phosphate group attached to the 5’ car-
bon of the sugar of the adjacent nucleotide. The symmetrical staggered
cleavage of DNA by HindIII produces two single-stranded, complemen-
tary ends, each with extensions of four nucleotides, known as sticky ends.
Each single-stranded extension terminates with a 5’ phosphate group,
and the 3’ hydroxyl group of the opposite strand is recessed (Fig. 1.1A).
Some other restriction enzymes, such as Pstl, leave 3’ hydroxyl extensions
with recessed 5’ phosphate ends (Fig. 1.1B), while others, such as Smal,
cut the backbone of both strands within a recognition site to produce
blunt-ended DNA molecules (Fig. 1.1C).

Restriction enzymes isolated from different bacteria may recognize
and cut DNA at the same site (Fig. 1.2A). These enzymes are known as
isoschizomers. Some recognize and bind to the same sequence of DNA
but cleave at different positions (neoschizomers), producing different
single-stranded extensions (Fig. 1.2B). Other restriction endonucleases
(isocaudomers) produce the same nucleotide extensions but have differ-
ent recognition sites (Fig. 1.2C). In some cases, a restriction endonuclease
will cleave a sequence only if one of the nucleotides in the recognition
site is methylated. These characteristics of restriction endonucleases are
considered when designing a cloning experiment.

Many other enzymes are used to prepare DNA for cloning. In addi-
tion to restriction endonucleases, nucleases that degrade single-stranded
extensions, such as S1 nuclease and mung bean nuclease, are used to gen-
erate blunt ends for cloning (Fig. 1.3A). This is useful when the recogni-
tion sequences for restriction enzymes that produce complementary sticky
ends are not available on both the vector and target DNA molecules. Blunt
ends can also be produced by extending 3’ recessed ends using a DNA
polymerase such as Klenow polymerase derived from E. coli DNA poly-
merase I (Fig. 1.3B). Phosphatases such as calf intestinal alkaline phos-
phatase cleave the 5’ phosphate groups from restriction enzyme-digested

Figure 1.2 Restriction endonucleases have been isolated from many different bacteria.
(A) Isoschizomers such as BspEI from a Bacillus species and Acclll from Acinetobacter
calcoaceticus bind the same DNA sequence and cut at the same sites. (B) Neoschi-
zomers such as Narl from Nocardia argentinensis and Sfol from Serratia fonticola
bind the same DNA sequence but cut at different sites. (C) Isocaudomers such as Ncol
from Nocardia corallina and Pagl from Pseudomonas alcaligenes bind different DNA
sequences but produce the same sticky ends. Bases in the restriction enzyme recogni-
tion sequence are shown. Arrows show the sites of cleavage in the DNA backbone.
doi:10.1128/9781555818890.ch1.f1.2
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Figure 1.3 Some other enzymes used to prepare DNA for cloning. (A) Mung bean
nuclease degrades single-stranded 5’ and 3’ extensions to generate blunt ends.
(B) Klenow polymerase extends 3’ recessed ends to generate blunt ends. (C) Calf alka-
line phosphatase removes the 5’ phosphate group from the ends of linear DNA mole-
cules. (D) T4 polynucleotide kinase catalyzes the addition of a 5’ phosphate group to
the ends of linear DNA fragments. Dotted lines indicate that only one end of the linear
DNA molecule is shown. doi:10.1128/9781555818890.ch1.f1.3

DNA (Fig. 1.3C). A 5’ phosphate group is required for formation of a
phosphodiester bond between nucleotides, and therefore, its removal pre-
vents recircularization (self-ligation) of vector DNA. On the other hand,
kinases add phosphate groups to the ends of DNA molecules. Among
other activities, T4 polynucleotide kinase catalyzes the transfer of the ter-
minal (y) phosphate from a nucleoside triphosphate to the 5’ hydroxyl
group of a polynucleotide (Fig. 1.3D). This enzyme is employed to pre-
pare chemically synthesized DNA for cloning, as such DNAs are often
missing a 5’ phosphate group required for ligation to vector DNA.

Insertion of Target DNA into a Plasmid Vector

When two different DNA molecules are digested with the same restriction
endonuclease, that produces the same sticky ends in both molecules, and
then mixed together, new DNA combinations can be formed as a result
of base-pairing between the extended regions (Fig. 1.4). The enzyme DNA
ligase, usually from the E. coli bacteriophage T4, is used to reform the
phosphodiester bond between the 3’ hydroxyl group and the 5’ phos-
phate group at the ends of DNA strands that are already held together by
the hydrogen bonds between the complementary bases of the extensions
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(Fig. 1.4). DNA ligase also joins blunt ends, although this is generally
much less efficient.

Ligation of restriction enzyme-digested DNA provides a means to sta-
bly insert target DNA into a vector for introduction and propagation in
a suitable host cell. Many different vectors have been developed to act
as carriers for target DNA. Most are derived from natural gene carriers,
such as genomes of viruses that infect eukaryotic or prokaryotic cells and

Figure 1.4 Ligation of two different DNA fragments after digestion of both with
restriction endonuclease BamHI. Complementary nucleotides in the single-stranded
extensions form hydrogen bonds. T4 DNA ligase catalyzes the formation of phos-
phodiester bonds by joining 5’ phosphate and 3’ hydroxyl groups at nicks in the
backbone of the double-stranded DNA. doi:10.1128/9781555818890.ch1.f1.4
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integrate into the host genome or plasmids that are found in bacterial or
fungal cells. Others are synthetically constructed artificial chromosomes
designed for delivery of large pieces of target DNA (>100 kilobase pairs
[kb]) into bacterial, yeast, or mammalian host cells. Many different vec-
tors that carry sequences required for specific functions, for example, for
expression of foreign DNA in a host cell, are described throughout this
book. Here, vectors based on bacterial plasmids are used to illustrate the
basic features of a cloning vector.

Plasmids are small, usually circular, double-stranded DNA molecules
that are found naturally in many bacteria. They can range in size from less
than 1 kb to more than 500 kb and are maintained as extrachromosomal
entities that replicate independently of the bacterial chromosome. While
they are not usually essential for bacterial cell survival under laboratory
conditions, plasmids often carry genes that are advantageous under par-
ticular conditions. For example, they may carry genes that encode resis-
tance to antibiotics or heavy metals, genes for the degradation of unusual
organic compounds, or genes required for toxin production. Each plas-
mid has a sequence that functions as an origin of DNA replication that is
required for it to replicate in a host cell. Some plasmids carry information
for their own transfer from one cell to another.

The number of copies of a plasmid that are present in a host cell is
controlled by factors that regulate plasmid replication and are charac-
teristic of that plasmid. High-copy-number plasmids are present in 10
to more than 100 copies per cell. Other, low-copy-number plasmids are
maintained in 1 to 4 copies per cell. When two or more different plasmids
cannot coexist in the same host cell, they are said to belong to the same
plasmid incompatibility group. But plasmids from different incompatibil-
ity groups can be maintained together in the same cell. This coexistence
is independent of the copy numbers of the individual plasmids. Some mi-
croorganisms have been found to contain as many as 8 to 10 different
plasmids. In these instances, each plasmid can carry out different func-
tions and have its own unique copy number, and each belongs to a differ-
ent incompatibility group. Some plasmids can replicate in only one host
species because they require very specific proteins for their replication
as determined by their origin of replication. These are generally referred
to as narrow-host-range plasmids. On the other hand, broad-host-range
plasmids have less specific origins of replication and can replicate in a
number of bacterial species.

As autonomous, self-replicating genetic elements, plasmids are useful
vectors for carrying cloned DNA. However, naturally occurring plasmids
often lack several important features that are required for a good cloning
vector. These include a choice of unique (single) restriction endonuclease
recognition sites into which the target DNA can be cloned and one or
more selectable genetic markers for identifying recipient cells that carry
the cloning vector—insert DNA construct. Most of the plasmids that are
currently used as cloning vectors have been genetically modified to in-
clude these features.

An example of a commonly used plasmid cloning vector is pUC19,
which is derived from a natural E. coli plasmid. The plasmid pUC19 is
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2,686 bp long, contains an origin of replication that enables it to repli-
cate in E. coli, and has a high copy number, which is useful when a large
number of copies of the target DNA or its encoded protein is required
(Fig. 1.5A). It has been genetically engineered by addition of a short
(54-bp) DNA sequence with many unique restriction enzyme sites which
is called a multiple-cloning site (also known as a polylinker) (Fig. 1.5B). A
segment of the lactose operon of E. coli has also been added that includes
the B-galactosidase gene (lacZ') under the control of the lac promoter and
a lacl gene that produces a repressor protein that regulates the expression
of the lacZ' gene from the lac promoter (Fig. 1.5A). The multiple-cloning
site has been inserted within the B-galactosidase gene in a manner that
does not disrupt the function of the B-galactosidase enzyme when it is
expressed (Fig. 1.5B). In addition, pUC19 carries the bla gene (Amp" gene)
encoding B-lactamase that renders the cell resistant to ampicillin and can
therefore be used as a selectable marker to identify cells that carry the
Vector.

To clone a gene of interest into pUC19, the vector is cut with a re-
striction endonuclease that has a unique recognition site within the
multiple-cloning site (Fig. 1.6). The source DNA carrying the target gene
is digested with the same restriction enzyme, which cuts at sites flank-
ing the sequence of interest. The resulting linear molecules, which have
the same sticky ends, are mixed together and then treated with T4 DNA
ligase. A number of different ligated combinations are produced by this
reaction, including the original circular plasmid DNA (Fig. 1.6). To re-
duce the amount of this unwanted ligation product, prior to ligation, the

Figure 1.5 Plasmid cloning vector pUC19. (A) The plasmid
contains an origin of replication for propagation in E. coli,
an ampicillin resistance gene (Amp") for selection of cells car-
rying the plasmid, and a multiple-cloning site for insertion
of cloned DNA. (B) The multiple-cloning site (nucleotides in
uppercase letters) containing several unique restriction en-
donuclease recognition sites (indicated by horizontal lines)
was inserted into the lacZ’ gene (nucleotides in lowercase
letters) in a manner that does not disrupt the production of
a functional B-galactosidase (LacZa fragment). The first 26

Origin of replication amino acids of the protein are shown. Expression of the lacZ’

gene is controlled by the Lacl repressor encoded by the lacl
gene on the plasmid. The size of the plasmid is 2,686 bp.
do0i:10.1128/9781555818890.ch1.f1.5
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lacl gene —
Target DNA

ori

Cut pUC19 and target DNA with BamHI
Treat digested pUC19 with alkaline phosphatase

y
HO OH P OH
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Mix and ligate with
T4 DNA ligase
Possible ligation products: Q" Phosphodiester
ol b
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target DNA
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molecules that escaped alkaline pUC19 with inserted
phosphatase treatment target DNA

Figure 1.6 Cloning target DNA into pUC19. The restriction endonuclease BamHI
cleaves pUC19 at a unique site in the multiple-cloning site (MCS) and at sequences
flanking the target DNA. The cleaved vector is treated with alkaline phosphatase to
remove 5’ phosphate groups to prevent vector recircularization. Digested target DNA
and pUC19 are mixed to join the two molecules via complementary single-stranded
extensions and treated with T4 DNA ligase to form a phosphodiester bond between
the joined molecules. Several ligation products are possible. In addition to pUC19
inserted with target DNA, undesirable circularized target DNA molecules and recir-
cularized pUC19 that escaped treatment with alkaline phosphatase are produced.
do0i:10.1128/9781555818890.ch1.f1.6
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cleaved plasmid DNA is treated with the enzyme alkaline phosphatase
to remove the 5’ phosphate groups from the linearized plasmid DNA
(Fig. 1.3C). T4 DNA ligase cannot join the ends of the dephosphorylated
linear plasmid DNA. However, the target DNA is not treated with alka-
line phosphatase and therefore provides phosphate groups to form two
phosphodiester bonds with the alkaline phosphatase-treated vector DNA
(Fig. 1.6). Following treatment with T4 DNA ligase, the two phosphodi-
ester bonds are sufficient to hold the circularized molecules together, de-
spite the presence of two nicks (Fig. 1.6). After introduction into a host
bacterium, these nicks are sealed by the host cell DNA ligase system.

Transformation and Selection of Cloned DNA in a Bacterial Host

After ligation, the next step in a cloning experiment is to introduce the
vector—target DNA construct into a suitable host cell. A wide range of
prokaryotic and eukaryotic cells can be used as cloning hosts; however,
routine cloning procedures are often carried out using a well-studied bac-
terial host, usually E. coli. The process of taking up DNA into a bacterial
cell is called transformation, and a cell that is capable of taking up DNA is
said to be competent. Competence occurs naturally in many bacteria, usu-
ally when cells are stressed in high-density populations or in nutrient-poor
environments, and enables bacteria to acquire new sequences that may
enhance survival. Although competence and transformation are not in-
trinsic properties of E. coli, competence can be induced by various treat-
ments such as cold calcium chloride. A brief heat shock facilitates uptake
of exogenous DNA molecules. Alternatively, uptake of free DNA can be
induced by subjecting bacteria to a high-voltage electric field in a proce-
dure known as electroporation. Generally, transformation is an inefficient
process, and therefore, most of the cells will not have acquired a plasmid;
at best, about 1 cell in 1,000 E. coli host cells is transformed. The integrity
of the introduced DNA constructs is also more likely to be maintained in
host cells that are unable to carry out exchanges between DNA molecules
because the recombination enzyme RecA has been deleted from the host
chromosome.

Cells transformed with vectors that carry a gene encoding resistance
to an antibiotic can be selected by plating on medium containing the an-
tibiotic. For example, cells carrying the plasmid vector pUC19, which
contains the bla gene encoding B-lactamase, can be selected on ampicil-
lin (Fig. 1.7A). Nontransformed cells or cells transformed with circular-
ized target DNA cannot grow in the presence of ampicillin. However,
cells transformed with the pUC19-target DNA construct and cells trans-
formed with recircularized pUC19 that escaped dephosphorylation by al-
kaline phosphatase are both resistant to ampicillin. To differentiate cells
carrying the desired vector—target DNA construct from those carrying the
recircularized plasmid, loss of B-galactosidase activity that results from
insertion of target DNA into the lacZ’ gene is determined. Recall that the
multiple-cloning site in pUC19 lies within the lacZ’ gene (Fig. 1.5). An E.
coli host is used that can synthesize the part of B-galactosidase (LacZow
fragment) that combines with the product of the lacZ’ gene (LacZa



Fundamental Technologies 13

A
Mixture of pUC19-target DNA
ligation products is transformed
into competent E. coli host cells
Transformation mixture is plated
on medium containing ampicillin,
X-Gal, and IPTG
) Figure 1.7 (A) Strategy for selecting
- host cells that have been transformed
// with pUC19 carrying cloned target
DNA. E. coli host cells transformed
with the products of pUC19-target
DNA ligation are selected on medium
containing ampicillin, X-Gal, and IPTG.
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IPTG
isopropyl-3-p-thiogalactopyranoside

X-Gal
5-bromo-4-chloro-3-indolyl-3-p-
galactopyranoside

fragment) encoded on pUC19 to form a functional enzyme. When cells
carrying recircularized pUC19 are grown in the presence of isopropyl-
B-D-thiogalactopyranoside (IPTG), which is an inducer of the lac operon,
the protein product of the lacl gene is prevented from binding to the
promoter—operator region of the lacZ’ gene, so the lacZ' gene in the plas-
mid is transcribed and translated (Fig. 1.7B). The LacZa fragment combines
with a host LacZw fragment to form an active hybrid B-galactosidase. If
the substrate 5-bromo-4-chloro-3-indolyl-B-p-galactopyranoside (X-Gal)
is present in the medium, it is hydrolyzed by the hybrid B-galactosidase
to form a blue product. Under these conditions, colonies containing un-
modified pUC19 appear blue (Fig. 1.7A). In contrast, host cells that carry
a plasmid-cloned DNA construct produce white colonies on the same me-
dium. The reason for this is that target DNA inserted into a restriction
endonuclease site within the multiple-cloning site usually disrupts the cor-
rect sequence of DNA codons (reading frame) of the lacZ’ gene and pre-
vents the production of a functional LacZa fragment, so no active hybrid
B-galactosidase is produced (Fig. 1.7B). In the absence of B-galactosidase
activity, the X-Gal in the medium is not converted to the blue compound,
so these colonies remain white (Fig. 1.7A). The white (positive) colonies
subsequently must be confirmed to carry a specific target DNA sequence.

A number of selection systems have been devised to identify cells car-
rying vectors that have been successfully inserted with target DNA. In
addition to ampicillin, other antibiotics such as tetracycline, kanamycin,
and streptomycin are used as selective agents for various cloning vectors.
Some vectors carry a gene that encodes a toxin that kills the cell (Ta-
ble 1.1). The toxin gene is under the control of a regulatable promoter,
such as the promoter for the lacZ’ gene that is activated only when the in-
ducer IPTG is supplied in the culture medium. Insertion of a target DNA
fragment into the multiple-cloning site prevents the production of a func-
tional toxin protein in the presence of the inducer. Only cells that carry a
vector with the target DNA survive under these conditions.

In addition to E. coli, other bacteria, such as Bacillus subtilis, often are
the final host cells. For many applications, cloning vectors that function in

Table 1.1 Some toxin genes used to select for successful insertion of target DNA into
a vector

sacB Bacillus subtilis Encodes the enzyme levansucrase, which
converts sucrose to levans that are toxic to
gram-negative bacteria

ccdB E. coli F plasmid Encodes a toxin that inhibits DNA gyrase
activity and therefore DNA replication

barnase Bacillus amyloliquefaciens Encodes a ribonuclease that cleaves RNA

eco47IR E. coli Encodes an endonuclease that cleaves DNA

at the sequence GGWCC (W = A or T)
when it is not methylated

hsv-tk Herpes simplex virus Encodes thymidine kinase that converts the
synthetic nucleotide analogue ganciclovir
into a product that is toxic to insect cells



E. coli may be provided with a second origin of replication that enables the
plasmid to replicate in the alternative host cell. With these shuttle cloning
vectors, the initial cloning steps are conducted using E. coli before the fi-
nal construct is introduced into a different host cell. In addition, a number
of plasmid vectors have been constructed with a single broad-host-range
origin of DNA replication instead of a narrow-host-range origin of replica-
tion. These vectors can be used with a variety of microorganisms.

Broad-host-range vectors can be transferred among different bacterial
hosts by exploiting a natural system for transmitting plasmids known as
conjugation. There are two basic genetic requirements for transfer of a
plasmid by conjugation: (i) a specific origin-of-transfer (oriT) sequence
on the plasmid that is recognized by proteins that initiate plasmid trans-
fer and (ii) several genes encoding the proteins that mediate plasmid
transfer that may be present on the transferred plasmid (Fig. 1.8A) or
in the genome of the plasmid donor cell or supplied on a helper plasmid
(Fig. 1.8B). Some of these proteins form a pilus that extends from the
donor cell and, following contact with a recipient cell, retracts to bring
the two cells into close contact. A specific endonuclease cleaves one of the
two strands of the plasmid DNA at the 07T, and as the DNA is unwound,
the displaced single-stranded DNA is transferred into the recipient cell
through a conjugation pore made up of proteins encoded by the transfer
genes. A complementary strand is synthesized in both the donor and re-
cipient cells, resulting in a copy of the plasmid in both cells.

Cloning Eukaryotic Genes

Bacteria lack the molecular machinery to excise the introns from RNA
that is transcribed from eukaryotic genes. Therefore, before a eukaryotic
sequence is cloned for the purpose of producing the encoded protein in a
bacterial host, the intron sequences must be removed. Functional eukary-
otic mRNA does not contain introns because they have been removed by
the eukaryotic cell splicing machinery. Purified mRNA molecules are used
as a starting point for cloning eukaryotic genes but must be converted to
double-stranded DNA before they are inserted into a vector that provides
bacterial sequences for transcription and translation.

Purified mRNA can be obtained from eukaryotic cells by exploiting
the tract of up to 200 adenine residues {polyadenylic acid [poly(A)] tail}
that are added to the 3’ ends of mRNA before they are exported from
the nucleus (Fig. 1.9). The poly(A) tail provides the means for separating
the mRNA fraction of a tissue from the more abundant ribosomal RNA
(rRNA) and transfer RNA (tRNA). Short chains of 15 thymidine residues
(oligodeoxythymidylic acid [oligo(dT)]) are attached to cellulose beads,
and the oligo(dT)—cellulose beads are packed into a column. Total RNA
extracted from eukaryotic cells or tissues is passed through the oligo(dT)-
cellulose column, and the poly(A) tails of the mRNA molecules bind by
base-pairing to the oligo(dT) chains. The tRNA and rRNA molecules,
which lack poly(A) tails, pass through the column. The mRNA is removed
(eluted) from the column by treatment with a buffer that breaks the A:T
hydrogen bonds.
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A Biparental conjugation

Transfer
genes
Cloned —
gene oril. —»
Amp” Amp”
Donor Recipient

B Triparental conjugation

Transfer—
genes orilT ———» oriT

Kan"® Kan®
Cloned— |
gene oril ———»
Amp” Amp”
Helper Donor Recipient

Figure 1.8 Plasmid transfer by biparental (A) or triparental (B) conjugation. A plas-
mid carrying a cloned gene, an origin of transfer (oriT), and transfer genes is trans-
ferred by biparental mating from a donor cell to a recipient cell (A). Proteins encoded
by the transfer genes mediate contact between donor and recipient cells, initiate
plasmid transfer by nicking one of the DNA strands at the oriT, and form a pore
through which the nicked strand is transferred from the donor cell to recipient cell.
In a cloning experiment, the donor is often a strain of E. coli that does not grow on
minimal medium, allowing selection of recipient cells that grow on minimal medium.
Acquisition of the plasmid by recipient cells is determined by resistance to an antibi-
otic, such as ampicillin in this example. If the plasmid carrying the cloned gene does
not possess genes for plasmid transfer, these can be supplied by a helper cell (B). In
triparental mating, the helper plasmid is first transferred to the donor cell, where the
proteins that mediate transfer of the plasmid carrying the cloned gene are expressed.
Although the plasmid carrying the cloned gene does not possess transfer genes, it
must have an o7iT in order to be transferred. Neither the helper nor donor cells grow
on minimal medium, and therefore, the recipient cells can be selected on minimal
medium containing an antibiotic such as ampicillin. To ensure that the helper plas-
mid was not transferred to the recipient cell, sensitivity to kanamycin is determined.
d0i:10.1128/9781555818890.ch1.f1.8



rRNA

G———AAAAAAAAAAAAAAAA

TwNA mRNA

rRNA

|

AAAAAAAAAAAAAAAA
<:>——TTTTTTTTTTT

G———AAAAAAAAAAAAAAAA
TTTTTTTTTTT Oligo(dT)—cellulose

Wash

AAAAAAAAAAAAAAAA
<:>——TTTTTTTTTTT

Denature

<:>——TTTTTTTTTTT G

Figure 1.9 Purification of mRNA from total cellular RNA. Total RNA extracted from
cells is added to a column of cellulose beads that carry a short chain of thymine nu-
cleotides [oligo(dT)]. The poly(A) tails that are found on most eukaryotic mRNAs
hybridize to the complementary oligo(dT), while other RNA molecules, such as tRNA
and rRNA, that do not have poly(A) tails pass through the column. After a washing
step, the mRNA molecules are eluted from the column by treatment with a solution
that breaks the A:T hydrogen bonds. doi:10.1128/9781555818890.ch1.f1.9

To convert mRNA to double-stranded DNA for cloning, the enzyme
reverse transcriptase, encoded by certain RNA viruses (retroviruses), is
used to catalyze the synthesis of complementary DNA (¢cDNA) from an
RNA template. If the sequence of the target mRNA is known, a short
(~20 nucleotides), single-stranded DNA molecule known as an oligo-
nucleotide primer that is complementary to a sequence at the 3’ end of
the target mRNA is synthesized (Fig. 1.10A). The primer is added to a
sample of purified mRNA that is extracted from eukaryotic cells known
to produce the mRNA of interest. This sample of course contains all of
the different mRNAs that are produced by the cell; however, the primer
will specifically base-pair with the complementary sequence on the target
mRNA. Not only is the primer important for targeting a specific mRNA,
but also it provides an available 3" hydroxyl group to prime the synthesis
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Figure 1.10 Synthesis of double-stranded cDNA using gene-specific primers (A) or
oligo(dT) primers (B). A short oligonucleotide primer is added to a mixture of puri-
fied mRNA and anneals to a complementary sequence on the mRNA. Reverse tran-
scriptase catalyzes the synthesis of a DNA strand from the primer using the mRNA as
a template. To synthesize the second strand of DNA, the mRNA is nicked by RNase H,
which creates initiation sites for E. coli DNA polymerase I. The 5’ exonuclease activity
of DNA polymerase I removes both RNA sequences that are encountered as DNA
synthesis proceeds. The ends of the cDNA are blunted using T4 DNA polymerase
prior to cloning. doi:10.1128/9781555818890.ch1.f1.10

of the first cDNA strand. In the presence of the four deoxyribonucle-
otides, reverse transcriptase incorporates a complementary nucleotide
into the growing DNA strand as directed by the template mRNA strand.
To generate a double-stranded DNA molecule, the RNA:DNA (hetero-
duplex) molecules are treated with ribonuclease (RNase) H, which nicks
the mRNA strands, thereby providing free 3’ hydroxyl groups for initi-
ation of DNA synthesis by DNA polymerase 1. As the synthesis of the
second DNA strand progresses from the nicks, the 5" exonuclease activity
of DNA polymerase I removes the ribonucleotides of the mRNA. After



synthesis of the second DNA strand is completed, the ends of the cDNA
molecules are blunted (end repaired, or polished) with T4 DNA poly-
merase, which removes 3’ extensions and fills in from 3’ recessed ends.
The double-stranded ¢cDNA carrying only the exon sequences encoding
the eukaryotic protein can be cloned directly into a suitable vector by
blunt-end ligation. Alternatively, chemically synthesized adaptors with
extensions containing a restriction endonuclease recognition sequence
can be ligated to the ends of the cDNA molecules for insertion into a
vector via sticky-end ligation.

When the sequence of the target mRNA intended for cloning is not
known or when several target mRNAs in a single sample are of interest,
cDNA can be generated from all of the mRNAs using an oligo(dT) primer
rather than a gene-specific primer (Fig. 1.10B). The mixture of cDNAs,
ideally representing all possible mRNA produced by the cell, is cloned
into a vector to create a cDNA library that can be screened for the target
sequence(s) (described below).

Recombinational Cloning

Recombinational cloning is a rapid and versatile system for cloning se-
quences without restriction endonuclease and ligation reactions. This sys-
tem exploits the mechanism used by bacteriophage A to integrate viral DNA
into the host bacterial genome during infection. Bacteriophage \ integrates
into the E. coli chromosome at a specific sequence (25 bp) in the bacterial
genome known as the attachment bacteria (a#tB) site. The bacteriophage ge-
nome has a corresponding attachment phage (at¢P) sequence (243 bp) that
can recombine with the bacterial a#tB sequence with the help of the bac-
teriophage N recombination protein integrase and an E. coli-encoded pro-
tein called integration host factor (Fig. 1.11A). Recombination between the
attP and attB sequences results in insertion of the phage genome into the
bacterial genome to create a prophage with attachment sites a#zL (100 bp)
and attR (168 bp) at the left and right ends of the integrated bacteriophage
N DNA, respectively. For subsequent excision of the bacteriophage A DNA
from the bacterial chromosome, recombination between the a#tL and attR
sites is mediated by integration host factor, integrase, and bacteriophage A
excisionase (Fig 1.11B). The recombination events occur at precise loca-
tions without either the loss or gain of nucleotides.

For recombinational cloning, a modified attB sequence is added to
each end of the target DNA. The attB sequences are modified so that they
will only recombine with specific attP sequences. For example, attB1 re-
combines only with a#tP1, and attB2 recombines with attP2. The target
DNA with flanking a#tB1 and attB2 sequences is mixed with a vector
(donor vector) that has a#tP1 and a#tP2 sites flanking a toxin gene that
will be used for negative selection following transformation into a host
cell (Fig. 1.12A). Integrase and integration host factor are added to the
mixture of DNA molecules to catalyze in vitro recombination between
the a#tB1 and attP1 sites and between the attB2 and a#tP2 sites. As a
consequence of the two recombination events, the toxin gene sequence
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Figure 1.12 Recombinational cloning. (A) Recombination (thin vertical lines) be-
tween a target gene with flanking attachment sites (at¢B1 and attB2) and a donor
vector with attP1 and attP2 sites on either side of a toxin gene results in an entry
clone where the target gene is flanked by a#tL.1 and at#L.2 sites. The selectable marker
(SM1) enables selection of cells transformed with an entry clone. The protein encoded
by the toxin gene kills cells transformed with nonrecombined donor vectors. The or-
igin of replication of the donor vector is not shown. (B) Recombination between the
entry clone with flanking at#I.1 and attL.2 sites and a destination vector with a#tR1
and a#tR2 sites results in an expression clone with a#B1 and a#tB2 sites flanking the
target gene. The selectable marker (SM2) enables selection of transformed cells with
an expression clone. The second plasmid, designated as a by-product, has the toxin
gene flanked by attP1 and attP2 sites. Cells with an intact destination vector that did
not undergo recombination or that retain the by-product plasmid are killed by the
toxin. Transformed cells with an entry clone, which lacks the SM2 selectable marker,
are selected against. The origins of replication and the sequences for expression of the
target gene are not shown. doi:10.1128/9781555818890.ch1.f1.12

between the a#tP1 and a#tP2 sites on the donor vector is replaced by the
target gene. The recombination events create new attachment sites flank-
ing the target gene sequence (designated attl.1 and a#tl.2), and the plas-
mid with the attI.1-target gene-attl.2 sequence is referred to as an entry
clone. The mixture of original and recombinant DNA molecules is trans-
formed into E. coli, and cells that are transformed with donor vectors that
have not undergone recombination retain the toxin gene and therefore do
not survive. Host cells carrying the entry clone are positively selected by
the presence of a selectable marker.

The advantage of this procedure is the ability to easily transfer the
target gene to a variety of vectors that have been developed for different



purposes. For example, to produce high levels of the protein encoded on
the cloned gene, the target DNA can be transferred to a destination vector
that carries a promoter and other expression signals. An entry clone is
mixed with a destination vector that has at#R1 and attR2 sites flanking
a toxin gene (Fig. 1.12B). In the presence of integration host factor, inte-
grase, and bacteriophage \ excisionase, the at¢L.1 and attL.2 sites on the
entry clone recombine with the at#R1 and a#tR2 sites, respectively, on the
destination vector. This results in the replacement of the toxin gene on
the destination vector with the target gene from the entry clone, and the
resultant plasmid is designated an expression clone. The reaction mixture
is transformed into E. coli, and a selectable marker is used to isolate trans-
formed cells that carry an expression clone. Cells that carry an intact des-
tination vector or the exchanged entry plasmid (known as a by-product
plasmid) will not survive, because these carry the toxin gene. Destination
vectors are available for maintenance and expression of the target gene in
various host cells such as E. coli and yeast, insect, and mammalian cells.

Genomic Libraries

A genomic library is a collection of DNA fragments, each cloned into a
vector, that represents the entire genomic DNA, or cDNA derived from
the total mRNA, in a sample. For example, the genomic library may con-
tain fragments of the entire genome extracted from cells in a pure culture
of bacteria or from tissue from a plant or animal. A genomic library can
also contain the genomes of all of the organisms present in a complex
sample such as from the microbial community on human tissue. Such a
library is known as a metagenomic library. Whole-genome libraries may
be used to obtain the genome sequence of an organism or to identify genes
that contain specific sequences, encode particular functions, or interact
with other molecules. A cDNA library constructed from mRNA may be
used to identify all of the genes that are actively expressed in bacterial or
eukaryotic cells under a particular set of conditions or to identify eukary-
otic genes that have a particular sequence or function.

To create a genomic library, the DNA extracted from the cells (cell
cultures or tissues) of a source organism (or a community of organisms
for a metagenomic library) is first digested with a restriction endonu-
clease. Often a restriction endonuclease that recognizes a sequence of four
nucleotides, such as Sau3Al, is used. Although four-cutters will theoret-
ically cleave the DNA approximately once in every 256 bp, the reaction
conditions are set to give a partial, not a complete, digestion to generate
fragments of all possible sizes (Fig. 1.13). This is achieved by using either
a low concentration of restriction endonuclease or shortened incubation
times, and usually some optimization of these parameters is required to
determine the conditions that yield fragments of suitable size. The range
of fragment sizes depends on the goal of the experiment. For example, for
genome sequencing, large (100- to 200-kb) fragments are often desirable.
To identify genes that encode a particular enzymatic function, that is,
genes that are expressed to produce proteins in the size range of an aver-
age protein, smaller (~5- to 40-kb) fragments are cloned.
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Figure 1.13 Construction of a genomic DNA library. Genomic DNA extracted from
cells or tissues is partially digested with a restriction endonuclease. Conditions are
set so that the enzyme does not cleave at all possible sites. This generates overlapping
DNA fragments of various lengths that are cloned into a vector.
d0i:10.1128/9781555818890.ch1.f1.13

The number of clones in a genomic library depends on the size of
the genome of the organism, the average size of the insert in the vec-
tor, and the average number of times each sequence is represented in
the library (sequence coverage). To ensure that the entire genome, or
most of it, is contained within the clones of a library, the sum of the in-
serted DNA in the clones of the library should be at least three times the
amount of DNA in the genome. For example, the size of the E. coli ge-
nome is approximately 4 X 10° bp; if inserts of an average size of 1,000
bp are desired, then 12,000 clones are required for threefold coverage,
i.e., 3[(4 X 10°)/10°]. For the human genome, which contains 3.3 X 10’
bp, about 80,000 clones with an average insert size of 150,000 bp are re-
quired for fourfold coverage, i.e., 4[(3.3 X 10%)/(15 X 10%)]. Statistically,
the number of clones required for a comprehensive genomic library can
be estimated from the relationship N = In(1 — P)/In(1 — f), where N is
the number of clones, P is the probability of finding a specific gene, and
f is the ratio of the length of the average insert to the size of the entire
genome. On this basis, about 700,000 clones are required for a 99%
chance of discovering a particular sequence in a human genomic library
with an average insert size of 20 kb.

Several strategies can be used to identify target DNA in a genomic
library. Genomic or metagenomic libraries can be screened to identify
members of the library that carry a gene encoding a particular protein
function. Many genes encoding enzymes that catalyze specific reactions



have been isolated from a variety of organisms by plating the cells of a
genomic library on medium supplemented with a specific substrate. For
efficient screening of thousands of clones, colonies that carry a cloned
gene encoding a functional catabolic enzyme must be readily identifiable,
often by production of a colored product or a zone of substrate clearing
around the colony. In one example, genes encoding enzymes that break
down dietary fiber were isolated from a metagenomic library of DNA
from microbes present in the human intestinal tract (Fig. 1.14). Dietary
fiber is a complex mixture of carbohydrates derived from ingested plant
material that is not digested in the small intestine but, rather, is broken
down to metabolizable mono- and oligosaccharides in the colon by mi-
croorganisms. About 80% of these microbes have not been grown in the
laboratory, and therefore screening a metagenomic library prepared in
a host bacterium such as E. coli enables the isolation of novel carbohy-
drate catabolic enzymes that contribute to human nutrition without the
need to first culture the natural host cell. A library of 156,000 clones
with an average insert size of 30 to 40 kb representing 5.4 X 10’ bp of
metagenomic DNA was constructed in E. coli from DNA extracted from
the feces of a healthy human who had consumed a diet rich in plant fiber.
The library was screened by plating separately on media containing dif-
ferent polysaccharides commonly found in dietary fiber such as pectin,
amylose, and B-glucan. The polysaccharides were tagged with a blue or
red dye that is released when the polysaccharide is hydrolyzed. Extra-
cellular diffusion of the dye enabled visualization of cells that expressed
a carbohydrate catabolic enzyme from a cloned DNA fragment. More
than 300 clones were identified that could degrade at least one of the
polysaccharides tested.

The presence of particular proteins produced by a genomic library
can also be detected using an immunological assay. Rather than screening
for the function of a protein, the library is screened using an antibody that
specifically binds to the protein encoded by a target gene. The colonies are
arrayed on a solid medium, transferred to a matrix, and then lysed to re-
lease the cellular proteins (Fig. 1.15). Interaction of the primary antibody
with the target protein (antigen) on the matrix is detected by applying a
secondary antibody that is specific for the primary antibody. The second-
ary antibody is attached to an enzyme, such as alkaline phosphatase, that
converts a colorless substrate to a colored or light-emitting (chemilumi-
nescent) product that can readily identify positive interactions.

Figure 1.14 Isolation of carbohydrate catabolic genes from a metagenomic DNA li-
brary of human intestinal microorganisms. Genomic DNA extracted from fecal bac-
teria was fragmented and cloned to generate a metagenomic library of the human
gut microbiome. E. coli host cells carrying the cloned DNA were arrayed on solid
medium containing polysaccharides tagged with a blue dye (denoted with an aster-
isk). Colonies that hydrolyzed the polysaccharide were identified by diffusion of the
blue dye. Positive clones were further characterized for specific enzyme activity, and
the cloned DNA fragment was sequenced to identify the polysaccharide-degrading
enzyme. Adapted from Tasse et al., Genome Res. 20:1605-1612, 2010.
doi:10.1128/9781555818890.ch1.1.14
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Figure 1.15 Screening of a genomic DNA library using an immunological assay.
Transformed cells are plated onto solid agar medium under conditions that permit
transformed but not nontransformed cells to grow. (1) From the discrete colonies
formed on this master plate, a sample from each colony is transferred to a solid matrix
such as a nylon membrane. (2) The cells on the matrix are lysed, and their proteins are
bound to the matrix. (3) The matrix is treated with a primary antibody that binds only
to the target protein. (4) Unbound primary antibody is washed away, and the matrix
is treated with a secondary antibody that binds only to the primary antibody. (5) Any
unbound secondary antibody is washed away, and a colorimetric (or chemilumines-
cent) reaction is carried out. The reaction can occur only if the secondary antibody,
which is attached to an enzyme (E) that performs the reaction, is present. (6) A colony
on the master plate that corresponds to a positive response on the matrix is identified.
Cells from the positive colony on the master plate are subcultured because they may
carry the plasmid-insert DNA construct that encodes the protein that binds the pri-
mary antibody. doi:10.1128/9781555818890.ch1.f1.15

Amplification of DNA Using PCR

The polymerase chain reaction (PCR) is a simple, efficient procedure for syn-
thesizing large quantities of a specific DNA sequence in vitro (Fig. 1.16).
The reaction exploits the mechanism used by living cells to accurately
replicate a DNA template (Box 1.2). PCR can be used to produce millions
of copies from a single template molecule in a few hours and to detect a
specific sequence in a complex mixture of DNA even when other, similar
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Figure 1.16 PCR. During a PCR cycle, the template DNA is
denatured by heating and then slowly cooled to enable two
primers (P1 and P2) to anneal to complementary (black) bases
flanking the target DNA. The temperature is raised to about
70°C, and in the presence of the four deoxyribonucleotides, Tag
DNA polymerase catalyzes the synthesis of a DNA strand ex-
tending from the 3’ hydroxyl end of each primer. In the first
PCR cycle, DNA synthesis continues past the region of the tem-
plate DNA strand that is complementary to the other primer
sequence. The products of this reaction are two long strands
of DNA that serve as templates for DNA synthesis during the
second PCR cycle. In the second cycle, the primers hybridize
to complementary regions in both the original strands and the
long template strands, and DNA synthesis produces more long
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DNA strands from the original strands and short strands from
the long template strands. A short template strand has a primer
sequence at one end and the sequence complementary to the
other primer at its other end. During the third PCR cycle, the
primers hybridize to complementary regions of original, long
template, and short template strands, and DNA synthesis pro-
duces long strands from the original strands and short strands
from both long and short templates. By the end of the 30th PCR
cycle, the products (amplicons) consist almost entirely of short
double-stranded DNA molecules that carry the target DNA se-
quence delineated by the primer sequences. Note that in the fig-
ure, newly synthesized strands are differentiated from template
strands by a terminal arrow.
doi:10.1128/9781555818890.ch1.f1.16
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box 1.2

Polymerase Chain Reaction, a Powerful Method
To Detect and Amplify Specific DNA Sequences

highly drug-resistant E. coli and

Klebsiella pneumoniae were iso-
lated from a Swedish patient. These
strains were resistant to all B-lactam
antibiotics, an important group of
antibiotics that includes penicillin
derivatives and cephalosporins, and
carbapenem, a synthetic “last-resort”
antibiotic that had previously been
effective against B-lactam-resistant
strains. Similar resistant strains began
to appear in patients in the United
States in June 2010, and soon physi-
cians around the world reported infec-
tions with E. coli, K. pneumoniae, and
other Enterobacteriaceae that resisted
treatment with carbapenem. What was
different about these strains? Although
the K. pneumoniae isolate from the
Swedish patient tested positive for
the activity of metallo-B-lactamase,
an enzyme that cleaves the B-lactam
ring and confers resistance to these
antibiotics, PCR failed to detect
known metallo-B-lactamase genes. A
screen for B-lactam resistance genes
in a genomic library revealed a novel
metallo-B-lactamase gene known as
blaypy.,- Development of PCR primers
that specifically target the blaypy,
gene have enabled rapid discrimination
of strains carrying the gene in patients
within a few hours. This is important

In the spring of 2008, strains of

in the management of infected patients
to administer an effective treatment
and to prevent dissemination of the
pathogen. Specific detection by PCR
has enabled epidemiologists to track
the spread of this superbug across the
globe.

This epidemiological scenario is
commonplace. But 25 years ago, track-
ing strains carrying a specific variant
of a gene would have been a more
difficult and time-consuming process.
However, in the early 1980s, Kary
Mullis was trying to solve the problem
of using synthetic oligonucleotides to
detect single nucleotide mutations in
sequences that were present in low
concentrations. He needed a method to
increase the concentration of the target
sequence. He reasoned that if he mixed
heat-denatured DNA with two oligo-
nucleotides that bound to opposite
strands of the DNA at an arbitrary dis-
tance from each other and added some
DNA polymerase and deoxynucleoside
triphosphates, the polymerase would
add the deoxynucleoside triphosphates
to the hybridized oligonucleotides. In
the first attempt, the reaction did not
yield the expected products. Mullis
then heated the reaction products to
remove the extended oligonucleotides
and then repeated the process with
fresh polymerase, hypothesizing that

after each cycle of heat denatura-

tion and DNA synthesis, the number
of molecules carrying the specific
sequence between the primers would
double. Despite the skepticism of his
colleagues, Mullis proved that his
reasoning was correct, albeit the hard
way. By manually cycling the reaction
through temperatures required to dena-
ture the DNA and anneal and extend
the oligonucleotides, each time adding
a fresh aliquot of a DNA polymerase
isolated from E. coli, he was able to
synthesize unprecedented amounts of
target DNA. Mullis received the Nobel
Prize in chemistry in 1993 for his
invention of the PCR method. Thermo-
stable DNA polymerases that eliminate
the need to add fresh polymerase after
each denaturation step and auto-
mated cycling have since made PCR a
routine and indispensable laboratory
procedure.

Following PCR amplification of
large amounts of blaypy,., from K.
pneumoniae, the gene was sequenced,
and by comparing the sequence to
those of known bla genes, researchers
identified a mutation that rendered the
protein able to degrade carbapenem, in
addition to other B-lactam antibiotics.
Worryingly, the gene is found in a re-
gion of the K. pneumoniae genome and
on a plasmid in E. coli that are readily
transferred among bacteria. The spread
of the blaypy, gene poses a significant
threat to human health because there
are currently few treatments available
that are effective against pathogens
carrying the gene.

sequences are present. The essential components for PCR amplification
are (i) two synthetic oligonucleotide primers (~20 nucleotides each) that
are complementary to regions on opposite strands that flank the target
DNA sequence and that, after annealing to the source DNA, have their
3’ hydroxyl ends oriented toward each other; (ii) a template sequence in
a DNA sample that lies between the primer-binding sites and can be from
100 to 3,000 bp in length (larger regions can be amplified with reduced
efficiency); (iii) a thermostable DNA polymerase that is active after re-
peated heating to 95°C or higher and copies the DNA template with high
fidelity; and (iv) the four deoxyribonucleotides.



Replication of a specific DNA sequence by PCR requires three suc-
cessive steps as outlined below. Amplification is achieved by repeating the
three-step cycle 25 to 40 times. All steps in a PCR cycle are carried out in
an automated block heater that is programmed to change temperatures
after a specified period of time.

1. Denaturation. The first step in a PCR is the thermal denaturation
of the double-stranded DNA template to separate the strands. This
is achieved by raising the temperature of a reaction mixture to
95°C. The reaction mixture is comprised of the source DNA that
contains the target DNA to be amplified, a vast molar excess of
the two oligonucleotide primers, a thermostable DNA polymerase
(e.g., Tag DNA polymerase, isolated from the bacterium Thermus
aquaticus), and four deoxyribonucleotides.

2. Annealing. For the second step, the temperature of the mixture is
slowly cooled. During this step, the primers base-pair, or anneal,
with their complementary sequences in the DNA template. The
temperature at which this step of the reaction is performed is de-
termined by the nucleotide sequence of the primer that forms hy-
drogen bonds with complementary nucleotides in the target DNA.
Typical annealing temperatures are in the range of 45 to 68°C,
although optimization is often required to achieve the desired out-
come, that is, a product consisting of fragments of target DNA
sequence only.

3. Extension. In the third step, the temperature is raised to ~70°C,
which is optimum for the catalytic activity of Tag DNA poly-
merase. DNA synthesis is initiated at the 3’ hydroxyl end of each
annealed primer, and nucleotides are added to extend the comple-
mentary strand using the source DNA as a template.

To understand how the PCR protocol succeeds in amplifying a dis-
crete segment of DNA, it is important to keep in mind the location of each
primer annealing site and its complementary sequence within the strands
that are synthesized during each cycle. During the synthesis phase of the
first cycle, the newly synthesized DNA from each primer is extended be-
yond the endpoint of the sequence that is complementary to the second
primer. These new strands form “long templates” that are used in the
second cycle (Fig. 1.16).

During the second cycle, the original DNA strands and the new
strands synthesized in the first cycle (long templates) are denatured and
then hybridized with the primers. The large molar excess of primers in the
reaction mixture ensures that they will hybridize to the template DNA
before complementary template strands have the chance to reanneal to
each other. A second round of synthesis produces long templates from the
original strands as well as some DNA strands that have a primer sequence
at one end and a sequence complementary to the other primer at the other
end (“short templates”) from the long templates (Fig. 1.16).

During the third cycle, short templates, long templates, and original
strands all hybridize with the primers and are replicated (Fig. 1.16). In
subsequent cycles, the short templates preferentially accumulate, and by
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ATP

adenosine triphosphate

the 30th cycle, these strands are about a million times more abundant
than either the original or long template strands.

The specificity, sensitivity, and simplicity of PCR have rendered it a
powerful technique that is central to many applications in medical bio-
technology, as illustrated throughout this book. For example, it is used to
detect specific mutations that cause genetic disease, to confirm biological
relatives, to identify individuals suspected of committing a crime, and to
diagnose infectious diseases (see chapter 8). Specific viral, bacterial, or
fungal pathogens can be detected in samples from infected patients con-
taining complex microbial communities by utilizing PCR primers that an-
neal to a sequence that is uniquely present in the genome of the pathogen.
This technique is often powerful enough to discriminate among very sim-
ilar strains of the same species of pathogenic microorganisms, which can
assist in epidemiological investigations. Moreover, PCR protocols have
been developed to quantify the number of target DNA molecules present
in a sample. Quantitative PCR is based on the principle that under optimal
conditions, the number of DNA molecules doubles after each cycle.

Commonly, PCR is used to amplify target DNA for cloning into a
vector. To facilitate the cloning process, restriction enzyme recognition
sites are added to the 5" end of each of the primers that are complemen-
tary to sequences that flank the target sequence in a genome (Fig. 1.17).
This is especially useful when suitable restriction sites are not available in
the regions flanking the target DNA. Although the end of the primer con-
taining the restriction enzyme recognition site lacks complementarity and
therefore does not anneal to the target sequence, it does not interfere with
DNA synthesis. Base-pairing between the 20 or so complementary nucle-
otides at the 3" end of the primer and the template molecule is sufficiently
stable for primer extension by DNA polymerase. At the end of the first
cycle of PCR, the noncomplementary regions of the primer remain single
stranded in the otherwise double-stranded DNA product. However, after
the synthesis step of the second cycle, the newly synthesized complemen-
tary strand extends to the 5’ end of the primer sequence on the template
strand and therefore contains a double-stranded restriction enzyme recog-
nition site at one end (Fig. 1.17). Subsequent cycles yield DNA products
with double-stranded restriction enzyme sites at both ends. Alternatively,
PCR products can be cloned using the single adenosine triphosphate
(ATP) that is added to the 3" ends by Tag DNA polymerase, which lacks
the proofreading activity of many DNA polymerases to correct mispaired
bases. A variety of linearized vectors have been constructed that possess
a single complementary 3’ thymidine triphosphate overhang to facilitate
cloning without using restriction enzymes (Fig. 1.18).

DNA Sequencing Technologies

Determination of the nucleotide composition and order in a gene or ge-
nome is a foundational technology in modern medical biotechnology.
Cloned or PCR-amplified genes, and, indeed, entire genomes, are rou-
tinely sequenced. DNA sequences can often reveal something about the
function of the protein or RNA molecule encoded in a gene, for example,
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Figure 1.17 Addition of restriction enzyme recognition sites to PCR-amplified target
DNA to facilitate cloning. Each of the two oligonucleotide primers (P1 and P2) has
a sequence of approximately 20 nucleotides in the 3’ end that is complementary to
a region flanking the target DNA (shown in black). The sequence at the 5’ end of
each primer consists of a restriction endonuclease recognition site (shown in green)
that does not base-pair with the template DNA during the annealing steps of the first
and second PCR cycles. However, during the second cycle, the long DNA strands
produced in the first cycle serve as templates for synthesis of short DNA strands (in-
dicated by a terminal arrow) that include the restriction endonuclease recognition
sequences at both ends. DNA synthesis during the third and subsequent PCR cy-
cles produces double-stranded DNA molecules that carry the target DNA sequence
flanked by restriction endonuclease recognition sequences. These linear PCR products
can be cleaved with the restriction endonucleases to produce sticky ends for ligation
with a vector. Note that not all of the DNA produced during each PCR cycle is shown.
doi:10.1128/9781555818890.ch1.f1.17
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Figure 1.18 Cloning of PCR products
without using restriction endonucleases.
Tag DNA polymerase adds a single
dATP (A) to the ends of PCR-amplified
DNA molecules. These extensions can
base-pair with complementary single
thymine overhangs on a specially con-
structed linearized cloning vector. Li-
gation with T4 DNA ligase results in
insertion of the PCR product into the
vector.

doi:10.1128/9781555818890.ch1.f1.18
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from predicted cofactor binding sites, transmembrane domains, receptor
recognition sites, or DNA-binding regions. The nucleotide sequences in
noncoding regions that do not encode a protein or RNA molecule may
provide information about the regulation of a gene. Comparison of gene
sequences among individuals can reveal mutations that contribute to ge-
netic diseases (see chapter 3) or the relatedness among the individuals.
Comparison of gene sequences among different organisms can lead to the
development of hypotheses about the evolutionary relationships among
organisms.

For more than three decades, the dideoxynucleotide procedure devel-
oped by the English biochemist Frederick Sanger has been used for DNA
sequencing. This includes sequencing of DNA fragments containing one
to a few genes and also the entire genomes from many different organ-
isms, including the human genome. However, the interest in sequencing
large numbers of DNA molecules in less time and at a lower cost has
driven the recent development of new sequencing technologies that can
process thousands to millions of sequences concurrently. Many different
sequencing technologies have been developed, including pyrosequencing,
sequencing using reversible chain terminators, and sequencing by ligation.
In general, all of these methods involve (i) enzymatic addition of nucle-
otides to a primer based on complementarity to a template DNA frag-
ment and (ii) detection and identification of the nucleotide(s) added. The



techniques differ in the method by which the nucleotides are extended,
employing either DNA polymerase to catalyze the addition of single nu-
cleotides (sequencing by synthesis) or ligase to add a short, complemen-
tary oligonucleotide (sequencing by ligation), and in the method by which
the addition is detected.

Dideoxynucleotide Procedure

The dideoxynucleotide procedure for DNA sequencing is based on the
principle that during DNA synthesis, addition of a nucleotide triphos-
phate requires a free hydroxyl group on the 3’ carbon of the sugar of the
last nucleotide of the growing DNA strand (Fig. 1.19A). However, if a
synthetic dideoxynucleotide that lacks a hydroxyl group at the 3’ carbon
of the sugar moiety is incorporated at the end of the growing chain, DNA

Figure 1.19 Incorporation of a dideoxynucleotide terminates DNA synthesis. (A) Ad-
dition of an incoming deoxyribonucleoside triphosphate (ANTP) requires a hydroxyl
group on the 3’ carbon of the last nucleotide of a growing DNA strand. (B) DNA syn-
thesis stops if a synthetic dideoxyribonucleotide that lacks a 3’ hydroxyl group is in-
corporated at the end of the growing chain because a phosphodiester bond cannot be
formed with the next incoming nucleotide. doi:10.1128/9781555818890.ch1.f1.19
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dATP, dCTP, dGTP, and dTTP
deoxyadenosine triphosphate, deoxycytidine
triphosphate, deoxyguanosine triphosphate, and
deoxythymidine triphosphate

synthesis stops because a phosphodiester bond cannot be formed with the
next incoming nucleotide (Fig. 1.19B). The termination of DNA synthesis
is the defining feature of the dideoxynucleotide DNA sequencing method.

In a dideoxynucleotide DNA sequencing procedure, a synthetic oli-
gonucleotide primer (~17 to 24 nucleotides) anneals to a predetermined
site on the strand of the DNA to be sequenced (Fig. 1.20A). The oligo-
nucleotide primer defines the beginning of the region to be sequenced
and provides a 3’ hydroxyl group for the initiation of DNA synthe-
sis. The reaction tube contains a mixture of the four deoxyribonucleo-
tides (deoxyadenosine triphosphate [dATP], deoxycytidine triphosphate
[dCTP], deoxyguanosine triphosphate [dGTP], and deoxythymidine
triphosphate [dTTP]) and four dideoxynucleotides (dideoxyadenosine

Figure 1.20 Dideoxynucleotide method for DNA sequencing. An oligonucleotide
primer binds to a complementary sequence adjacent to the region to be sequenced
in a single-stranded DNA template (A). As DNA synthesis proceeds from the primer,
dideoxynucleotides are randomly added to the growing DNA strands, thereby termi-
nating strand extension. This results in DNA molecules of all possible lengths that
have a fluorescently labeled dideoxynucleotide at the 3’ end (B). DNA molecules of
different sizes are separated by capillary electrophoresis, and as each molecule passes
by a laser, a fluorescent signal that corresponds with one of the four dideoxynucle-
otides is recorded. The successive fluorescent signals are represented as a sequencing
chromatogram (colored peaks) (C). d0i:10.1128/9781555818890.ch1.f1.20
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triphosphate [ddATP], ddCTP, ddGTP, and ddTTP). Each dideoxynucle-
otide is labeled with a different fluorescent dye. The concentration of the
dideoxynucleotides is optimized to ensure that during DNA synthesis a
modified DNA polymerase incorporates a dideoxynucleotide into the
mixture of growing DNA strands at every possible position. Thus, the
products of the reaction are DNA molecules of all possible lengths, each
of which includes the primer sequence at its 5’ end and a fluorescently
labeled dideoxynucleotide at the 3’ terminus (Fig. 1.20B).

PCR-based cycle sequencing is performed to minimize the amount
of template DNA required for sequencing. Multiple cycles of denatura-
tion, primer annealing, and primer extension produce large amounts of
dideoxynucleotide-terminated fragments. These are applied to a polymer
in a long capillary tube that enables separation of DNA fragments that
differ in size by a single nucleotide. As each successive fluorescently la-
beled fragment moves through the polymeric matrix in an electric field
and passes by a laser, the fluorescent dye is excited. Each of the four dif-
ferent fluorescent dyes emits a characteristic wavelength of light that rep-
resents a particular nucleotide, and the order of the fluorescent signals
corresponds to the sequence of nucleotides (Fig. 1.20C).

The entire dideoxynucleotide sequencing process has been auto-
mated to increase the rate of acquisition of DNA sequence data. This
is essential for large-scale sequencing projects such as those involving
whole prokaryotic or eukaryotic genomes. Generally, automated DNA
cycle sequencing systems can read with high accuracy about 500 to 600
bases per run.

Pyrosequencing

Pyrosequencing was the first of the next-generation sequencing technolo-
gies to be made commercially available and has contributed to the rapid
output of large amounts of sequence data by the scientific community.
The basis of the technique is the detection of pyrophosphate that is re-
leased during DNA synthesis. When a DNA strand is extended by DNA
polymerase, the a-phosphate attached to the 5’ carbon of the sugar of
an incoming deoxynucleoside triphosphate forms a phosphodiester bond
with the 3’ hydroxyl group of the last nucleotide of the growing strand.
The terminal B- and y-phosphates of the added nucleotide are cleaved
off as a unit known as pyrophosphate (Fig. 1.21A). The release of pyro-
phosphate correlates with the incorporation of a specific nucleotide in the
growing DNA strand.

To determine the sequence of a DNA fragment by pyrosequencing, a
short DNA adaptor that serves as a binding site for a sequencing primer
is first added to the end of the DNA template (Fig. 1.21B). Following an-
nealing of the sequencing primer to the complementary adaptor sequence,
one deoxynucleotide is introduced at a time in the presence of DNA poly-
merase. Pyrophosphate is released only when the complementary nucleo-
tide is incorporated at the end of the growing strand. Nucleotides that are
not complementary to the template strand are not incorporated, and no
pyrophosphate is formed.
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Figure 1.21 Pyrosequencing is based on the detection of pyrophosphate that is re-
leased during DNA synthesis. (A) A phosphodiester bond forms between the 3’ hy-
droxyl group of the deoxyribose sugar of the last incorporated nucleotide and the
a-phosphate of the incoming nucleotide (blue arrow). The bond between the a- and
B-phosphates is cleaved (green arrow), and pyrophosphate is released (black arrow).
(B) An adaptor sequence is added to the 3’ end of the DNA sequencing template that
provides a binding site for a sequencing primer. One nucleotide (deoxyribonucleoside
triphosphate [dNTP]) is added at a time. If the dNTP is added by DNA polymerase
to the end of the growing DNA strand, pyrophosphate (PPi) is released and detected
indirectly by the synthesis of ATP. ATP is required for light generation by luciferase.
The DNA sequence is determined by correlating light emission with incorporation of
a particular dNTP. doi:10.1128/9781555818890.ch1.f1.21

The pyrophosphate released following incorporation of a nucleotide
is detected indirectly after enzymatic synthesis of ATP (Fig. 1.21B). Pyro-
phosphate combines with adenosine-5’-phosphosulfate in the presence of
the enzyme ATP sulfurylase to form ATP. In turn, ATP drives the conver-
sion of luciferin to oxyluciferin by the enzyme luciferase, a reaction that
generates light. Detection of light after each cycle of nucleotide addition
and enzymatic reactions indicates the incorporation of a complementary
nucleotide. The amount of light generated after the addition of a par-
ticular nucleotide is proportional to the number of nucleotides that are
incorporated in the growing strand, and therefore sequences containing
tracts of up to eight identical nucleotides in a row can be determined.
Because the natural nucleotide dATP can participate in the luciferase re-
action, dATP is replaced with deoxyadenosine a-thiotriphosphate, which
can be incorporated into the growing DNA strand by DNA polymerase
but is not a substrate for luciferase. Repeated cycles of nucleotide addi-
tion, pyrophosphate release, and light detection enable determination of
sequences of 300 to 500 nucleotides per run (the read length).



Sequencing Using Reversible Chain Terminators

For pyrosequencing, each of the four nucleotides must be added sequen-
tially in separate cycles. The sequence of a DNA fragment could be de-
termined more rapidly if all the nucleotides were added together in each
cycle. However, the reaction must be controlled to ensure that only a sin-
gle nucleotide is incorporated during each cycle, and it must be possible to
distinguish each of the four nucleotides. Synthetic nucleotides known as
reversible chain terminators have been designed to meet these criteria and
form the basis of some of the next-generation sequencing-by-synthesis
technologies.

Reversible chain terminators are deoxynucleoside triphosphates with
two important modifications: (i) a chemical blocking group is added to
the 3’ carbon of the sugar moiety to prevent addition of more than one
nucleotide during each round of sequencing, and (ii) a different fluores-
cent dye is added to each of the four nucleotides to enable identification
of the incorporated nucleotide (Fig. 1.22A). The fluorophore is added at a
position that does not interfere with either base-pairing or phosphodiester
bond formation. Similar to the case with other sequencing-by-synthesis
methods, DNA polymerase is employed to catalyze the addition of the
modified nucleotides to an oligonucleotide primer as specified by the DNA
template sequence (Fig. 1.22B). After recording fluorescent emissions, the

Figure 1.22 Sequencing using reversible chain terminators. (A) Reversible chain ter-
minators are modified nucleotides that have a removable blocking group on the oxy-
gen of the 3’ position of the deoxyribose sugar to prevent addition of more than one
nucleotide per sequencing cycle. To enable identification, a different fluorescent dye is
attached to each of the four nucleotides via a cleavable linker. Shown is the fluorescent
dye attached to adenine. (B) An adaptor sequence is added to the 3’ end of the DNA
sequencing template that provides a binding site for a sequencing primer. All four
modified nucleotides are added in a single cycle, and a modified DNA polymerase
extends the growing DNA chain by one nucleotide per cycle. Fluorescence is detected,
and then the dye and the 3’ blocking group are cleaved before the next cycle. Removal
of the blocking group restores the 3’ hydroxyl group for addition of the next nucleo-
tide. doi:10.1128/9781555818890.ch1.f1.22
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fluorescent dye and the 3’ blocking group are removed. The blocking
group is removed in a manner that restores the 3’ hydroxyl group of the
sugar to enable subsequent addition of another nucleotide in the next
cycle. Cycles of nucleotide addition to the growing DNA strand by DNA
polymerase, acquisition of fluorescence data, and chemical cleavage of
the blocking and dye groups are repeated to generate short read lengths,
i.e., 50 to 100 nucleotides per run.

Sequencing by Ligation

Pyrosequencing and sequencing using reversible terminators extend the
growing DNA strand by a single base during each cycle. In contrast, se-
quencing by ligation extends the DNA strand by ligation of short oli-
gonucleotides, in a template-dependent fashion, and utilizes the enzyme
ligase rather than DNA polymerase. In one version of this technology,
the oligonucleotides are eight nucleotides in length (octamers) with two
known nucleotides at the 3’ (query) end, any nucleotide in the next three
(degenerate) positions, and a sequence that is common (universal) to all
of the oligonucleotides at the 5’ end (Fig. 1.23A). A set of 16 different ol-
igonucleotides representing all possible combinations of two nucleotides
in the query position is used. Each oligonucleotide is tagged at the 5 end
with a different fluorescent dye that corresponds to the query nucleotide
composition.

A short nucleotide adaptor is joined to the 5’ ends of the DNA tem-
plates that are to be sequenced (Fig. 1.23B). After denaturation of the
template DNA, a primer binds to the adaptor sequence and provides a
5" phosphate end for ligation to the 3’ hydroxyl end of an adjacent hy-
bridized octamer. Sequential cycles of octamer ligation extend the com-
plementary strand, and each cycle enables determination of the query
dinucleotide sequence (Fig. 1.23B). One ligation cycle consists of the fol-
lowing steps. (i) Pools of different octamers, each tagged with a different
fluorescent dye, are added along with T4 DNA ligase. Reaction conditions
are set so that ligation occurs only if the bases at the 3’ end of an octa-
mer (i.e., the query and degenerate nucleotides) are complementary to the
template sequence. (ii) After washing away of the nonligated octamers
and other components, the fluorescence signal is recorded. The identity
of the dinucleotides in the query position is determined by the distinctive
fluorescence emitted. (iii) The fluorescent dye is removed after each cycle
by cleaving the terminal universal nucleotides. Cleavage provides a free
end for ligation of another octamer in the next ligation cycle.

Successive cycles of ligation extend the complementary strand and
enable identification of discontiguous nucleotide pairs that are separated
by three nucleotides (Fig. 1.23B). The length of the sequence read is de-
termined by the number of ligation cycles (~50 bp). To determine the
nucleotide sequence of the intervening regions (i.e., between the identified
dinucleotides), the primer and octamers are removed from the template
strand, and the process is repeated using a new primer that is set back on
the template DNA by one nucleotide from the first primer (Fig. 1.23C). In
total, the entire process of primer extension by serial octamer ligation is
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Figure 1.23 Sequencing by ligation. (A) Pools of octamers. Each
octamer has two known nucleotides at the 3’ query end (colored
letters), any nucleotide in the next three positions (NNN), and
a universal sequence that is common to all of the octamers at
the 5’ end (ZZZ). A set of 16 different octamers representing
all possible combinations of two nucleotides in the query posi-
tions is shown. Each of the four octamers in a pool (each pool
is shown in column) is tagged at the 5’ end with a different
fluorescent dye that corresponds to the query nucleotide com-
position. (B) To determine a sequence by ligation, an adaptor
is first added to the 5 end of the template DNA molecule. The
adaptor provides a binding site for a sequencing primer. Pools
of octamers are added, and an octamer that contains a nucleo-
tide sequence that is complementary to the first five bases im-
mediately adjacent to the primer will hybridize. T4 DNA ligase
catalyzes the formation a phosphodiester bond between the 5’
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phosphate group of the primer and the 3’ hydroxyl group of the
hybridized octamer. After unbound octamers are washed away,
the fluorescent signal from the ligated octamer is recorded to
identify the dinucleotides in the query position. The fluorescent
dye is removed by cleavage of the universal sequence (ZZZ)
to expose a 5’ phosphate for ligation of another octamer. The
cycle of octamer ligation and dye removal is repeated to extend
the DNA strand and identify discontiguous dinucleotides that
are separated by three nucleotides (NNN). (C) To determine the
identity of the intervening nucleotides, the primer and ligated
octamers are removed and the entire process is repeated using
a different primer that binds to a position on the adaptor one
nucleotide from the previous primer-binding site. The process is
repeated with five different primers. In this manner, each nucle-
otide in the template sequence is identified twice, once in two
separate reactions. doi:10.1128/9781555818890.ch1.f1.23
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repeated five times, each time using a different primer that is offset from
the previous primer by one nucleotide (Fig. 1.23C). In this way, the nucle-
otide in each position in the template DNA is identified twice in separate
reactions, which increases the accuracy of the sequence determination.

Sequencing Whole Genomes

Just as the sequence of a gene can provide information about the func-
tion of the encoded protein, the sequence of an entire genome can con-
tribute to our understanding of the nature of an organism. Thousands
of whole genomes have now been sequenced, from organisms from all
domains of life. Initially, the sequenced genomes were relatively small,
limited by the early sequencing technologies. The first DNA genome
to be sequenced was from the E. coli bacteriophage ¢X174 (5,375 bp)
in 1977, while the first sequenced genome from a cellular organism
was that of the bacterium Haemophilus influenzae (1.8 Mbp) in 1995.
Within 2 years, the sequence of the larger E. coli genome (4.6 Mbp) was
reported, and the sequence of the human genome (3,000 Mbp), the first
vertebrate genome, was completed in 2003.

Most of these first genome sequences were generated using a shotgun
cloning approach. In this strategy, a clone library of randomly generated,
overlapping genomic DNA fragments is constructed in a bacterial host.
The plasmids are isolated, and then the cloned inserts are sequenced using
the dideoxynucleotide method. Using this approach, the first human ge-
nome was sequenced in 13 years at a cost of $2.7 billion. The aspiration
to acquire genome sequences faster and at a lower cost has driven the de-
velopment of new genome sequencing strategies. Today, many large-scale
sequencing projects have been completed and many more are underway,
motivated by compelling biological questions. Some will contribute to our
understanding of the microorganisms that cause infectious diseases and
to the development of new techniques for their detection and treatment.
For example, what makes a bacterium pathogenic? Why are some strains
of influenza virus more virulent than others? How do microorganisms in
the human gut influence susceptibility to infectious disease or response
to drugs? Others are aimed at helping us to understand what it means to
be human and how we evolved. For example, how did multicellularity
arise? What were early humans like (e.g., by comparing the sequences of
the modern human genome and the Neanderthal genome)? How are we
different from one another? A project known as the 1000 Genomes Proj-
ect aims to address the last question by sequencing the genomes from a
large number of people from many different populations. Understanding
the nucleotide differences (polymorphisms) among individuals, especially
between those with and without a specific disease, will help us to deter-
mine the genetic basis of disease (see chapter 3). One goal, which is likely
to be realized within the next few years, is to provide each of us with our
genome sequence as part of our personal health care regimen (Box 1.3).

A large-scale sequencing project currently entails (i) preparing a library
of source DNA fragments, (ii) amplifying the DNA fragments to increase



box 1.3
Personalized Genomic Medicine

ne of the goals of the next- disease that defied physicians trying
O generation sequencing tech- to determine the cause. A congenital

nologies is to make genome immunodeficiency was suspected; how-
sequencing available to everyone. ever, immunological tests yielded in-
The idea is that each of us will have conclusive results, and single gene tests
our genomes sequenced to assist our for known immune defects were not
physicians in recommending disease revealing. After obtaining the sequence
prevention strategies, diagnosing our of the child’s genome, a novel mutation
ailments, and determining a course of was apparent in a key position in the
treatment tailored to our individual gene encoding XIAP (X-linked inhib-
genotypes. This is personalized medi- itor of apoptosis protein), a protein
cine, a concept not unlike the current that inhibits programmed cell death.
practice of considering family medical =~ The mutation enhanced the suscepti-
history and personal social, economic, bility of the child’s cells to induced cell
and behavioral factors to determine death. One result of this genetic defect
disease susceptibility, causation, and is misregulation of the inflammatory
management. response that can lead to inflamma-

An illustration of the power of a tory bowel disease. A bone marrow

genome sequence in medical care is transplant prevented uncontrolled
the case of a young child with a rare, hyperinflammation and recurrence of
life-threatening inflammatory bowel the child’s intestinal disease.

the detection signal from the sequencing templates, (iii) sequencing the
template DNA using one of the sequencing techniques describe above, and
(iv) assembling the sequences generated from the fragments in the order in
which they are found in the original genome. Sequencing massive amounts
of DNA required not only the development of new technologies for nu-
cleotide sequence determination but also new methods to reduce the time
for preparation and processing of large libraries of sequencing templates.
The high-throughput next-generation sequencing approaches have circum-
vented the cloning steps of the shotgun sequencing strategy by attaching,
amplifying, and sequencing the genomic DNA fragments directly on a solid
support. All of the templates are sequenced at the same time. The term used
to describe this is massive parallelization. In the not-so-distant future, sen-
sitive sequencing systems are anticipated that directly sequence single DNA
molecules and therefore do not require a PCR amplification step (Box 1.4).

Shotgun Cloning Strategy

A shotgun library is constructed by fragmenting genomic DNA and in-
serting the fragments into a vector to generate sequencing templates.
To obtain random, overlapping fragments, the genomic DNA is usually
sheared physically by applying sound waves (sonication) or forcing the
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Can we afford this technology for
the masses? Perhaps not at the mo-
ment, although there are currently sev-
eral companies offering fee-for-service
genome sequencing to consumers.
However, the development of faster,
cheaper sequencing technologies is on
the threshold of making the technol-
ogy more accessible. And perhaps we
cannot afford not to offer this technol-
ogy widely, considering that the cost of
misdiagnoses and the trial-and-failure
drug treatment approaches contrib-
ute to high medical costs and loss of
human productivity. A great benefit of
personal genome sequences is the po-
tential to predict and prevent diseases,
which, of course, is only as good as our
knowledge of the genetic basis of dis-
ease. The health benefits must also be
weighed against the possibility that the
information encoded in our genomes
may be subject to misuse by insurance
companies, employers, educators, and
law enforcement agencies.
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box 1.4

Future Sequencing Technologies

ew sequencing strategies are
just beginning to emerge, most
within last decade, propelled

by the need for faster, cheaper genome
sequencing. New developments aim to
reduce the time and cost of template
preparation and/or the time to acquire
sequence data.

One general approach is to se-
quence single DNA molecules,
circumventing the amplification step
currently required. This eliminates the
need for substantial template prep-
aration and avoids introduction of
mutations inherent in PCR that are
interpreted as nucleotide variations.
Random fragments of genomic DNA
are ligated to adaptors, denatured,
and then attached to a solid support
directly or by hybridization of the
adaptors to immobilized sequencing
primers. During the sequencing stage,
DNA polymerase extends the primer in

a template-dependent fashion. Alter-
natively, DNA polymerase is immobi-
lized on a solid support and captures
the primed DNA fragments. Often,
single-molecule sequencing strategies
employ cycles of addition and detec-
tion of reversible chain terminators.
A promising technology for
rapid acquisition of sequence data is
real-time sequencing. For real-time
sequencing, the nucleotides do not
carry a blocking group on the 3’
hydroxyl group, and therefore, DNA
synthesis is continuous. A fluorescent
tag is attached to the terminal phos-
phate of each nucleoside triphosphate.
With each nucleotide addition to the
growing DNA chain, pyrophosphate
is cleaved and with it the fluorescent
tag. Tag cleavage therefore corre-
sponds to nucleotide addition. In some
approaches, the bases are covalently

suppresses fluorescence of the dye.
However, release of the dye following
pyrophosphate cleavage produces a
fluorescent signal.

Nanopore technology aims to
identify individual nucleotides in a
DNA molecule as it passes through a
pore. The pore is either a membrane
protein or a synthetic structure that
accommodates only one molecule of
negatively charged, single-stranded
DNA that is drawn through the pore
as it moves toward a positive charge.
The principle behind the technology is
that each nucleotide in the DNA poly-
mer momentarily blocks the pore as it
passes through. The obstructions create
fluctuations in electrical conductance
that can be measured. Because they
have different structures, each of the
four nucleotides obstructs conductance
to a different extent, and therefore, the
amount of conductance corresponds to
nucleotide sequence. With this technol-
ogy, it may be possible to determine the
sequence of a human genome in 20 h
without the expense of DNA library

linked to a quencher group that preparation or sequencing chemicals.

DNA through a narrow tube using compressed gas (nebulization) or in a
solution (hydrodynamic shearing). The shearing conditions are optimized
as much as possible to obtain DNA fragments of a uniform size. Physi-
cal fragmentation tends to leave extended single-stranded ends that must
be blunted (end repaired, or polished) by filling in 3’ recessed ends with
DNA polymerase in the presence of the four deoxyribonucleotides and
removing protruding 3’ ends with an exonuclease (Fig. 1.3A and B). The
5’ ends of the polished genomic fragments are phosphorylated with T4
polynucleotide kinase (Fig. 1.3D) and ligated with a vector. The library
is introduced into E. coli, and plasmids are subsequently extracted and
used as sequencing templates. Depending on the sequencer, either 96 or
384 sequencing templates are analyzed concurrently. Primers that anneal
to complementary vector sequences flanking the insert are used to obtain
the sequence of both ends of the cloned DNA fragment using the dideox-
ynucleotide method. In this manner, each template yields two “end reads”
which are known as paired end reads (mate pair) (Fig. 1.24).

The large number of nucleotide reads that is generated from a genomic
library is assembled using a computer program to align overlapping reads.
The process of generating successive overlapping sequences produces long
contiguous stretches of nucleotides called contigs (Fig. 1.24). The pres-
ence of repetitive sequences in a genome can result in erroneous matching
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Figure 1.24 Genome sequence assembly. Sequence data generated from both ends of a
DNA fragment are known as paired end reads. A large number of reads are generated
and assembled into longer contiguous sequences (contigs) using a computer program
that matches overlapping sequences. Paired end reads help to determine the order and
orientation of contigs as they are assembled into scaffolds. Shown is a scaffold con-
sisting of three contigs. doi:10.1128/9781555818890.ch1.f1.24

of overlapping sequences. This problem can be overcome by using the
sequences from paired ends, which are a known distance apart, to or-
der and orient the reads and to assemble the contigs into larger scaffolds
(Fig. 1.24). Many overlapping reads are required to ensure that the nucle-
otide sequence is accurate and assembled correctly. For shotgun sequenc-
ing, each nucleotide site in a genome should be sequenced at least 6 to 10
different times from different fragments. The extent of sequencing redun-
dancy is called sequence coverage or depth of coverage. The assembly pro-
cess generates a draft sequence; however, small gaps may remain between
contigs. Although a draft sequence is sufficient for many purposes, for
example, in resequencing projects that map a sequence onto a reference
genome, in some cases it is preferable to close the gaps to complete the ge-
nome sequence. For de novo sequencing of genomes from organisms that
lack a reference genome, gap closure is desirable. The gaps can be closed
by PCR amplification of high-molecular-weight genomic DNA across each
gap, followed by sequencing of the amplification product, or by obtaining
short sequences from primers designed to anneal to sequences adjacent
to a gap. Sequencing of additional clone libraries containing fragments of
different sizes may be required to complete the overall sequence.

High-Throughput Next-Generation Sequencing Strategies

Although shotgun sequencing has been used successfully to obtain the
sequences of many whole genomes, preparation of clone libraries in bac-
terial cells is costly and time-consuming for routine sequencing of large
amounts of genomic DNA that are required for many research and clin-
ical applications. To reduce the time and cost of large-scale sequencing,
high-throughput next-generation sequencing strategies have been devel-
oped that use cell-free methods to generate a library of genomic DNA
fragments in a dense array on the surface of a glass slide or in picoliter-
volume wells of a multiwell plate. This minimizes the volume of reagents
for the sequencing reactions and enables hundreds of millions of sequences
to be acquired simultaneously.

Most of the current commercially available, high-throughput next-
generation sequencing strategies use PCR to generate clusters containing
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millions of copies of each DNA sequencing template. The clusters are
spatially separated and are immobilized on a surface. In some strategies,
the sequencing templates are captured and amplified on the surface of
a small bead. Amplification of each DNA template occurs in a droplet
of an aqueous solution contained within an oil coat; this is referred to
as emulsion PCR (Fig. 1.25). For emulsion PCR, fragments of the source
genomic DNA are first ligated at each end to two different adaptors that
have specific sequences for binding primers for PCR amplification of the
fragments and for binding sequencing primers. PCR primers that are com-
plementary to a sequence on one of the adaptors are bound to DNA cap-
ture beads. After ligation of the adaptors, the genomic DNA fragments
are melted and the single-stranded molecules anneal to the beads through
complementary base-pairing. Each DNA capture bead carries more than
107 primer molecules; however, initially, the DNA fragments are mixed
with the beads under conditions that result in binding of one DNA mol-
ecule per bead. For amplification by emulsion PCR, the DNA capture
beads carrying the hybridized DNA templates are mixed with the PCR
components and oil to create a water-in-oil emulsion. The conditions are
set so that a single bead along with all of the components required for
amplification of the attached DNA template are contained within an oil
globule. Each oil globule is a separate reaction chamber, and the ampli-
fication products that remain bound to the bead by hybridization with
the primers are contained within the globule. After PCR, the emulsion
is broken, the DNA is denatured, and the beads are deposited on a glass
slide or in wells of a plate that can have more than a million wells (one
bead per well). The DNA immobilized on the beads is used as a template
for pyrosequencing or sequencing by ligation. Repeated cycles of flooding
the wells or slide with sequencing reagents and detecting the light or fluo-
rescent signals that correspond to nucleotide additions generate sequence
reads from all of the templates simultaneously.

A genome sequence can be assembled by aligning the nucleotide reads
to the sequence of a highly related genome. For example, reads from rese-
quenced human genomes, that is, genomes from different individuals, are
mapped to a reference human genome. Alternatively, when a reference
sequence is not available, the reads can be assembled de novo in a man-
ner similar to that for shotgun cloning, by aligning the matching ends of
different reads to construct contigs. For sequencing methods that generate
short read lengths such as sequencing by ligation or using reversible chain
terminators, the coverage must be greater. Generally, 30-fold coverage is
required for correct assembly.

Genomics

Genome sequence determination is only a first step in understanding an
organism. The next steps require identification of the features encoded
in a sequence and investigations of the biological functions of the en-
coded RNA, proteins, and regulatory elements that determine the phys-
iology and ecology of the organism. The area of research that generates,
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Figure 1.25 Emulsion PCR. Genomic
DNA fragments are ligated to two dif-
ferent adaptors that have sequences for
capturing the fragments on the surface of
beads and for binding PCR and sequenc-
ing primers. The fragments are denatured
and mixed with beads under conditions
that favor binding of one DNA molecule
per bead. The DNA-bound beads are
mixed with PCR components and oil to
create a PCR microreactor in an oil glob-
ule. Emulsion PCR results in millions of
copies of the genomic DNA fragment at-
tached to the bead within the globule. At
the end of the PCR cycles, the beads are
released from the emulsion, the DNA is
denatured, and the beads are deposited
into the wells of a multiwell plate. The
single-stranded genomic DNA fragments
attached to the beads serve as templates
for pyrosequencing or sequencing by
ligation.

doi:10.1128/9781555818890.ch1.f1.25
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analyzes, and manages the massive amounts of information about genome
sequences is known as genomics.

Sequence data are deposited and stored in databases that can be
searched using computer algorithms to retrieve sequence information
(data mining, or bioinformatics). Public databases such as GenBank (Na-
tional Center for Biotechnology Information, Bethesda, MD), the Eu-
ropean Molecular Biology Lab Nucleotide Sequence Database, and the
DNA Data Bank of Japan receive sequence data from individual research-
ers and from large sequencing facilities and share the data as part of the
International Nucleotide Sequence Database Collaboration. Sequences
can be retrieved from these databases via the Internet. Many specialized
databases also exist, for example, for storing genome sequences from in-
dividual organisms, protein coding sequences, regulatory sequences, se-
quences associated with human genetic diseases, gene expression data,
protein structures, protein—protein interactions, and many other types of
data.

One of the first analyses to be conducted on a new genome sequence is
the identification of descriptive features, a process known as annotation.
Some annotations are protein-coding sequences (open reading frames),
sequences that encode functional RNA molecules (e.g., rRNA and tRNA),
regulatory elements, and repetitive sequences. Annotation relies on algo-
rithms that identify features based on conserved sequence elements such
as translation start and stop codons, intron—exon boundaries, promoters,
transcription factor-binding sites, and known genes (Fig. 1.26). It is im-
portant to note that annotations are often predictions of sequence func-
tion based on similarity (homology) to sequences of known functions. In
many cases, the function of the sequence remains to be verified through
experimentation.

Comparison of a genome sequence to other genome sequences can
reveal interesting and important sequence features. Comparisons among
closely related genomes may reveal polymorphisms and mutations based
on sequence differences. Association of specific polymorphisms with dis-
eases can be used to predict, diagnose, and treat human diseases. Tradi-
tionally, cancer genetic research has investigated specific genes that were
hypothesized to play a role in tumorigenesis based on their known cellular
functions, for example, genes encoding transcription factors that control
expression of cell division genes. Although important, this gives an incom-
plete view of the genetic basis for cancers. Sequencing of tumor genomes
and comparing the sequences to those of normal cells have revealed point
mutations, copy number mutations, and structural rearrangements associ-
ated with specific cancers (see chapter 3). For instance, comparison of the
genome sequences from acute myeloid leukemia tumor cells and normal
skin cells from the same patient revealed eight previously unidentified mu-
tations in protein coding sequences that are associated with the disease.
In addition, comparison of the genomes of bacterial pathogens with those
from closely related nonpathogens has led to the identification of viru-
lence genes (see chapter 5). Unique sequences can be used for pathogen
detection, and genes encoding proteins that are unique to a pathogen are
potential targets for antimicrobial drugs and vaccine development.
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Figure 1.26 Genome annotation utilizes conserved sequence features. Predicting pro-
tein coding sequences (open reading frames) in prokaryotes (A) and eukaryotes (B) re-
quires identification of sequences that correspond to potential translation start (ATG
or, more rarely, GTG or TTG) and stop (TAA, shown; also TAG or TGA) codons
in mRNA. The number of nucleotides between the start and stop codons must be
a multiple of three (i.e., triplet codons) and must be a reasonable size to encode a
protein. In prokaryotes, a conserved ribosome-binding site (RBS) is often present 4 to
8 nucleotides upstream of the start codon (A). Prokaryotic transcription regulatory
sequences such as an RNA polymerase recognition (promoter) sequence and binding
sites for regulatory proteins can often be predicted based on similarity to known con-
sensus sequences. Transcription termination sequences are not as readily identifiable
but are often GC-rich regions downstream of a predicted translation stop codon. In
eukaryotes, protein coding genes typically have several intron sequences in primary
RNA that are delineated by GU and AG and contain a pyrimidine-rich tract. Introns
are spliced from the primary transcript to produce mRNA (B). Transcription regula-
tory elements such as the TATA and CAAT boxes that are present in the promoters
of many eukaryotic protein coding genes can sometimes be predicted. Sequences that
are important for regulation of transcription are often difficult to predict in eukary-
otic genome sequences; for example, enhancer elements can be thousands of nucle-
otides upstream and/or downstream from the coding sequence that they regulate.
doi:10.1128/9781555818890.ch1.f1.26

Genome comparisons among distantly related organisms enable sci-
entists to make predictions about evolutionary relationships. For exam-
ple, the Genome 10K Project aims to sequence and analyze the genomes
of 10,000 vertebrate species, roughly 1 per genus. Comparison of these
sequences will contribute to our understanding of the genetic changes that
led to the diversity in morphology, physiology, and behavior in this group
of animals.

Another goal of genomic analysis is to understand the function of
sequence features. Gene function can sometimes be inferred by the pat-
tern of transcription. Transcriptomics is the study of gene transcription
profiles either qualitatively, to determine which genes are expressed, or
quantitatively, to measure changes in the levels of transcription of genes.
Proteomics is the study of the entire protein populations of various cell
types and tissues and the numerous interactions among proteins. Some
proteins, particularly enzymes, are involved in biochemical pathways that
produce metabolites for various cellular processes. Metabolomics aims to

Enhancer
sequences
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characterize metabolic pathways by studying the metabolite profiles of
cells. All of these “-omic” subdisciplines of genomics use a genome-wide
approach to study the function of biological molecules in cells, tissues, or
organisms, at different developmental stages, or under different physio-
logical or environmental conditions.

Transcriptomics

Transcriptomics (gene expression profiling) aims to measure the levels
of transcription of genes on a whole-genome basis under a given set of
conditions. Transcription may be assessed as a function of medical con-
ditions, as a consequence of mutations, in response to natural or toxic
agents, in different cells or tissues, or at different times during biological
processes such as cell division or development of an organism. Often,
the goal of gene expression studies is to identify the genes that are up- or
downregulated in response to a change in a particular condition. Two
major experimental approaches for measuring RNA transcript levels on a
whole-genome basis are DNA microarray analysis and a newer approach
called high-throughput next-generation RNA sequencing.

DNA Microarrays

A DNA microarray (DNA chip or gene chip) experiment consists of hy-
bridizing a nucleic acid sample (target) derived from the mRNAs of a
cell or tissue to single-stranded DNA sequences (probes) that are arrayed
on a solid platform. Depending on the purpose of the experiment, the
probes on a microarray may represent an entire genome, a single chro-
mosome, selected genomic regions, or selected coding regions from one
or several different organisms. Some DNA microarrays contain sets of
oligonucleotides as probes, usually representing thousands of genes that
are synthesized directly on a solid surface. Thousands of copies of an ol-
igonucleotide with the same specific nucleotide sequence are synthesized
and then placed in a predefined position on the array surface (probe cell).
The probes are typically 20 to 70 nucleotides, although longer probes can
also be used, and several probes with different sequences for each gene are
usually present on the microarray to minimize errors. Probes are designed
to be specific for their target sequences, to avoid hybridization with non-
target sequences, and to have similar melting (annealing) temperatures so
that all target sequences can bind to their complementary probe sequence
under the same conditions. A complete whole-genome oligonucleotide
array may contain more than 500,000 probes representing as many as
30,000 genes.

For most gene expression profiling experiments that utilize microar-
rays, mRNA is extracted from cells or tissues and used as a template to
synthesize cDNA using reverse transcriptase. Usually, mRNA is extracted
from two or more sources for which expression profiles are compared,
for example, from diseased versus normal tissue, or from cells grown un-
der different conditions (Fig. 1.27). The cDNA from each source is la-
beled with a different fluorophore by incorporating fluorescently labeled
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nucleotides during cDNA synthesis. For example, a green-emitting flu- Sample 1 Sample 2
orescent dye (Cy3) may be used for the normal (reference) sample and

a red-emitting fluorescent dye (CyS5) for the test sample. After labeling, l J
the cDNA samples are mixed and hybridized to the same microarray

(Fig. 1.27). Replicate samples are independently prepared under the same mRNA mRNA
conditions and hybridized to different microarrays. A laser scanner deter- l l
mines the intensities of Cy5 and Cy3 for each probe cell on a microarray.

The ratio of red (CyS5) to green (Cy3) fluorescence intensity of a probe cDNA-Cy3 (®) cDNA-CyS5 (@)

cell indicates the relative expression levels of the represented gene in the
two samples. To avoid variation due to inherent and sequence-specific dif-
ferences in labeling efficiencies between Cy3 and Cy$, reference and test Hybridization
samples are often reverse labeled and hybridized to another microarray.

. . DNA microarray
Alternatively, for some microarray platforms, the target sequences from

reference and test samples are labeled with the same fluorescent dye and 6060606060000
are hybridized to different microarrays. Methods to calibrate the data 006060600000
among microarrays in an experiment include using the fluorescence in- 006060600000
tensity of a gene that is not differentially expressed among different con- ©0 0060600000

ditions as a reference point (i.e., a housekeeping gene), including spiked
control sequences that are sufficiently different from the target sequences Laser scanning
and therefore bind only to a corresponding control probe cell, and ad-
justing the total fluorescence intensities of all genes on each microarray

a b c de f g h i j
to similar values under the assumption that a relatively small number of
lle e ® 060600 ([
genes are expected to change among samples.
. . . . . 2 00060 0600
Genes whose expression changes in response to a particular biological 3
condition are identified by comparing the fluorescence intensities for each . ® ® 6600
gene, averaged among replicates, under two different conditions. The raw g ®¢o0060

data of the fluoresence emissions of each gene are converted to a ratio,
commonly expressed as fold change. Generally, positive ratios represent
greater expression of the gene in the test sample than in the reference sam-
ple. Negative values indicate a lower level of expression in the test sample
relative to the reference sample. The data are often organized into clusters
of genes whose expression patterns are similar under different conditions
or over a period of time (Fig. 1.28). This facilitates predictions of gene
products that may function together in a pathway.

Figure 1.27 Gene expression profiling with a DNA microarray. (A) mRNA is ex-
tracted from two samples (sample 1 and sample 2), and during reverse transcription,
the first cDNA strands are labeled with the fluorescent dyes Cy3 and Cy35, respectively.
The ¢cDNA samples are mixed and hybridized to an ordered array of either gene se-
quences or gene-specific oligonucleotides. After the hybridization reaction, each probe
cell is scanned for both fluorescent dyes and the separate emissions are recorded.
Probe cells that produce only a green or red emission represent genes that are tran-
scribed only in sample 1 or 2, respectively; yellow emissions indicate genes that are
active in both samples; and the absence of emissions (black) represents genes that
are not transcribed in either sample. (B) Fluorescence image of a DNA microarray
hybridized with Cy3- and Cy5-labeled cDNA. Reproduced with permission from the
University of Arizona Biology Project. Courtesy of N. Anderson, University of Ari-
zona. doi:10.1128/9781555818890.ch1.f1.27
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Figure 1.28 Microarray analysis of gene expression in pigs infected with three dif-
ferent strains of influenza virus. Two pandemic HIN1 (pH1NT1) influenza viruses
were isolated from a human patient and from a pig during the 2009 pandemic. The
2009 pH1NT1 virus killed more than 18,000 people worldwide and was transmitted
to several other species, including pigs. A third HINT1 virus isolated from a pig is a
derivative of the virus that caused the 1918 pandemic that killed more than 50 million
people. The clinical symptoms induced by the pH1NT1 virus in pigs were more severe
(coughing, sneezing, labored breathing, and nasal shedding of the virus) than those
induced by the 1918-like HIN1 virus. Gene expression profiling showed that 3 days
after infection, pigs mounted a stronger immune and inflammatory response to the
pHI1INT1 viruses than was mounted to the 1918-like HIN1 virus. Each row represents
the level of expression of an immune response-regulated gene in an infected pig (col-
umns) relative to the level in uninfected control pigs, with red indicating a higher level
of expression and green indicating a lower level of expression. Adapted with permis-
sion from Ma et al., J. Virol. 85:11626-11637,2011.
do0i:10.1128/9781555818890.ch1.f1.28

RNA Sequencing

Similar to microarrays, RNA sequencing is used to detect and quantify
the complete set of gene transcripts produced by cells under a given set of
conditions. In addition, RNA sequencing can delineate the beginning and
end of genes, reveal posttranscriptional modifications such as variations
in intron splicing that lead to variant proteins, and identify differences
in the nucleotide sequence of a gene among samples. In contrast to mi-
croarray analysis, this approach does not require prior knowledge of the
genome sequence, avoids high background due to nonspecific hybridiza-
tion, and can accurately quantify highly expressed genes (i.e., probe satu-
ration is not a concern as it is for DNA microarrays). Traditionally, RNA
sequencing approaches required generating cDNA libraries from isolated
RNA and sequencing the cloned inserts, or the end(s) of the cloned inserts
(expressed sequence tags), using the dideoxynucleotide method. New



developments in sequencing technologies circumvent the requirement for
preparation of a clone library and enable high-throughput sequencing of
cDNA.

For high-throughput RNA sequencing, total RNA is isolated and con-
verted to cDNA using reverse transcriptase and a mixture of oligonucleo-
tide primers composed of six random bases (random hexamers) that bind
to multiple sites on all of the template RNA molecules (Fig. 1.29A). Be-
cause rRNA makes up a large fraction (>80%) of the total cellular RNA
and levels are not expected to change significantly under different condi-
tions, these molecules are often removed prior to cDNA synthesis by hy-
bridization to complementary oligonucleotides that are covalently linked
to a magnetic bead for removal. Long RNA molecules are fragmented
to pieces of about 200 bp by physical (e.g., nebulization), chemical (e.g.,
metal ion hydrolysis), or enzymatic (e.g., controlled RNase digestion)
methods either before (RNA fragmentation) or after (cDNA fragmenta-
tion) cDNA synthesis.

The ¢cDNA fragments are ligated at one or both ends to an adap-
tor that serves as a binding site for a sequencing primer (Fig. 1.29A).
High-throughput next-generation sequencing technologies are employed
to sequence the cDNA fragments. The sequence reads are assembled in a
manner similar to that for genomic DNA, that is, by aligning the reads to
a reference genome or by aligning overlapping sequences to generate con-
tigs for de novo assembly when a reference genome is not available. The
reads are expected to align uniformly across the transcript (Fig. 1.29A).
Gene expression levels are determined by counting the reads that corre-
spond to each nucleotide position in a gene and averaging these across the
length of the transcript (Fig. 1.29B). Expression levels are typically nor-
malized between samples by scaling to the total number of reads per sam-
ple (e.g., reads per kilobase pair per million reads). Appropriate coverage
(i.e., the number of cDNA fragments sequenced) is more difficult to deter-
mine for RNA sequencing than for genome sequencing because the total
complexity of the transcriptome is not known before the experiment. In
general, larger genomes and genomes that have more RNA splicing vari-
ants have greater transcriptome complexity and therefore require greater
coverage. Also, accurate measurement of transcripts from genes with low
expression levels requires sequencing of a greater number of transcripts.
Quantification may be confounded by high GC content of some cDNA
fragments which have a higher melting temperature and therefore are
inefficiently sequenced, by overrepresentation of cDNA fragments from
the 5’ end of transcripts due to the use of random hexamers, and by
reads that map to more than one site in a genome due to the presence of
repeated sequences. However, because each transcript is represented by
many different reads, these biases are expected to have minimal effects on
quantification of a transcript.

RNA sequencing has been employed to profile gene expression in a
variety of prokaryotes and eukaryotic cells and tissues. In addition to
profiling human gene expression under several different conditions, for
example, in brain tissue from individuals chronically exposed to alcohol
or cocaine, RNA sequencing has identified hundreds of new intron splice
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variants and transcripts from regions of the human genome that were pre-
viously thought to be inactive (not transcribed). In addition, many small
RNA molecules have been discovered that are not translated into protein
but, rather, function as regulators of gene expression.

Proteomics

Proteins are the molecular machines of cells. They catalyze biochemical
reactions, monitor the internal and external environments of the cell and
mediate responses to perturbations, and make up the structural compo-
nents of cells. Some proteins are present at more or less the same levels
in all cells of an individual under most conditions, for example, proteins
that make up ribosomes or the cytoskeleton. The levels of other proteins
differ among cells according to the cells’ functions or change in response
to developmental or environmental cues. Thus, analysis of the proteins
that are present under particular biological conditions can provide insight
into the activities of a cell or tissue.

Proteomics is the comprehensive study of all the proteins of a cell,
tissue, body fluid, or organism from a variety of perspectives, including
structure, function, expression profiling, and protein—protein interac-
tions. There are several advantages to studying the protein complement
(proteome) of cells or tissues compared to other genomic approaches. Al-
though analysis of genomic sequences can often identify protein coding
sequences, in many cases the function of a protein, and the posttransla-
tional modifications that influence protein activity and cellular localiza-
tion, cannot be predicted from the sequence. On the other hand, it may
be possible to infer a protein’s function by determining the conditions
under which it is expressed and active. While expression profiles of pro-
tein coding sequences can be determined using transcriptomics, mRNA
levels do not always correlate with protein levels and do not indicate the
presence of active proteins, and interactions between proteins cannot be
assessed by these methods. Generally, mRNA is turned over rapidly, and
therefore, transcriptomics measures actively transcribed genes, whereas
proteomics monitors relatively more stable proteins. From a practical
standpoint, proteomics can be used to identify proteins associated with
a clinical disorder (protein biomarkers), especially in the early stages of
disease development, that can aid in disease diagnosis or provide targets
for treatment of disease.

Identification of Proteins

A cell produces a large number of different proteins that must first be
separated in order to identify individual components of the proteome. To
reduce the complexity, proteins are sometimes extracted from particular
subcellular locations such as the cell membrane, nucleus, Golgi apparatus,
endosomes, or mitochondria. Two-dimensional polyacrylamide gel elec-
trophoresis (2D PAGE) is an effective method to separate proteins in a
population (Fig. 1.30). Proteins in a sample are first separated on the basis
of their net charge by electrophoresis through an immobilized pH gradi-
ent in one dimension (the first dimension) (Fig. 1.30A). Amino acids in a
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Figure 1.30 2D PAGE for separation of proteins. (A) First dimension. Isoelectric fo-
cusing is performed to first separate proteins in a mixture on the basis of their net
charge. The protein mixture is applied to a pH gradient gel. When an electric current
is applied, proteins migrate toward either the anode (+) or cathode (—) depending on
their net charge. As proteins move through the pH gradient, they gain or lose protons
until they reach a point in the gel where their net charge is zero. The pH in this posi-
tion of the gel is known as the isoelectric point and is characteristic of a given protein.
At that point, a protein no longer moves in the electric current. (B) Second dimension.
Several proteins in a sample may have the same isoelectric point and therefore migrate
to the same position in the gel as in the first dimension. Therefore, proteins are further
separated on the basis of differences in their molecular weights by electrophoresis, at
a right angle to the first dimension, through an SDS-polyacrylamide gel (SDS-PAGE).
doi:10.1128/9781555818890.ch1.f1.30

polypeptide have ionizable groups that contribute to the net charge of a
protein; the degree of ionization (protonation) is influenced by the pH of
the solution. In a gel to which an electric current is applied, proteins mi-
grate through a pH gradient until they reach a specific pH (the isoelectric
point) where the overall charge of the protein is zero and they no longer
move. A particular position in the pH gradient may be occupied by two
or more proteins that have the same isoelectric point. However, the pro-
teins often have different molecular weights and can be further separated
according to their molecular mass by electrophoresis at right angles to the
first dimension (the second dimension) through a sodium dodecyl sulfate
(SDS)—polyacrylamide gel (Fig. 1.30B). The separated proteins form an
array of spots in the gel that is visualized by staining with Coomassie blue
or silver protein stain.

Depending on the size of the 2D polyacrylamide gel, approximately
2,000 different proteins can be resolved. The pattern of spots is captured
by densitometric scanning of the gel. Databases have been established
with images of 2D polyacrylamide gels from different cell types, and soft-
ware is available for detecting spots, matching patterns between gels, and



quantifying the protein content of the spots. Proteins with either low or
high molecular weights, those with highly acidic or basic isoelectric points
(such as ribosomal proteins and histones), those that are found in cellular
membranes, and those that are present in small amounts are not readily
resolved by 2D PAGE.

After separation, individual proteins are excised from the gel and the
identity of the protein is determined, usually by mass spectrometry (MS).
A mass spectrometer detects the masses of the ionized form of a molecule.
For identification, the protein is first fragmented into peptides by diges-
tion with a protease, such as trypsin, that cleaves at lysine or arginine resi-
dues (Fig. 1.31). The peptides are ionized and separated according to their
mass-to-charge (m1/z) ratio, and then the abundance and m/z ratios of the
ions are measured. Several mass spectrometers are available that differ
in the type of sample analyzed, the mode of ionization of the sample, the
method for generating the electromagnetic field that separates and sorts
the ions, and the method of detecting the different masses. Peptide masses
are usually determined by matrix-assisted laser desorption ionization—
time of flight (MALDI-TOF) MS. To determine the m/z value of each
peptide fragment generated from an excised protein by MALDI-TOF MS,
the peptides are ionized by mixing them with a matrix consisting of an
organic acid and then using a laser to promote ionization. The ions are
accelerated through a tube using a high-voltage current, and the time re-
quired to reach the ion detector is determined by their molecular mass,
with lower-mass ions reaching the detector first.

To facilitate protein identification, computer algorithms have been de-
veloped for processing large amounts of MS data. Databases have been es-
tablished that contain the masses of peptides from trypsin digestion for all
known proteins. The databases are searched to identify a protein whose
peptide masses match the values of the peptide masses of an unknown
protein that were determined by MALDI-TOF MS (Fig. 1.31). This type
of analysis is called peptide mass fingerprinting.

Protein Expression Profiling

Protein expression profiling is important for cataloging differences be-
tween normal and diseased cells that can be used for diagnosis, tracking
changes during disease processes, and monitoring the cellular responses
to therapeutic drugs. Several methods have been developed to quantita-
tively compare the proteomes among samples. Two-dimensional differ-
ential in-gel electrophoresis is very similar to 2D PAGE; however, rather
than separating proteins from different samples on individual gels and
then comparing the maps of separated proteins, proteins from two dif-
ferent samples are differentially labeled and then separated on the same
2D polyacrylamide gel (Fig. 1.32). Typically, proteins from each sample
are labeled with different fluorescent dyes (e.g., Cy3 and Cy35); the la-
beled samples are mixed and then run together in the same gel, which
overcomes the variability between separate gel runs. The two dyes carry
the same mass and charge, and therefore, a protein labeled with Cy3 mi-
grates to the same position as the identical protein labeled with CyS5. The
Cy3 and CyS protein patterns are visualized separately by fluorescent
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Figure 1.31 Protein identification by mass spectrometry. A spot containing an un-
known protein that was separated by 2D PAGE is excised from the gel and digested
with trypsin to generate peptides. The peptides are separated by MALDI-TOF MS.
The set of peptide masses from the unknown protein is used to search a database that
contains the masses of tryptic peptides for every known sequenced protein, and the
best match is determined. Because trypsin cleaves proteins at specific amino acids, the
trypsin cleavage sites of known proteins can be determined from the amino acid se-
quence, and consequently, the masses of the tryptic peptides are easy to calculate. Only
some of the tryptic peptide masses for the unknown protein are listed in this example.
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Figure 1.32 Protein expression profiling using 2D differential in-gel electrophoresis.
The proteins of two proteomes are labeled with fluorescent dyes Cy3 and CyS5. The
labeled proteins from the two samples are combined and separated by 2D PAGE.
The gel is scanned for each fluorescent dye, and the relative levels of the two dyes
in each protein spot are recorded. Each spot with an unknown protein is excised for
identification by MS. Photo reproduced from Lee et al., Appl. Environ. Microbiol. 76:
4655-4663, 2010, with permission. doi:10.1128/9781555818890.ch1.f1.32
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excitation. The images are compared, and any differences are recorded.
In addition, the ratio of Cy3 to Cy$5 fluorescence for each spot is deter-
mined to detect proteins that are either up- or downregulated. Unknown
proteins are identified by MS.

Another powerful technique for comparing protein populations
among samples utilizes protein microarrays. Protein microarrays are simi-
lar to DNA microarrays; however, rather than arrays of oligonucleotides,
protein microarrays consist of large numbers of proteins immobilized in
a known position on a surface such as a glass slide in a manner that pre-
serves the structure and function of the proteins. The proteins arrayed on
the surface can be antibodies specific for a set of proteins in an organ-
ism, purified proteins that were expressed from a DNA or ¢cDNA library,
short synthetic peptides, or multiprotein samples from cell lysates or tis-
sue specimens. The arrayed proteins are probed with samples that contain
molecules that interact with the proteins. For example, the interacting
molecules can be other proteins to detect protein-protein interactions,
nucleic acid sequences to identify proteins that regulate gene expression
by binding to DNA or RNA, substrates for specific enzymes, or small
protein-binding compounds such as lipids or drugs.

Microarrays consisting of immobilized antibodies are used to detect
and quantify proteins present in a complex sample. Antibodies directed
against more than 1,800 human proteins have been isolated, character-
ized, and validated, and subsets of these that detect specific groups of
proteins such as cell signaling proteins can be arrayed. To compare pro-
tein profiles in two different samples, for example, in normal and dis-
eased tissues, proteins extracted from the two samples are labeled with
two different fluorescent dyes (e.g., Cy3 and Cy35) and then applied to
a single antibody microarray (Fig. 1.33). Proteins present in the samples
bind to their cognate antibodies, and after a washing to remove unbound
proteins, the antibody-bound proteins are detected with a fluorescence
scanner. Interpretation of the fluorescent signals that represent the relative
levels of specific proteins in the two samples on a protein microarray is
very similar to analysis of a DNA microarray.

To increase the sensitivity of the assay and therefore the detection of
low-abundance proteins, or to detect a specific subpopulation of proteins,
a “sandwich”-style assay is often employed (Fig. 1.34). In this case, un-
labeled proteins in a sample are bound to an antibody microarray, and
then a second, labeled antibody is applied. This approach has been used
to determine whether particular posttranslational protein modifications
such as phosphorylation of tyrosine or glycosylation are associated with
specific diseases. Serum proteins are first captured by immobilized anti-
bodies on a microarray. Then, an antiphosphotyrosine antibody is applied
that binds only to phosphorylated proteins (Fig. 1.34A). The antiphos-
photyrosine antibody is tagged, for example, with a biotin molecule, and
fluorescently labeled streptavidin, which binds specifically to biotin, is
added to detect the phosphorylated protein. In a similar manner, glycosy-
lated proteins can be detected with lectins (Fig. 1.34B). Lectins are plant
glycoproteins that bind to specific carbohydrate moieties on the surface of
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Figure 1.33 Protein expression profiling with an antibody microarray. Proteins ex-
tracted from two different samples are labeled with fluorescent dyes Cy3 and CyS3,
respectively. The labeled proteins are mixed and incubated with an array of antibodies
immobilized on a solid support. Proteins bound to their cognate antibodies are de-
tected by measuring fluorescence, and the relative levels of specific proteins in each
sample are determined. doi:10.1128/9781555818890.ch1.f1.33

proteins or cell membranes, and many different lectins with affinities for
different glycosyl groups (glycans) are available.

In another type of microarray, purified proteins representing as many
proteins of a proteome under study as possible are arrayed on a solid
support and then probed with antibodies in serum samples collected from
healthy (control) and diseased individuals. The purpose of these studies
is to discover whether individuals produce antibodies that correlate with
particular diseases or biological processes. For example, the differential
expression of antibodies in serum samples from individuals with and
without Alzheimer disease was tested using a microarray consisting of
more than 9,000 unique human proteins (Fig. 1.35). After incubation of
the serum samples with the protein microarray, bound antibodies were de-
tected using a fluorescently labeled secondary antibody that interacts spe-
cifically with human antibodies. The screen resulted in the identification
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Figure 1.34 Detection of posttranslationally modified proteins with a sandwich-style
antibody microarray. (A) Detection of phosphorylated proteins. An antibody microar-
ray (1) is incubated with a protein sample (2). Biotinylated antiphosphotyrosine an-
tibodies are added (3). Binding of the antibodies to phosphorylated tyrosine residues
on some of the proteins is detected with fluorescently labeled streptavidin, which has
a specific affinity for biotin (4). (B) Detection of glycosylated proteins. An antibody
microarray (1) is incubated with a protein sample (2). Biotinylated lectin molecules
that bind to a specific glycan group are added (3). Binding of lectin to the glycan
groups on some of the proteins is detected with fluorescently labeled streptavidin (4).
doi:10.1128/9781555818890.ch1.1.34

of 10 autoantibodies (i.e., directed against an individual’s own protein)
that may be used as biomarkers to diagnose Alzheimer disease. Protein
microarrays can also be used to identify proteins that interact with ther-
apeutic drugs or other small molecules (Fig. 1.36). This can aid in deter-
mining the mechanism of action of a drug, for assessing responsiveness
among various forms of a target protein (e.g., variants produced by differ-
ent individuals), and for predicting undesirable side effects.
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Figure 1.35 Identification of disease biomarkers with a human protein microarray.
Serum samples are collected from diseased and healthy individuals and incubated with
microarrays of purified human proteins. Serum autoantibodies bind to specific proteins
on the microarray and are detected by applying a fluorescently labeled secondary anti-
body directed against human antibodies. Autoantibodies present in the serum from dis-
eased individuals but not in serum from healthy individuals are potential biomarkers
that can be used in diagnosis of the disease. doi:10.1128/9781555818890.ch1.f1.35

Protein-Protein Interactions

Proteins typically function as complexes comprised of different interact-
ing protein subunits. Important cellular processes such as DNA replica-
tion, energy metabolism, and signal transduction are carried out by large
multiprotein complexes. Thousands of protein—protein interactions occur
in a cell. Some of these are short-lived, while others form stable multicom-
ponent complexes that may interact with other complexes. Determining
the functional interconnections among the members of a proteome is not
an easy task. Several strategies have been developed to examine protein
interactions, including protein microarrays, two-hybrid systems, and tan-
dem affinity purification methods.

The two-hybrid method that was originally devised for studying the
yeast proteome has been used extensively to determine pairwise protein—
protein interactions in both eukaryotes and prokaryotes. The underly-
ing principle of this assay is that the physical connection between two

Figure 1.36 Protein microarrays to detect protein-drug interactions. Therapeutic
drugs or other small molecules tagged with a fluorescent dye are applied to purified
proteins arrayed on a solid support. doi:10.1128/9781555818890.ch1.f1.36
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proteins reconstitutes an active transcription factor that initiates the ex-
pression of a reporter gene. The transcription factors employed for this
purpose have two domains. One domain (DNA-binding domain) binds to
a specific DNA site, and the other domain (activation domain) activates
transcription (Fig. 1.37A). The two domains are not required to be part of
the same protein to function as an effective transcription factor. However,
the activation domain alone will not bind to RNA polymerase to activate
transcription. Connection with the DNA-binding domain is necessary to
place the activation domain in the correct orientation and location to
initiate transcription by RNA polymerase.

For a two-hybrid assay, the coding sequences of the DNA-binding
and activation domains of a specific transcription factor are cloned into
separate vectors (Fig. 1.37). Often, the Gal4 transcriptional factor from
Saccharomyces cerevisiae or the bacterial LexA transcription factor is
used. A cDNA sequence that is cloned in frame with the DNA-binding
domain sequence produces a fusion (hybrid) protein and is referred to as
the “bait.” This is the target protein for which interacting proteins are to
be identified. Another cDNA sequence is cloned into another vector in
frame with the activation domain coding sequence. A protein attached
to the activation domain is called the “prey” and potentially interacts
with the bait protein. Host yeast cells are transformed with both bait and
prey DNA constructs. After expression of the fusion proteins, if the bait
and prey do not interact, then there is no transcription of the reporter
gene (Fig. 1.37B). However, if the bait and prey proteins interact, then
the DNA-binding and activation domains are also brought together. This
enables the activation domain to make contact with RNA polymerase and
activate transcription of the reporter gene (Fig. 1.37C). The product of an
active reporter gene may produce a colorimetric response or may allow a
host cell to proliferate in a specific medium.

For a whole-proteome protein interaction study, two libraries are pre-
pared, each containing thousands of cDNAs generated from total cellular
mRNA (or genomic DNA fragments in a study of proteins from a pro-
karyote). To construct the bait library, cDNAs are cloned into the vector
adjacent to the DNA sequence for the DNA-binding domain of the tran-
scription factor Gal4 and then introduced into yeast cells. To construct
the prey library, the cDNAs are cloned into the vector containing the
sequence for the activation domain, and the constructs are transferred to
yeast cells. The libraries are typically screened for bait-prey protein inter-
actions in one of two ways. In one method, a prey library of yeast cells is
arrayed on a grid. The prey library is then screened for the production of
proteins that interact with a bait protein by introducing individual bait
constructs to the arrayed clones by mating (Fig. 1.38A). Alternatively, each
yeast clone in a bait library is mated en masse with a mixture of strains in
the prey library, and then positive interactions are identified by screening
for activation of the reporter gene (Fig. 1.38B). Challenges with using
the two-hybrid system for large-scale determination of protein—protein
interactions include the inability to clone all possible protein coding genes
in frame with the activation and DNA-binding domains, which leads to
missed interactions (false negatives), and the detection of interactions that
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Figure 1.37 Two-hybrid analysis to iden-
tify protein—protein interactions. (A) The
DNA-binding domain of a transcription
factor binds to a specific sequence in the
regulatory region of a gene, which ori-
ents the activation domain required for
the initiation of transcription of the gene
by RNA polymerase. (B) The coding se-
quences for the DNA-binding domain
and the activation domain are fused
to DNA X and DNA Y, respectively, in
separate vectors, and both constructs
(hybrid genes) are introduced into a
cell. After translation, the DNA-binding
domain—protein X fusion protein binds
to the regulatory sequence of a reporter
gene. However, protein Y (prey) does not
interact with protein X (bait), and the re-
porter gene is not transcribed because the
activation domain does not, on its own,
associate with RNA polymerase. (C)
The coding sequence for the activation
domain is fused to the DNA for protein
7 (DNA Z) and transformed into a cell
containing the DNA-binding domain—
DNA X fusion construct. The proteins
encoded by the DNAs of the hybrid
genes interact, and the activation domain
is properly oriented to initiate transcrip-
tion of the reporter gene, demonstrating
a specific protein—protein interaction.

doi:10.1128/9781555818890.ch1.f1.37
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Figure 1.38 Whole-proteome screens
for protein interactions using the yeast
two-hybrid system. Two libraries are
prepared, one containing genomic DNA
fragments or cDNAs fused to the coding
sequence for the DNA-binding domain
of a transcription factor (bait library)
and another containing genomic DNA
fragments or cDNAs fused to the activa-
tion domain of the transcription factor
(prey library). Two methods are com-
monly used to screen for pairwise pro-
tein interactions. (A) Individual yeast
strains in the bait library are mated
with each yeast strain in an arrayed
prey library. Resulting strains in the ar-
ray that produce bait and prey proteins
that interact are detected by assaying
for reporter gene activation (wells of a
multiwell plate containing cells that ex-
press the reporter gene are indicated in
green). (B) Yeast strains in the prey li-
brary are mated en masse with individual
strains in the bait library. The mixture
of strains is screened for reporter gene
activity that identifies strains with in-
teracting bait and prey proteins (green).
doi:10.1128/9781555818890.ch1.f1.38
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do not normally occur in their natural environments within the original
cells and therefore are not biologically relevant (false positives). None-
theless, this approach has been used to successfully identify interacting
proteins in a wide range of organisms from bacteria to humans.

Instead of studying pairwise protein interactions, the tandem affin-
ity purification tag procedure is designed to capture multiprotein clusters
and then identify the components with MS (Fig. 1.39). In this method, a
cDNA sequence that encodes the bait protein is fused to a DNA sequence
that encodes two small peptides (tags) separated by a protease cleavage
site. The peptide tags bind with a high affinity to specific molecules and
facilitate purification of the target protein. A “two-tag” system allows
two successive rounds of affinity binding to ensure that the target and
its associated proteins are free of any nonspecific proteins. Alternatively,
a “one-tag” system with a small protein tag that is immunoprecipitated
with a specific antibody requires only a single purification step. In a num-
ber of trials, the tags did not alter the function of various test proteins.

A ¢cDNA-two-tag construct is introduced into a host cell, where it is
expressed and a tagged protein is synthesized (Fig. 1.39). The underlying
assumption is that the cellular proteins that normally interact with the
native protein in vivo will also combine with the tagged protein. After the
cells are lysed, the tagged protein and any interacting proteins are purified
using the affinity tags. The proteins of the cluster are separated according
to their molecular weight by PAGE and identified with MS. Computer
programs are available for generating maps of clusters with common pro-
teins, assigning proteins with shared interrelationships to specific cellular
activities, and establishing the links between multiprotein complexes.

Metabolomics

Metabolomics provides a snapshot of the small molecules present in a com-
plex biological sample. The metabolites present in cells and cell secretions
are influenced by genotype, which determines the metabolic capabilities
of an organism, and by environmental conditions such as the availabil-
ity of nutrients and the presence of toxins or other stressors. Metabolite
composition varies depending on the developmental and health status of
an organism, and therefore, a comprehensive metabolite profile can iden-
tify molecules that reflect a particular physiological state. For example,
metabolites present in diseased cells but not in healthy cells are useful
biomarkers for diagnosing and monitoring disease. Metabolic profiles can
also aid in understanding drug metabolism, which may reduce the efficacy
of a treatment, or in understanding drug toxicity, which can help to reduce
adverse drug reactions. Metabolomic analysis can be used to determine
the catalytic activity of proteins, for example, by quantifying changes in
metabolite profiles in response to mutations in enzyme coding genes and
to connect metabolic pathways that share common intermediates.
Biological samples for metabolite analysis may be cell or tissue ly-
sates, body fluids such as urine or blood, or cell culture media that con-
tain a great diversity of metabolites. These include building blocks for
biosynthesis of cellular components such as amino acids, nucleotides, and
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lipids. Also present are various substrates, cofactors, regulators, interme-
diates, and end products of metabolic pathways such as carbohydrates,
vitamins, organic acids, amines and alcohols, and inorganic molecules.
These molecules have very different properties, and therefore comprehen-
sive detection and quantification using a single method based on chemical
characteristics present a challenge.

Metabolomics employs spectroscopic techniques such as MS and nu-
clear magnetic resonance (NMR) spectroscopy to identify and quantify the
metabolites in complex samples. Often, multiple methods are used in par-
allel to obtain a comprehensive view of a metabolome. In a manner sim-
ilar to protein identification described above, MS measures the #71/z ratio
of charged metabolites. The molecules may be ionized by various methods
before separation of different ions in an electromagnetic field. MS is typi-
cally coupled with chromatographic techniques that first separate metab-
olites based on their properties. For example, MS may be coupled with
gas chromatography to separate volatile metabolites. Some nonvolatile
metabolites, such as amino acids, are chemically modified (derivatized)
to increase their volatility. Liquid chromatography separates metabolites
dissolved in a liquid solvent based on their characteristic retention times
as they move through an immobilized matrix.

NMR spectroscopy is based on the principle that in an applied mag-
netic field, molecules (more precisely, atomic nuclei with an odd mass
number) absorb and emit electromagnetic energy at a characteristic reso-
nance frequency that is determined by their structure. Thus, the resonance
frequencies provide detailed information about the structure of a mole-
cule and enable differentiation among molecules with different structures,
even when the difference is very small, such as between structural isomers.
In contrast to MS, an initial metabolite separation step is not required,
and NMR measures different types of molecules. In addition, NMR is not
destructive, and in fact, it has been adapted to visualize molecules in liv-
ing human cells in the diagnostic procedure magnetic resonance imaging
(MRI). A drawback of NMR is low sensitivity, which means that it does
not detect low-abundance molecules.

An illustration of the application of metabolome analysis is the iden-
tification of metabolites that are associated with the progression of pros-
tate cancer to metastatic disease. Researchers compared more than 1,000

Figure 1.39 Tandem affinity purfication to detect multiprotein complexes. The cod-
ing region of a cDNA (¢cDNA X) is cloned into a vector in frame with two DNA
sequences (tag 1 and tag 2), each encoding a short peptide that has a high affinity for
a specific matrix. The tagged cDNA construct is introduced into a host cell, where it
is transcribed and the mRNA is translated. Other cellular proteins bind to the protein
encoded by cDNA X (protein X). The cluster consisting of protein X and its interact-
ing proteins (colored shapes) is separated from other cellular proteins by the binding
of tag 1 to an affinity matrix which is usually fixed to a column that retains the cluster
while allowing noninteracting proteins to flow through. The cluster is then eluted
from the affinity matrix by cleaving off tag 1 with a protease, and a second purifica-
tion step is carried out with tag 2 and its affinity matrix. The proteins of the cluster
are separated by one-dimensional PAGE. Single bands are excised from the gel and
identified by MS. doi:10.1128/9781555818890.ch1.f1.39
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Figure 1.40 Metabolite profiles of be-
nign prostate, localized prostate cancer,
and metastatic tumor tissues. The rela-
tive levels of a subset of 50 metabolites
are shown in each row. Levels of a me-
tabolite in each tissue (columns) were
compared to the median metabolite
level (black); shades of yellow represent
increases, and shades of blue indicate
decreases. Metastatic samples were
taken from soft (A), rib or diaphragm
(B), or liver (C) tissues. Modified with
permission from Macmillan Publishers
Ltd. from Sreekumar et al., Nature 457:
910-914, 2009.

do0i:10.1128/9781555818890.ch1.f1.40.

metabolites in benign prostate tissue, localized prostate tumors, and met-
astatic tumors from liver, rib, diaphragm, and soft tissues using MS com-
bined with liquid and gas chromatography (different metastatic tumor
tissues were analyzed to minimize identification of tissue-specific metabo-
lites). Sixty metabolites were found in localized prostate and/or metastatic
tumors but not in benign prostate tissue, and six of these were significantly
higher in the metastatic tumors. The metabolite profile indicated that
progression of prostate cancer to metastatic disease was associated with
an increase in amino acid metabolism. In particular, levels of sarcosine, a
derivative of the amino acid glycine, were much higher in the metastatic
tumors than in localized prostate cancer tissue and were not detectable in
noncancerous tissue (Fig. 1.40). Moreover, sarcosine levels were higher
in the urine of men with prostate tissue biopsies that tested positive for
cancer than in that of biopsy-negative controls, and higher in prostate can-
cer cell lines than in benign cell lines. Benign prostate epithelial cells be-
came motile and more invasive upon exposure to sarcosine than did those
treated with alanine as a control. From this analysis, sarcosine appears to
play a key role in cancer cell invasion and shows promise as a biomarker
for progression of prostate cancer and as a target for prevention.
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summary

Medical biotechnology is the application of molecular tech-
nologies to diagnose and treat human diseases. At the core of
these technologies are strategies to identify and isolate specific
genes and to propagate them in host organisms. The tools
for these processes were developed from an understanding
of the biochemistry, genetics, and molecular biology of cells,
especially prokaryotic cells, and viruses. Molecular cloning is
the process of inserting a gene or other DNA sequence from
one organism into a vector and introducing it into a host
cell. The discovery of restriction endonucleases was essential
for this process, as it enabled predictable and reproducible
cleavage of both target (insert) and vector DNAs in prepa-
ration for joining the two molecules. A restriction endonu-
clease is a protein that binds to DNA at a specific nucleotide
sequence and cleaves a phosphodiester bond in each of the
DNA strands within the recognition sequence. Digestion of
target and vector DNA with the same restriction endonu-
clease generates compatible single-stranded extensions that
can be joined by complementary base-pairing and the activ-
ity of the enzyme DNA ligase that catalyzes the formation
of phosphodiester bonds. Another cloning method known
as recombinational cloning does not utilize restriction endo-
nucleases or DNA ligase for insertion of target DNA into a
vector but, rather, exploits a system used by some viruses to
integrate into the host genome via recombination at specific
attachment sequences.

Cloned DNA is introduced into host bacterial cells that are
competent to take up exogenous DNA, a process known as
transformation. Vectors that carry the target DNA into the
host cell are often derived from natural bacterial plasmids
that have been genetically engineered with several endonu-
clease recognition sequences (multiple-cloning sites) to fa-
cilitate cloning. A vector can be propagated in a host cell if
it possesses a DNA sequence (origin of replication) that en-
ables it to replicate in the host. Transformation is generally
inefficient; however, transformed cells may be distinguished
from nontransformed cells by testing for the activity of genes
that are present on the vector, including genes for resistance
to antibiotics or synthesis of colored products.

To clone and express genes that encode eukaryotic proteins
in a bacterial host, the introns must first be removed. Puri-
fied mRNA is used as a template for the synthesis of cDNA
by the enzyme reverse transcriptase. Oligonucleotide primers
can be designed to target a specific mRNA for cDNA synthe-
sis or to anneal to the poly(A) tails present on most eukary-
otic mRNAs to generate a cDNA library that contains all of
the protein coding sequences from the genome of a source
eukaryote. Construction of a genomic DNA library from a
prokaryote is more straightforward and entails cleaving the
DNA to obtain overlapping fragments for cloning. Libraries
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are screened by a variety of methods to identify clones with a
particular sequence or that produce a target protein.

Amplification and sequencing of DNA are also fundamental
tools of medical biotechnology. PCR is a powerful method
for generating millions of copies of a specific sequence of
DNA from very small amounts of starting material. Amplifi-
cation is achieved in 30 or more successive cycles of template
DNA denaturation, annealing of the two oligonucleotide
primers to complementary sequences flanking a target gene
in the single-stranded DNA, and DNA synthesis extending
from the primer by a thermostable DNA polymerase. Among
innumerable applications, PCR can be used to detect a spe-
cific nucleotide sequence in a complex biological sample or
to obtain large amounts of a particular DNA sequence either
for cloning or for sequencing.

The nucleotide sequence of a gene can reveal useful informa-
tion about the function, regulation, and evolution of the gene.
All of the sequencing technologies currently used involve (i)
enzymatic addition of nucleotides to a primer based on com-
plementarity to a template DNA fragment and (ii) detection
and identification of the nucleotide(s) added. The techniques
differ in the method by which the nucleotides are extended,
employing either DNA polymerase to catalyze the addition of
single nucleotides (sequencing by synthesis) or ligase to add
a short, complementary oligonucleotide (sequencing by liga-
tion), and in the method by which the addition is detected.
The dideoxynucleotide method developed by Sanger and
his colleagues has been used for several decades to sequence
genes and whole genomes. This method relies on the incor-
poration of a synthetic dideoxynucleotide that lacks a 3’ hy-
droxyl group into a growing DNA strand, which terminates
DNA synthesis. Conditions are optimized so that the dideox-
ynucleotides are incorporated randomly, producing DNA
fragments of different lengths that terminate with one of the
four dideoxynucleotides, each tagged with a different fluores-
cent dye. The fragments are separated according to their size
by electrophoresis, and the sequence of fluorescent signals is
determined and converted into a nucleotide sequence. Pyrose-
quencing entails correlating the release of pyrophosphate,
which is recorded as the emission of light, with the incorpo-
ration of a particular nucleotide into a growing DNA strand.
Sequencing using reversible chain terminators also reveals the
sequence of a DNA fragment by detecting single-nucleotide
extensions; however, in contrast to pyrosequencing, the four
nucleotides are added to the reaction together in each cycle,
and after the unincorporated nucleotides are washed away,
the nucleotide incorporated by DNA polymerase is distin-
guished by its fluorescent signal. The fluorescent dye and a
blocking group that prevents addition of more than one nu-
cleotide during each cycle are chemically cleaved, and the

(continued)
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summary (continued)

cycle is repeated. In another method, short sequences can be
determined by ligating fluorescently tagged oligonucleotides
that have a known nucleotide sequence in the query position
to a primer in a DNA template-dependent fashion.

The dideoxynucleotide procedure in combination with shot-
gun cloning was used to sequence many whole genomes, in-
cluding the first human genome sequence. In this approach,
random, overlapping genomic DNA fragments are cloned
into a vector and introduced in a bacterial host, and after iso-
lation of the plasmids, the cloned DNAs serve as sequencing
templates. However, pyrosequencing and sequencing using
reversible chain terminators or ligated oligonucleotides form
the basis of the high-throughput next-generation sequenc-
ing strategies. These sequencing technologies, together with
cell-free methods to generate a library of genomic DNA se-
quencing templates in a dense array on a solid surface, have

review questions

1. Describe a strategy using restriction endonucleases to
clone a bacterial gene into a vector for propagation in E. coli.
Assume that the target sequence is known. Describe the se-
lection for E. coli cells that carry the cloned gene. Consider
methods to minimize unwanted products.

2. Describe the features that make pUC19 a useful cloning
vector.

3. Outline a strategy to clone a eukaryotic gene into a vector
for expression in E. coli. Briefly describe the activity of the
enzymes used in the process.

4. Describe how a library of open reading frames that rep-
resents a proteome is constructed by recombinational cloning.

5. A genomic DNA library of the bacterium Pseudomonas
putida was constructed by partially digesting the genomic
DNA with Sau3AI and inserting the fragments into pUC19
digested with BamHI. Why were two different restriction en-
zymes used in this experiment? How is the partial digestion
performed, and what is the result? Why was a partial diges-
tion used to construct the library?

6. Outline the steps in a PCR cycle. What component of a
PCR determines the specificity of the amplified product?

7. Describe how PCR is used to clone a specific gene.

substantially reduced the time and cost to sequence whole
genomes. Hundreds of millions of short nucleotide reads
can now be acquired simultaneously (massive paralleliza-
tion) and assembled into contigs. Using these approaches, the
genome sequences of thousands of organisms from all do-
mains of life have been completed or are in progress. The
next steps are to annotate the sequence features and to de-
termine the functions of the genes encoded in the genomes
by investigating patterns of transcription (transcriptomics),
protein synthesis (proteomics), and small-molecule produc-
tion (metabolomics) using a variety of techniques such as
DNA and protein microarray analysis, RNA sequencing, 2D
PAGE, mass spectrometry, and NMR. Comparison of ge-
nome sequences can reveal the genetic basis of a disease, the
mechanism of pathogenicity of a microbe, or the evolution-
ary relationships among organisms, while transcript, protein,
and metabolite profiles can identify biomarkers for diagnosis
and treatment of disease.

8. What is a dideoxynucleotide? How is it used to determine
the sequence of a DNA molecule?

9. Outline the basic features of pyrosequencing.

10. How are incorporated nucleotides recognized after each
cycle of sequencing using reversible chain terminators? How
does this differ from pyrosequencing?

11. Why are several different primers used in sequencing by
ligation?

12. Why are adaptors often ligated to DNA fragments prior
to sequencing?

13. How does preparation of sequencing templates dif-
fer between the shotgun cloning and the high-throughput
next-generation approaches to whole-genome sequencing?

14. Describe emulsion PCR.

15. What are some of the benefits of whole-genome sequenc-
ing to human medicine?

16. Outline a DNA microarray experiment. List some appli-
cations for this technology.

17. What are some of the advantages of using RNA sequenc-
ing rather than DNA microarrays to profile gene expression?

18. How are gene expression levels quantified using
high-throughput RNA sequencing?



review questions (continued)

19. Explain why random hexamers used for RNA sequenc-
ing result in overrepresentation of sequences from the 5’ end

of a gene.

20. How can 2D PAGE be used to identify proteins that are
differentially expressed in two samples?

interactions.

21. Describe some applications for protein microarrays.

22. What biological information may be provided by a pro-
tein microarray assay that is not provided by using a DNA

microarray?
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The Immune Response
Overview of Infection and Immunity

A brief overview of some immunological terms, the important properties
and principles of all immune responses, and the essential components
(tissues, cells, and molecules) of an immune response is presented in this
chapter. The objective is to provide the reader with a basic understand-
ing of fundamental immunology concepts that may be applied for the
development of novel biomedical techniques in the immunotherapy of
infection and disease. Emphasis is placed on addressing the following
questions:

e What are the important characteristics, functions, and mechanisms
of immune responses?

e Which immune responses protect individuals from infections?

e How do the components of the immune system (tissues, cells, and
molecules) recognize microbial pathogens and help to eliminate
them?

Immunology is the study of the immune system and its responses to a
host of invading pathogens and other harmful agents (e.g., insect toxins).
The immune system is comprised of several types of cells, tissues, and
molecules that mediate resistance to infection and accompanying infec-
tious disease, and the interaction of these cells, tissues, and molecules to
infectious microbes elicits an immune response. Thus, the raison d’étre of
the immune system is to initially prevent infection and then to arrest and
eliminate established infection.

The immune system is essential to maintain the health of an individ-
ual, as demonstrated by the increased susceptibility of individuals with
deficient immune responses to acute, invariably life-threatening infections
(Table 2.1). In contrast, the stimulation of immune responses against

doi:10.1128/9781555818890.ch2 71
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WHO
World Health Organization

AIDS

acquired immunodeficiency syndrome

Table 2.1 Role of the immune system in health and disease

Defensive role Consequence

Infection Reduced immunity increases susceptibility to
infection (e.g., HIV).
Vaccination increases immunity and protects
against infections.

Immune responses to tissue transplants and ~ Barriers to transplantation and gene therapy
novel proteins

Tumors Possible immunotherapy for cancer

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the
Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

The defensive role of the immune system and the consequences in various immune responses are pre-
sented. Note that immune responses not only protect against disease but also elicit or exacerbate disease.

microbes by vaccination is the most effective method of protection of in-
dividuals against infection (Table 2.2). Notably, by 1977, smallpox, long
considered to be the most deadly and persistent human pathogenic dis-
ease, was eradicated by the World Health Organization (WHO). This was
accomplished through a massive, worldwide outbreak search and vac-
cination program. The underlying benefit of such immunizations is that
the vaccine triggers an immune response more rapidly than the natural
infection itself. The emergence of acquired immunodeficiency syndrome
(AIDS) since the 1980s has further emphasized the importance of the im-
mune system for defending individuals against infection.

Importantly, the impact of immunology extends beyond infectious dis-
ease. For example, the immune response is the major barrier to successful
organ transplantation, which is being used more frequently as a therapy

Table 2.2 Benefits of vaccination for some infectious diseases

Highest no. of No. of cases Decrease
Disease cases (yr) in 2004 (%)
0

Diphtheria 206,939 (1921) 100.0
Haemophilus influenzae type b infection 20,000 (1984) 16 99.9
Hepatitis B 26,611 (1985) 6,632 75.1
Measles 894,134 (1941) 37 99.9
Mumps 152,209 (1968) 236 99.9
Pertussis 265,269 (1934) 18,957 96.8
Polio (paralytic) 21,269 (1952) 0 100.0
Rubella 57,686 (1969) 12 99.9
Tetanus 1,560 (1923) 26 98.3
TB 17,500 (1993) 14,511 96.7

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the
Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

The incidence of certain infectious diseases is dramatically reduced in the general population after prior
vaccination. A vaccine was recently developed for hepatitis B, and as a result, the incidence of hepatitis B is
continuing to decrease worldwide. In 2011, about 9,350 new tuberculosis (TB) cases were reported in the
United States, an incidence of 3.4 cases per 100,000 population, which is lower than the rate in 2010. This
is the lowest rate recorded since reporting began in 1953. The percent decline is greater than the average
3.8% decline per year observed from 2000 to 2008 but is not as large as the record decline of 11.4% from
2008 to 2009. According to these rates, if current efforts are not improved or expanded, TB elimination in
the United States is unlikely before 2100 (Centers for Disease Control and Prevention, 2012).
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for organ failure. Attempts to treat cancers by stimulating immune re-
sponses against cancer cells are being tried for many human malignan-
cies. Furthermore, abnormal immune responses are the causes of many
inflammatory diseases with serious morbidity and mortality. Antibodies,
protein products synthesized by B cells during an immune response, are
highly specific reagents for detecting a wide variety of molecules in the
circulation and in cells and tissues. Therefore, antibodies have emerged as
valuable reagents for the development of laboratory diagnostic technolo-
gies for both clinical research and clinical trials.

Antibodies designed to block or eliminate potentially harmful mol-
ecules and cells are in extensive use for the treatment of immunological
diseases, cancers, and other types of disorders. Accordingly, the field of
immunology impacts highly on the interests of clinicians, scientists, and
the lay public.

Functions of the Imnmune System

Four important functions are performed by the immune system (Ta-
ble 2.3). First, immunological recognition is conducted by leukocytes
(e.g., neutrophils, macrophages, and natural killer cells) of the innate im-
mune system that provide an early rapid response and by the lymphocytes
(T cells and B cells) of the later, more antigen-specific and more efficient
adaptive immune system. Second, to contain and eliminate the infection,
immune effector functions that involve the complement system of blood
proteins, enzymes, and antibodies together with certain T cells and B
cells are required. Third, while combating foreign pathogens, the immune
system must learn not to elicit damage to self-tissues and other compo-
nents of the body. It accomplishes this by immune regulation, a process in
which regulatory lymphocytes control various immune responses against
self-components. A failure in immune regulation could potentially result
in allergy and autoimmune disease. Fourth, the immune system must
be equipped to protect an individual against recurring disease upon ex-
posure to the same or a closely related pathogen. This task is uniquely
mediated by the adaptive immune system during a response known as
immunological memory. After exposure to an infectious pathogen, a per-
son will make a rapid and more vigorous response to the pathogen upon

Table 2.3 Functions of the immune system

Immune recognition Leukocytes (neutrophils, macrophages, and natural killer
cells) and lymphocytes (T cells and B cells)

Contain and eliminate infection  Effector cells (T cells and B cells) and molecules (comple-
ment proteins, enzymes, and antibodies)

Immune regulation Regulatory lymphocytes
Immunological memory Memory lymphocytes

The four main functions and cell types involved of the immune system are shown. The primary challenge
of immunologists continues to be the development of novel immunotherapies that will optimally stimulate
the relevant functions of the immune system in order to eliminate and/or prevent infection.

73



74

CHAPTER 2

Innate immunity

Epithelial barriers

Macrophage

€o

0

NS
-,
8

Dendritic cell

Adaptive immunity

Antibodies

B cells

0 —>
o
O
S o
00°°
Complement Natural killer cells Tl Effector T cells
T T T I T T T
0 6 12 1 3 S
Hours Days

Time after infection ——»

Figure 2.1 Mechanisms of innate and adaptive immunity. The initial defense against
infections is mediated by mechanisms of innate immunity that either protect from
infection (mucosal epithelial barriers) or eliminate microbes (macrophages, natu-
ral killer [NK] cells, and complement system). Adaptive immune responses develop
later and are mediated by lymphocytes and their products. While antibodies block
infections and eliminate microbes, T cells eradicate intracellular microbes. The ki-
netics of innate (early after infection) and adaptive (late after infection) immune
responses are different and may vary with the type of infection incurred. Adapted
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010).
doi:10.1128/9781555818890.ch2.f2.1

subsequent encounter with this pathogen and will acquire protective im-
munity against it. Thus, a very significant challenge facing immunologists
today is the identification of relevant cellular pathways and molecules
that generate long-lasting immunity (i.e., memory) to pathogens, with the
aim of identifying novel immunotherapies using cells and/or antibodies
that eradicate such pathogens.

Two major types of immunity are carried out by cells of the immune
system in response to inflammation and infection (Fig. 2.1). First, innate
immunity provides a mechanism of host defense that mediates the ini-
tial protection against microbial infections. Second, adaptive immunity,
which develops more slowly and confers specificity against a foreign anti-
gen, mediates the later and more vigorous defense against infections.
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Innate Immunity

Invertebrates and vertebrates have developed systems to defend them-
selves against microbial infections. As these defense mechanisms are al-
ways poised to recognize and eliminate microbes, these mechanisms are
believed to initiate innate immunity. Several important features of innate
immunity are summarized below.

e It elicits responses specifically targeted to microbial pathogens but
not nonmicrobial antigens.

e It can be triggered by host cells that are infected and damaged by
microbes.

e [t is a mechanism of an early defense that can control and eradicate
infections before the emergence of adaptive immunity.

e It instructs the adaptive immune system to respond to and combat
different microbes.

e [t mediates bidirectional cross talk between innate and adaptive
immunity.

Thus, increasing emphasis continues to be placed on elucidating the mech-
anisms of innate immunity and learning how to translate these mecha-
nisms into preventing or eradicating infections in humans.

With this overall objective in mind, three important questions must

be addressed.

1. How are microbes recognized by the innate immune system?

2. Which components of innate immunity differentially mediate re-
sponses to various microbes?

3. How are adaptive immune responses stimulated by innate immune
responses?

Recognition of Microbes by the Innate Immune System

The components of innate immunity recognize structures that are shared
by various classes of microbes and are not present on host cells (Fig. 2.2).
Each component of innate immunity may recognize many bacteria, vi-
ruses, or fungi. For instance, phagocytes express receptors for bacterial
lipopolysaccharide, also called endotoxin, which is present in the cell wall
of many bacterial species but is not produced by mammalian cells. Other
receptors of phagocytes recognize terminal mannose residues, which are
typical of bacterial but not mammalian glycoproteins. Phagocytes rec-
ognize and respond to double-stranded RNA, which is found in many
viruses but not in mammalian cells, and to unmethylated CpG oligonucle-
otides that are short C- and G-rich stretches of DNA common in micro-
bial DNA but scarce in mammalian DNA. The microbial target molecules
of innate immunity are called pathogen-associated molecular patterns
(PAMPs), since they have many structural features that are expressed by
the same types of microbes. The receptors present on cells that mediate
innate immunity and recognize these shared structures are called pattern
recognition receptors. Some components of innate immunity can bind to

PAMP

pathogen-associated molecular pattern
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Figure 2.2 Specificity of innate and adaptive immunity. Examples of the specificity
and receptors of innate and adaptive immunity are shown. Ig, immunoglobulin (anti-
body). Adapted with permission from Abbas and Lichtman, Basic Immunology: Func-
tions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia,
PA, 2010). doi:10.1128/9781555818890.ch2.f2.2

host cells but are prevented from being activated by these cells. The differ-
ent types of PAMPs are shown in Fig. 2.3.

Interactions between PAMPs and pattern recognition receptors have
evolved to be recognized by components of innate immunity and thereby
control the survival and infectivity of these microbes. Thus, innate immu-
nity comprises a highly effective defense mechanism because a microbe
cannot evade innate immunity simply by mutating or not expressing the
targets of innate immune recognition. Microbes that do not express func-
tional forms of these structures are unable to infect and colonize the host.
In contrast, microbes frequently evade adaptive immunity by mutating
the antigens that are recognized by lymphocytes, because these antigens
are usually not required for the survival of the microbes.

Stressed or necrotic cells release molecules that are recognized by the
innate immune system, and these cells are eliminated by the subsequent in-
nate immune response. Such molecules are classified as damage-associated
molecular patterns (DAMPs). The receptors of the innate immune system
are encoded in the germ line and are not produced by somatic recombi-
nation of genes. Somatic recombination is a mechanism used to generate
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Microbial nucleic acids
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protein kinases
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:

Activate transcription factors
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:

Gene transcription ——®  Expression of: Inflammatory cytokines (TNF, IL-1, IL-12)
Chemokines (IL-8, MCP-1, RANTES)
Endothelial adhesion molecules (E-selectin)
Costimulatory molecules (CD80, CD86)
Antiviral cytokines (IFN-o/p)

Figure 2.3 Ligands and activation pathways of TLRs. Different microbial antigens
engage and stimulate different TLRs. These various TLRs activate similar signaling
mechanisms, which elicit innate immune responses. IFN, interferon; IRF-3, interferon
response factor 3; LPS, lipopolysaccharide; NF-«kB, nuclear factor kB; TNF, tumor
necrosis factor. MCP-1 (monocyte chemoattractant protein 1) and RANTES are two
chemokines. Adapted with permission from Abbas and Lichtman, Basic Immunology:
Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadel-
phia, PA, 2010). d0i:10.1128/9781555818890.ch2.£2.3

diversity in antibody production by the rearrangement of DNA segments
in B cells during their differentiation, a process that involves the cutting
and splicing of immunoglobulin genes (Fig. 2.4; Milestone 2.1). The germ
line-encoded pattern recognition receptors for DAMPs have evolved as a
protective mechanism against potentially harmful microbes. In contrast,
the antigen receptors of lymphocytes, i.e., antibodies on B cells and T-cell
antigen receptors on T cells, are produced by random recombination of re-
ceptor genes during the maturation of these cells. Gene recombination can
generate many more structurally different receptors than can be expressed
by inherited germ line genes, but these different germ line-encoded recep-
tors cannot harbor a predetermined specificity for microbes. Therefore,
the specificity of adaptive immunity is much more diverse than that of
innate immunity, and the adaptive immune system is capable of recogniz-
ing many more chemically distinct structures (Fig. 2.1). Whereas the total
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Figure 2.4 Recombination and expression of immunoglobulin (Ig) genes. The expres-
sion of an Ig H chain involves two gene recombination events (D-] joining, followed
by joining of a V region to the DJ complex, with deletion and loss of intervening gene
segments). The recombined gene is transcribed, and the VD] segment is spliced onto
the first H chain RNA (which is ), giving rise to the p mRNA. The mRNA is trans-
lated to produce the w H-chain protein. The recombination of other antigen receptor
genes, that is, the Ig L chain and the TCR « and B chains, follows essentially the same
sequence, except that in loci lacking D segments (Ig L chains and TCR «), a V gene
recombines directly with a J gene segment. Adapted with permission from Abbas and
Lichtman, Basic Immunology: Functions and Disorders of the Immune System, 3rd
ed. (Saunders Elsevier, Philadelphia, PA,2010). doi:10.1128/9781555818890.ch2.f2.4
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Evidence for Somatic Rearrangement of Immunoglobulin
Genes Coding for Variable and Constant Regions

N. Hozumi AND S. TONEGAWA

Proc. Natl. Acad. Sci. USA 73:3628-3632,1976

ow are antigen receptors with
an infinite range of specificities
encoded by a finite number of

genes? This question was answered in
1976, when Nobumichi Hozumi and
Susumu Tonegawa discovered that the
genes for immunoglobulin V regions
are inherited as sets of gene segments,
each encoding a part of the variable
region of one of the immunoglobu-

lin polypeptide chains. During B-cell
development in the bone marrow, these
gene segments are irreversibly joined
by DNA recombination to form a
stretch of DNA encoding a complete V
region. Since there are many different
gene segments in each set, and differ-
ent gene segments are joined together

in different cells, each cell generates
unique genes for the V regions of the
H and L chains of the immunoglobulin
molecule. If these recombination events
successfully generate a functional
receptor, no additional rearrangement
can occur. In this way, each lymphocyte
expresses only one immunoglobulin
receptor specificity.

Three important consequences
emerged from this elegant study. First,
it enables a limited number of gene
segments to generate a large number
of different proteins. Second, as each
cell assembles a different set of gene
segments, each cell is endowed with the
ability to express a receptor specificity
that is unique. Third, because each

population of lymphocytes is estimated to recognize >10° different anti-
gens, all the receptors of innate immunity are thought to recognize <10’
microbial PAMPs. Moreover, while the receptors of adaptive immunity
(T-cell and B-cell antigen receptors; see below) are clonally distributed,
the pattern recognition receptors on cells of innate immunity are non-
clonally distributed. Indeed, identical receptors are expressed on all innate
immune cells of a given type, e.g., macrophages. Accordingly, many innate
immune cells may respond to the same microbe, which may explain why
the expression of relatively few (<10°) nonclonal receptors is sufficient to
engage a microbe during an innate immune response.

The innate immune system is not permitted to react against self, as it
is specific for microbial antigens and mammalian cells express regulatory
molecules that prevent innate immune reactions (Fig. 2.2). In the adap-
tive immune system, lymphocytes evolved to be functionally specific for
foreign antigens, while they die after encountering self-antigens. Equiv-
alent responses by innate immune cells are obtained upon primary and
subsequent encounters with microbial antigens, whereas the adaptive im-
mune system responds more efficiently to each successive encounter with
a microbe during repeated or persistent infections. Thus, immunological
memory is a key property of the adaptive, but not innate, immune system.

Inflammation and antiviral defense are the dominant responses gov-
erned by the innate immune system. Inflammation depends on the re-
cruitment and activation of leukocytes. Defense against intracellular
viruses is mediated primarily by natural killer cells and selected cytokines
(interferons).

milestone
2.1

gene rearrangement involves an irre-
versible change in a cell’s DNA, all the
progeny of that cell will inherit genes
encoding the same receptor specificity.
A similar scheme was subsequently
shown to be operative for TCRs on T
cells.

Thus, Susumu Tonegawa and his
coworkers elucidated the mechanism of
antibody gene randomization predicted
by Burnet in 1957. He showed the
somatic rearrangement of genes coding
for antibodies and their stabilization in
mature B cells. For this work, Susumu
Tonegawa received the Nobel Prize in
Physiology or Medicine in 1987.
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Upon the first encounter with an infectious agent, the initial defenses
of an individual are physical (skin and mucosal epithelia) and chemical
(natural antibiotics in our body) barriers that prevent microbes from
entering the body. Only after these barriers are overcome does the im-
mune system become activated. The first cells that respond are macro-
phages, which form part of the innate immune system (Fig. 2.1). These
cells, termed phagocytes, are phagocytic in their action and can ingest
and kill microbes by producing an array of toxic chemicals and degra-
dative enzymes. This antimicrobial attack is mounted by macrophages
in collaboration with natural killer cells and plasma proteins, including
complement proteins. The various components of innate immunity may
differ according to the different classes of microbes under attack. A form
of innate immunity is found in all plants and animals.

Cell Receptors for Microbes

Receptors found on cells in the innate immune system that react against
microbes are expressed on phagocytes, denderitic cells, lymphocytes, and
epithelial and endothelial cells, which all participate in defense against
many microbes (Fig. 2.5). These receptors are expressed in different cel-
lular compartments where microbes may be located. Some are present on
the cell surface; others are present in the endoplasmic reticulum and are
rapidly recruited to vesicles (endosomes) into which microbial products
are engulfed and enzymatically digested, a process known as phagocyto-
sis. This process provides an important defense against infection. Other

Figure 2.5 Cellular localization of innate immune receptors. Different TLRs may be
expressed either at the cell surface or in endosomes. Other receptors, such as those for
viral RNA or bacterial peptides, are found in the cytoplasm. LPS, lipopolysaccharide.
Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions
and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA,
2010). doi:10.1128/9781555818890.ch2.f2.5
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receptors are present in the cytoplasm, where they function as sensors of
cytoplasmic microbes. Several classes of these receptors are specific for
different types of microbial products or so-called molecular patterns.

Toll-like receptors (TLRs) are homologous to a Drosophila protein
called Toll, which mediates protection of fruit flies against infections.
TLRs are specific for different components of microbes, and they func-
tion as pattern recognition receptors for PAMPs (Fig. 2.3). TLR-1, -2,
and -6 facilitate responses to several bacterial peptidoglycans and li-
poproteins; TLR-3, -7, and -8 facilitate responses to viral nucleic acids
(such as double-stranded RNA); TLR-4 facilitates responses to bacterial
lipopolysaccharide (endotoxin); TLR-$ facilitates responses to flagellin (a
component of bacterial flagella); and TLR-9 facilitates responses to un-
methylated CpG oligonucleotides, which are more abundant in bacteria
than in mammalian cells. Some of these TLRs are associated with the cell
surface and recognize products of extracellular microbes. Other TLRs are
in endosomes, into which microbes are ingested. Signals generated by en-
gagement of TLRs activate transcription factors that stimulate expression
of genes encoding cytokines, enzymes, and other proteins involved in the
antimicrobial functions of activated phagocytes and dendritic cells. Two
rather important transcription factors activated by TLR signals are nu-
clear factor kB, which promotes the expression of various cytokines and
endothelial adhesion molecules, and interferon response factor 3, which
stimulates the production of type I interferons, cytokines that block viral
replication during an antiviral response. Cytokines are a family of proteins
that are synthesized and secreted by phagocytic cells and dendritic cells
and that function as cell signaling molecules of the immune system to acti-
vate and promote intercellular communication (thus the term interleukin)
between various subsets of T cells and B cells. Several cytoplasmic recep-
tors recognize viral nucleic acids or bacterial peptides (Fig. 2.5). Other cy-
toplasmic receptors that participate in innate immune reactions recognize
microbes and components of dead cells, including uric acid and DNA.
Some of these receptors associate with an inflammasome, a multiprotein
complex which transmits signals that activate an enzyme that cleaves a
precursor of the cytokine interleukin-1 (IL-1) to generate its biologically
active form. IL-1 is a powerful inducer of the inflammatory reaction to
microbes and damaged tissues. Mutations that modify components of the
inflammasome may cause a group of rare human diseases known as auto-
inflammatory syndromes. In these diseases, the clinical manifestations are
the result of excessive IL-1 production, and IL-1 antagonists are highly
effective therapies.

Adaptive Inmunity

Although innate immunity effectively protects against infections, many
microbes that are pathogenic and result in disease in humans have
evolved to resist innate immunity. Since an adaptive immune response
promotes defense against these pathogens, it is reasonable to think that a
defect(s) in this type of response may enhance susceptibility to infections.
While innate immune responses provide early defense against infections,

TLRs

Toll-like receptors

IL-1

interleukin-1
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they also enhance adaptive immune responses against infectious agents.
Thus, the adaptive immune response represents a second line of defense
in vertebrates.

Microbes or their antigens can pass through epithelial barriers, be
transported to lymphoid tissues, and then be recognized by lymphocytes
resident in these tissues. These events can trigger adaptive immune re-
sponses that are specialized to combat different types of infections. For
instance, antibodies modulate the activity of microbes in extracellular
fluids, and activated T cells eliminate microbes located intracellularly.
Adaptive immune responses often use components of the innate immune
system to eliminate microbes, and conversely, adaptive immunity can pro-
vide components that augment antimicrobial innate immune responses.
Thus, antibodies can bind to microbes, and the avidity, or overall strength
of binding, between the antibody-coated microbes and phagocytes is suf-
ficiently high to activate the phagocytes to destroy the microbes. This
avidity of an antibody for an antigen is a function of affinity (strength
of interaction between a single antigen-binding site of an antibody and
its specific antigenic determinant or epitope) and valence (number of
antigen-binding sites available on an antibody for binding epitopes on an
antigen).

The two types of adaptive immunity, humoral immunity and cell-
mediated immunity, are mediated by different cells and molecules and pro-
vide defense against extracellular microbes and intracellular microbes, re-
spectively (Table 2.4). Humoral immunity is mediated by antibodies, which
are a family of blood-derived glycoproteins known as immunoglobulins
that are synthesized by B cells in response to a specific antigen. Antibodies
are secreted into the circulation and mucosal fluids, and they neutralize
and eliminate host cell extracellular microbes and microbial toxins in the
blood and the lumens of mucosal organs, such as the gastrointestinal and
respiratory tracts. An important prophylactic function of antibodies is to
block extracellular microbes present at mucosal surfaces and in the blood
from localizing to and colonizing host cells and connective tissues, thereby
preventing infections from being established. However, the relatively large
molecular size (molecular mass = 150,000 kilodaltons [kDa]) of antibod-
ies generally prohibits them from being transported across cell plasma
membranes to gain access to intracellular microbes in infected host cells.
Thus, once a cell is infected with a microbe, antibodies cannot be used to
inactivate such microbes localized in infected cells of the host.

Table 2.4 Humoral and cell-mediated adaptive immunity

Humoral immunity Cell-mediated immunity

Microbe Extracellular Phagocytosed by macrophages Intracellular (e.g., viruses)

Lymphocyte responses B cells Th cells CTLs

Effector function Secreted antibodies block infection  Activated macrophages kill intracellular ~ CTLs kill microbe infected cells and
and destroy extracellular microbes  microbes eliminate infection

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia,

PA, 2011).

Extracellular microbes are inactivated by antibodies, while intracellular microbes are phagocytosed (engulfed) and destroyed by macrophages. B cells are effector
cells in humoral immunity and secrete antibodies that destroy extracellular microbes. Th cells and CTLs are effector cells in cell-mediated immunity and indirectly
activate macrophages to kill intracellular microbes or directly kill microbe infected cells and eliminate infection, respectively.
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In this instance, defense against such intracellular microbes requires
immunity that is mediated by T cells. Some T cells activate phagocytes to
destroy microbes that have been ingested by the phagocytes into intracel-
lular vesicles. Other T cells kill any type of host cells that harbor infec-
tious microbes in the cytoplasm. Thus, the message is that the antibodies
produced by B cells recognize extracellular microbial antigens, whereas T
cells recognize antigens produced by intracellular microbes. Subsets of T
cells and B cells can recognize protein, carbohydrate, and lipid antigens.
It is this elegant division of labor and synergy between antibodies, B cells,
macrophages, and T cells that constitutes a full-blown adaptive immune
response.

Immunity may be induced in an individual by infection or vaccination
(active immunity) or conferred on an individual by passive transfer of an-
tibodies or lymphocytes from an actively immunized individual (passive
immunity). Individuals exposed to the antigens of a microbe mount an
active response to eradicate infection and develop resistance to subse-
quent infection by that microbe. These people are actively immune to that
microbe, in contrast to those healthy individuals who were not previously
exposed to those microbial antigens. As it is desirable to actively immu-
nize a subpopulation of individuals to infectious microbial (e.g., bacterial)
antigens such as diphtheria, pneumonia, and tetanus antigens, it is impor-
tant to identify the mechanisms of active immunity and apply them to
treat and maintain the health of individuals.

In passive immunity, a host individual may receive cells capable of
mounting an immune response (e.g., lymphocytes) or molecules (e.g.,
antibodies) from another genetically identical or related individual pre-
viously rendered immune to an infection. The recipient can combat the
infection for the duration that the donor’s transferred antibodies or cells
remain functionally active. Accordingly, passive immunity may rapidly
transfer immunity to an individual even before that individual is able to
mount an active response, but it may not induce long-lived resistance to
the infection. An excellent example in nature of the passive transfer of im-
munity is evident in newborn infants, whose immune systems are not suf-
ficiently mature to respond to various pathogens but who are nonetheless
protected against infections by the acquisition of antibodies from their
mothers via the placenta and colostrum, the first lacteal secretion pro-
duced by the mammary gland of a mother prior to the production of milk.

Properties of Adaptive Inmune Responses
Clonal selection of lymphocytes (Milestone 2.2) is the single most impor-
tant principle in adaptive immunity. Its four main postulates are listed in
Table 2.5. The last postulate, the mechanism of generation of diversity
of lymphocyte antigen receptors, was solved by Susumu Tonegawa and
his colleagues in the 1970s when advances in molecular biology made it
possible to clone the genes encoding antibody molecules (Milestone 2.1).
Certain properties of adaptive immune responses are essential to re-
sist infection effectively, including specificity, diversity, memory, clonal ex-
pansion, specialization, contraction and homeostasis, and nonreactivity

to self (Table 2.6).
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A Modification of Jerne’s Theory of Antibody Production
Using the Concept of Clonal Selection

E M. BURNET
Aust. |. Sci. 20:67-69, 1957

turning point in immunology
Acame in the 1950s with the in-

troduction of a Darwinian view
of the cellular basis of specificity in the
immune response. The now universally
accepted clonal selection theory was
proposed and developed by Niels K.
Jerne and Sir Macfarlane Burnet (both
subsequently awarded the Nobel Prize)
and by David Talmage. The postulates
of this theory (Table 2.4) proposed a
mechanism whereby randomization
of the coding for an antibody in each
lymphocyte (clone) makes it unique
and provides enough diversity to create
the millions of different specificities
(clones) envisaged by Jerne. Further, this
theory explained how elimination of
self-reactive clones (“forbidden clones”)
accounts for self-tolerance. Later
exposure to complementary molecular
shapes leads to proliferation of specific
clones and the secretion of the receptor
as a soluble antibody. Once the patho-
gen is eliminated, the expanded clone
contributes to memory cells that ensure
that immunity occurs on reinfection.

The clonal selection theory had a

truly revolutionary effect on the field

of immunology. Although the original
paper cited here was written in only 3
days and was published in an ob-
scure scientific journal, it dramatically
changed our approach to studying the
immune system and affected all research
carried out during the last half of the
20th century. Indeed, this work was
very informative about the possible
molecular mechanisms of activation and
regulation of cellular immune responses.
Remarkably, the main principles of
the clonal selection theory still hold
today. Sir Macfarlane Burnet and Peter
Medawar collaborated on understand-
ing immunological tolerance, a phe-
nomenon explained by clonal selection.
This is the organism’s ability to tolerate
the transplantation of cells without an
immune response as long as this occurs
early in the organism’s development.
Only those cells that are tolerant to
one’s own (self) tissues survive the em-
bryonic stage (neonatal tolerance). For
this work, Sir Macfarlane Burnet and
Peter Medawar shared the Nobel Prize
in Physiology or Medicine in 1960.

The specificity of immune responses
is based on the ability of B and T cells

Specificity

milestone
2.2

to recognize foreign antigens, respond
to them, and, when required, eliminate
them. Clonal expansion of these cells is
highly efficient, but there is always the
rare chance that errors or mutations
will occur. Such errors can result in
the generation of B and T cells with
receptors that bind to self-antigens
and therefore display self-reactivity.
Under normal conditions, nonfunc-
tioning cells may survive or be aborted
with no deleterious consequences to
the individual. In contrast, the rare
self-reactive cells are clonally deleted
or suppressed by other regulatory

cells of the immune system. If such a
mechanism were absent, autoimmune
responses leading to autoimmune
diseases might occur routinely. It is
noteworthy that during the early stages
of development, lymphocytes with
receptors that bind to self-antigens are
produced, but fortunately, they are
eliminated or functionally inactivated.
This process gives rise to the initial
repertoire of mature lymphocytes

that are programmed to generate
antigen-specific responses.

The adaptive immune system is capable of distinguishing among millions
of different antigens or portions of antigens. Specificity for many different
antigens implies that the total collection of lymphocyte specificities, termed
the lymphocyte repertoire, is extremely diverse. The basis of this precise

Table 2.5 Four main postulates of clonal selection theory

m Postulate

1 Each lymphocyte bears a single type of receptor with a unique specificity.

2 Interaction between a foreign molecule and a lymphocyte receptor capable of binding
that molecule with high affinity leads to lymphocyte activation.

3 Differentiated effector cells derived from an activated lymphocyte express receptors of
identical specificity to that of the parental cell from which that lymphocyte was derived.

4 Lymphocytes bearing receptors specific for ubiquitous self-molecules are deleted at an
early stage in lymphoid cell development and are therefore absent from the repertoire of

mature lymphocytes.

The four main ideas of the clonal selection theory, as originally postulated, are listed.
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Table 2.6 Characteristics of adaptive immune responses

Characteristic Relevance

Specificity Different antigens stimulate specific responses

Diversity The immune system responds to a wide array of antigens

Memory Repeated exposure to the same antigens stimulates enhanced
responses

Clonal expansion Augments number of antigen-specific cells to regulate the

microbial load
Specialization Yields optimal responses against various types of microbes
Contraction and homeostasis  Triggers immune responses to newly encountered antigens
Nonreactivity to self Minimizes host injury during responses to foreign antigens

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the
Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

The different characteristics of adaptive immunity that elicit the destruction of microbes and protection
from infection are listed.

specificity and diversity is that lymphocytes express clonally distributed
receptors for antigens, meaning that the total population of lymphocytes
consists of many different clones (each of which is made up of one cell and
its progeny), and each clone expresses an antigen receptor that is different
from the receptors of all other clones. The clonal selection hypothesis for-
mulated by Sir Macfarlane Burnet in the 1950s (Milestone 2.2), correctly
predicted that clones of lymphocytes specific for different antigens arise
before encounter with these antigens, and each antigen elicits an immune
response by selecting and activating the lymphocytes of a specific clone
(Fig. 2.6). Adaptive immune responses depend on the specific recognition
of pathogens by lymphocytes that use their highly specialized surface an-
tigen receptors to bind and respond to individual antigens (soluble and
membrane-bound self and nonself components). For example, T cells ex-
press surface T-cell antigen receptors (TCRs), while B cells express B-cell anti-
gen receptors (BCRs) in the form of surface immunoglobulins. These surface
immunoglobulins as well as B-cell-secreted soluble immunoglobulins of the
same antigen specificity function as antibodies during infectious responses.
Both membrane-bound TCRs and BCRs present on the surface of >10’
lymphocytes in the body comprise a very large repertoire of antigen re-
ceptors, which enables the immune system to recognize and respond to a
vast array of antigen specificities borne by virtually any pathogen (bacterial,
viral, or other microbial) a person may be exposed to during a lifetime. By
the specific recognition and response to a particular antigen, the adaptive
immune response enables the body to inactivate and/or eliminate pathogens
that have escaped surveillance or removal by an innate immune response.

The diversity of lymphocytes means that very few cells, perhaps 1 in
100,000 lymphocytes, are specific for any one antigen. To defend against
microbes effectively, these few cells must proliferate to generate a large
number of cells capable of combating the microbes. The high effectiveness
of immune responses is attributable to three features of adaptive immu-
nity: (i) marked expansion of the pool of lymphocytes specific for any
antigen after exposure to that antigen, (ii) positive-feedback loops that
amplify immune responses, and (iii) selection mechanisms that preserve
the most desirable lymphocytes.

TCR

T-cell antigen receptor

BCR

B-cell antigen receptor
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Figure 2.6 Clonal selection. Mature lymphocytes express receptors for many anti-
gens and develop before these receptors encounter their specific antigens. Clones are
populations of cells that are derived from a single precursor cell, and thus cells in this
clone express identical receptors and specificities. Examples of B-cell clonal selection
are shown, but the same principles apply for T-cell clonal selection. Clonal selec-
tion also applies for both soluble and surface-associated microbial antigens. Adapted
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010).
doi:10.1128/9781555818890.ch2.f2.6
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Memory

Antibodies and lymphocytes activated against pathogens during an
adaptive immune response generally persist after the pathogenic infec-
tion subsides and then synergize to prevent reinfection. Previously acti-
vated antigen-specific T and B cells provide immunological memory to
a pathogen such that a more rapid and vigorous secondary response is
elicited upon reexposure to this pathogen even if it occurs several years
later (Fig. 2.7). The immune system mounts larger and more effective re-
sponses to repeated exposures to the same antigen. A primary immune
response clicited upon the first exposure to antigen is mediated by naive
lymphocytes, since these cells are not experienced immunologically and
have not previously responded to antigens (Fig. 2.7). Subsequent stimu-
lation by the same antigen leads to a secondary immune response, which
is usually more rapid, larger, and better able to eliminate the antigen than
a primary response. Secondary responses result from the activation of
memory lymphocytes, which are long-lived cells that are induced dur-
ing the primary immune response. Immunological memory conditions the
immune system to combat persistent and recurrent infections, because
each encounter with a microbe generates more memory cells and activates
previously generated memory cells. Memory also explains why vaccines
confer long-lasting protection against infections.

Expansion, Specialization, Homeostasis, and Nonself Reactivity

Following antigen-induced activation, lymphocytes undergo proliferation
and give rise to many thousands of clonal progeny cells, all with the same

Figure 2.7 Immunological memory. Different antibodies with different specificities
are produced in response to antigens X and Y. Secondary responses to antigen X are
more rapid and of greater amplitude than the primary response, indicating that immu-
nological memory was achieved. After each immunization, circulating antibody levels
are reduced with time. Adapted with permission from Abbas and Lichtman, Basic Im-
munology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier,
Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.7
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antigen specificity. This process, called clonal expansion, ensures that adap-
tive immunity can balance and keep the rate of proliferation of microbes
in check; otherwise, infection will occur. Immune responses are specialized,
and different responses are designed to best defend against different classes
of microbes. All immune responses decline as the infection is eliminated,
allowing the system to return to a resting state known as homeostasis,
prepared to respond to another infection. Generally, the above-described
properties of the immune system enable it to react against a vast num-
ber and variety of microbes and other foreign antigens without reacting
against the host’s own antigens, i.e., self-antigens. If self-reactivity does
arise, built-in control mechanisms mediated by regulatory cells suppress
the possible exacerbation of antiself responses and resultant disease.
Knowledge of how the components of the adaptive immune system are
induced and function to protect the body from an infection is critical to the
design, route of administration, and potential efficacy and success of vac-
cines. Fortunately, we now have a more extensive understanding of how an
antibody-mediated adaptive immune response can lead to either a desirable
(effective destruction of pathogen) or an undesirable (autoimmune disease)
outcome. This knowledge provides a basis to produce vaccines against a
wide array of diseases with high morbidity and mortality, including AIDS,
gonorrhea, chlamydial disease, tuberculosis, cholera, and malaria.

Cells of the Immune System: Cell-Mediated Immunity

Prior to discussing the functions of the immune system, it is important to
first identify the various cell types of the immune system, where and how
they are generated, and how they differentiate and become functionally
mature. The immune system is comprised of various cell types of white
blood cells, including leukocytes and lymphocytes. Together, these cells
mediate the capture and display of microbial antigens and the activation
of effector cells that eliminate microbes. The patterns of differentiation
and functional maturation of these leukocytes and lymphocytes in the
immune system are summarized below.

Bone Marrow Precursor Cells

All immune responses are mediated by different types of white blood cells
called leukocytes, which originate from precursor cells or stem cells in
the bone marrow, where some of them develop and mature. Certain of
these cell types migrate to other lymphoid and nonlymphoid peripheral
tissues, where they may reside or otherwise circulate in the periphery via
the bloodstream or lymphatic system, a specialized system of blood ves-
sels. The latter system drains extracellular fluid and free cells from tissues,
transports them through the body as lymph, and ultimately recirculates
them back to the blood system.

The cells in blood, including red blood cells (which transport oxygen),
platelets (which trigger blood clotting in damaged tissues), and leukocytes
(which mediate immune responses), are derived from hematopoietic stem
cells in the bone marrow. As these stem cells can develop into different types
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of blood cells, they are known as pluripotent hematopoietic stem cells. In
turn, hematopoietic stem cells can give rise to stem cells of more limited
developmental potential, such as progenitors of red blood cells, platelets,
and the myeloid and lymphoid lineages of leukocytes. The different types
of blood cells and their lineage relationships are presented in Fig. 2.8.

Figure 2.8 Differentiation of bone marrow-derived cells of the immune system.
Pluripotent stem cells in the bone marrow develop into different cell types of the
immune system. A common lymphoid progenitor differentiates into the lymphoid lin-
eage (T, B, and natural killer cells [blue]). After stimulation by an antigen, T cells
differentiate into various subsets of effector T cells, whereas B cells differentiate into
antibody-secreting plasma cells. Unlike T and B cells, natural killer cells lack antigen
specificity. A common myeloid progenitor develops into the myeloid lineage that in-
cludes the megakaryocytes (red) and leukocytes, i.e., monocytes, macrophages, den-
dritic cells, mast cells, neutrophils, eosinophils, and basophils (yellow). The last three
circulate in the blood and are termed granulocytes, since they contain cytoplasmic
granules. Immature dendritic cells are phagocytic migratory cells that enter tissues
and mature functionally after encounter with a pathogen. Monocytes and mast cells
also mature in tissues after antigen stimulation. Adapted from Wilson et al., Bacterial
Pathogenesis: A Molecular Approach, 3rd ed. (ASM Press, Washington, DC, 2011).
doi:10.1128/9781555818890.ch2.f2.8
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Myeloid Cells Mediate Innate Immunity

The common myeloid progenitor is the precursor of the macrophages,
granulocytes, mast cells, and dendritic cells of the innate immune system,
and also of megakaryocytes and red blood cells, which are not discussed
here. The cells of the myeloid lineage are shown in Fig. 2.9.

Monocytes mature into macrophages, which circulate in the blood
and continually migrate into almost all tissues, where they differentiate
and reside. While monocytes and macrophages represent one type of
phagocytes, granulocytes (neutrophils, eosinophils, and basophils) and
dendritic cells comprise the other two types of phagocytes. Macrophages
are relatively long-lived cells that can multitask and function during both
innate and adaptive immunity; i.e., they ingest and kill bacteria as a first
line of defense during innate immunity, and interestingly, during adaptive
immunity, they eliminate pathogens and target cells in infected tissues.
A crucial role of macrophages is to induce inflammation and trigger im-
mune responses by the secretion of various cytokines and chemokines
that activate other immune system cells and recruit them into an immune

Figure 2.9 Myeloid cells in innate and adaptive immunity. The cells of the myeloid
lineage and their functions during innate and adaptive immune responses are shown.
Adapted from Murphy et al., Janeway’s Immunobiology, 7th ed. (Garland Science,
New York, NY, 2008). doi:10.1128/9781555818890.ch2.f2.9
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response, respectively. Finally, macrophages fulfill a more general role by
functioning as scavenger cells that clear dead cells and cell debris from
the body.

Granulocytes are characterized by their densely staining granules
in their cytoplasm, and they are also called polymorphonuclear leuko-
cytes because they have irregularly shaped nuclei. The three types of
granulocytes—neutrophils, eosinophils, and basophils—are distinguished
by their different patterns of granule staining. These granulocytes are
shorter lived than macrophages and survive for only a few days. They
are increased in number during immune responses, when they exit the
blood and circulate to sites of infection and inflammation. Neutrophils
are the most numerous and active type of granulocyte during an antimi-
crobial adaptive immune response. An inheritable deficiency in neutrophil
function may result in an overwhelming bacterial function, which, if left
untreated, can become fatal.

Upon activation, eosinophils and basophils secrete granules that con-
tain a host of enzymes and toxic proteins, which elicit damage rather than
protection of target tissues and cells, particularly during an allergic in-
flammatory response. The protective roles of eosinophils and basophils in
innate immunity are currently less well understood than the roles of other
innate immune cell types and require further study. Mast cells also have
large granules in their cytoplasm that are released upon activation, and
the net effect is an induced inflammatory response. Although they mediate
allergic inflammatory responses, like eosinophils and basophils, mast cells
also protect the internal epithelial surfaces of the body against pathogens
and are involved in responses to parasitic worms.

A third type of phagocytic cell of the immune system possesses long
protruding finger-like processes similar to the dendrites of nerve cells;
hence, cells of this type are termed dendritic cells. Immature dendritic
cells are migratory cells and travel via the blood from the bone marrow
into tissues. They both take up particulate matter by phagocytosis and
ingest large amounts of extracellular fluid and its contents by the process
of macropinocytosis. Like macrophages and neutrophils, they degrade and
clear their ingested pathogens. Nevertheless, the main functional role of
dendritic cells is not to clear the body of microbes but, rather, to encoun-
ter and enzymatically degrade a pathogen, mature, and then present frag-
ments of this pathogen to a T cell. This enables the subsequent activation
of T cells that mediate adaptive immune responses. Importantly, then, the
primary role of dendritic cells is to function as antigen-presenting cells in
the activation and regulation of T-cell-mediated immune responses. Den-
dritic cells are able to display pathogen-derived antigens on their surface
in a manner that facilitates recognition by specific TCRs and stimulation
of an adaptive immune response. Thus, dendritic cells may be thought of
as antigen-presenting cells that bridge an innate immune response with
an adaptive immune response. Accordingly, dendritic cells have immedi-
ate application in the regulation of desirable and undesirable immune re-
sponses to be considered in the design of clinical trials for immune therapy.

The principal cells of the immune system are lymphocytes, antigen-
presenting cells, and effector cells (Fig. 2.10).
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Figure 2.10 Cells of the immune system. The major cell types of the immune system
and their functions during innate and adaptive (humoral and cell-mediated) immunity
are presented. The morphology of each cell type is shown in the micrographs (left
panels). Photos reprinted with permission from Abbas and Lichtman, Basic Immu-
nology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier,
Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.10

Lymphocytes

The antigen-specific TCRs and BCRs, expressed on T cells and B cells,
respectively, confer specificity to adaptive immune responses. Most lym-
phocytes are heterogeneous in lineage, function, and phenotype and can
also mediate many biological responses and activities (Fig. 2.11). Subsets
of lymphocytes may be distinguished by their different cell surface antigen
phenotypes, as defined by expression of characteristic patterns of reactiv-
ity with panels of monoclonal antibodies (MAbs) (see below). The nomen-
clature for these proteins is the CD (cluster of differentiation) numerical
designation, which is used to delineate surface proteins that define a par-
ticular cell type or stage of cell differentiation and are recognized by a
cluster or group of antibodies. A complete list of CD molecules mentioned
in this book may be viewed online at http://www.hcdm.org (Human Cell
Differentiation Molecules workshop).
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Figure 2.11 Classes of lymphocytes. Different classes of lymphocytes recognize dif-
ferent types of microbial antigens and differentiate into effector cells that eliminate
the antigens. B cells recognize soluble or cell surface antigens and differentiate into
antibody-secreting plasma cells. Th cells recognize antigens presented by MHC mol-
ecules on the surface of antigen-presenting cells and secrete cytokines that stimulate
immune and inflammatory responses. CTLs recognize antigens on infected cells and
kill these cells. Natural killer cells recognize changes on the surface of infected cells
and kill these cells. Adapted with permission from Abbas and Lichtman, Basic Immu-
nology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier,
Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.11
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MHC

major histocompatibility complex

CTL
cytotoxic (or cytolytic) T lymphocyte

HIV

human immunodeficiency virus

B cells produce antibodies and mediate humoral immunity. In addi-
tion, B cells express specific BCRs, which are membrane-bound forms of
antibodies that function as receptors that bind to soluble antigens and
antigens on the surface of microbes and other cells. Upon engagement
of antigens by relevant BCRs, B cells are triggered to become activated for
antibody synthesis and secretion and in this manner can elicit humoral
immune responses against the specific antigens under analysis. T cells help
and collaborate with B cells during cell-mediated immune responses. Un-
like BCRs on B cells that may bind to antigenic determinants (epitopes) of
intact whole proteins, TCRs on T cells recognize only peptide fragments
of such protein antigens that are bound to specialized peptide display mol-
ecules called major histocompatibility complex (MHC) molecules. Among
T-cell subsets, CD4" T cells function as T helper cells (Th cells) because
they help B cells to produce antibodies and help phagocytes to destroy
ingested microbes. In addition, a subset of CD4" T cells that can prevent
or limit immune responses are called T regulatory cells. CD8" T cells are
called cytotoxic (or cytolytic) T lymphocytes (CTLs), because they destroy
(i.e., lyse) cells harboring intracellular microbes. A third class of cells
called natural killer cells also kill microbe-infected host cells, but they do
not express the kinds of clonally distributed antigen receptors that B cells
and T cells do and are components of innate immunity, capable of rapidly
attacking infected cells. Nonetheless, recent studies indicate that natural
killer cells can persist for as long as 2 months after primary exposure to
antigen. Secondary exposure to antigen results in higher levels of secretion
of the proinflammatory cytokine vy-interferon, and memory-like natural
killer cells have been described in response to murine cytomegalovirus,
herpesvirus, human immunodeficiency virus (HIV) type 1, poxvirus, and
influenza virus. Thus, the ability of natural killer cells to express suggests
that they can mediate both innate immunity and adaptive immunity.

When naive lymphocytes recognize microbial antigens and also re-
ceive additional signals induced by microbes, the antigen-specific lym-
phocytes proliferate and differentiate into effector cells and memory cells
(Fig. 2.12). Naive lymphocytes express antigen receptors but do not per-
form the functions required to eliminate antigens. These cells reside in
and circulate between peripheral lymphoid organs and survive for sev-
eral weeks or months, waiting to encounter and respond to an antigen. If
they are not activated by an antigen, naive lymphocytes die by a process
known as apoptosis and are replaced by new cells that have developed
in the generative lymphoid organs. This balanced cycle of cell loss and
replacement maintains a stable number of lymphocytes, a phenomenon
called immune homeostasis. The differentiation of naive lymphocytes into
effector cells and memory cells is initiated by antigen recognition, thus
ensuring that the immune response that develops is specific for the an-
tigen. Effector cells are the differentiated progeny of naive cells that are
able to be activated and produce molecules capable of eliminating anti-
gens. Such effector cells in the B-cell lineage are antibody-secreting plasma
cells. Effector CD4" Th cells produce proteins, called cytokines, which
activate B cells and macrophages, thereby mediating the helper function
of this lineage. Further, effector CD8" T CTLs can kill infected host cells.
Most effector lymphocytes are short lived and die as the antigen becomes
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Figure 2.12 Functions of lymphocytes at different stages of their life cycle. (A) Naive
B cells may recognize and be stimulated to proliferate by a foreign antigen (microbe)
and then differentiate into effector antibody-secreting plasma cells, some of which are
long lived. Effector CD4™ (or CD8™ [not shown]) T cells may recognize a foreign anti-
gen (microbe), proliferate, and then differentiate into cytokine-secreting cells. Some of
the antigen-activated B and T cells become long-lived memory cells. (B) Some salient
features of naive, effector, and memory B and T cells are listed. Ig, immunoglobulin.
Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions
and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA,
2010). doi:10.1128/9781555818890.ch2.f2.12
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removed, but some effector cells may migrate to particular anatomic sites
and live for long periods. This prolonged survival of effector cells is best
documented for antibody-producing plasma cells, which develop in re-
sponse to microbes in the peripheral lymphoid organs but may then mi-
grate to the bone marrow and continue to produce small amounts of
antibody long after the infection is eradicated. Interestingly, memory cells,
which also are generated from the progeny of antigen-stimulated lympho-
cytes, do survive for long periods in the absence of antigen. Therefore,
the frequency of memory cells increases with age, presumably because of
exposure to environmental microbes. In fact, memory cells make up less
than 5% of peripheral blood T cells in a newborn but 50% or more in an
adult. Memory cells are functionally inactive and do not function as ef-
fector cells unless stimulated by an antigen. When memory cells encounter
the same antigen as induced their development, the cells rapidly respond
to give rise to secondary immune responses. Currently, we have relatively
little knowledge about the signals that generate memory cells, the factors
that determine whether the progeny of antigen-stimulated cells will de-
velop into effector or memory cells, or the mechanisms that keep memory
cells alive in the absence of antigen or innate immunity.

Antigen-Presenting Cells

The common border crossings for microbes, i.e., the skin, gastrointestinal
tract, and respiratory tract, contain specialized antigen-presenting cells
located in the epithelium that capture antigens, transport them to periph-
eral lymphoid tissues, where immune responses are initiated, and display
them to T and B cells. This function of antigen capture and presenta-
tion is best understood for dendritic cells, because of their long processes.
Dendritic cells bind protein antigens of microbes that enter through the
epithelia and transport the antigens to regional lymph nodes. Here, the
antigen-bearing dendritic cells display fragments of the antigens for rec-
ognition by T cells. Following invasion of the epithelium by a microbe, it
may be phagocytosed by macrophages that reside in tissues and in various
organs. Macrophages can also present protein antigens to T cells. Note
that cells that present antigens to T cells can respond to microbes by pro-
ducing surface and secreted proteins that are required, together with the
antigen, to activate naive T cells to proliferate and differentiate into effec-
tor cells. Cells that display antigens to T cells and provide additional acti-
vating signals are sometimes called professional antigen-presenting cells.
The prototypical professional antigen-presenting cells that have received
considerable attention are dendritic cells, but macrophages and other cell
types (e.g., B cells) may function similarly.

Less is known about cells that capture antigens for display to B cells,
which may directly recognize the antigens of microbes either released or on
the microbial surface. Alternatively, macrophages lining lymphatic channels
may capture and display antigens to B cells. Follicular dendritic cells reside
in the germinal centers of lymphoid follicles in peripheral lymphoid organs,
and they display antigens that stimulate the differentiation of B cells in the
follicles. Follicular dendritic cells do not present antigens to T cells and differ
from the dendritic cells that function as antigen-presenting cells for T cells.



Fundamental Concepts in Immunology

Effector Cells

Lymphocytes (T and B cells) and other nonlymphoid leukocytes (granulo-
cytes and macrophages) that eliminate microbes are termed effector cells.
The latter types of leukocytes may function as effector cells in both innate
immunity and adaptive immunity (Fig. 2.12). In innate immunity, mac-
rophages and some granulocytes directly recognize microbes and elim-
inate them. In adaptive immunity, the secreted products (cytokines and
chemokines) of T and B cells recruit other leukocytes and activate them
to destroy microbes.

Tissues of the Inmune System

The tissues of the immune system consist of two types of organs: generative
(or primary) lymphoid organs, in which T and B cells mature and become
competent to respond to antigens, and peripheral (or secondary) lymphoid
organs, in which adaptive immune responses to microbes are initiated
(Fig. 2.13). Properties of peripheral lymphoid organs are featured here, as
these are the important organs in which adaptive immune responses develop.

Peripheral Lymphoid Organs

The peripheral lymphoid organs, which consist of the lymph nodes, spleen,
and the mucosal and cutaneous immune systems, are organized to optimize
interactions between antigens, antigen-presenting cells, and lymphocytes

Figure 2.13 Lymphocyte maturation. The development of lymphocytes from precur-
sors occurs in the primary lymphoid organs (bone marrow and thymus). Subsequently,
mature lymphocytes migrate to the peripheral lymphoid organs (lymph nodes, spleen,
and mucosa), where they respond to foreign antigens and recirculate to the blood
and lymph. Adapted with permission from Abbas and Lichtman, Basic Immunology:
Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadel-
phia, PA, 2010). d0i:10.1128/9781555818890.ch2.f2.13
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Figure 2.14 Schematic of a lymph node.
The structural organization and blood
flow in a lymph node are shown. Adapted
with permission from Abbas and Licht-
man, Basic Immunology: Functions and
Disorders of the Immune System, 3rd
ed. (Saunders Elsevier, Philadelphia, PA,
2010).

doi:10.1128/9781555818890.ch2.f2.14

and thereby elicit adaptive immune responses. The immune system searches
for microbes that enter at many sites distributed throughout the body and
then responds to these microbes and eliminates them. This task may be more
difficult than it seems, as only a rather low frequency (1 in 100,000) of T and
B cells in the immune system are specific for any one antigen. The anatomic
organization of peripheral lymphoid organs enables antigen-presenting
cells to concentrate antigens in these organs and lymphocytes to locate and
respond to the antigens. This localization of lymphocytes depends on their
ability to circulate throughout the body; naive lymphocytes preferentially
go to the organs that serve as depots for antigens, and effector cells go to
sites of infection, from which microbes have to be eliminated. Furthermore,
different types of lymphocytes often need to communicate to generate ef-
fective immune responses. For example, Th cells, specific for a particular
antigen, collaborate with and help B cells specific for the same antigen,
resulting in antibody production. Thus, an important function of lymphoid
organs is to provide a milieu in which these rare antigen-specific cells en-
counter each other and lead to productive interactions and responses.
Lymph nodes are nodular aggregates of lymphoid tissues located
along lymphatic channels throughout the body (Fig. 2.14). A fluid known
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as lymph is drained by lymphatic vessels from all epithelia and connec-
tive tissues and most parenchymal organs, and these organs transport this
fluid from the tissues to the lymph nodes. As the lymph passes through
lymph nodes, antigen-presenting cells in the nodes sample the antigens
of microbes that may enter through epithelia into tissues. In addition,
dendritic cells pick up antigens of microbes from epithelia and transport
these antigens to the lymph nodes. Collectively, these processes of antigen
capture and transport enable the antigens of microbes that enter through
epithelia or colonize tissues to be concentrated in draining lymph nodes.

The spleen (Fig. 2.15) is an abdominal organ that plays the same
role in immune responses to blood-borne antigens as that of lymph nodes
in responses to lymph-borne antigens. Blood entering the spleen flows
through a network of channels (sinusoids), and blood-borne antigens are
trapped and concentrated by splenic dendritic cells and macrophages. The
spleen contains abundant phagocytes, which ingest and destroy microbes
in the blood.

The cutaneous and mucosal lymphoid systems are located under the
skin epithelia and the gastrointestinal and respiratory tracts, respectively.
Pharyngeal tonsils and Peyer’s patches of the intestine are mucosal lym-
phoid tissues. More than half of the body’s lymphocytes are in the mu-
cosal tissues, reflecting their large size, and many of these are memory
cells. Cutaneous and mucosal lymphoid tissues are sites of immune re-
sponses to antigens that breach epithelia.

Within peripheral lymphoid organs, T cells and B cells are segregated
into different anatomic compartments (Fig. 2.16). In lymph nodes, B cells
localize to discrete follicles located around the periphery, or cortex, of
each node. If the B cells in a follicle have recently responded to an antigen,

Figure 2.15 Schematic of a spleen. A splenic arteriole surrounded by the periarte-
riolar lymphoid sheath, which represents the T-cell zone, and an attached folli-
cle containing a germinal center, representing the B-cell zone, are shown. Adapted
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010).
doi:10.1128/9781555818890.ch2.f2.15
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Figure 2.16 Localization of T and B cells in different regions of peripheral lym-
phoid tissues. T and B cells migrate to different areas of a lymph node. Lympho-
cytes enter through a high endothelial venule and are recruited to different areas of
the node by chemokines produced in these areas, and they bind selectively to either
cell type. Dendritic cells, which pick up antigens from epithelia, enter through af-
ferent lymphatic vessels and migrate to the T-cell-rich areas of the node. Adapted
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010).
d0i:10.1128/9781555818890.ch2.f2.16

this follicle may contain a central region called a germinal center. Germi-
nal centers contribute significantly to the production of antibodies. T cells
localize to areas outside but adjacent to the follicles in the paracortex. The
follicles contain the follicular dendritic cells that mediate B-cell activation,
and the paracortex contains the dendritic cells that present antigens to T
cells. In the spleen, T cells are found in periarteriolar lymphoid sheaths
surrounding small arterioles, and B cells reside in the follicles.

The anatomic organization of peripheral lymphoid organs is tightly
regulated to allow immune responses to develop. B cells are located in the
follicles because follicular dendritic cells secrete proteins called chemo-
kines or chemoattractant cytokines, and naive B cells express receptors
for several chemokines. These chemokines are produced constitutively,
and they attract B cells from the blood into the follicles of lymphoid or-
gans. Similarly, T cells are segregated in the paracortex of lymph nodes
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and the periarteriolar lymphoid sheaths of the spleen, because naive T
cells express a receptor, called CCR7, that recognizes chemokines pro-
duced in these regions of the lymph nodes and spleen. Consequently, cells
are recruited from the blood into the parafollicular cortex region of the
lymph nodes and the periarteriolar lymphoid sheaths of the spleen.

Upon activation by microbial antigens, lymphocytes alter the surface
expression of their chemokine receptors. As a result, the B cells and T cells
migrate toward each other and meet at the edge of follicles, where Th cells
interact with and help B cells to differentiate into antibody-producing
cells. The activated lymphocytes ultimately exit the node through effer-
ent lymphatic vessels and leave the spleen through veins. These activated
lymphocytes end up in the blood circulation and can migrate to distant
sites of infection.

Lymphocyte Recirculation and Migration into Tissues

Naive lymphocytes are in constant recirculation between the blood and
peripheral lymphoid organs in which they are activated by antigens to
become effector cells (Fig. 2.17). The effector lymphocytes migrate to sites

Lymphocytes and lymph
return to blood by way

of the thoracic duct

Naive lymphocytes enter
lymph nodes from blood

@ | Lymph node
A

Antigens from sites of
infection reach lymph nodes
by way of lymphatic vessels

» Infected peripheral tissue

Figure 2.17 Circulating lymphocytes
are activated by antigens in peripheral
lymphoid tissues. Naive lymphocytes
recirculate constantly through periph-
eral lymphoid tissues, e.g., a popliteal
lymph node located behind the knee.
During a foot infection, lymphocytes
are activated by their antigens located
in the draining lymph nodes. Activated
and nonactivated lymphocytes recir-
culate to blood via lymphatic vessels.
Adapted with permission from Murphy
et al., Janeway’s Immunobiology, 7th ed.
(Garland Science, New York, NY, 2008).
doi:10.1128/9781555818890.ch2.f2.17
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of infection, where microbes are eliminated. Thus, lymphocytes at distinct
stages of their lives migrate to the different sites where they are required
for their functions. This process of lymphocyte recirculation is most rele-
vant for T cells, as effector T cells have to locate and eliminate microbes
at any site of infection. In contrast, effector B cells remain in lymphoid
organs and do not need to migrate to sites of infection. Rather, B cells se-
crete antibodies, which enter the blood and find microbes and microbial
toxins in the circulation or distant tissues.

Naive T cells that have matured in the thymus and entered the cir-
culation migrate to lymph nodes, where they can find antigens that enter
through lymphatic vessels that drain epithelia and parenchymal organs.
These naive T cells enter lymph nodes through specialized postcapillary
venules, called high endothelial venules, that are present in lymph nodes
(Fig. 2.18). Naive T cells express the L-selectin surface receptor, which
binds to carbohydrate ligands expressed only on endothelial cells of high
endothelial venules. Selectins are a family of proteins involved in cell-cell
adhesion that contain conserved structural features, including a lectin or
carbohydrate-binding domain. Due to the interaction of L-selectin with its
ligand, naive T cells bind loosely to high endothelial venules. In response
to chemokines produced in the T-cell zones of the lymph nodes, the naive
T cells bind strongly to high endothelial venules and then migrate through
the high endothelial venules into this region, where antigens are displayed
by dendritic cells. Recent intravital imaging techniques have shown that
in a lymph node, naive T cells move around rapidly, scanning the surfaces
of dendritic cells while searching for antigens.

After antigen recognition, T cells are transiently arrested on interact-
ing antigen-presenting dendritic cells; they then form stable conjugates

Figure 2.18 Migration of T cells through high endothelial venules. Naive T cells mi-
grate from the blood through high endothelial venules into the T-cell zones of lymph
nodes, where they encounter and are activated by antigens. Activated T cells exit the
nodes, enter the bloodstream, and migrate preferentially to peripheral tissues at sites
of infection and inflammation. Adapted with permission from Abbas and Lichtman,
Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders
Elsevier, Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.18
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with the antigen-presenting cells and become activated. An encounter be-
tween an antigen and specific T cell occurs randomly, but most T cells
circulate through some lymph nodes at least once a day. Thus, by ex-
pression of antigen-specific TCRs, some T cells have a high probability
of encountering antigens. The likelihood of the correct T cell finding its
antigen is increased in peripheral lymphoid organs, particularly lymph
nodes, because microbial antigens are concentrated in the regions of these
organs through which naive T cells circulate. In response to a microbial
antigen, naive T cells are activated to proliferate and differentiate. During
this process, naive T cells reduce their expression of adhesion molecules
and chemokine receptors and are retained in the lymph nodes. Simulta-
neously, T cells increase their expression of receptors for the sphingosine
1-phosphate phospholipid. Since the concentration of this phospholipid
is higher in blood than in lymph nodes, activated cells are recruited from
lymph nodes into the circulation. The net result of these changes is that
differentiated effector cells leave the lymph nodes and enter the circula-
tion. These effector cells preferentially migrate into the tissues that are
colonized by infectious microbes, where the T cells function to eradicate
infection.

Memory T-cell populations consist of some cells that recirculate
through lymph nodes, where they promote secondary responses to cap-
tured antigens, and other cells that migrate to sites of infection, where
they can respond rapidly to eliminate the infection. Little is known about
lymphocyte circulation through the spleen or other lymphoid tissues or
about the circulation pathways of naive and activated B cells. The spleen
does not contain high endothelial venules, but the general pattern of lym-
phocyte migration through this organ probably is similar to that of migra-
tion through lymph nodes. B cells appear to enter lymph nodes through
high endothelial venules, but after they respond to an antigen, their dif-
ferentiated progeny either remain in the lymph nodes or migrate, mainly
to the bone marrow.

Antigen Recognition by T Cells

Certain challenges must be overcome when the immune system attempts
to mount an antigen-induced immune response. First, the frequency of
naive lymphocytes specific for an antigen is extremely low, i.e., <1 in
100,000 lymphocytes. These antigen-specific lymphocytes need to locate
the antigen in the body and react rapidly to it. Second, various kinds of
microbes need to be eliminated by different types of adaptive immune
responses elicited against the microbe at different stages of its life. Thus,
if a microbe (e.g., a virus) enters the blood and circulates there, B cells are
stimulated to produce antiviral antibodies that bind the virus, prevent it
from infecting host cells, and help to eliminate it. In contrast, after a virus
infects host cells, it is safe from antibodies, which cannot enter inside the
cells, and activation of CTLs may be necessary to kill the infected cells
and eliminate infection. Two important questions emerge:

1. How do low-frequency naive lymphocytes specific for a microbial
antigen find that microbe in the body?
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2. How does the immune system generate effector T cells and mole-
cules required to eradicate an infection, such as antibodies against
extracellular microbes and CTLs to kill infected cells harboring
intracellular microbes in their cytoplasm?

The immune system has developed an elegant way to capture and dis-
play antigens to lymphocytes. The mechanisms of how protein antigens
are captured, broken down, and displayed for recognition by T cells are
known. While less is known about these molecular events in B cells, B cells
can recognize many more types of molecules than T cells without the need
for either antigen processing or expression on the surface of host cells.

MHC Restriction

Most T cells recognize peptide antigens that are bound to and displayed
by MHC molecules of antigen-presenting cells. The MHC is a genetic lo-
cus whose principal products function as the peptide display molecules of
the immune system. In every individual, different clones of T cells can see
peptides only when these peptides are displayed by that individual’s MHC
molecules. This property of T cells is called MHC restriction (Fig. 2.19;
Milestone 2.3), a mechanism that explains how each T cell has a single
TCR with dual specificity for residues of both the peptide antigen and the
MHC molecule (Fig. 2.19).

Genetics and Structure of MHC Proteins

MHC molecules are transmembrane glycoproteins on antigen-presenting
cells that display peptide antigens for recognition by T cells. The MHC
is the genetic locus that principally determines the acceptance (MHC

Figure 2.19 Model of MHC restriction. MHC molecules expressed on the surface
of antigen-presenting cells bind and present peptides enzymatically processed from
protein antigens. Peptides bind to the MHC molecule by anchor residues, which at-
tach the peptides to pockets in the binding groove of an MHC molecule. On T cells,
the TCR specifically recognizes some peptide residues and some polymorphic MHC
residues in a trimolecular TCR—peptide-MHC complex. The structure of this complex
governs the MHC restriction of a given T-cell-mediated immune response. Adapted
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010).
doi:10.1128/9781555818890.ch2.f2.19
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Choriomeningitis Within a Syngeneic or Semi-Allogeneic System
R. M. ZINKERNAGEL AND P. C. DOHERTY

Nature 248:701-702, 1974

Peter Doherty, research fellows at

the Australian National Univer-
sity in Canberra, investigated how T
cells protect mice against infection
from lymphocytic choriomeningitis
virus, a virus that causes meningitis.
Their seminal findings, published in
1974, showed that murine CTLs from
virus-infected mice could lyse only
infected target cells that express the
same MHC-I antigens and not those
target cells that carry a different MHC
allele. They immediately recognized
the important implications of this find-
ing and proposed that in contrast to
antibodies, CTLs would not recognize
virus directly but only in conjunction
with a self-MHC molecule. Alterna-
tively, CTLs might recognize an MHC
protein that was modified by the virus,
giving rise to an “altered self” struc-
ture. This intiguing model, termed
MHC restriction, stimulated intensive
immunology research throughout
the world that ultimately yielded the
structures of MHC-I antigens, MHC-II
antigens, and TCRs.

In 1973, Rolf Zinkernagel and

Today, we know that T cells rec-
ognize small peptides derived from
intracellularly degraded proteins that
are bound by a specific binding groove
of MHC proteins and displayed at the
cell surface for presentation to and
recognition by the TCR on T cells.
This discovery was made because the
right people were at the right place at
the right time. Indeed, the time was
ripe for the discovery in the 1970s.
Until then, the transplantation antigens
(MHC molecules) were only known to
be a major obstacle and a nuisance to
transplant surgeons; their true biolog-
ical role remained elusive. Indepen-
dently, Hugh O. McDevitt and Baruj
Benacerraf had shown that the MHC-II
genes control immune responses,
demonstrating a very important
biological function of MHC proteins.
In 1980, Benacerraf shared the Nobel
Prize in Medicine with Jean Dausset
and George Snell for their discoveries
of the human HLA and mouse H-2
MHC gene complexes, respectively.
Since these MHC genes restricted the
specificity of T cells, they had been

identical) or rejection (MHC different) of tissue grafts exchanged between
individuals. The physiological function of MHC molecules is to display
peptides derived from protein antigens to antigen-specific T cells. This
function of MHC molecules provides the basis for understanding the phe-
nomenon of MHC restriction of T cells mentioned above.

The group of genes that make up the MHC locus is found in all mam-
mals (Fig. 2.20) and includes genes that encode MHC and other proteins.
Human MHC proteins are called human leukocyte antigens (HLAs) be-
cause these proteins were discovered as antigens of leukocytes that were
identified by reactivity with specific antibodies. The HLA complex in hu-
mans maps to human chromosome 6, and the H-2 complex in mice maps to
mouse chromosome 17. The HLA complex and H-2 complex each contain
two sets of highly polymorphic genes, the MHC class T (MHC-I) and MHC
class IT (MHC-II) genes. These genes encode the MHC-I and MHC-II pro-
teins that bind and present peptides to T cells. In addition, the MHC locus
also contains many nonpolymorphic genes, several of which encode pro-
teins involved in antigen presentation or another, unknown function.
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2.3

hypothesized to encode the TCR for
antigens. However, McDevitt and his
team of investigators reported that
murine MHC-II proteins were synthe-
sized and expressed by B cells and not
T cells, indicating that the TCR was
not encoded by MHC-II genes, a sur-
prising finding that ran counter to the
dogma of the time. Owing to the work
of Zinkernagel and Doherty, we know
that MHC-II proteins, like MHC-I
proteins, are receptors that present
antigenic peptides to T cells and
thereby restrict T-cell specificity. The
major discovery by Zinkernagel and
Doherty not only changed and shaped
our concepts of T-cell immunology but
also laid the foundation for our present
understanding of autoimmunity and
vaccine development. In 1996, the
Nobel Prize in Physiology or Medicine
was awarded to Rolf Zinkernagel and
Peter Doherty for their discovery of
how T cells of the immune system rec-
ognize foreign microbial antigens, such
as viral antigens.

(Adapted from G. Hammerling, Cell
Tissue Res. 287:1-2, 1997.)

HLA

human leukocyte antigen
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Figure 2.20 Human HLA and mouse H-2 MHC loci. Chromosomal maps of MHC
and MHC-linked genes located in the human HLA and mouse H-2 complex are
shown. The major genes in this complex encode molecules that regulate immune re-
sponses. MHC-II loci are shown as single blocks, but each consists of at least two
genes. MHC-III loci are comprised of genes that encode molecules that do not display
peptides. Several HLA- and H-2-linked MHC-I-like genes and pseudogenes are not
shown. LT, lymphotoxin; TAP, transporter associated with antigen processing; TNF-a,
tumor necrosis factor alpha. Adapted with permission from Abbas and Lichtman, Ba-
sic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders
Elsevier, Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.20

The MHC-I and MHC-II transmembrane glycoproteins each contain
a peptide-binding cleft at their amino-terminal end. Although the two
classes of molecules differ in subunit composition, they are very similar
in overall structure (Fig. 2.21). Each MHC-I molecule consists of an «
chain noncovalently bound to the 3,-microglobulin protein, which is en-
coded by a non-MHC gene. The amino-terminal a1 and a2 domains of
MHC-I form a peptide-binding cleft, or groove, that is large enough to
accommodate peptides of 8 to 11 amino acids in length. The floor of the
peptide-binding cleft binds peptides for display to T cells, and the sides
and tops of the cleft consist of residues contacted by the peptide and TCR
(Fig. 2.21). The polymorphic residues of MHC-I molecules that differ be-
tween individuals are localized in the a1 and a2 domains of the a chain.
Some of these polymorphic residues contribute to variations in the floor
of the peptide-binding cleft and thus in the ability of different MHC mol-
ecules to bind peptides. Other polymorphic residues contribute to vari-
ations in the tops of the clefts and thus influence TCR recognition. The
a3 domain is invariant and contains the binding site for the CD8 T-cell
coreceptor. T-cell activation requires recognition of an MHC-associated
peptide antigen by the TCR and simultaneous recognition of MHC-I by
CDS. It follows that CD8" T cells can respond only to peptides displayed
by MHC-I molecules, which bind to CDS.
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Figure 2.21 Schematic diagrams (left) and models (right) of the crystal structures of
the MHC-I and MHC-II proteins showing their respective disulfide (S-S)-linked im-
munoglobulin (Ig) domains and similarity in overall structure. Both MHC molecules
contain an antigen-binding groove and invariant portions that bind CD8 (MHC-I o3
domain) or CD4 (MHC-II 82 domain). The B,-microglobulin protein that constitutes
the light chain of MHC-I proteins is shown. Adapted with permission from Abbas and
Lichtman, Basic Immunology: Functions and Disorders of the Immune System, 3rd ed.
(Saunders Elsevier, Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.21
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Characteristic

Codominant expression: both
parental alleles of each MHC
gene are expressed

Polymorphic genes: many
alleles present in population

MHC-expressing cell types

Class II: dendritic cells,
macrophages, B cells

Class I: all nucleated cells

An MHC-II molecule consists of an a chain and B chain. The residues
in the amino-terminal a1 and B1 domains of both chains are polymorphic
and form a cleft that can accommodate peptides of 10 to 30 residues in
length. The nonpolymorphic B2 domain contains the binding site for the
CD4 T-cell coreceptor. Since CD4 binds to MHC-II molecules, CD4" T
cells respond only to peptides presented by MHC-II molecules. Several
features of MHC genes and proteins important for the normal function
of these molecules are summarized in Fig. 2.22.

Figure 2.22 Properties of MHC genes and proteins. Some important characteristics
of MHC molecules and their relevance to adaptive immunity are listed. Adapted
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010).
doi:10.1128/9781555818890.ch2.2.22
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MHC genes are codominantly expressed, meaning that the alleles in-
herited from both parents are expressed equally. Since in humans there are
three polymorphic MHC-I genes, HLA-A, HLA-B, and HLA-C, and each
person inherits one set of these genes from each parent, any cell can ex-
press six different MHC-I proteins. In the MHC-II locus, every individual
inherits one pair of HLA-DP genes (DPA1 and DPB1, encoding the o and
B chains), one pair of HLA-DQ genes (DQA1 and DQBI1, encoding the a
and B chains), one HLA-DRa gene (DRA1), and one or two HLA-DRf
genes (DRB1 and DRB3, -4, or -5). Thus, a heterozygous individual can
inherit six or eight MHC-II alleles, three or four from each parent (one set
each of DP and DQ and one or two of DR). Due to the extra DRB genes,
and because some DQa molecules encoded on one chromosome can asso-
ciate with DQB molecules encoded from the other chromosome, the total
number of expressed MHC-II proteins may be considerably more than
six. The set of MHC alleles present on each chromosome is known as an
MHC haplotype. In humans, each HLA allele is given a numerical designa-
tion; e.g., an HLA haplotype of an individual could be HLA-A2, HLA-BS,
HLA-DR3, etc. All heterozygous individuals have two HLA haplotypes,
one from each chromosome.

MHC genes are highly polymorphic, indicating that many different
alleles are present among different individuals in the population. The
polymorphism is so great that any two individuals in the population are
unlikely to have exactly the same MHC genes and proteins. Because the
polymorphic residues determine the peptides that are presented by selected
MHC proteins, the existence of multiple alleles ensures that there are al-
ways some members of the population that will be able to present any
particular microbial protein antigen. Thus, MHC polymorphism ensures
that a population will be able to survive if faced with a pandemic infec-
tion and will not succumb to a newly encountered or mutated pathogen,
because at least some individuals will be able to mount effective immune
responses to the peptide antigens of these pathogens. Polymorphisms in
MHC proteins arise from inheritance of distinct DNA sequences.

MHC-I proteins are expressed on all nucleated cells, but MHC-II pro-
teins are expressed mainly on dendritic cells, macrophages, and B cells,
and this regulates the type of T-cell-mediated response obtained. The
peptide-binding clefts of MHC proteins, which consist of different pock-
ets in the floor, bind peptides derived from protein antigens and display
these peptides for recognition by T cells (Fig. 2.23). There are pockets in
the floors of the peptide-binding clefts of most MHC molecules. The side
chains of amino acids in the peptide antigens fit into these MHC pockets
and anchor the peptides in the cleft of the MHC molecule. Peptides that
are anchored in the cleft by these side chains (also called anchor residues)
contain some residues that are oriented upwards to the TCR on T cells.

Antigen Capture and Presentation

by Antigen-Presenting Cells

Several key features of peptide-MHC interactions are important for
understanding how peptides are presented by MHC proteins to T cells
(Table 2.7) and are listed in Box 2.1. Antigen-presenting cells capture
microbial antigens and display them for recognition by T cells. Naive T
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MHC class I MHC class II

—___———Peptide

B1
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of peptide

Pockets in floor of peptide-
binding groove of MHC class II

Figure 2.23 Binding of peptides to MHC proteins. (A) Top views of the structures
of MHC-I and MHC-II molecules illustrate how peptides lie on the floors of the
peptide-binding grooves and are available for recognition by T cells. The amino ter-
minus of the peptide backbone is at the left of the groove, and the carboxy terminus
is at the right of the groove. Binding of the peptide to MHC-II occurs by hydrogen
bonds to residues that are highly conserved in MHC-II molecules. The side chains of
these residues are shown. (B) A side view of a peptide bound to an MHC-II protein
demonstrates how anchor residues of the peptide hold it in the pockets in the floor
of the peptide-binding groove of the MHC molecules. Adapted with permission from
Khan et al., J. Immunol. 164:6398-6405, 2000 (© 2000 The American Association
of Immunologists, Inc.), for MHC-I structure and from Murphy et al., Janeway’s Im-
munobiology, 7th ed. (Garland Science, New York, NY, 2008), for MHC-II structures.
doi:10.1128/9781555818890.ch2.f2.23

Table 2.7 Characteristics of peptide-MHC interactions

Characteristic Relevance

Wide specificity of peptide-MHC binding One MHC molecule can bind to several
different peptides

Each MHC molecule presents only one pep-  Each TCR recognizes a single MHC-bound

tide at a time peptide

MHC molecules accommodate only peptides ~ Only protein antigens stimulate

in their groove MHC-restricted T cells

MHC-I and MHC-II molecules present pep-
tides from different cellular compartments

During their intracellular assembly, MHC
molecules bind to peptides

MHC molecules are stably expressed at the
cell surface only if they have a bound peptide

The off-rate of peptide from MHC is very low

Only surface-associated stable peptide-MHC
complexes are recognized by the TCR
Peptides remain bound to MHC molecules
sufficiently long to stimulate T-cell responses

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the
Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

The principal characteristics of peptide binding to MHC proteins and their functional relevance are

presented.
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box 2.1
Key Features of Presentation of Peptides
by MHC Proteins to T Cells

e Each MHC protein can present only This explains why MHC-restricted
one peptide at a time, because there CD4" T cells and CD8" T cells rec-
is only one cleft, but each MHC ognize and respond to only protein
protein can present several different antigens.
peptides. o

MHC proteins acquire their
e MHC proteins bind only peptides peptides during their biosynthesis
and not other types of antigens.

cells recognize protein antigens presented by dendritic cells, the most ef-
fective professional antigen-presenting cells, to initiate clonal expansion
and effector cell differentiation. Differentiated effector T cells must bind
to antigens presented by various antigen-presenting cells in order to ac-
tivate the effector functions of the T cells in humoral and cell-mediated
immune responses.

Protein antigens of microbes that enter the body are captured mainly
by dendritic cells and concentrated in the peripheral lymphoid organs,
where immune responses are initiated (Fig. 2.24). Microbes usually enter
the body through the skin (by contact), the gastrointestinal tract (by in-
gestion), and the respiratory tract (by inhalation). All interfaces between
the body and external environment are lined by continuous epithelia,
which provide a physical barrier to infection. The epithelia and subepi-
thelial tissues contain a network of dendritic cells; the same cells are pres-
ent in the T-cell-rich areas of peripheral lymphoid organs and, in smaller
numbers, in most other organs. In the skin, the epidermal dendritic cells
are called Langerhans cells. Epithelial dendritic cells are immature, since
they do not stimulate T cells efficiently. These immature dendritic cells
express membrane receptors that bind microbes, such as receptors for
terminal mannose residues on glycoproteins, a typical feature of microbial
but not mammalian glycoproteins. Dendritic cells use these receptors to
capture and endocytose microbial antigens. Some soluble microbial anti-
gens may enter dendritic cells by pinocytosis. At the same time, microbes
stimulate innate immune reactions by binding to TLRs and other sensors
of microbes in the dendritic cells, as well as in epithelial cells and resident
macrophages in the tissue. This results in production of inflammatory cy-
tokines, such as tumor necrosis factor alpha and IL-1. The combination
of the TLR signaling and cytokines activates the dendritic cells, resulting
in several changes in phenotype and function.

Activated dendritic cells lose their adhesiveness for epithelia and begin
to express the CCR7 chemokine receptor on their surface, which binds to
chemokines produced in the T-cell zones of lymph nodes. These chemo-
kines direct dendritic cells to exit the epithelium and migrate through
lymphatic vessels to the lymph nodes draining that epithelium (Fig. 2.25).
During their migration, dendritic cells mature from cells designed to

and assembly inside cells. MHC-I
proteins acquire peptides predomi-
nantly from cytosolic proteins, and
MHC-II proteins bind to peptides
derived from proteins in intracellu-
lar vesicles (endosomes).

In each individual, the MHC pro-
teins can display peptides derived
from non-self (e.g., microbial)
proteins as well as peptides from
self-proteins.
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Figure 2.24 Capture and presentation
of microbial antigens. Microbes pass
through an epithelial cell layer and are
captured by dendritic cells resident in
the epithelium. Alternatively, microbes
enter lymphatic vessels or blood vessels.
Next, the microbes and their antigens
are transported to peripheral lymphoid
organs (lymph nodes and spleen), where
T cells recognize these antigens and
elicit immune responses. Adapted with
permission from Abbas and Lichtman,
Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed.
(Saunders Elsevier, Philadelphia, PA,
2010).

doi:10.1128/9781555818890.ch2.2.24
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capture antigens into antigen-presenting cells capable of stimulating T
cells in various immune responses. This maturation is accompanied by an
increased synthesis and stable expression of MHC proteins, which present
antigens to T cells via TCR recognition (signal 1), and of other costimu-
lator proteins (e.g., CD80 and CD86) (signal 2). Both signals 1 and 2 are
required for full T-cell responses. Soluble antigens in the lymph are picked
up by dendritic cells that reside in the lymph nodes, and blood-borne
antigens are handled similarly by dendritic cells in the spleen. The net
result of this sequence of events is that the protein antigens of microbes
that enter the body are transported to and concentrated in the regions
of lymph nodes where the antigens are most likely to encounter T cells.
Recall that naive T cells continuously recirculate through lymph nodes
and also express CCR7, which promotes their entry into the T-cell zones
of lymph nodes. Therefore, dendritic cells bearing captured antigens and
naive T cells poised to recognize antigens colocalize in lymph nodes. This
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process is remarkably efficient: it is estimated that if microbial antigens
are introduced at any site in the body, a T-cell response to these antigens
begins in the draining lymph nodes within 12 to 18 h.

While different types of antigen-presenting cells serve distinct func-
tions in T-cell-dependent immune responses, we focus here on responses
stimulated by dendritic cells. Dendritic cells are the principal inducers
of such T-cell-dependent responses, because they are the most potent
antigen-presenting cells for activating naive T cells. Dendritic cells not
only initiate T-cell responses but also may influence the nature of the
response. Importantly, various subsets of dendritic cells can direct the
differentiation of naive CD4" T cells into distinct populations that are
equipped to defend us against infections elicited by different types of

Figure 2.25 Capture and presentation
of protein antigens by dendritic cells.
Immature dendritic cells in the epithe-
lium (e.g., skin, where dendritic cells
are called Langerhans cells) capture mi-
crobial antigens, then leave the epithe-
lium, and are recruited by chemokines
to the draining lymph nodes. During
their migration, the dendritic cells ma-
ture, likely in response to the microbe.
In the lymph nodes, the dendritic cells
present antigens to naive T cells. Den-
dritic cells at their different stages of
maturation may express different mem-
brane proteins. Immature dendritic cells
express surface receptors that capture
microbial antigens, whereas mature
dendritic cells express levels of MHC
and other molecules that costimulate
T-cell responses. Adapted with permis-
sion from Abbas and Lichtman, Basic
Immunology: Functions and Disorders
of the Immune System, 3rd ed. (Saun-
ders Elsevier, Philadelphia, PA, 2010).
doi:10.1128/9781555818890.ch2.f2.25
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Vregion
variable region

Cregion
constant region

microbes. Dendritic cells can also initiate the responses of CD8" T cells
to the antigens of intracellular microbes. Some microbes (e.g., viruses)
rapidly infect host cells and can be eradicated only by CD8" CTLs that
can respond to the antigens of these intracellular microbes and destroy
the infected cells.

However, viruses may infect any typiate T-cell activation. How, then,
are naive CD8" T cells able to respond to the intracellular antigens of in-
fected cells? It is likely that dendritic cells phagocytose infected cells and
display the antigens present in the infected cells for recognition by CD8"
T cells. This process is called cross-presentation (or cross-priming), to
indicate that one cell type, the dendritic cell, can present the antigens of
other cells, the infected cells, and prime (or activate) naive T cells specific
for these antigens. The dendritic cells that engulf infected cells may also
present microbial antigens to CD4" Th cells. Thus, CD4" and CD8" T
cells, specific for the same microbe, are activated close to one another.
This process is important for the antigen-stimulated differentiation of
naive CD8" T cells to effector CTLs, which often requires help from
CD4" Th cells. Once the CD8" T cells have differentiated into CTLs, they
kill infected host cells without any need for dendritic cells or signals other
than recognition of the antigen.

Thus, dendritic cells are essential for the regulation of microbial im-
munity throughout the body. Due to their migratory properties, dendritic
cells can capture, process, and present protein antigens of many differ-
ent microbes to different subsets of CD4" and CD8" T cells localized
in peripheral lymphoid organs throughout the body. Since dendritic cells
are able to orchestrate and regulate the desired antimicrobial immune
responses that prevent infection, it is appropriate that dendritic cells be
recognized as the most effective professional antigen-presenting cells
(Milestone 2.4).

Humoral Immunity

As antibodies were the first proteins involved in specific immune rec-
ognition to be characterized, their structure and function are very well
understood. An antibody molecule has two distinct functions: one is to
bind specifically to regions of a pathogen that elicited the immune re-
sponse, and the other is to recruit other cells and molecules to destroy
the pathogen once the antibody is bound to it. For example, binding by
an antibody can neutralize a virus and mark a pathogen for destruc-
tion by phagocytes (e.g., macrophages) and serum complement. Inter-
estingly, the recognition and effector functions of an antibody molecule
are controlled by distinct regions of the molecule. The antigen-binding
region, which varies extensively in its amino acid sequence between an-
tibody molecules, is located in the variable (V) region, which endows an
antibody with exquisite specificity of binding to a particular antigenic
epitope. On the other hand, the region that performs the effector func-
tions of an antibody is termed the constant (C) region, which does not
vary in its sequence and may be expressed in five different forms, each
of which is specialized for activating different effector mechanisms. The
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he clonal selection theory
I proposed by Sir Macfarlane
Burnet in 1957 postulated that

lymphocytes proliferate in response
to antigens only if the antigen can
be recognized by their specific re-
ceptors. However, during the next
10 years, it remained unknown how
an antigen is presented to initiate
an immune response. At the time,
immunologists conjectured that the
answer to this question was essential
for the development of novel thera-
peutic approaches to the treatment
of disease. In 1970, while working as
a research fellow with Zanvil Cohn
on how macrophages catabolize
microbes, Ralph Steinman examined
the nature of the splenic accessory
cells required for immune responses
in vitro. Under phase-contrast light
microscopy, he found a small number
of extensively branched, motile, and
mitochondrion-rich cells mixed in with
the expected macrophages. Because
these cells had a stellate-like structure
and displayed a unique morphology
with many dendritic processes, Stein-
man and Cohn named this novel type
of white blood cells dendritic cells.
These investigators published on the
phenotypic and functional character-
ization of dendritic cells in 1973 and
1974. Steinman and his colleagues then
went on to show that antigen-activated
dendritic cells express MHC-II

proteins on their surface, present an-
tigens and alloantigens to T cells, and
stimulate both T-cell cytotoxicity and
antibody responses. Subsequent studies
described dendritic cell maturation—
the process by which immature den-
dritic cells, which capture antigens in
peripheral tissues, become efficient ini-
tiators of immunity. Their high potency
suggested that dendritic cells could
present antigens to naive lymphocytes,
a finding that led Steinman and many
other immunologists to demonstrate
that dendritic cells function as the
primary antigen-presenting cells of the
immune system. In fact, in the steady
state when the body is challenged by
injury and infection, dendritic cells
migrate from body surfaces to immune
or lymphoid tissues, where they lo-
calize to regions rich in T cells. There,
dendritic cells display antigens to T
cells, and they alert these lymphocytes
to the presence of injury or infection.
This directs the T cells to make an
immune response that is matched to
the challenge at hand.

Dendritic cells are also functional
in the control of immune tolerance, an
immunological process that silences
dangerous immune cells and prevents
them from attacking innocuous ma-
terials in the body or the body’s own
tissues. Given these many functions
of dendritic cells, these cells have
commanded much current research

membrane-bound BCR does not have these effector functions, since the
C region remains inserted in the membrane of the B cell. After the V re-
gion of a BCR binds to an epitope of the antigen, a signal is transmitted
via its C region and associated proteins in a signaling complex. This sig-
naling then stimulates B-cell activation, leading to clonal expansion and
specific antibody production and secretion.
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in medicine. During infection and
cancer, microbes and tumors exploit
dendritic cells to evade immunity,
but dendritic cells also can capture
infection- and tumor-derived pro-
tein and lipid antigens and generate
resistance, including new strategies for
vaccines. During allergy, autoimmunity,
and transplantation, dendritic cells
promote unwanted innate and adaptive
responses that cause disease, but they
also can suppress these conditions.
Thus, since dendritic cells orchestrate
innate and adaptive immune responses
and provide links between antigens
and all types of lymphocytes, dendritic
cells are an excellent target in studying
disease and in designing treatments.
More recently, techniques were
developed to grow large quantities of
dendritic cells in vitro, and this work
set the stage for current research on
the regulation of dendritic cell function
and the design of dendritic-cell-based
vaccines for HIV infection and cancers.
Steinman shared the Nobel Prize in
Physiology or Medicine in 2011 with
Bruce Beutler and Jules Hoffman for
his discovery of the dendritic cell and
its role in adaptive immunity. Steinman
was announced as a winner of the prize
just 3 days after his death from pan-
creatic cancer in September 2011, and
at the time of his death, he was being
administered personalized treatments
with his own dendritic cells.
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1gG1

immunoglobulin G1

H chain
heavy chain

L chain
light chain

Figure 2.26 Structure of an IgG1 mole-
cule. The H- and L-chain variable regions
(Vi and V) of an IgG1 antibody mole-
cule with their CDRs (CDR1, CDR2, and
CDR3) and constant regions (Cyy;, Cyps
Cy3, and C;) are shown. The F,, Fab,
and Fc portions of the molecule are also
indicated. This IgG1 subtype molecule
expresses two y1 H chains and two cova-
lently linked k L chains. The hinge region
consists of only one interchain disul-
fide bond (S-S). NH,, amino terminal;
COOH, carboxy terminal. The variable
regions (Fv) contain the antigen-binding
sites at one end of an antibody molecule
that bind to a target epitope of an anti-
gen. At the other end of the molecule, the
Fc regions mediate complement activa-
tion and binding to phagocytic receptors
during opsonization.
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Structure of Inmunoglobulins

The basic structure of an antibody monomer of the immunoglobulin G1
(IgG1) subclass is shown in Fig. 2.26. The monomer (molecular mass,
150 kDa) consists of the two heavy (H) chains paired via disulfide bonds
and noncovalent interactions (hydrogen bonds, electrostatic forces, Van
der Waals forces, and hydrophobic forces) with two light (L) chains. The
H chains (50 kDa) are each of higher molecular mass than the L chains
(25 kDa). The disulfide bonds link two H chains to each other or an H
chain to an L chain. All antibodies are constructed similarly from paired
H and L chains and are termed immunoglobulins. In each IgG molecule,
the two H chains are identical and the two L chains are identical and
give rise to two identical antigen-binding sites in the antigen-binding frag-
ment (Fab) that can bind simultaneously to and cross-link two identical
antigenic structures. This Fab fragment is produced upon cleavage of an
antibody molecule with the protease papain, and the N-terminal half, the
Fab fragment termed the Fv fragment, contains all of the antigen-binding
activity of the intact antibody molecule.

Immunoglobulins comprise one of the most polymorphic groups of
proteins in mammals, presumably because they must recognize the large
array of different antigens to be encountered in nature. The mechanisms
of gene recombination and gene rearrangement that juxtapose a vast ar-
ray of V-gene DNA segments with the far less numerous C-gene DNA
segments during B-cell development are reviewed in many articles and are
not presented here.

Antigen-
binding site Antigen-

binding site

OV Hinge
S region
CDR1
CDR2
CDR3

Complement- ————

binding site
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binding site
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Immunoglobulin V-region and C-region genes may be easily manip-
ulated, as the various functions of an antibody are confined to discrete
domains (Fig. 2.27). Thus, antibody diversity is localized to particular
parts of the V-domain sequence and, moreover, is found in a particu-
lar region on the surface of the antibody molecule. The sites that rec-
ognize and bind antigens consist of three complementarity-determining

Figure 2.27 Structures and properties of IgG, IgA, IgM, and IgE molecules. Selected
properties of the major antibody isotypes of humans are shown. Isotypes are classified
based on the structure of their H chains, and each isotype may contain either a k or
\ L chain. The distinct shapes of the secreted forms of these antibodies are presented.
IgA consists of two subclasses, IgA1 and IgA2. IgG consists of four subclasses, IgG1,
IgG2,1gG3, and IgG4. The concentrations in serum are average values in healthy indi-
viduals. Monomeric IgM (190 kDa) normally forms pentamers, known as macroglob-
ulin (hence the M), of very high molecular mass. IgA dimerizes to yield a molecular
mass of about 390 kDa in secretions. IgE antibody is associated with immediate-type
hypersensitivity. When fixed to tissue mast cells, IgE has a much longer half-life than
its half-life in plasma. Adapted with permission from Abbas and Lichtman, Basic Im-
munology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier,
Philadelphia, PA, 2010). d0i:10.1128/9781555818890.ch2.2.27

Antibody Concentration in | Half-life in
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Fc

crystallizable fragment

regions (CDRs) that lie within the variable (Vi and V;) domains at the
N-terminal ends of the two H and L chains. The CDRs display the high-
est variability in amino acid sequence of an antibody molecule. When
the Vi, and V| domains are paired, the hypervariable loops of each do-
main (six loops in all) are brought close together, creating a single hy-
pervariable site, i.e., the antigen-binding site, at the tip of each arm of
the molecule (Fig. 2.26). Because CDRs from both V; and V| domains
contribute to the antigen-binding site, the antigen specificity of an anti-
body is determined only by the particular combination of H chain and
L chain expressed. Thus, the immune system can generate antibodies of
different antigen specificities by generating different combinations of H-
and L-chain regions according to a mechanism known as combinatorial
diversity.

Functions of Inmunoglobulins

In mice and humans, the effector functions of an antibody molecule are
mediated by its C-region domains in the COOH-terminal part of the H
chain and are not associated at all with the L chain. Each L chain con-
tains one constant domain (C, ), and each H chain contains three constant
domains (Cyy, Cyyy, and Cyy5) (Fig. 2.26). While the C; and C;; domains
are situated in the Fab fragment of an antibody, the C,;, and C;;; domains
are positioned in the crystallizable fragment (Fc) portion of the molecule.
The Fc fragment of an antibody interacts with effector cells and mol-
ecules, and the functional differences between the various classes of H
chains lie mainly in the Fc fragment. Five different classes of immunoglob-
ulins (IgM, IgD, IgG, IgA, and IgE) are distinguishable by their C regions
(Fig. 2.27). The class and effector function of an antibody are defined by
the structure of its H chain class or isotype, and the H chains of the five
main classes (isotypes) are designated ., 8, v, &, and €, respectively. Note
that IgG is the most abundant class, and it has four subclasses in humans
(IgG1, IgG2, IgG3, and IgG4) and three subclasses in mice (IgG1, IgG2a,
and IgG2Db). The reason for such differences in subclasses between closely
related species is unknown.

After antigen binding by the Fab regions of an intact antibody mole-
cule, the Fc portion of the molecule stimulates several immune responses
in humans (Fig. 2.27), including the following:

Activation of the complement cascade. The protein components of the
complement system break down cell membranes, activate phago-
cytes, and produce signals to mobilize other components of an
immunological response depending on whether a classical or alter-
native pathway of complement activation is elicited.

Antibody-dependent cell-mediated cytotoxicity. This response results
from the binding of the Fc portion of an antibody to its Fc receptor
protein on the surface of an antibody-dependent cell-mediated cy-
totoxicity effector cell. The bound effector cell releases substances
that lyse the foreign cell to which the Fab portion of the antibody
is bound.
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Phagocytosis. After the Fab portion of an antibody binds to a soluble
antigen, the Fc portion of antibodies of the IgG1 and IgG3 sub-
classes can bind to their Fc receptor proteins (FcyR) on recruited
macrophages and neutrophils. These cell types engulf and destroy
(phagocytose) the antibody—antigen complex and facilitate the de-
struction of pathogens coated with these antibodies.

Inflammation. The Fc portion of an IgE antibody binds to a
high-affinity FceR on mast cells, basophils, and activated eosino-
phils, enabling these cells to respond during an allergic response to
the binding of a specific antigen (or allergen) by releasing inflam-
matory mediators.

Transport. The Fc portion can deliver antibodies to places they would
not reach without active transport. These include mucous secre-
tions, tears, and milk (IgA) and the fetal blood circulation by trans-
fer from the pregnant mother (IgG).

Types of Antibodies: Applications

During an immune response in mammals that protects the body from tox-
ins and infectious pathogens, the antibodies produced and secreted by B
cells bind to the pathogen-derived foreign antigens. Together with other
immune system proteins that comprise the complement system, which
bind to the Fc portion of antibody molecules, these foreign pathogens are
inactivated and become neutralized. Upon stimulation of an immune re-
sponse, each antibody-producing B cell synthesizes and secretes a single
antibody that recognizes with high affinity a discrete epitope of the immu-
nizing antigen. Because a target antigen generally consists of several differ-
ent epitopes (Fig. 2.28), a given antigen-primed B cell produces a different
antibody against only one epitope of the antigen. The classification of the
different types of antibodies and some of their more frequently used ap-
plications to immune assays and immunodiagnostics are discussed below.

Polyclonal Antibodies

The set of antibodies which all react with the same antigen is termed
polyclonal antibodies; i.c., the antibodies in this set are produced by a
collection of several different B-cell clones. Thus, by definition, a poly-
clonal antibody reacts with different epitopes of a given antigen, and even
antibodies that bind the same epitope of an antigen can be heterogeneous.

Several methods for polyclonal antibody production in laboratory an-
imals (e.g., horses, goats, and rabbits) exist. Institutional guidelines that
regulate the use of animals and related procedures are directed towards
the safety of the use of adjuvants (agents that enhance the strength of an
immune response to an antigen without adverse effects when administered
alone). Examples of adjuvants are (i) alum and (ii) water-in-oil emulsion of
heat-killed Escherichia coli bacteria. These guidelines include adjuvant se-
lection, routes and sites of administration, injection volumes per site, and
number of sites per animal. The primary goal of polyclonal antibody pro-
duction in laboratory animals is to obtain high-titer, high-affinity antisera

Figure 2.28 Schematic of a target anti-
gen and epitopes. The surface of the an-
tigen shown has seven different antigenic
determinants (called epitopes). When this
antigen is used to immunize an animal,
each epitope may elicit the synthesis of
a different antibody. Taken together, the
different antibodies that interact with an
antigen constitute a polyclonal antibody
directed against that antigen.

doi:10.1128/9781555818890.ch2.f2.28
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for experimental use or diagnostic testing. Most adjuvants establish an
antigen depot that yields a slow release of antigen from an injection site
into draining lymph nodes. Many adjuvants either contain or function
as surfactants that promote concentration of protein antigen molecules
over a large surface area and immunostimulatory molecules or proper-
ties. Since many antigens are weak immunogens, adjuvants are generally
used with such soluble protein antigens to increase antibody titers and
induce a prolonged response with accompanying immunological memory.
In contrast, most complex protein antigens activate multiple B-cell clones
during an immune response, and thus the response is polyclonal. Immune
responses to nonprotein antigens are generally poor and are only weakly
enhanced by adjuvants, and there is no immune system memory.

Antisera

Antisera are valuable tools for many biological assays, such as the block-
ing of infection and diagnosis of toxic substances in clinical samples. How-
ever, polyclonal antisera possess certain inherent disadvantages that relate
to the heterogeneity of their antibodies. First, each antiserum differs from
all other antisera, even if generated in a genetically identical animal by
using the identical antigen preparation and immunization protocol. Sec-
ond, antisera can be produced only in limited volumes, and it is therefore
not possible to use the identical serological reagent at different stages of a
complex experiment(s) or in clinical tests. Third, even antibody prepara-
tions purified by affinity chromatography by passage over an antigen col-
umn may include minor populations of antibodies that yield unexpected
cross-reactions or false positives, which confound the results obtained.

Monoconal Antibodies

To avoid the above-mentioned problems encountered with the use of
polyclonal antibodies and antisera, it was desirable to make an unlim-
ited supply of antibody molecules of homogeneous structure (derived
from a single clone of B cells), high affinity, and known specificity for
a specific target antigen. This was achieved by the production of MAbs
from cultures of hybrid antibody-forming B cells (hybridomas) (Fig. 2.29;
Milestone 2.5).

Recombinant Antibodies

The modular nature of antibody functions has made it possible to convert
a mouse MAD into one that has some human segments in its Fc region
but still retains its original antigen-binding specificity in its Fab region.
This mouse-human hybrid molecule is called a chimeric antibody or, with
more human sequences, a “humanized” antibody. Presently, more than 100
different humanized MAbs are in use clinically for therapeutic, diagnostic,
and/or preventive applications. The methodologies developed to construct
chimeric and humanized antibodies, and further details about the thera-
peutic applications of these types of antibodies, are discussed in chapter 9.
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Figure 2.29 Production of MAbs. Mice
are immunized with antigen A and
boosted intravenously 3 days before
sacrifice to produce a large population
of spleen cells secreting a specific anti-
body. Since spleen cells die after a few
days in culture, to produce a continuous
source of antibody they are fused with
immortalized myeloma cells by using
polyethylene glycol to produce a hybrid
cell line called a hybridoma. The my-
eloma cells are selected to ensure that
they are not secreting antibody them-
selves and that they are sensitive to the
hypoxanthine—aminopterin—-thymidine
(HAT) medium, which is used to select
hybrid cells because they lack the enzyme
hypoxanthine:guanine  phosphoribosyl
transferase (HGPRT). The HGPRT gene
contributed by the spleen cells allows hy-
brid cells to survive in HAT medium and
grow continuously in culture because of
the malignant potential contributed by
the myeloma cells. Unfused myeloma
cells and unfused spleen cells (cells with
dark, irregular nuclei) die in HAT me-
dium. Individual hybridoma cells are
screened for antibody production. The
cells that produce an antibody of the
desired specificity are cloned by expan-
sion from a single antibody-producing
cell. The cloned hybridoma cells are
grown in bulk culture to produce large
amounts of antibody. Since all cells of a
hybridoma line make the same antibody,
this antibody is termed monoclonal.
Adapted with permission from Murphy
et al., Janeway’s Immunobiology, 7th ed.
(Garland Science, New York, NY, 2008).
doi:10.1128/9781555818890.ch2.f2.29



122

CHAPTER 2

Continuous Cultures of Fused Cells Secreting Antibody

of Predefined Specificity
G. KOHLER AND C. MILSTEIN
Nature 256:495-507, 1975

search for homogeneous anti-
Abody preparations that could

be chemically analyzed took
advantage of proteins produced and
secreted by patients with multiple my-
eloma, a plasma cell tumor. Knowing
that antibodies are produced by plasma
cells and that this disease is associated
with the presence of large amounts
of a homogeneous y-globulin called a
myeloma protein in a patient’s serum,
it seemed possible to biochemists in
the 1960s and 1970s that myeloma
proteins might serve as models for
normal antibody molecules. Structural
studies of human myeloma proteins
demonstrated that MAbs could be
obtained from immortalized plasma
cells. However, the antigen specificity
of myeloma proteins was generally
unknown, which compromised their
analyses and limited their application
as immunological tools.

It was reasoned that B-cell hybri-
domas would provide a consistent and
continuous source of identical anti-
body molecules. Unfortunately, the B
cells that synthesize antibodies do not
reproduce in culture. However, it was
envisioned that a hybrid cell type could
be created to solve this problem. This

hybrid would have the B-cell genetic
components for producing antibod-
ies and the cell division functions of
a compatible cell type to enable the
cells to grow in culture. It was known
that normal B cells sometimes become
cancer cells (myelomas) that acquire
the ability to grow in culture while
retaining many of the attributes of B
cells. Thus, myeloma cells that did not
produce antibodies became candidates
for fusion with antibody-producing B
cells.

In the mid-1970s, these ideas
were realized. Georges Kohler, Cesar
Milstein, and Niels K. Jerne devised
an ingenious technique for producing
a homogeneous population of anti-
bodies of known antigenic specificity.
Spleen cells from a mouse immunized
with a given antigen were fused to
mouse myeloma cells to yield hybrid
cells that both divided continuously
and secreted antibody specific for the
same antigen as used to immunize the
spleen cell donor. The spleen B cell
can make specific antibody, while the
myeloma cell can grow indefinitely in
culture and secrete immunoglobulin
continuously. By using a myeloma cell
partner that does not produce antibody

milestone
2.5

proteins (i.e., a nonproducer line),

the antibody produced by the hybrid
cells originates only from the immune
spleen B-cell partner. After fusion, the
hybrid cells are selected using drugs
that kill the myeloma parental cell,
while the unfused parental spleen

cells have a limited life span and soon
die. In this way, only hybrid myeloma
cell lines or hybridomas survive in
culture. Those hybridomas producing
antibody of the desired specificity are
then identified and cloned by re-
growing the cultures from single cells
(Fig. 2.29). Since each hybridoma is

a clone derived from fusion with a
single B cell, all the antibody molecules
it produces are identical in structure,
including their antigen-binding site
and isotype. Such antibodies are called
MAbs. This technique revolutionized
the use of antibodies by generating a
limitless supply of antibody of a single
and known specificity. As a result,
Kohler, Milstein, and Jerne shared the
Nobel Prize in Physiology or Medicine
in 1984. Currently, both mouse and
human (or humanized) MAbs are used
routinely in many serological assays as
diagnostic probes and as therapeutic
agents (biologics) in clinical trials.

Immunological Techniques

Many immune assays are sensitive, specific, and simple. They can be used
for a wide range of applications, including drug testing, assessment and
monitoring of various cancers, detection of specific metabolites, pathogen
identification, and monitoring of infectious agents. However, there are
limitations. If the target is a protein, then the use of antibodies requires
that the genes contributing to the presence of the target site be expressed
and that the target site not be masked or blocked in any way that would
block the binding of the antibody to this site. Conventional diagnostic
assays for infectious agents rely on either a set of specific traits charac-
teristic of the pathogen or, preferably, one unique, easily distinguishable
feature. The aim is to search for the smallest number of biological char-
acteristics that can reveal the presence and precise identity of a patho-
gen. For example, some infectious agents produce distinct biochemical
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molecules. The problem is how to identify such molecules when they are
present in a biological sample. Often, such a marker molecule (biomarker)
can be identified directly in a biochemical assay that is specific for the
marker molecule. Nonetheless, this approach could lead to a prolifera-
tion of highly individualized detection systems for different pathogenic
organisms. A standardized method of identifying any key marker mole-
cule, regardless of its structure, is preferred. Because antibodies bind with
high specificity to discrete target sites (antigens), assays based solely on
identifying specific antibody—antigen complexes have eliminated the need
to devise a unique identification procedure for each particular marker
molecule. Many assays currently used for such applications are described
briefly below. Some of these assays were developed only recently and will
likely be further refined and used more frequently in the future.

Enzyme-Linked Inmunosorbent Assay

There are several different ways to determine whether an antibody has
bound to its target antigen. An indirect or direct enzyme-linked immu-
nosorbent assay (ELISA) is a procedure frequently used in diagnostic im-
mune assays. In an indirect ELISA protocol (Fig. 2.30A), the sample being
tested for the presence of a specific antigen is bound to a plastic microtiter
plate (e.g., a 96-well plate). The plate is washed to remove unbound mole-
cules, and residual sticky sites on the plastic are blocked by the addition of
irrelevant proteins. A marker-specific primary antibody directed against
the target antigen is added to the wells, and after an appropriate time, the
wells are washed to remove unbound primary antibody. A secondary anti-
body directed against the primary antibody is first covalently linked to an
enzyme (e.g., alkaline phosphatase) that can convert a colorless substrate
into a colored product. This enzyme-linked secondary antibody is added
to the wells for an additional period, after which the wells are washed
to remove any unbound secondary antibody—enzyme conjugate. The col-
orless substrate is added for a specified time, and the amount of colored
product is quantitated objectively in a spectrophotometer, which speeds
up the assay significantly.

If the primary antibody does not bind to a target epitope in the sam-
ple, the second washing step removes it. Consequently, the secondary
antibody-enzyme conjugate does not bind to the primary antibody and
is removed during washing, with the net result that the final mixture re-
mains colorless. Conversely, if the target epitope is present in the sample,
then the primary antibody binds to it, the secondary antibody binds to the
primary antibody, and the attached enzyme catalyzes the reaction to form
an easily detected colored product. Since secondary antibodies that are
complexed with an enzyme are usually available commercially, each new
diagnostic test requires only a unique primary antibody. In addition, sev-
eral secondary antibodies, each with several enzyme molecules attached,
bind to one primary antibody molecule, thereby enhancing the intensity
of the signal.

To further amplify the sensitivity of detection of an ELISA, advantage
may be taken of a biotin—avidin detection system (Fig. 2.30B). Avidin is

ELISA

enzyme-linked immunosorbent assay
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Figure 2.30 ELISA for detecting a tar-
get antigen. (A) Indirect ELISA. A target
antigen is bound to the well of a micro-
titer plate. A primary antibody to this
antigen is then added to the well. After
a suitable time, any unbound antibody
is washed away, and a secondary anti-
body covalently linked to an enzyme (E)
and a colored substrate is added. Once
this substrate is converted to a colored
product, the absorbance of light by the
colored product is quantified spectro-
photometrically. (B) Biotin—avidin am-
plification of an indirect ELISA. The
procedure is similar to that in panel A,
with the exception that the secondary
antibody is conjugated to biotin (B)
that is bound to avidin (A). In addition,
the avidin is linked to the enzyme (E).
This colored reaction is amplified about
10,000-fold compared to that in panel
A. (C) Direct ELISA. The procedure is
similar to that in panel A, with the ex-
ception that after first binding a primary
antibody to the well and the addition
of a sample containing an antigen, an
enzyme-linked secondary antibody (di-
rected against the primary antibody) is
next added to the well and the amount
of colored product is measured.

doi:10.1128/9781555818890.ch2.£2.30
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a tetrameric protein that binds to four biotin molecules. The dissociation
constant (K,) of binding of biotin to avidin is 10~"* L/mol, compared
with 10~ L/mol for the binding of an antigen to an antibody. Thus, the
biotin—avidin system may yield a 10,000-fold level of amplification of an
ELISA. In such an indirect ELISA, the secondary antibody is conjugated
to a biotin—avidin complex, and an enzyme is linked to avidin. Otherwise,
the protocol is the same as that described above for an indirect ELISA.
In a direct ELISA protocol (Fig. 2.30C), a primary antibody (poly-
clonal or monoclonal) specific for the target antigen is first bound to the
surface of the microtiter plate. To assess the amount of a particular anti-
gen in a sample, the sample is added to the well of the plate and allowed
to interact with the bound primary antibody. This is followed by a wash
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to remove any unbound molecules. Then, an enzyme-linked secondary
antibody is added, and the presence of bound antigen may be visualized
and/or quantified spectrophotometrically.

The principal feature of an ELISA is the specific binding of the pri-
mary antibody to the target site (epitope) on the antigen. If the target
antigen is a protein, then a purified preparation of this protein is generally
used to generate the antibodies (polyclonal or monoclonal) that will be
used to detect the epitope(s) on the target antigen. With this assay, the use
of a MADb(s) generally provides for an increased affinity, specificity, sensi-
tivity, and stability of binding of an antibody to its target antigen.

Enzyme-Linked Immunospot Assay

The ELISA was developed to detect proteins (i.e., antibodies) that are
synthesized and secreted by B cells. An important adaptation of the ELISA
to detect and quantitate proteins synthesized and secreted by T cells is the
enzyme-linked immunospot (ELISPOT) assay (Fig. 2.31). In an ELISPOT
assay, antibodies bound to the surface of a plastic well are used to

1

C_/ Cytokine-specific antibodies are bound to
the surface of a plastic well
—

Activated T cells are added to the well;
these cells have a variety of effector functions

The bound antibody captures cytokine
secreted by some activated T cells

A second cytokine-specific antibody,
coupled to an enzyme, reveals the captured
cytokine, yielding a spot of colored,
insoluble precipitate

ELISPOT

enzyme-linked immunospot

Figure 2.31 Elispot assay. This assay
is a modified capture ELISA that may
be used to determine the frequency of
T cells in a population of cells that se-
crete a given product, such as a cytoki-
ne(s). (1) Anti-cytokine capture antibody
is bound to wells of a 96-well plastic
plate. (2) The activated T cells that are
added have various effector functions.
(3) Cell-bound capture antibody may be
visualized on the activated T cells that se-
crete cytokine. (4) The enzyme-coupled
second cytokine-specific antibody gives
rise to a spot of insoluble colored pre-
cipitate. Enumeration of the number of
spots detected provides an estimate of the
frequency of T cells in the mixture that
secrete cytokine. Adapted from Murphy
et al., Janeway’s Immunobiology, 7th ed.
(Garland Science, New York, NY, 2008).
doi:10.1128/9781555818890.ch2.2.31
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FACS

fluorescence-activated cell sorter

capture a large array of cytokines secreted by individual T cells. Usually,
cytokine-specific antibodies are bound to the surface of a well in a plastic
plate and the unbound antibodies are removed (step 1). Activated T cells
are then added to the well and settle onto the antibody-coated surface
(step 2). If a T cell secretes a cytokine of interest, this cytokine will be cap-
tured by the plate-bound antibodies surrounding the T cell (step 3). After
a suitable time, the T cells are removed, and the presence of the specific
cytokine is detected using an enzyme-labeled second antibody specific for
the same cytokine. Where this second antibody binds, a colored reaction
product is formed (step 4). Each T cell that originally secreted a cytokine
yields a single spot of color. Counting of the spots yields an estimate of
the frequency of cytokine-secreting T cells in the population of cells added
to the plate.

Microscopic Detection of Cellular Inmune Responses In Vivo
Techniques have recently been developed to analyze various immune re-
sponses at a microscopic level. During in vitro responses, individual cells
are assayed under experimental conditions. In contrast, during an immune
response in vivo, the physiology and dynamics of cell populations may be
determined in live animals or humans. An immune response is the sum of
many complex and dynamic individual cellular responses influenced by
many environmental factors. In vivo experiments maintain this natural
environment, but they cannot resolve the behaviors of individual cells. In
contrast, in vitro experiments provide information at the subcellular and
molecular levels, but they cannot replicate adequately the full repertoire
of environmental factors. Thus, techniques that allow real-time observa-
tion of single cells and molecules in intact tissues are required. Recent
developments in flow cytometry and imaging technology have made such
analyses of cellular and molecular immune responses in vivo possible.

Flow Cytometry

The sine qua non instrument of a cell biologist, and of a cellular immu-
nologist in particular, is the flow cytometer, which is used frequently to
define, enumerate, and isolate different types and subsets of lymphocytes.
The flow cytometer detects and counts individual cells passing in a stream
through a laser beam. Equipping a cytometer with the capacity to sepa-
rate the identified cells enables it to function as a fluorescence-activated
cell sorter (FACS), an instrument first constructed about 40 years ago and
of ever-increasing importance for use by today’s immunologists. These
instruments are used to study the properties of cell subsets identified by
using MAbs to cell surface proteins (e.g., BCR, TCR, CD4, CD8, MHC-I,
and MHC-II). Individual cells in a mixed population are first tagged with
fluorochrome-conjugated MAbs against some of these lymphocyte sur-
face antigens. Together with a large volume of saline, the cell mixture
is then forced through a nozzle, thereby creating a fine stream of liquid
containing cells spaced singly at intervals. Each cell passes through a laser
beam and scatters the laser light, and any fluorochrome molecules bound
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to the cell surface will be excited and fluoresce. Photomultiplier tubes
detect (i) the scattered light that informs us about the size and granularity
of the cell and (ii) the fluorescence emissions that provide information
about the binding of labeled MAbs and associated expression of the sur-
face antigens of each cell (Fig. 2.32). FACS sorting extends flow cytom-
etry by using electrical or mechanical means to divert and collect cells
in droplets with one or more measured characteristics determined by a
gate(s) set by the user. Flow cytometric data are displayed in the form of
a histogram of fluorescence intensity plotted versus cell number. If two or
more fluorochrome-labeled MAbs are used, the data may be displayed as
a two-dimensional scatter diagram or as a contour diagram, where the
fluorescence of one dye-labeled MAD is plotted against that of a second.
The result is that a population of cells labeled with one MADb can be

Figure 2.32 Schematic diagram of a FACS machine. Cells suspended in a core stream
(green) are carried in a sheath fluid (light gray) to the flow cell (yellow sphere), where
they are interrogated by an excitation laser beam. Cells in the stream are detected by
light scattered through the cells (forward scatter [FSC]) and orthogonal to the cells
(side scatter [SSC]). Cells labeled with fluorescently tagged MAbs are detected by emit-
ted fluorescent light (FL1). After detection of FSC, SSC, and FL1 signals, droplets are
formed and loaded with positive or negative electrostatic charges. Droplets containing
single cells are deflected to the left or right by highly charged metal plates, and sorted
cells are collected into tubes. Adapted with permission from Jaye et al., J. Immunol.
188: 4715-4719, 2012 (original figure from J. Immunol. copyright 2012, The Ameri-
can Association of Immunologists, Inc.). doi:10.1128/9781555818890.ch2.f2.32

Stream of cells labeled

/ with fluorescent antibodies
FL1 SSC
—
FSC
Laser \ /
excitation
beam .
Single cells
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further subdivided by its labeling with the second MAb. Thus, flow cy-
tometry can provide objective quantitative data on the percentage of cells
bearing different surface antigens that mediate either early T- and B-cell
development or innate and adaptive immune responses.

As the amounts of suitable fluorochrome dyes, hardware, and data
analysis tools have increased significantly in recent years, it is now pos-
sible to perform as many as 20 color analyses using FACS machines that
consist of several very sensitive photomultipliers. The ability to identify
the cells and mechanisms that mediate the onset of many critical immune
diseases, e.g., depletion of CD4™" T cells in HIV, has benefitted greatly from
the application of FACS analyses and sorting. This benefit is expected to
continue in the future, as flow cytometry analyses currently permit the
recognition of various types of cancer each with a unique pathophysiol-
ogy and treatment strategy. Such analyses have enabled the isolation of
tumor-free populations of hematopoietic stem cells for cancer patients
undergoing stem cell transplantation. The ability of a modern-day flow
cytometer to detect minute quantities of specific cells in heterogeneous
cell mixtures is now used to identify residual malignant cells after therapy
in common malignancies for which disease persistence predicts a worse
prognosis.

Flow cytometry can also rapidly determine relative cell DNA content
for acute lymphoblastic leukemia, the most common childhood blood
cancer, and this helps significantly to guide treatment. Multiplex arrays
of fluorescent beads that selectively capture proteins and specific DNA
sequences have also been investigated by flow cytometry. The latter stud-
ies have yielded highly sensitive and rapid methods for high-throughput
analyses of cytokines, antibodies, and HLA genotypes, which have al-
ready realized important applications in predicting clinical outcomes in
bone marrow stem cell transplantation and cardiovascular disease. Lastly,
automated analysis of very large data sets has contributed to the develop-
ment of a “cytomics” field that integrates the use of flow cytometry into
analyses of cellular physiology, genomics, and proteomics.

Mass Cytometry

The ability to track many genes simultaneously in a single cell is required
to resolve the high diversity of cell subsets, as well as to define their func-
tion in the host. Fluorescence-based flow cytometry is the current bench-
mark for these functional analyses, as it is possible to quantify 18 proteins/
cell at a rate of >10,000 cells/s. Recent advances in a next-generation
postfluorescence single-cell technology, termed mass cytometry, have led
to a new technology that couples flow cytometry with mass spectrometry
and can theoretically measure 70 to 100 parameters/cell (Fig. 2.33). Mass
cytometry offers single-cell analysis of at least 45 simultaneous parame-
ters without the use of fluorochromes or spectral overlap. In this method-
ology, stable nonradioactive isotopes of nonbiological rare earth metals
are used as reporters to tag antibodies that may be quantified in a mass
spectrophotometer detection system. By applying the resolution, sensitiv-
ity, and dynamic range of this detection system on a timescale that permits
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Figure 2.33 Schematic of inductively coupled plasma mass spectroscopy (ICP-MS)-
based analysis of cellular markers. An affinity product (e.g., antibody) tagged with
a specific element binds to the cellular epitope. The cells are introduced into the ICP
by droplet nebulization. Each cell is atomized and ionized, overly abundant ions are
removed, and the elemental composition of remaining heavy elements (reporters) is
determined. Signals corresponding to each elemental tag are then correlated with the
presence of the respective marker and analyzed with a FACS machine as described for
Fig. 2.32. Da, daltons. Adapted from Bendall et al., Trends Immunol. 33:323-332,
2012, with permission from Elsevier. doi:10.1128/9781555818890.ch2.f2.33

the measurement of 1,000 cells/s, this methodology offers a new approach
to high-content cytometric analysis. One such type of analysis is immu-
nophenotyping by mass spectrometry, which now provides the ability to
measure >36 proteins/cell at a rate of 1,000 cells/s. Immunophenotyping
is a process used to identify cells based on the types of antigens or mark-
ers on the surface of the cell. This process may also be used to diagnose
specific types of leukemia and lymphoma by comparing the cancer cells
to normal cells of the immune system. Hence, it is evident that further
development and refinement of flow cytometry and mass cytometry will
continue to provide major advances in several areas of clinical medicine,
including discovery, pathophysiology, and therapy of disease.

Two-Photon Intravital Cell Imaging

T-cell interactions with antigen-bearing dendritic cells in secondary
lymphoid organs mediate important adaptive immune responses to in-
fectious microbes. These interactions trigger the T cells to proliferate,
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differentiate, and mature into effector T cells, which may migrate to sites
of inflammation and secrete cytokines that are essential to block and/
or eliminate the infection. This targeted delivery of effector T-cell func-
tion is dependent on antigen-specific interactions with dendritic cells in
the infected tissue. Knowledge of how these effector T-cell-dendritic cell
interactions and the specific cytokines secreted by the effector T cells
mediate productive and nonproductive adaptive immune responses is es-
sential for the further development of novel vaccines dependent on such
cell-mediated responses.

Prior to vaccine development, much more must be learned about
the dynamics of effector T-cell migration through sites of infection, the
frequency with which these T cells are activated to full effector func-
tion, and the precise location of effector-derived cytokine delivery dur-
ing an adaptive immune response. Recent advances in dynamic imaging
methods now enable the direct observation of immune cell function
in complex tissues in vivo. In particular, two-photon intravital imag-
ing techniques have been used to analyze naive T-cell migration during
antigen-specific activation by dendritic cells in primary lymphoid sites
such as lymph nodes. More recently, imaging studies involving infection
of several tissues (e.g., liver, brain, and skin) with various pathogens or
during autoimmune processes have addressed the sequence of interac-
tions between dendritic cells and antigen-specific effector T-cell subsets
in nonlymphoid sites.

Two-photon laser scanning microscopy (intravital imaging) and flow
cytometry are used to track T-cell migration and cytokine secretion con-
sequent to T-cell-dendritic cell interactions. Two-photon fluorescence
excitation uses extremely brief (<1 picosecond) and intense pulses of
light to view directly into living tissues, to a greater depth and with
less phototoxicity than with conventional imaging methods. Real-time
imaging of fluorescently labeled cells at the single-cell level and under
physiological conditions in deep-tissue environments, such as those that
mediate T-cell-dendritic cell interactions in lymph nodes, has enhanced
our understanding of the dynamics of T-cell-dendritic cell contacts in
vivo and their mode of regulation of T-cell activation and migration.
It is now possible to track the behavior of T cells, located up to 100
to 300 wm below the surface of lymph node tissue, during either the
24 h they spend, on average, in a given lymph node or during the 3 to
4 days they spend in a lymph node after exposure to an antigen. Imaging
of lymphocyte behavior in lymph nodes can be performed in surgically
exposed inguinal lymph nodes (located in the groin region of the ab-
domen) or popliteal lymph nodes (located beneath the knee joint) of
live, anesthetized mice under physiological conditions of temperature
and oxygen metabolism, preservation of vascular and lymphatic flow,
and innervation. Thus, two-photon real-time cell imaging has extended
single-cell approaches to the in vivo setting and can reveal in detail how
tissue organization, extracellular factors, and cell movement combine
to support the development of desirable and undesirable (infection) im-
mune responses.



summary

Both innate and adaptive immune responses are essential
for protection of humans from microbial infection and in-
flammation. Innate immunity mediates an initial, early
antigen-nonspecific host defense mechanism of protection
against microbial infections. Subsequently, adaptive immu-
nity develops more slowly and confers specificity against a
foreign antigen, and it therefore mediates the later and more
vigorous defense against infections. In the absence of these
defenses, individuals rapidly succumb to infection. Adaptive
immunity responds more effectively against each successive
exposure to a microbe, thus conferring immunological mem-
ory on the immune system.

During adaptive responses, effector cells that eliminate for-
eign antigens (e.g., pathogenic microbes) can be activated by
T cells that express about 10° pathogen-specific TCRs/cell,
cytokines produced and secreted by activated T cells, and
phagocytic cells (e.g., macrophages) activated by their innate
receptors. The activated effector T cells circulate directly to
sites (primary and/or secondary lymphoid organs) of the an-
tigen displayed on antigen-presenting cells and interact with
these cells. In contrast, B cells express BCRs on their surface
and receive help from Th cells to produce soluble antibodies
that circulate in blood to bind specific antigens on infectious
pathogens. The BCRs and circulating antibodies may have
specificity for the same epitopes of an antigen.

Several phenotypically distinct subpopulations of T cells ex-
ist, each of which may have the same specificity for an an-
tigenic epitope. However, each subpopulation may perform
different functions. This is analogous to the different classes
of immunoglobulin molecules, which may have identical
antigenic specificities but different biological functions. The
major subsets of T cells include CD4" Th cells, CD8" CTLs,
and CD4" T regulatory cells. The functions of these T-cell
subsets include the following.

B-cell help. Th cells cooperate with B cells to enhance
antibody production. Antigen-stimulated Th cells release
cytokines that provide activation, proliferation, and dif-
ferentiation signals for B cells.

Inflammatory effects. On activation, certain Th cells re-
lease cytokines that induce the migration and activation
of monocytes and macrophages, leading to inflammatory
reactions.

Cytotoxic effects. CTLs can deliver a lethal hit on contact
with their target cells, leading to their death.

Regulatory effects. Th cells can be further subdivided into
different functional subsets that are commonly defined by
the cytokines they release. These subsets (Th1 and Th2)
have distinct regulatory properties that are mediated by
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the different cytokines they release. Th1 cells can nega-
tively cross-regulate Th2 cells and vice versa. T regulatory
cells coexpress CD4 and CD25 on their surface (CD25 is
the TIL-2 receptor a chain). Recently, the regulatory activ-
ity of these CD4™ CD25" cells and their role in actively
suppressing autoimmunity have been widely studied.

Cytokine effects. Cytokines produced by each of the T-cell
subsets (principally Th cells) exert numerous effects on
many cells, lymphoid and nonlymphoid. Thus, directly or
indirectly, T cells communicate and collaborate with many
cell types. Binding of an antigen to its TCR is not suffi-
cient to activate T cells. At least two signals must be deliv-
ered to the antigen-specific T cell for activation to occur.
Signal 1 involves the binding of the TCR to the antigen,
which must be presented in the appropriate manner by
antigen-presenting cells. Signal 2 involves costimulators
(molecules that, in addition to the TCR, also stimulate
the activation of T-cell signaling pathways and prolifera-
tion), including cytokines (e.g., IL-1, IL-4, and IL-6) and
cell surface molecules expressed on antigen-presenting
cells (e.g., CD80 and CD86). The term costimulator also
includes stimuli such as microbial antigens and damaged
tissue that enhance the delivery of signal 1.

Although the humoral and cellular arms are distinct compo-
nents of adaptive immune responses, these two arms gener-
ally interact during a response to a given pathogen. These
various interactions elicit maximal survival advantage for the
host by eliminating the antigen and by protecting the host
from mounting an immune response against self. Thus, the
study of how the immune system works can be of great ben-
efit for survival, best exemplified in recent times by the suc-
cessful use of polio vaccines in the mid-20th century. More
recently, the application of immunology, as it relates to organ
(e.g., human heart and liver) transplantation, has also re-
ceived much public attention, in view of the significant short-
age of donor organs for transplantation.

Whereas innate and adaptive immune responses against in-
flammation protect from infectious diseases and are essential
for human survival, an inflammatory response may also pro-
tect the host. Innate immune responses mediate the detection
and rapid destruction of most infectious agents we encounter
daily. These responses collaborate with adaptive immune re-
sponses to generate antigen-specific effector mechanisms that
lead to the death and elimination of the invading pathogen.
Thus, vaccination against infectious diseases continues to be
an effective form of prophylaxis.

The application of molecular, cellular, cytometric, imaging,
and bioinformatic techniques promises many significant ben-
efits for the future of immunology, particularly in the areas of

(continued)
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summary (continued)

vaccine development and the control of immune responses.
Instead of the time-consuming empirical search for an atten-
uated virus or bacterium for use in immunization, one may
now use pathogen-specific protein sequence data and bioin-
formatics to identify candidates to be tested.

The ability to modulate and control various immune re-
sponses also offers much promise for the treatment of dis-
ease. Techniques of MAb production, cell isolation and

review questions

1. What is the raison d’étre of the immune system, and
what are its principal functions? Why have professionals
and the lay public been so highly impacted by advances in
immunology?

2. What is the most effective method of protection of an in-
dividual against infection? Cite several examples, and outline
how this method proved so effective in combating infectious
diseases in the 20th century.

3. How many main types of immune responses exist, and
what are their salient properties, functions, and mechanisms
of action? Do these responses occur independently, or can
one type of response promote another type?

4. Which types of immune responses protect individuals
from infections? How can inflammatory responses both elicit
infection and protect against infection?

5. Which components (tissues, cells, and molecules) of the
immune system are essential for the recognition and elimina-
tion of microbial pathogens?

6. What are PAMPs, pattern recognition receptors, and
DAMPs, and why are they important in innate immunity?
Which types of cells and cellular compartments express in-
nate immune receptors, and why are such receptors found in
these compartments?

7. How do innate and adaptive immune responses differ in
specificity and diversity? What components of each type of
response mediate this difference in diversity?

8. What are TLRs, how many TLRs exist, which transcrip-
tion factors are activated by TLR signals, and why do we
need multiple TLRs for immune responses?

9. What is an inflammasome, and how does it induce inflam-
matory reactions to microbes in damaged tissues?

transfer, gene isolation and transfer, clonal reproduction
and biosynthesis, etc., have contributed to rapid progress
in the characterization and synthesis of various cytokines
and chemokines that enhance and control the activation of
various cells associated with immune responses. Powerful
and important modulators have been synthesized using re-
combinant DNA technology and are being tested for their
therapeutic efficacies in a variety of diseases, including many
different cancers.

10. How are adaptive immune responses stimulated by in-
nate immune responses?

11. Why have two types of adaptive immunity evolved, and
do these types of adaptive immune responses target the same
or different microbes?

12. What are the main classes of leukocytes and lympho-
cytes, how can they be identified, and how do their functional
roles differ?

13. What is meant by immunological memory and immune
tolerance?

14. Why is it important that naive, effector, and memory T
and B cells exist, and what are the main differences in their
functions?

15. Where are T and B cells found in lymph nodes before
antigen stimulation, and where and how do the cells migrate
in these nodes after antigen encounter? How do naive and ef-
fector T cells differ in their patterns of migration, and which
molecules mediate this differential migration?

16. What is the clonal selection hypothesis, and what are its
main postulates?

17. Where are the precursor cells for the lymphoid and mye-
loid cell lineages found, and how do these precursors as well
as their mature cell forms circulate through the body into
specific tissues?

18. What are the cells of the myeloid lineage, and how do
they control immune responses?

19. What are the cells of the lymphoid lineage, and how do
they control immune responses?

20. What is MHC restriction?

21. What are professional antigen-presenting cells, and why
are they important for MHC restriction and T-cell activation?



review questions (continued)

22. What are the key features of presentation of peptides by
MHC proteins to T cells?

23. How is antibody diversity generated? What are the struc-
tural features of an antibody molecule that enable it to carry
out its various functions? Describe these functions.

24. What different classes, subclasses, and types of antibody
molecules exist? What is the functional relevance of having
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25. How are polyclonal and monoclonal antibodies pro-
duced, and how may their structures be modified to permit
their application to immune therapy?

26. How are the ELISA and the ELISPOT assay performed,
and under which circumstances?

27. What are some of the recent advances in flow cytometry,
mass cytometry, and two-photon intravital cell imaging that
significantly advance our understanding of the molecular and
cellular interactions that mediate immune responses?

this collection of molecules?
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The Genetic Basis of Disease

URING THE PAST DECADE, DNA-based technologies have developed

dramatically. Initial research in this area began with chromoso-

mal karyotyping, which then evolved to analyses of chromosomal
structural and numerical abnormalities. These analyses were followed by
the application of microarray-based and genome-wide association study
(GWAS)-based projects of common and rare structural variants (SVs) in
genes, and they more recently have been rapidly extended to a variety of
human genetic mapping studies. The latter studies have included several
projects, such as the Human Genome Project (Milestone 3.1), HapMap
Project, and 1000 Genomes Project. These and other studies have signifi-
cantly expanded our knowledge of chromosome structure, gene structure,
and gene variation in both health and disease. As a result, genetic map-
ping has significantly advanced our understanding of general biology and
the pathogenesis of disease. Relatively recent evidence demonstrates that
genetic association studies can identify new chromosomal loci associated
with a disease. Such studies have enabled us to reach much closer to our
ultimate goal, i.e., to identify the major cellular pathways in which genetic
variation contributes to the susceptibility and inheritance of common dis-
eases. This chapter presents a discussion of the rapid progress made from
our initial limited knowledge of chromosomes and chromosome abnor-
malities to the more recent developments in our understanding of the
extent and mechanisms of genetic variation (Milestones 3.2 and 3.3) and
their important role in the genetic control of disease susceptibility.

Chromosomal Disorders and Gene Mapping
Chromosomes and Chromosome Abnormalities

All nucleated cells contain chromosomes that consist of DNA and proteins
(histones) in a compact structure. Chromosomes carry all of our genes
and therefore all of our genetic information. DNA with its associated
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THE HUMAN GENOME PROJECT
Initial Sequencing and Analysis of the Human Genome

E.S. LANDER ET AL.
Nature 409:860-921, 2001

The Sequence of the Human Genome

J. C. VENTER ET AL.
Science 291:1304-1351, 2001

F I The sequencing of the human
genome was the centerpiece of
the Human Genome Project. It

was truly an international effort. Over

20 laboratories in six countries were

directly involved in the sequencing

itself. Many others contributed to the
mapping of the human genome and to
disseminating the information to the
scientific community. The National

Human Genome Research Institute’s

human sequencing program began

with a set of pilot projects in 1996 and
scaled up to full production levels in

COPY NUMBER VARIATIONS

1999. A draft version of the sequence
was published in Nature in February
2001. The sequencing effort continued
at full strength and is now complete.
In an article entitled “Our Genome
Unveiled” (Baltimore, 2001), David
Baltimore commented that “the draft
sequences of the human genome are
remarkable achievements. . . . They
provide an outline of the information
needed to create a human being and
show, for the first time, the overall or-
ganization of a vertebrate’s DNA. . . .
These papers launched the era of

Detection of Large-Scale Variation in the Human Genome

A. JAFRATE ET AL.
Nat. Genet. 36:949-951, 2004

Large-Scale Copy Number Polymorphism in the Human Genome

J. SEBAT ET AL.
Science 305:525-528, 2004

ture Genetics and Science, research-

ers reported on another previously
unknown layer of DNA sequence
variation. Until 2004, the genetic com-
munity regarded SNPs to be the prime
source of genetic variation between in-
dividuals that is associated with differ-
ent phenotypes. However, it was found
that larger structural changes between

In two seminal 2004 papers in Na-

individuals were also associated with
population differences. CNVs are
regions of DNA, generally >1,000
bases long, whose chromosomal copy
number differs between individu-

als. Larger than SNPs, but not large
enough to be detected visually, these
regions may be deleted, duplicated,
triplicated, etc. Similar to SNPs, CNVs
may be causative of or associated

milestone
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post-genomic science. . . . It reflects

the scientific community at its best:
working collaboratively, pooling its
resources and skills, keeping its focus
on the goal, and making its results
available to all as they were acquired.”
The completion of the finished
sequence coincided with the April
2003 50th anniversary of the discovery
of the DNA double helix by James
Watson and Francis Crick and was
announced at a meeting entitled “50
Years of DNA: from Double Helix to
Health, a Celebration of the Genome.”

milestone
3.2

with disease, disease susceptibility,
and other phenotypes. Alternatively,
CNVs may serve only as markers for
GWASs. Since 2004, geneticists have
included CNVs in their analyses, and
the numbers and importance of these
genetic variations continue to grow.
The Database of Genomic Variants,
which records CNVs, currently lists
more than 38,000 entries.
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Nature 489:57-74, 2012

Evidence of Abundant Purifying Selection in Humans for
Recently Acquired Regulatory Functions
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Science 337:1675-1678, 2012

Systematic Localization of Common Disease-Associated

Variation in Regulatory DNA
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Science 337:1190-119S, 2012

of human genetics, in 30 research

papers (including 6 in Nature and
additional papers published online by
Science), scientists recently announced
the results of 5 to 10 years of work
in unraveling the secrets of how the
genome operates. Some of these papers
are listed here. The Encyclopedia of
DNA Elements (ENCODE) proj-
ect dispensed with the idea that our
DNA is largely “junk,” i.e., repeating
sequences with no function. Instead,
The ENCODE Project Consortium
found that at least 80% of the genome
is important. In addition to encoding
proteins, the DNA bases highlighted by
ENCODE identify sites for proteins that
influence gene activity, RNA strands
that perform various roles, or positions
in DNA where chemical modifications
silence stretches of our chromosomes.
The new findings are the most recent in
a series of increasingly in-depth looks
at the properties of the human genome.
Some of the major scientific milestones
reached thus far in this continuing
endeavor are listed below.

1. Heredity, 1866. The realization
that traits and certain diseases can be
passed from parent to offspring dates
back to the time of Hippocrates, who
theorized that “seeds” from different
parts of the body were transmitted

In a milestone for the understanding

to newly conceived embryos. Charles
Darwin later proposed similar ideas.
What these seeds were remained un-
known until Gregor Mendel systemat-
ically tracked dominant and recessive
traits in his studies of pea plants.

2. Chromosomes, 1902. In 1869,
Johannes Friedrich Miescher was the
first to isolate DNA. During the next
30 years, scientists discovered mitosis,
meiosis, and chromosomes. In 1903,
Walter Sutton discovered that chro-
mosomes occur in pairs and separate
during meiosis. He proposed that “the
associations of paternal and maternal
chromosomes in pairs and their sub-
sequent separation . . . may constitute
the physical basis of the Mendelian law
of heredity.”

3. Genes, 1941. In 1941, Edward
Tatum and George Beadle discovered
that genes code for proteins, explain-
ing for the first time how genes direct
metabolism in cells. Tatum and Beadle
would share half of the 1958 Nobel
Prize in Physiology or Medicine for
their discovery, which they made by
mutating bread mold with X rays.

4. DNA structure, 1953. In 1950,
Erwin Chargaff identified that the
nucleotides of DNA occur in specific

patterns. These nucleotides are repre-
sented by A, T, G, and C, and Chargaff

The Genetic Basis of Disease
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was the first to discover that A and T
always appeared in equal measures,
as did G and C. This discovery was
crucial to James Watson and Francis
Crick, the scientists who determined
the structure of DNA in 1953. Com-
bining Chargaff’s work with studies
by Maurice Wilkins and Rosalind
Franklin and other scientists, Watson
and Crick identified the double-helix
structure of DNA.

5. Recombinant DNA, 1970s.
Recombinant DNA was discovered.
This enabled the first animal gene (a
segment of DNA containing a gene
from the African clawed frog [Xe-
nopus] fused with DNA from the
bacterium Escherichia coli) to be
cloned in 1973. In addition, a method
of DNA sequencing was developed by
Fred Sanger, who in 1980 received his
second Nobel Prize in Chemistry.

6. PCR, positional gene cloning, and
identification of the first human disease
gene, 1980s. PCRs simplified DNA
amplification and discovery, techniques
to clone and tag DNA were developed,
and the first disease gene was cloned
in 1986. The first human disease gene
identified by positional cloning was
one for chronic granulomatous disease
on chromosome Xp21. The genes for
Duchenne muscular dystrophy and
retinoblastoma followed quickly.

7. Human genome catalogued,
2001. In 1977, the complete ge-
nome of the bacteriophage X174
was sequenced. By 1990, a complete
cataloguing of the human genome had
begun. The Human Genome Project
emerged and proved to be a 13-year
international effort that resulted in
the complete sequencing of the human
genome in 2001. The project revealed
that humans have about 23,000
protein-coding genes, which repre-
sented ~1.5% of the genome. It was

(continued)
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milestone 3.3 (continued)

thought that the rest of the genome
was composed of what was previ-
ously called “junk DNA,” including
fragments of DNA that do not encode
any proteins and groups of genes that
regulate other portions of the genome.

8. Junk DNA dejunked, 2012. On
5 September 2012, several scientific
articles reported on the results of a
decade-long ENCODE project showing

GWAS

genome-wide association study

SV

structural variant

that at least 80% of the genome is
biologically active and that most of
the non-protein-coding DNA can
regulate the expression and function
of nearby genes that encode proteins.
Importantly, these findings reveal that
the genetic basis of many diseases may
be not in protein-coding genes but,
rather, in their “regulatory neighbors.”
For example, genetic variants related

to metabolic diseases are located in
genetic regions that are activated only
in liver cells. Similarly, regions acti-
vated in lymphocytes contain variants
that are associated with autoimmune
disorders, such as systemic lupus ery-
thematosus. These studies are the first
to illustrate the chromosomal locations
of DNA switches that control human
genes in health and disease.

packaging proteins is referred to as chromatin. Some regions of chromo-
somes are tightly packed and are called heterochromatin, while other
regions are less condensed and are called euchromatin. Less condensed
packing of chromatin generally increases the transcription of genes in
the region. Each species has a characteristic number and form of chro-
mosomes, referred to as the karyotype. A karyogram is a photographic
representation of stained chromosomes arranged in order of size, i.e., de-
creasing length (Fig. 3.1). Each chromosome is paired with its matched
or homologous chromosome. The matched chromosomes are identical in
size and structure but may carry different versions (known as alleles) of

Figure 3.1 Normal human male 46,XY karyogram. Humans have a total of 46 chro-
mosomes that consist of two identical sets of 22 chromosomes (autosomal chromo-
somes) and 2 sex chromosomes (XX for female and XY for male). Because of the two
identical sets of chromosomes, human cells are called diploid. Adapted from http:/
humandna.co.in/chromosomes.php. d0i:10.1128/9781555818890.ch3.f3.1
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the same gene. Humans have 46 chromosomes, or 23 chromosome pairs,
to carry our approximately 25,000 genes. Cells in our body that contain
46 chromosomes are diploid (7 = 2); 23 chromosomes are derived from
the mother’s egg cell, and the other 23 are from the father’s sperm. Egg
cells and spermatozoa each contain only 23 chromosomes (Fig. 3.2) and
therefore are haploid (7 = 1). In diploid cells, the 46 chromosomes appear
as 22 homologous pairs of autosomes (nonsex chromosomes) and one
pair of sex chromosomes, XX in females and XY in males.
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Figure 3.2 Generation of a diploid (2#)
zygote. A diploid 27 fertilized egg (zy-
gote) is produced by the fusion of a
haploid (7) sperm and egg. Successive
mitotic divisions generate many types of
diploid cells in the body (somatic cells)
during development and cell turnover
(replacement of old cells with new ones)
in an embryo. Adapted from Strachan
and Read, Human Molecular Genet-
ics (Bios Scientific Publishers, Oxford,
United Kingdom, 1996), with permission.
doi:10.1128/9781555818890.ch3.f3.2
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Figure 3.3 Schematic diagram of the
structures of a chromosome. The p and
q arms, centromere, chromatid, bands,
and subbands (described in the text)
are shown. A chromatid is an individual
chromosome that is paired with a repli-
cated copy of the identical chromosome.
This pair of chromosomes is held to-
gether at the centromere for the process
of cell division. The light and dark bands
originate from the differential staining
of the regions of the chromosome with
the Giemsa stain, as explained in the
text. The short arm of each chromosome
is denoted with a “p” and the long arm
with a “q.” Thus, 7q refers to the long
arm of chromosome 7. Each arm may
be further divided into regions, depend-
ing on the size. Adapted from Wallis,
Genetic Basis of Human Disease (The
Biochemical Society, London, United
Kingdom, 1999), with permission.
doi:10.1128/9781555818890.ch3.f3.3

Human chromosomes are usually studied in rapidly dividing cells,
such as peripheral blood lymphocytes. Cell mitosis can be arrested in the
metaphase stage of the cell cycle, and the chromosomes can be differ-
entially stained to allow their identification microscopically. This micro-
scopic analysis of chromosomes is known as cytogenetics. For routine
karyotyping, Giemsa staining is preferred, as this procedure produces al-
ternating light and dark bands (G banding) that reflect differential chro-
mosomal structures characteristic of each chromosomal pair (Fig. 3.1).
These light and dark bands of chromosomes result from the specificity
of binding of the Giemsa stain for the phosphate groups of DNA, as the
stain attaches to regions of DNA where there are large amounts of A-T
bonding. Thus, Giemsa staining can identify different types of changes in
chromosomal structure as gene rearrangements.

Examination of a karyotype enables one to determine either if there
is gain or loss of a chromosome(s) or if the structure of a given chro-
mosome(s) is altered. The centromere of each chromosome separates the
short arm (p) from the long arm (q). Most arms are divided into two or
more regions by distinct bands, and each region is further subdivided into
subbands (Fig. 3.3). For example, band Xp21.2 is found on the p arm of
the X chromosome in region 2, band 1, subband 2.

Chromosome disorders are caused by abnormalities in the number
(increase or decrease of genes) or the structure of chromosomes. An indi-
vidual’s physical characteristics are called a phenotype, which is the com-
bination of all of that individual’s expressed traits, including morphology,
development, behavior, and biochemical and physiological properties.
Phenotypes result from the expression of genes and environmental fac-
tors that interact with these genes. Thus, the phenotype of a person with
a chromosomal disorder may vary with the type of chromosomal defect.

Numerical Chromosome Abnormalities

An abnormality in which the chromosome number is an exact multiple
of the haploid number (# = 23) and is larger than the diploid number
(n = 46) is called polyploidy. Polyploidy arises from fertilization of an
egg by two sperm (total number of chromosomes increases to 69) or the
failure in one of the divisions of either the egg or the sperm so that a
diploid gamete is produced. The survival of a fetus to full term of preg-
nancy is rare in the instance of polyploidy. Aneuploidy occurs when the
chromosome number is not an exact multiple of the haploid number and
results from the failure of paired chromosomes (at first meiosis) or sister
chromatids (at second meiosis) to separate at anaphase. Thus, two cells
are produced, one with a missing copy of a chromosome and the other
with an extra copy of that chromosome (Fig. 3.4). Examples of numerical
chromosomal abnormalities are listed in Table 3.1.

Trisomy 21, the first human chromosomal disorder discovered (in
1959), is an abnormality that displays an extra copy (total of 3 copies)
of chromosome 21 (Fig. 3.5) and causes Down syndrome. The genes on
all three copies of chromosome 21 are normal. However, not all individ-
uals with Down syndrome show the same physical characteristics, indi-
cating that their phenotypes can vary. People with Down syndrome have
a typical facial appearance (the face is flat and broad) that includes an
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Pair of homologous

Parental cell (2725 n =23) chromosomes

Gamett . .. . .
ametes Figure 3.4 Nondisjunction in gamete

Q cell formation and fusion of abnormal

gametes with a normal haploid gamete.

Aneuploidy occurs when paired chro-

mosomes (at first meiosis) or sister

chromatids (at second meiosis) do not

separate from each other at anaphase,

a stage of meiosis at which sister chro-

X mosomes move to opposite sides of the

cell. This failure of paired chromosomes

to separate, with the chromosomes in-

stead moving to the same side of the

cell, is termed nondisjunction. As a re-

Fusion of gametes sult, two cells are produced, one with a

missing copy of a chromosome and one

with an extra copy of that chromosome,

as shown. Redrawn from Dewhurst,

Biol. Sci. Rev. 10(5):11-15, 1998, by

permission of Philip Allan for Hodder
Education.

doi:10.1128/9781555818890.ch3.f3.4
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abnormally small chin, skin folds on the inner corners of the eyes, poor
muscle tone, a flat nasal bridge, a protruding tongue due to a small oral
cavity, an enlarged tongue near the tonsils, a short neck, and white spots
on the iris. Growth parameters such as height, weight, and head circum-
ference are smaller in children with Down syndrome than in typical indi-
viduals of the same age.

All Down syndrome patients have some degree of mental retarda-
tion, albeit moderate. Despite this condition, many persons with Down
syndrome can be educated and live with minimal daily assistance, while
others require much attention and care. There are several possible health
concerns, including cardiac failure and hearing loss. Individuals with

Table 3.1 Numerical chromosomal aberration syndromes

Aneuploidy condition Karyotype

Tetraploidy 92 XXYY
Triploidy 69 XXY
Trisomy 21 (Down syndrome) 47 XX+21
Trisomy 18 (Edward syndrome) 47 XY+18
Trisomy 13 (Patau syndrome) 47 XX+13
Klinefelter syndrome 47 XXY
Trisomy X 47 XXX
Turner syndrome 45 X

Adapted from Wallis, Genetic Basis of Human Disease (The Biochemical Society, London, United
Kingdom, 1999), with permission.
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Figure 3.5 Trisomy 21. This syndrome appears when an individual inherits three cop-
ies of chromosome 21. The extra copy of chromosome 21 results in Down syndrome.
Adapted from http://www.genome.gov/pages/education/modules/chromosomeanalysis
.pdf. doi:10.1128/9781555818890.ch3.f3.5

Down syndrome are now living longer than they used to and can survive
into their 50s and 60s. However, those individuals who survive to that age
are at very high risk of developing Alzheimer disease.

Trisomy 13, the presence of three copies of chromosome 13, causes
Patau syndrome. Only about 5% of infants with this disorder survive past
their first year, and most pregnancies involving trisomy 13 end in miscar-
riage. Children with trisomy 13 usually have a lot of trouble breathing,
especially when they sleep, and many have seizures. All individuals with
Patau syndome have severe mental retardation, and other common char-
acteristics include a small head, extra fingers and/or toes, and a cleft lip
or cleft palate.

Trisomy 18, the presence of 3 copies of chromosome 18, elicits Edward
syndrome. Only about 10% of babies with this syndrome survive past
their first year, and the majority of survivors are female, indicating a pre-
natal selection against males with trisomy 18 after the time of amniocen-
tesis. Children with trisomy 18 usually have problems with breathing and
eating, and many have seizures or serious heart conditions. All individuals
with trisomy 18 have severe mental retardation. Most babies with trisomy
18 are very small and have certain recognizable facial features. They also
tend to overlap their fingers in a very distinct pattern.

Prader-Willi syndrome results from the absence or nonexpression of
a group of genes on chromosome 15. A specific form of blood cancer,
chronic myeloid leukemia, may be caused by a chromosomal transloca-
tion, in which portions of two chromosomes (chromosomes 9 and 22) are
exchanged. No chromosomal material is gained or lost, but a new, abnor-
mal gene that leads to the development of cancer is formed.


http://www.genome.gov/pages/education/modules/chromosomeanalysis.pdf
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Sex Chromosome Abnormalities

The phenotype of chromosomal disorders can vary depending on whether
the chromosomal abnormality occurs on the maternally or paternally de-
rived chromosomes (Table 3.1).

Turner syndrome (45,X) is an example of monosomy, in which a girl
is born with only one sex chromosome, an X chromosome.

Klinefelter syndrome occurs in males with the genotype 47,XXY. Such
males have 47 chromosomes and are classified as having a sex chromo-
some trisomy (three sex chromosomes), since they carry two X chromo-
somes and one Y chromosome. This syndrome affects about 1 in 1,000
males. Most affected males are taller than average, and they may have
more body fat in the hips or chest as well as little facial and body hair.
Some Klinefelter males are mentally retarded, while many others have
normal intelligence. The most common feature of this syndrome is infer-
tility; about 2% of infertile men have Klinefelter syndrome.

Structural Chromosome Abnormalities

Genomic rearrangements may alter genome architecture and yield clinical
consequences. Several genomic disorders caused by structural variation
of chromosomes were discovered by cytogenetics. Recent advances in
molecular cytogenetic techniques have enabled the rapid and precise de-
tection of structural rearrangements on a whole-genome scale. This high
resolution illustrates the role of SVs and single-nucleotide polymorphisms
(SNPs) in normal genetic variation.

In analyzing the role of structural gene variants in cell function, it is
important to consider the two types of such variants, i.e., gain-of-function
variants and loss-of-function variants. A gain-of-function variant results
from a mutation that confers new or enhanced activity on a protein. Most
mutations of this type are not heritable (germ line) but, rather, are somatic
mutations. A change in the structure of a gene that may arise during DNA
replication and is not inherited from a parent, and also is not passed to
offspring, is called a somatic mutation. Such a mutation that results in a
single base substitution in DNA is known as a somatic point mutation.
A loss-of-function variant results from a point mutation that leads to re-
duced or abolished protein function. Most loss-of-function mutations are
recessive, indicating that clinical signs are typically observed only when
both chromosomal copies of a gene (one being inherited from each par-
ent) carry such a mutation.

In a population, any two unrelated individuals are identical at about
99.5% of their DNA sequence. At a given chromosomal site, one individ-
ual may have the A nucleotide and the other individual may have the G
nucleotide. This type of site in DNA is known as an SNP (Fig. 3.6). Each
of the two different DNA sequences at this site (or gene) is called an allele.

Molecular techniques such as array-based comparative genomic
hybridization (CGH), SNP arrays, array painting, and next-generation
sequencing have facilitated and expedited the characterization of chro-
mosome rearrangements in human genomes. These various genomic
rearrangements can arise by several mechanisms, including deletions, am-
plifications, translocations, and inversions of DNA fragments (Fig. 3.7).

The Genetic Basis of Disease

SNP

single-nucleotide polymorphism

CGH

comparative genomic hybridization
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Figure 3.6 Illustration of an SNP. Two
sequenced DNA fragments (1 and 2)
from different individuals, TGAAA to
TGAGA, contain a difference in a sin-
gle nucleotide (an A/G polymorphism).
In this case, the two alleles are called
A and G (circled in black dashed line).
Watson-Crick bonds between the bases
are shown in red. Almost all common
SNPs have only two alleles. The distri-
bution of SNPs is not homogeneous,
as SNPs usually occur in noncoding
regions more frequently than in coding
regions of DNA.
doi:10.1128/9781555818890.ch3.£3.6
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Deletions occur when a portion of a chromosome is missing or removed.
Duplications result from the copying of a portion of a chromosome that
results in extra genetic material. During a translocation, a portion of
one chromosome is transferred to another chromosome. In a reciprocal
translocation, DNA segments from two different chromosomes are ex-
changed. A DNA inversion results when a portion of a chromosome is
broken off, turned upside down, and reattached. When a portion of a
chromosome is disrupted, the chromosome may form a circle, or ring,
without any loss of DNA.

Figure 3.7 Types of common chromosomal rearrangements. Each box illustrates a
healthy chromosome (left) and its derivative altered chromosome (right). The black
lines indicate the regions involved. Adapted from Wijchers and de Laat, Trends Genet.
27:63-71,2011, with permission from Elsevier. doi:10.1128/9781555818890.ch3.3.7
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As most chromosome abnormalities occur accidentally in the ovum
or sperm, the abnormality is present in every cell of the body. However,
some abnormalities arise after birth, resulting in a condition where a few
cells have the abnormality and others do not. Chromosome abnormali-
ties can either be inherited from a parent (e.g. translocation) or develop
spontaneously for the first time. This is why chromosome studies are per-
formed on parents when a child is found to have an abnormality.

How do chromosome abnormalities happen? Chromosome abnor-
malities usually occur when there is an error in cell division (Fig. 3.8).
There are two kinds of cell division. Meiosis results in cells with half the
number of usual chromosomes, 23 instead of the normal 46. These are

Figure 3.8 Nondisjunction of sex chromosomes during first meiosis and mitosis. The
first meiotic and mitotic events, with the resultant karyotypes and syndromes (or other
outcomes) that result from nondisjunction, are shown. Adapted from Connor and
Ferguson-Smith, Essential Medical Genetics, 3rd ed. (Blackwell Scientific Publications,
Oxford, United Kingdom, 1991) with permission; original figure © 1991 Blackwell
Scientific Publications. doi:10.1128/9781555818890.ch3.f3.8

Normal Paternal meiotic Mitotic nondisjunction
nondisjunction at cleavage

Primary
spermatocyte

© © ©
o N 7\ N
RORORRCORGERCORO

s (OO OO [(OC

Fertilized

egg cell
Two-cell
embryos

46,XX 46,XY 47,XXY 45X 45,X/47, XXX  45X/47,XXY
Normal female Normal male Klinefelter Turner Mosaic Mosaic
syndrome syndrome



146

CHAPTER 3

CNV

copy number variant

FISH

fluorescence in situ hybridization

the eggs and sperm. Mitosis produces two cells that are duplicates (46
chromosomes each) of the original cell. This kind of cell division occurs
throughout the body, except in the reproductive organs. In both processes,
the correct number of chromosomes appears in the daughter cells. How-
ever, errors in cell division can result in cells with too few or too many
copies of a chromosome.

Additional factors can increase the risk of chromosome abnormali-
ties. One factor is maternal age. Women are born with all of the eggs they
will ever have. Therefore, when a woman is 30 years old, so are her eggs.
Chromosomal errors can appear in eggs as they age. Thus, older women
are at greater risk of giving birth to babies with chromosome abnormali-
ties than younger women. Since men produce new sperm throughout their
life, paternal age does not increase the risk of chromosome abnormalities.
A second factor may be environment, although conclusive evidence is cur-
rently lacking.

Genome mapping is the localization of genes that express phenotypes
that correlate with DNA variation. Chromosome abnormalities arise
from genomic variants. Advances in molecular biology and cytogenetic
techniques permit the identification of many diverse types of SVs, which
contribute to human disease, phenotypic variation, and karyotypic evolu-
tion. SVs in individual genomes result from chromosomal rearrangements
affecting at least 50 kilobase pairs (kb) and include deletions and dupli-
cations known as copy number variants (CNVs), inversions, and translo-
cations (see above). Rearrangements are elicited by multiple events,
including external factors such as cellular stress and incorrect DNA repair
or recombination.

Human Genome Mapping

Genomic Variants
Conventional cytogenetic methods, such as chromosome banding and
karyotyping, are informative and still commonly used. However, these
techniques are limited to the detection of numerical chromosomal aberra-
tions (aneuploidy and polyploidy) and microscopic SVs a few megabases
in size (Table 3.2). Molecular cytogenetic approaches enable the detection
of submicroscopic SVs and have been crucial for studying complex rear-
rangements generated by more than two chromosomal breakage events,
refining breakpoints, and performing cross-species comparisons. These
newer approaches have relied predominantly on the use of fluorescence
in situ hybridization (FISH), a technique in which fluorescence microscopy
reveals the presence and localization of defined labeled DNA probes bind-
ing to complementary sequences on targets, traditionally metaphase chro-
mosome spreads. FISH allows the precise identification and localization
of chromosomal aberrations within a DNA stretch of about 4,000 kb.
To detect translocations in chromosomes, chromosome-specific DNA
probes or “paints” are used. Chromosome painting is a technique that
allows the specific visualization of an entire chromosome in metaphase
spreads and in interphase nuclei by in situ hybridization with a mixture
of sequences generated from that particular chromosome (Fig. 3.9). In-
creased resolution is achieved by using oligonucleotide probes rather than
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Table 3.2 Methods of identification of classes of chromosomal rearrangements

Deletions and Unbalanced Balanced
Method (date) duplications translocations | translocations |Inversions |Resolution Sensitivity
Yes Yes Yes Yes Yes )

G banding (early 1970s) Low (>many Mb Low

CGH (early 1990s) Yes No Yes No No Low (>many Mb)  High
M-FISH/SKY (mid-1990s) Yes Yes Yes Yes No Low (>many Mb) High
BAC array CGH (early Yes No Yes No No Average (>1 Mb) High
2000s)

Tiling-path BAC array CGH Yes No Yes No No High (>50-100 kb) High
(early 2000s)

Oligonucleotide array CGH  Yes No Yes No No High (0.4-1 kb) Very high
(early 2000s)

SNP arrays (late 2000s) Yes No Yes No No High (>5-10 kb) High
NGS based (late 2000s) Yes Yes Yes Yes Yes Very high (bp level)  Very high

Adapted from Le Scouarnec and Gribble, Heredity 108:75-85, 2012.
Abbreviations: M-FISH, multiple FISH; NGS, next-generation sequencing; SKY, spectral karyotyping.

whole-chromosome probes to bind to chromatin fibers. During mitosis,

chromatin DNA fibers become coiled into chromosomes, with each chro-

mosome having two chromatids joined at a centromere. The technique of

FISH to chromatin fibers is known as fiber-FISH. Alternative targeted ap-

proaches have simplified CNV detection. For example, real-time quanti-

tative polymerase chain reaction (PCR) and multiplex ligation-dependent PCR

probe amplification (see chapter 6) are frequently used to resolve genetic polymerase chain reaction
analyses of clinical material. While these different approaches are re-

stricted to specific regions, some FISH-based techniques were developed

Figure 3.9 FISH of painted chromosomes. Appropriately selected painting probes can
uniformly decorate all 23 chromosomes. Courtesy of S. M. Carr, Genetix (2008). Re-
printed with permission from Genetix. doi:10.1128/9781555818890.ch3.3.9
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in the 1990s to detect genomic aberrations at the whole-genome level
(Table 3.2). As an example, copy number differences between two ge-
nomes are now detectable by CGH. Specific translocations and complex
rearrangements are characterized by techniques adapted from chromo-
some painting, e.g., multiplex FISH and spectral karyotyping, in which all
chromosomes are differentially colored in a single experiment. Despite the
introduction of these improved methods of chromosome mapping, they
remain experimentally demanding and labor-intensive, and the resolution
is still limited by the use of chromosomes as targets (Table 3.2).

Identification of SV boundaries is essential for accurate genotype—
phenotype correlations, which depend on the extent of genes or regula-
tory regions that are disrupted or vary in copy number. Completion of
the human genome sequence in the early 2000s and progress in molecular
biology techniques have generated new genome-wide screening methods
that have revolutionized our understanding of the genomes of healthy
and diseased individuals. In particular, microarray and next-generation
sequencing technologies have been very useful in the characterization of
chromosome rearrangements.

Array-Based Techniques
Originally developed for gene expression profiling, DNA microarrays or
chips are currently used to establish copy number changes (array-based CGH
and genotype single-nucleotide polymorphisms) and analyze DNA methy-
lation, alternative splicing, microRNAs (sequences of about 22 nucleotides
that function as posttranscriptional regulators that result in translational
repression or target degradation and gene silencing), and protein—-DNA
interactions (array-based chromatin immunoprecipitation). Each array
consists of thousands of immobilized oligonucleotide probes or cloned se-
quences. Labeled DNA or RNA fragments are applied to the array surface,
allowing the hybridization of complementary sequences between probes
and targets (see chapter 1). The chief advantages of this technology are its
sensitivity, specificity, and scale, as it enables the relatively rapid assay of
thousands of relevant genomic regions of interest in a single experiment.
Furthermore, the amount of input sample material required is generally
less than 1 pg, which facilitates the assay of precious clinical samples.
Both CGH arrays and SNP arrays can detect CNVs in genomes. The
genome-wide coverage of these arrays now permits the discovery of CNVs
without any prior knowledge of the DNA sequence. Some arrays may
identify recurrent rearrangements more easily or may genotype CNVs
present in about 41% of the general population (copy number polymor-
phisms). Currently, array vendors can custom design the content of arrays
to increase the resolution in a given chromosomal region(s) of interest
where higher resolution is required.

Array CGH

The first whole-genome array, developed in 2004, consisted of about
430,000 overlapping fragments (cloned into bacterium-derived artificial
chromosomes) that covered the whole genome. This facilitated the ability
to detect changes in the copy number of genes or gene segments. CGH



with FISH is a method for analyzing genomic DNA for unbalanced ge-
netic changes. Genomic DNA from the test sample (e.g., tumor cells) is
labeled orange or red and mixed with normal genomic DNA labeled an-
other color (e.g., green). The mixture is hybridized (FISH) to a normal hu-
man metaphase spread or other reference standard. Regions of imbalance
(increased or decreased copy number) in the tumor are located or mapped
relative to the normal metaphase chromosomes as increases or decreases
in the ratio of green to orange or red fluorescence. The array technology
used allows the detection of genetic imbalances as small as just a few ki-
lobase pairs in size, which permits the boundaries of a genetic change to
be better defined.

In an array CGH analysis, test (e.g., from a tumor) and reference
(e.g., from a healthy person) DNA is labeled with different fluorophores
(e.g., Cy5 and Cy3) and then simultaneously hybridized onto arrays in the
presence of Cot-1 DNA (enriched for repetitive sequences) to reduce the
binding of repetitive sequences (Fig. 3.10). If only small amounts of DNA
are available (e.g., in prenatal diagnosis or tumor analysis), amplification

Figure 3.10 Flowcharts of cytogenetics oligonucleotide arrays. (Left) An array CGH
analysis; (right) a cytogenetics array analysis. White and blue boxes, sample prep-
aration stage; orange boxes, microarray stage; green boxes, data processing stage.
Methods used for array CGH labeling are enzymatic, restriction digestion, and the
Universal Linkage System and can require a fragmentation step (dashed-line box).
Hybridization mixtures contain blocking agents and DNA enriched for repetitive se-
quences to block nonspecific hybridization and reduce background signal. Hybridiza-
tion times vary depending on the array format. Cy3, cyanine-5; Cy3, cyanine-3; WGA,
whole-genome amplification. Adapted from Le Scouarnec and Gribble, Heredity 108:
75-85,2012. doi:10.1128/9781555818890.ch3.f3.10
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methods can be used before labeling. After hybridization, washing, and
scanning, CyS and Cy3 fluorescence intensities are measured for each fea-
ture on the array and normalized, and log, ratios of the test DNA (e.g.,
CyS5) divided by the reference DNA (e.g., Cy3) are then plotted against
chromosome position (Fig. 3.11). For each position, a value of 0 indicates
a normal copy number [log, (2/2) = 0] result. A log, ratio of 0.58 [log,
(3/2) = 0.58] indicates a gain of one copy in the test sample compared
with the reference sample, and a log, ratio of —1 (log, (1/2) = —1) indi-
cates a loss of one copy in the test sample compared with the reference
sample. To identify CNVs in the test DNA, one attempts to minimize the

Figure 3.11 Methods for the association of copy number polymorphisms with dis-
ease. (A) For a copy number polymorphism with distinct copy number genotypes, the
counts of each genotype are compared to those of cases (individuals with the disease)
and controls (individuals without the disease). (B) For a copy number polymorphism
where copy number genotypes are not assignable, the distribution of copy numbers is
compared between cases and controls. (C) Copy number polymorphisms associated
with disease may be identified indirectly via the association of an SNP (A — C) in
linkage disequilibrium. doi:10.1128/9781555818890.ch3.f3.11
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influence of CNVs in the reference DNA using a pool (about 4,100) of
normal DNA samples as a reference. Several algorithms developed to de-
tect CNVs from array CGH data search for intervals in which the average
log, ratio is greater than the assigned threshold. If probe response is good
and background noise is low, a few (generally 3 to 10) probes may be
enough to detect regions with different copy numbers. Algorithms detect
CNVs more accurately and produce fewer false-positive results if data are
corrected for artifacts such as high GC content.

Custom-designed arrays may be used to focus on chromosomal re-
gions of interest. For example, one study reported the use of a set of 20
ultrahigh-resolution oligonucleotide arrays comprising 42 million probes
in total, with a median probe spacing of just 56 base pairs (bp) across
the entire genome. Such high resolution enabled the identification of
11,700 CNVs greater than 443 bp in length in the genomes of 40 healthy
individuals.

Synthetic 60-mer oligonucleotide arrays are commonly used, as they
yield highly reproducible results and excellent signal-to-noise ratios that
ensure maximum sensitivity and specificity. These 60-mers span exon, in-
tron, intergene, and pseudoautosomal regions (genes in these regions are
inherited like an autosomal gene); duplicated segments; and CNV regions
in DNA. In addition to sequences in a gene database under study, custom
oligonucleotide sequences (25 to 60 bp) can be used. For every oligonu-
cleotide on the array, array manufacturers can provide scores that pre-
dict the performance of each nucleotide on a genomic array and interpret
derivative log, ratio values in breakpoint regions. Scores are based on
several parameters, including melting temperature, SNP content, sequence
complexity, and uniqueness of the oligonucleotide sequence.

SNP Arrays

SNP arrays can now detect millions of different SNPs. In addition to the
advances in resolution, these arrays now incorporate more SNPs linked
with a given disease(s) due to large-scale studies like the HapMap Project
and the 1000 Genomes Project. A haplotype refers to the combination of
alleles (DNA sequences) at adjacent locations (one locus, several loci, or
a whole chromosome) on a chromosome that are genetically transmitted
together. The HapMap Project is an international project designed to gen-
erate a haplotype map (HapMap) of the human genome that describes
the common patterns of genetic variation in human health, disease, re-
sponses to drugs, and environmental factors. The 1000 Genomes Project,
launched in January 2008, constitutes an international research effort to
establish a comprehensive catalogue of human genetic variation, which
can then be applied to association studies that relate genetic variation to
disease as well as to advance our understanding of mutation and recom-
bination in the human genome.

The initial plan for the 1000 Genomes Project was to collect
whole-genome sequences for 1,000 individuals, each at 2X coverage
and representing ~6 gigabase pairs of sequence per individual and ~6
terabase pairs (Tbp) of sequence in total. The term 2X coverage means
that on average, individual loci in the human genome will be spanned by
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two independent bacterial artificial chromosome (BAC) clones. This also
means that some regions will be covered by more than two clones, and
some regions will be covered by a single clone or no clone at all. During
recent years, this plan was revised several times, and as of March 2012,
the still-growing project had generated more than 260 Tbp of data. The
ongoing aims of the 1000 Genomes Project are (i) to discover >95% of
the variants with minor allele frequencies of <1% across the genome and
0.1 to 0.5% in gene regions and (ii) to estimate the population frequen-
cies, haplotype backgrounds, and linkage disequilibrium patterns of vari-
ant alleles. A so-called “Toronto Agreement” was reached to describe a
set of best practices for prepublication data sharing, which were adopted
in 2009 and have since facilitated the global sharing of the available data.
To analyze all of the data accumulated, the Ensembl Variant Effect Predic-
tor is a flexible and regularly updated bioinformatics method now being
used to annotate all newly discovered variants and to provide information
about how such variants impact genes, regulatory regions, and other fea-
tures of the genome outlined below.

SNPs comprise a major part of genetic variation and play an essential
role in the development of disease, evolution, and tumorigenesis. Thus,
SNP arrays are now used to identify SNPs and to detect rare and com-
mon genomic rearrangements, amplifications, and deletions. SNP arrays
can also detect extended regions of loss of heterozygosity or uniparental
disomy (inheritance of two copies of a chromosome, or of part of a chro-
mosome, from one parent and no copies from the other parent), provide
more accurate calculation of copy numbers, and determine the parental
origin of new CNVs. To facilitate the identification of CNVs, only the test
sample is required to be hybridized onto each SNP array. In addition, the
SNP arrays used are now manufactured so as to increase the density of
SNP markers in regions of DNA that contain CNVs (Fig. 3.12).

Should SNP arrays replace CGH arrays? Despite the variety of in-
formation obtained in a single experiment and greater potential for au-
tomation and scalability, SNP arrays generally do not perform as well as
CGH arrays for CNV discovery, in terms of sensitivity and resolution. If
searching for very small deletion (<50 kb) or gain variants, array CGH
may be the best option. However, for cancer genetics or human diseases
linked to uniparental disomy, SNP arrays are more appropriate. Hybrid
arrays (e.g., CGH plus SNP arrays) are now available to both analyze
copy number and detect chromosomal mosaicism (chromosomes of dif-
ferent structure), loss of heterozygosity, uniparental disomy, or regions
that have identical copies of an identical ancestral allele (Fig. 3.12).

Fine Mapping of Translocation Breakpoints

Using Array Painting

CGH arrays detect deletions and amplifications, including chromosome
imbalances (changes in copy number) associated with balanced (no change
in copy number) translocation. However, they do not detect balanced re-
arrangements such as inversions and balanced reciprocal translocations.
Balanced reciprocal translocations are carried by 1 in 500 individuals and
also occur frequently in cancer cells. Disruption of regulatory regions,
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Figure 3.12 Flowchart of array painting. White and blue boxes, sample prepara-
tion stage; orange boxes, microarray stage; green box, data processing stage. BAC,
bacterial artificial chromosome; WGA, whole-genome amplification. The steps of
the technique of array painting and the method of data analysis are as described
in the text. Adapted from Le Scouarnec and Gribble, Heredity 108:75-85, 2012.
doi:10.1128/9781555818890.ch3.f3.12

such as enhancers or genes, and creation of new gene fusions by a chro-
mosome translocation can have deleterious phenotypic consequences.
Array painting, derived from reverse chromosome painting and array
CGH technologies, was developed to characterize reciprocal chromosome
translocation breakpoints (Fig 3.11). In reverse chromosome painting,
probes are generated by degenerate-oligonucleotide-primed PCR from
isolated aberrant chromosomes and are hybridized onto normal meta-
phase spreads using FISH. This permits the identification of aberrant
chromosomal regions and the location of approximate positions of the
breakpoints. However, with metaphase chromosomes as targets, break-
points can be localized only at a resolution of 5 to 10 megabases (Mb).
To enhance the accuracy of breakpoint mapping, arrays have re-
placed the use of metaphase chromosomes. Two chromosomes that
carry a reciprocal translocation are labeled and isolated by sorting on
a flow cytometer (Fig. 3.13). Each chromosome is then amplified using
oligonucleotide-primed PCR or whole-genome amplification kits. To dis-
tinguish the amplified products, they are labeled with different fluorescent
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Figure 3.13 Flow sorter karyotype analysis of chromosomes from a healthy human
female. A dual stain is used to take advantage of variations in the GC-to-AT ratio in
different chromosomes. The dyes selected are Hoechst 33258, which shows a pref-
erence for AT-rich regions, and chromomycin A3 (CA3), which binds to GC-rich re-
gions. To sort the chromosomes according to their intensity of fluorescence, a flow
cytometer with two high-powered argon—ion lasers was used. One laser of the cytom-
eter was tuned to provide UV light to excite the Hoechst dye (blue fluorescence), and
the other laser was tuned to 458 nm to excite the CA3 dye (green fluorescence). The
different chromosomes are numbered in the cytogram. Note that suitable separation
between the different chromosomes is achieved, with the exception of chromosomes 9
to 12, which can be separated by other cytogenetic methods. Adapted from Ormerod
(ed.), Flow Cytometry—A Basic Introduction—Wiki Version (2008). The cytogram
was provided by C. Langford and N. Carter, The Sanger Centre, Cambridge, United
Kingdom. doi:10.1128/9781555818890.ch3.3.13

dyes (CyS5 and Cy3) and cohybridized onto an array, which is then washed
to remove any excess probe and scanned (Fig. 3.11). Log, ratios for Cy$
and Cy3 intensities are plotted against chromosome position for each fea-
ture. Because the chromosomal regions that flank each side of the break-
point are labeled with different dyes, the position where log, ratios change
from high to low ratios (or vice versa) defines the breakpoint (Fig. 3.11).
Fine mapping of breakpoints depends only on the resolution of the ar-
ray, which has been improved significantly by the use of array painting,
array CGH technology, and region-specific oligonucleotide arrays. Pre-
cise breakpoint mapping of balanced translocations is informative about
associated phenotypes in patients. A 244K human genome microarray
kit, which contains a platform of approximately 240,000 distinct 60-mer
oligonucleotide probes spanning the entire human genome, is commonly
used for clinical application. Thus, array painting performed with a 244K
CGH array for a t(10;13)(q22;p13) balanced translocation indicated that
the C100rf11 gene, which was disrupted by the translocation, contributes
to the mental retardation phenotype in 10q22 deletion patients. Break-
points identified by array technologies can be independently validated
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by FISH assays to visually demonstrate the rearrangements in individual
cells.

Array painting can also be used to explain complex chromosome
rearrangements between two or more chromosomes, determine cross-
species homology, and provide insight into karyotype evolution. An al-
ternative technique to array painting is chromatin conformation capture
on chip (4C), in which many fragments across the breakpoints are cap- 4C
tured by cross-linking of physically close parts of the genome, followed chromatin conformation capture on chip
by restriction enzyme digestion, locus-specific PCR, and hybridization to
4C-tailored microarrays (Fig. 3.14). Clustering of positive signals display-
ing increased intensities predicts the positions of the breakpoints.

A Cross-linked chromatin Figure 3.14 Identification of DNA in-
teraction using 3C and derivative-based
technology. (A) The interactions or mere
proximity of proteins can be studied by
the clever use of cross-linking agents.
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Next-Generation Sequencing-Based Techniques
Next-generation sequencing technologies developed in 2005 currently en-
able the sequencing of a whole human genome to be completed in a few
days and at a significantly reduced cost (see chapter 1). These technologies
facilitate the sequencing of millions of DNA molecules simultaneously
after library preparation of fragments. Sequence reads are aligned to the
reference genome, and base variants such as small insertions and deletions
(indels) and SVs (450 bp) can be detected. Next-generation sequencing
technology can be applied for high-throughput resequencing to under-
stand human genome variation and diseases, large-scale gene expression
studies using cDNA sequencing, and whole-genome sequencing of many
organisms to enhance our knowledge of evolution (see chapter 1). This
technology is still under development, and third-generation platforms
can yield sequence reads as large as a few kilobase pairs, whereas read
lengths presently range from 30 to 400 bp depending on the platform.
Until whole-genome sequencing becomes more economical, specific ge-
nomic regions may be isolated for sequencing. Chromosome suspensions
may be tagged with fluorescent stains and isolated according to their
fluorescence intensity by sorting on a fluorescence-activated cell sorter
machine (see chapter 2). A dual stain is generally selected to take advan-
tage of variations in the GC-to-AT ratio in different chromosomes. The
dyes commonly selected are Hoechst 33258, which shows a preference for
AT-rich regions, and chromomycin A3, which binds to GC-rich regions. A
fluorescence-activated cell sorter with two high-powered argon—ion lasers
is required; one laser provides ultraviolet (UV) light to excite the Hoechst
dye (blue fluorescence), and the other laser is tuned to 458 nm to excite
chromomycin A3 (green fluorescence). As shown in a typical cytogram
(Fig. 3.13), isolated chromosomes of interest may be selected for DNA
sequencing. When working with small genomes or specific chromosomal
regions, a unique oligonucleotide tag may be added to samples before
sequencing to facilitate and normalize the identification of chromosomes.

Next-generation sequencing is an attractive alternative to array-based
assays in molecular cytogenetics. Information obtained by sequence
analysis permits the detection of SVs of all types and sizes. In addition,
breakpoints can be mapped with high resolution down to the base pair
level, and complex rearrangements can be characterized to analyze mul-
tiple breakpoints in a single experiment. Four different approaches can
characterize SVs: (i) read depth analysis, which can only detect chro-
mosomal gains and losses; (ii) readpair analysis (paired-end mapping);
(iii) split-read analysis; and (iv) methods of assembly that can detect all
types of rearrangements, including rearrangements that do not change
the copy number (inversions and translocations) (Fig. 3.15). Several tools
based on one or more of these methods have been developed to analyze
chromosomal rearrangements according to the genomic regions affected,
size range, and breakpoint precision.

Read depth next-generation sequencing data provide information
similar to that obtained from array CGH, by determining copy number
gains or losses. Sequence read depth (the number of reads mapping at
each chromosomal position) is randomly distributed over the regions.



Significant divergence from a normal Poisson distribution indicates copy
number variation (Fig. 3.15). Duplications and amplifications are indi-
cated by the presence of regions showing excessive read depth. In con-
trast, low read depth indicates heterozygous deletion, and absence of
coverage suggests homozygous deletion. Statistical power is limited for
smaller CNVs, but an increase in sequence coverage can improve sensi-
tivity. Factors such as GC content, homopolymeric stretches of DNA, or
preferential PCR amplification at the library preparation stage can intro-
duce biases. Repetitive DNA regions may also create problems, as reads
are aligned with low confidence—this yields little information on copy
number status. Longer reads will increase mapping specificity. The range
of variation in copy number achieved by read depth analysis is greater

Figure 3.15 Methods to identify SVs from next-generation sequencing data. These
methods are used in combination to detect chromosomal rearrangements and charac-
terize breakpoints (red arrows). De novo assembly methods can accurately and rap-
idly characterize all classes of rearrangements. MEIL, mobile element insertion; RP,
read pair. Reproduced from Le Scouarnec and Gribble, Heredity 108:75-85, 2012.
doi:10.1128/9781555818890.ch3.f3.15
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than that detected by SNP arrays. This greater range of next-generation
sequencing may be more informative about DNA segmental duplications
and multicopy gene families.

Currently, the most powerful method to study chromosome rearrange-
ments is the paired-end read mapping technique (Fig. 3.15). Sequence read
pairs are short sequences from both ends of each of the millions of DNA
fragments generated during preparation of the library. Clustering of at
least two pairs of reads that differ in either size or orientation suggests a
chromosome rearrangement. When aligned to the reference genome, read
pairs map at a distance corresponding to an average library insert size of
200 to 500 bp and up to 5 kb for large-insert libraries. A spanning dis-
tance significantly different from the average insert size may indicate the
presence of SVs. Deletions are identified by read pairs that cover a shorter
region of the genome than the reference DNA region. The latter region
does not carry the deletion. In contrast, insertions or tandem duplications
in the sequenced sample will cause the reads to map further, as they are
absent from the reference genome. In addition to the expected span dis-
tance of a sequence read pair, aberrant mapping orientation can identify
inversions and tandem duplications (Fig. 3.15). Novel insertions can be
identified when only one read of a pair maps the relevant sequence. To
obtain higher physical coverage at breakpoints and to facilitate the detec-
tion of SVs, data from short-insert libraries (fragments of 200 to 500 bp)
can be supplemented by data from large-insert libraries (fragments of 2
to 5 kb).

The split-read method (Fig. 3.15) is preferred for mapping break-
points for small deletions (1 bp to 10 kb) in unique regions of the ge-
nome and read lengths as low as 36 bp. All reads are first mapped to
the reference genome. For each read pair, the location and orientation
of the mapped read are used, and an algorithm is applied to search for
the unmapped pair read (split read). For deletions, candidate unmapped
reads are split into two fragments that map separately, and analysis of
the alignment identifies the breakpoint at the base pair level. Another al-
gorithm is used to identify exact breakpoints for tandem duplications,
inversions, and complex events. Thus, this method has a significant ad-
vantage over others applied to array or next-generation sequencing data,
which can identify breakpoints with high resolution but require an addi-
tional PCR or high-throughput capture step followed by conventional or
next-generation sequencing to reach base pair resolution.

For the fine mapping of translocation breakpoints using next-
generation sequencing, whole-genome sequencing (more affordable) and
paired-end technology (now available) are used. These technologies are
linked with large-insert paired-end libraries of about 3 kb to increase
physical coverage and to maximize the detection of read pairs that span
a breakpoint. If high sequence coverage is reached and reads span the
breakpoint (split reads), the exact breakpoint may be identified directly
without the need for an extra PCR or sequencing step.

Next-generation sequencing has revolutionized our understanding of
cancer genomes by identifying the complete spectrum of somatic point
mutations and providing more information about gene rearrangements



in the whole genome. The latter type of mutation may occur frequently
in living organisms, but it is difficult to measure the rate. Measuring this
rate is important in predicting the rate at which people may develop can-
cer. Next-generation sequencing analyses of cancer genomes have also
revealed that intrachromosomal and interchromosomal somatic gene
rearrangements can be detected. The latter rearrangements are not in-
herited from a parent but occur somatically (see above) and result from
ordered rearrangements of gene regions by DNA recombination similar
to that which occurs for the joining of immunoglobulin gene segments
during B-cell development (see chapter 2). These somatic rearrangements
represent small genetic changes that can be detected by next-generation
sequencing technology but are too small to be detected by molecular cy-
togenetic methods. Thus, the application of next-generation sequencing
technology to the discovery of fusion genes that result from these rear-
rangements and have functional consequences has further explained how
cancer genomes are generated.

High-throughput whole-genome sequencing reveals both point muta-
tions (insertions and deletions) and all types of chromosome rearrange-
ments that can be used to reconstruct genome architecture. Due to the
relatively high level of sequencing error in next-generation sequencing
technology, current analytical methods rely mainly on sequence alignment
against a unique reference genome. Nonspecific mapping of short reads
to repetitive regions may pose problems. However, third-generation se-
quencing technologies will provide longer reads more cheaply, enabling
accurate de novo assembly, and will help to solve these issues. Taken to-
gether, the increased resolution and larger number of SVs detectable in
each genome should expedite analyses of the functional significance of
these SVs in health and disease.

Genome-Wide Association Studies

Comparison of human genome sequences has demonstrated that hu-
mans have limited genetic variation. About 90% of heterozygous DNA
sites (e.g., SNPs) in each individual are common variants. This realiza-
tion led to the hypothesis that common polymorphisms (minor allele
frequency of >1%) may contribute to susceptibility to common diseases.
It was then proposed that GWASs of common variants would facilitate
the mapping of loci that contribute to common diseases in humans. The
prediction was not that all causal mutations in these genes would be
common—instead, a full spectrum of alleles was expected. This led to
the hypothesis that only some common variants can localize relevant loci
for further study.

The testing of this common disease—common variant hypothesis be-
gan in 2006, and since then, many publications have reported the localiza-
tion of common SNPs associated with a wide range of common diseases
and clinical conditions (e.g., age-related macular degeneration, type 1
and type 2 diabetes, obesity, inflammatory bowel disease, prostate cancer,
breast cancer, colorectal cancer, rheumatoid arthritis, systemic lupus ery-
thematosus, celiac disease, multiple sclerosis, atrial fibrillation, coronary
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Figure 3.16 GWASs for Crohn disease. Data were obtained
from the study of Crohn disease performed by the Wellcome
Trust Case Control Consortium. (A) Significance level (P value
on log,, scale) for each of the 500,000 SNPs tested across the
genome. SNP locations reflect their positions across the 23 hu-
man chromosomes. SNPs with significance levels greater than
1077 are in red, and the remaining SNPs are in blue. Ten regions
with multiple signiﬁcant SNPs are shown, labeled by their loca-
tion or by the likely disease-related gene, e.g., the IL-23 recep-
tor (IL-23R) gene on chromosome 21. (B) Enlargement of the
region around the IL-23R locus on chromosome 21. The first
part shows the significance levels for SNPs in a region of ~400
kb with colors as in panel A. The highest significance occurs
at an SNP in the coding region of the IL-23R gene (causing

an Arg-381 — Gln change). The blue curve shows the inferred
local rate of recombination across the region. There are two hot
spots of recombination, with SNPs positioned between these hot
spots strongly correlated with disease in a few haplotypes. The
second part shows that the IL-23R locus contains two or more
distinct, highly significant disease-associated alleles. The first
site is the Arg-381 — Gln polymorphism, which has a single
disease-associated haplotype (shaded in blue) with a frequency
of 6.7%. The second site is in the intron between exons 7 and 8,
and it tags two disease-associated haplotypes with frequencies
of 27.5 and 19.2%. Adapted from Altshuler et al., Science 322:
881-888, 2008, with permission.
doi:10.1128/9781555818890.ch3.f3.16



Table 3.3 Conclusions from genetic mapping of common variants by GWASs
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The GWAS method works for mapping of common variants.

The size of variants has only a small effect.

The ability to detect significant associations is low.

Associations identify small regions, but not causal genes or mutations, to study.
A single locus can contain several independent common risk variants.

A single locus can contain common variants of weak effect and rare variants of strong

effect.

7 Due to variability in allele frequencies in human populations, the relative roles of com-
mon susceptibility genes can differ among ethnic groups.

disease, glaucoma, gallstones, asthma, and restless leg syndrome) as well
as various individual traits (height, hair color, eye color, freckles, and viral
load of a person infected with human immunodeficiency virus). An exam-
ple of a GWAS of the role of common variants in the genetic control of
Crohn disease is shown in Fig. 3.16.

To date, genetic mapping of common variants by GWASs has yielded
several important conclusions, which are summarized in Table 3.3 and are
discussed below.

1.

GWASs are effective for the mapping of common variants. In most
diseases studied, GWASs have identified multiple independent ge-
netic loci. Nonetheless, associated SNPs have not been revealed for
some traits, which may be due to a small sample size, insufficient
information about the phenotype, or a different genetic basis of the
phenotypic trait.

. A change in the DNA length of common variants has only a small

effect. While common variants with two or more changes in DNA
length per allele exist, the estimated changes are generally smaller
(1.1 to 1.5 per allele).

. The ability to detect associations of high statistical significance is

low. Increasing the number of samples and replication of the anal-
yses can enhance the significance of association.

. Association signals identify small regions, but not causal genes or

mutations, for study. Local association of genetic variants helps to
identify a region but does not readily distinguish a causal muta-
tion(s). GWASs typically identify regions of 10 to 100 kb. How-
ever, these regions need to be further mapped and resequenced to
identify the specific gene and variants.

A single locus can contain multiple independent common risk vari-
ants. Multiple distinct alleles with different frequencies and risk
ratios may be found.

A single locus can include common variants of weak effect and
rare variants of large effect. Studies of common SNPs have iden-
tified 19 loci that influence the levels of low- or high-density lipo-
proteins (LDL or HDL) or triglycerides. Nine of these 19 loci carry
rare mutations with large effects, e.g., loci for the LDL receptor
and familial hypercholesterolemia.
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7. Due to the variability in allele frequencies across human popu-

lations, the relative roles of common susceptibility genes can
differ among ethnic groups. In the association of prostate can-
cer at 8q24, SNPs that map close to this chromosomal location
play a role in all ethnic groups, but their contribution is great-
est in African-Americans. This is because the risk alleles in
African-Americans occur at higher frequencies and lead to a higher
incidence among African-American men than European men.

Our knowledge about the functions and phenotypic associations of

genes related to common diseases has also expanded rapidly, as summa-
rized with a few selected examples in Table 3.4 and discussed below.

1. A subset of phenotypic associations detects genes related to the

disease. Of 19 loci achieving genome-wide significance in a GWAS
of LDL, HDL, or triglyceride levels, 12 loci contained genes
with known functions in lipid biology. The gene for 3-hydroxy-
3-methylglutarylcoenzyme A reductase (HMGCR), encoding the
rate-limiting enzyme in cholesterol biosynthesis in the liver and
the target of statin medications, was found by a GWAS to carry
common genetic variation influencing LDL levels. Statins are a
class of drugs that is used to lower cholesterol levels by inhibiting
HMGCR activity.

. Most phenotypic associations do not involve known disease genes.

In some cases, GWAS results suggest that novel physiological path-
ways may be involved in the control of a given disease, e.g., the
roles of complement factor H in age-related macular degeneration,
fibroblast growth factor receptor 2 (FGFR2) in breast cancer, and
cyclin-dependent kinase 4 inhibitors A and B (CDKN2A and CD-
KN2B) in type 2 diabetes. These inhibitors prevent the activation
of the cyclin D-dependent kinases and function as cell growth reg-
ulators that block cell cycle progression during the G, phase. In
other cases, closely linked genes have no known function.

. Many phenotypic associations suggest control by DNA regions

that do not encode proteins, i.e., noncoding regions. While some
associated noncoding SNPs are linked to mutations in nearby cod-
ing regions of genes, many other noncoding SNPs are sufficiently
distant from nearby exons and likely not linked to such mutations.
Examples include the region at 8q24 associated with prostate,

Table 3.4 Functions and phenotypic associations of genes related to common

diseases
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1
2
3

A subset of phenotypic associations involves genes related to the disease.
Most phenotypic associations do not involve disease candidate genes.

Many phenotypic associations suggest control by regions of DNA that do not encode
proteins (i.e., noncoding regions).

Some DNA regions contain expected associations across diseases and traits.
Some regions of DNA reveal surprising associations.



breast, and colon cancers, 300 kb from the nearest gene, and the
region at 9q21 associated with myocardial infarction and type 2
diabetes, 150 kb from the nearest CDKN2A and CDKN2B genes.
A role for noncoding sequence in disease risk is to be expected, as
about 5% of the human genome is evolutionarily conserved and
functional, and less than one-third of this 5% consists of genes
that encode proteins. Noncoding mutations with roles in disease
susceptibility have increased our understanding of genome biology
and gene regulation. Modulation of levels of gene expression may
prove more beneficial and easier to perform for treatment of dis-
ease than replacement of a fully defective protein or turning off of
a gain-of-function allele.

4. Some DNA regions contain expected phenotypic associations
across diseases and traits. An interesting example reveals that three
autoimmune diseases, Crohn disease, psoriasis, and ankylosing
spondylitis, share clinical features. The association of the same
common polymorphisms in the IL-23R gene (gene for the recep-
tor for the cytokine interleukin-23) in all three diseases suggests
a shared molecular mechanism. SNPs in STAT4 (gene for signal
transducer and activator of transcription 4) are associated with
rheumatoid arthritis and systemic lupus, two other autoimmune
diseases that display common clinical properties. Multiple variants
associated with type 2 diabetes are associated with insulin secretion
defects in nondiabetic individuals, implicating a role for decreased
function of islet B-cells in the pathogenesis of type 2 diabetes.

5. Some regions of DNA reveal surprising associations. Genetic asso-
ciations among type 2 diabetes, inflammatory diseases (two loci),
and cancer (four loci) have emerged unexpectedly. A single intron
of CDKALTI (gene for CDKS regulatory subunit associated protein
1-like 1, a member of the methylthiotransferase enzyme family)
contains an SNP associated with type 2 diabetes and insulin se-
cretion defects and another with Crohn disease and psoriasis. A
variant in a coding region of the glucokinase regulatory protein is
associated with levels of triglycerides and fasting blood glucose as
well as with levels of C-reactive protein (a blood protein marker of
infection and inflammation) and Crohn disease. Additional SNPs,
e.g., in TCF2 (gene for liver-specific transcription factor 2 of the
homeobox-containing basic helix-turn—helix family) and in JAZF1
(gene for a zinc finger protein that functions as a transcriptional
repressor) are associated with an increased risk of type 2 diabetes
and prostate cancer.

Disease Risk versus Disease Mechanism

It is currently held that the main value of genetic mapping is not to predict
the genetic risk for a given disease but rather to provide novel insight into
the biological mechanisms of induction and treatment of disease. This is
because knowledge of disease pathways (not limited to the causal genes
and mutations) can suggest strategies for disease prevention, diagnosis,
and therapy.
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163



164

CHAPTER 3

The frequency of a genetic variant is not related to the magnitude of
its effect or to its potential clinical value. The classic example is Brown and
Goldstein’s studies of familial hypercholesterolemia, which affects ~0.2%
of the population and represents a very small fraction of the heritability of
LDL levels and myocardial infarction. Nonetheless, the discovery of the
LDL receptor emerged from studies of familial hypercholesterolemia and
accompanied the development of HMGCR inhibitors (statins) for lower-
ing LDL levels in carriers of familial hypercholesterolemia and other dis-
eases. GWASs showed that common genetic variation in the LDL receptor
and HMGCR influences LDL levels.

Genetic mapping has provided new information about many biologi-
cal pathways that contribute to human disease. Nonetheless, the mapping
studies are only in their infancy regarding our advanced understanding
of biological processes and clinical application of the human genome to
the treatment of disease. Recent GWASs and next-generation DNA se-
quencing studies have demonstrated the feasibility of identifying a large
number of novel genetic loci. With the availability of this new informa-
tion database, the primary aim continues to be the identification of all
cellular pathways in which genetic variation elicits common diseases. The
next sections of this chapter describe the current knowledge and path
ahead for many genetic disorders caused by variations in either a single
gene (monogenic), many genes (polygenic), or mutations in mitochondrial
DNA.

Single-Gene Disorders
Mode of Inheritance

Single-gene disorders, or monogenic diseases, result from a mutation(s) in a
single gene occurring in all cells of the body (somatic cells). Inheritance of
these types of disorders follows a Mendelian segregation pattern. Although
very rare, such disorders affect millions of people globally. Currently, it is
estimated that more than 10,000 human diseases are monogenic. These dis-
eases can occur in about 1 out of every 100 births and thus can cause a
significant loss of life. During the last 20 years, monogenic diseases have
accounted for up to 40% of the work of hospital-based pediatric practice
in North America. So-called “pure genetic diseases” are caused by a single
nucleotide change in a single gene in human DNA. The nature of disease
depends on the functions performed by the modified gene.

Monogenic diseases can be classified into three main categories: au-
tosomal dominant, autosomal recessive, and X linked (Fig. 3.17). All hu-
mans have two chromosomal copies of each gene or allele, one allele per
each member of a chromosome pair. Dominant monogenic disorders in-
volve a mutation in only one allele of a disease-related gene. In autosomal
dominant inheritance, an affected person has at least one affected parent,
and affected individuals have a 50% chance of passing the disorder on to
their children. Huntington disease is an example of an autosomal dom-
inant disorder. Recessive monogenic disorders occur due to a mutation
in both alleles of a disease-related gene. In autosomal recessive inheri-
tance, affected children are usually born to unaffected parents. Parents of
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Figure 3.17 Patterns of Mendelian inheritance. (A) Autosomal dominant and auto-
somal recessive; (B) X-linked dominant and X-linked recessive; (C) Y linked. The
key shows main symbols used in pedigrees. Adapted from Strachan and Read, Hu-
man Molecular Genetics (Bios Scientific Publishers, Oxford, United Kingdom, 1996).
doi:10.1128/9781555818890.ch3.f3.17

affected children usually do not have disease symptoms but carry a single
copy of the mutated gene. There is an increased incidence of autosomal
recessive disorders in families in which parents are related. Children of
parents who are both heterozygous for the mutated gene have a 25%
chance of inheriting the disorder, and the disorder affects either sex. Cys-
tic fibrosis and sickle-cell anemia are examples of autosomal recessive
disorders. X-linked monogenic disorders are linked to mutations in genes
on the X chromosome. The X-linked alleles can also be dominant or re-
cessive. These alleles are expressed in both men and women, more so in
men, as they carry only one copy of the X chromosome (XY), whereas
women carry two (XX). Y-linked inheritance would affect only males, the
affected males would always have an affected father, and all sons of an
affected man would have the disease. However, no Y-linked diseases have
ever been discovered. Apart from male infertility, mutations in Y-linked
genes may not give rise to any disorders.
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Table 3.5 Prevalence of some single-gene inheritable disorders

Autosomal dominant

Familial hypercholesterolemia 1in 500
Polycystic kidney disease 1in 1,250
Neurofibromatosis type I 1in 2,500
Hereditary spherocytosis 1 in 5,000
Marfan syndrome 1 in 4,000
Huntington disease 1in 15,000
Autosomal recessive

Sickle-cell anemia 1in 625
Cystic fibrosis 1 in 2,000
Lysosomal acid lipase deficiency 1 in 40,000
Tay-Sachs disease 1 in 3,000
Phenylketonuria 1in 12,000
Mucopolysaccharidoses 1 in 25,000
Glycogen storage diseases 1 in 50,000
Galactosemia 1in 57,000
Xlinked

Duchenne muscular dystrophy 1in 7,000
Hemophilia 1in 10,000

Adapted from http://www.news-medical.net/health/Single-Gene-Genetic-Disorder.aspx.
Approximate prevalence values are for liveborn infants.

The prevalence of some monogenic inheritable disorders is shown in
Table 3.5. Some of the salient genetic and phenotypic profiles of the most
common of these disorders are discussed below.

Thalassemia

Disorder and Genetics

Thalassemia is a blood-related genetic disorder that involves either the
absence of or errors in genes responsible for the production of hemoglo-
bin. Each red blood cell contains 240 million to 300 million molecules of
hemoglobin. The severity of the disease depends on the gene mutations
that arise and the manner in which they influence each other. Both of the
hemoglobin a and B subunits are required to bind oxygen in the lungs and
deliver it to other tissues. Genes on human chromosome 16 encode the «
subunits, while genes on chromosome 11 encode the 8 subunits. A lack
of expression of a particular subunit determines the type of thalassemia;
e.g., a lack of an a subunit results in a-thalassemia. The lack of subunits
corresponds to mutations in the genes on the appropriate chromosomes.
There can be various grades of the disease depending on the gene and the
type of mutations.

Prevalence

The a- and B-thalassemias are the most common inherited single-gene
disorders, with the highest prevalence in areas where malaria was or
still is endemic. The burden of this disorder in many regions is of such a


http://www.news-medical.net/health/Single-Gene-Genetic-Disorder.aspx

magnitude that it represents a major public health concern. In Iran, about
8,000 fetuses may be affected by thalassemia each year. In some Mediter-
ranean countries, control programs have achieved 80 to 100% prevention
of disease in newborns.

Diagnosis and Prognosis

Diagnosis of thalassemia can be made as early as 10 to 11 weeks in preg-
nancy using procedures such as amniocentesis and chorionic villus sam-
pling. Individuals can also be tested for thalassemia through routine blood
counts. Thalassemic patients may have reduced fertility or even infertility.
Early treatment of thalassemia has been very effective in improving the
quality of life of patients. Treatments for thalassemias depend on the type
and severity of the disorder. Carriers or individuals who have mild or
no symptoms of a- or B-thalassemia need little or no treatment. Three
types of treatments are used for moderate and severe forms of thalas-
semia. These include blood transfusions, iron chelation therapy (removes
excess iron in the blood that increases after transfusions), and folic acid
supplements (vitamin B supports red blood cell growth). Currently, ge-
netic testing and counseling, and prenatal diagnosis, play an increasingly
important role in informing individual as well as professional decisions
related to the prevention, management, and treatment of this disease.

Sickle-Cell Anemia

Disorder

Sickle-cell disease is a blood-related disorder resulting from the substitu-
tion of a valine for glutamic acid in the B-globin chain of adult hemoglo-
bin. The mutated sickle hemoglobin undergoes conformational change
and polymerization upon deoxygenation, leading to red blood cell he-
molysis and deformation (not doughnut shaped) and to pathology due
to blockage of capillaries. Sickled red blood cells cannot migrate through
small blood vessels; rather, they cluster and block these vessels, depriving
organs and tissues of oxygen-carrying blood. This process leads to peri-
odic episodes of pain and ultimately can damage tissues and vital organs
and lead to other serious medical problems. Normal red blood cells live
about 120 days in the bloodstream, but sickled red blood cells die much
more rapidly, after about 10 to 20 days. Since they cannot be replaced fast
enough, the blood is chronically short of red blood cells, leading to the
condition of sickle-cell anemia.

Genetics

Hereditary persistence of fetal hemoglobin decreases the severity of
sickle-cell disease. Thus, induction of fetal hemoglobin in adults has been
a long-standing goal of therapies for sickle-cell disease. Recently,a GWAS
for the fetal hemoglobin phenotype revealed a single strong locus, with
sequence variants in the intron of a transcription factor, B-cell chronic
lymphocytic leukemia/lymphoma 11A (BCL11A). BCL11A represses fetal
hemoglobin expression in red blood cells. Inactivation of BCL11A in a
mouse model of sickle-cell disease not only leads to the induction of fetal
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hemoglobin expression but also corrects the hematologic and pathologi-
cal defects of the disease. Thus, BCL11A is a potential therapeutic target
for sickle-cell disease.

Prevalence

Sickle-cell anemia affects millions of people throughout the world. It is
particularly common among people whose ancestors originate from sub-
Saharan Africa, South America, Cuba, Central America, Saudi Arabia, India,
and Mediterranean countries (e.g., Turkey, Greece, and Italy). In the United
States, it affects around 72,000 people, most of whose ancestors come from
Africa. The disease occurs in about 1 in every 500 African-Americans and
1 in every 1,000 to 1,400 Hispanic Americans. About 2 million Americans,
or 1in 12 African-Americans, carry the sickle-cell allele.

Diagnosis and Prognosis

Sickle-cell disease can be diagnosed by a simple blood test. In many cases,
sickle-cell anemia is diagnosed when newborns are screened. Vaccines,
antibiotics, and folic acid supplements are administered in addition to
painkillers. Blood transfusions and surgery are used in severe cases. The
only known cure at present is a bone marrow transplant.

Hemophilia

Disorder and Genetics

Hemophilia is a hereditary bleeding disorder resulting from a partial or
total lack of an essential blood clotting factor. It is a lifelong disorder that
produces excessive bleeding, and spontaneous internal bleeding occurs
very frequently. Hemophilia A, the most common form, is caused by a
deficiency in clotting factor 8 (factor VIII). Hemophilia B results from a
deficiency in clotting factor 9. This disorder is inherited in a sex-linked
recessive manner.

Prevalence

This disorder occurs more prominently in males than in females. About
one-third of new diagnoses occur without a family history. It appears
globally and occurs in all racial groups. In the United Kingdom, about
6,500 people are affected with hemophilia, with a distribution of about
5,400 people (83%) with hemophilia A and about 1,100 (17%) with he-
mophilia B.

Diagnosis and Prognosis

Hemophilia can be diagnosed as type A or type B by blood tests in in-
fants after 9 months of age. Administration of clotting factors helps af-
fected individuals to live with the disease. Hemophilia, though a serious
disease, can be tolerable with proper precautions and therapy, and the
prospects for children with hemophilia are excellent. Recent studies have
documented a greatly increased quality of life and life expectancy among
hemophiliac patients in developed countries. However, it is predicted that
the number of people with hemophilia in developed countries will in-
crease gradually during the next few decades.



Cystic Fibrosis

Disorder and Genetics

Cystic fibrosis is a genetic disorder that affects the respiratory, digestive,
and reproductive systems. This disorder is mediated by the production
of abnormally thick mucous linings in the lungs, can lead to fatal lung
infections, and can give rise to obstruction of the pancreas and impair
digestion. The severity of the condition varies from the mild forms (e.g.,
absence of the vas deferens in men) to the more common severe forms (ep-
ithelial gland dysfunction). Since an individual must inherit two defective
cystic fibrosis genes, one from each parent, to get the disease, cystic fibro-
sis is classified as an autosomal recessive disorder. In families in which
both parents are carriers of the cystic fibrosis gene, there is a 25% chance
that they will transmit cystic fibrosis to their child, a 50% chance that the
child will carry the cystic fibrosis gene, and a 25% chance that the child
will be a noncarrier.

The cystic fibrosis gene encodes a protein known as the cystic fi-
brosis transmembrane regulator (CFTR), and the CFTR gene contains
27 exons within 250 kb of genomic DNA. The CFTR protein consists
of 1,480 amino acids distributed in two membrane-spanning domains
and two ATP-binding domains. The membrane-spanning domains form
a low-conductance cyclic adenosine monophosphate (cAMP)-dependent
chloride channel. The ATP-binding domains control channel activity.
Over 200 different mutations in the CFTR gene result in cystic fibrosis
disease forms of various degrees of severity. About half of the known
cystic fibrosis mutations are in the ATP-binding domains, which are crit-
ical for normal function. The most common mutation, a 3-bp deletion at
codon 508 (AF508), results in the loss of a phenylalanine residue from the
first ATP-binding domain and blocks the transport of the CFTR protein
to the epithelial cell membrane. This mutation is present in ~70% of
northern Europeans with CFTR mutations. The next most common mu-
tation (=5% of CFTR mutations) is also present in the first ATP-binding
domain and G551D (glycine at residue 551 is replaced by aspartic acid) in
exon 11. Both common mutations are associated with a severe form of the
disease in the homozygous state. Most of the other mutations are present
at low levels and with much variation in frequency.

Prevalence

Cystic fibrosis is a common cause of death in childhood and the most
common inherited disease in white populations. The incidence of cystic
fibrosis varies significantly in different countries: 1 in 2,500 births in the
United Kingdom, 1 in 2,000 to 3,000 births in Europe, and 1 in 3,500
births in the United States. Cystic fibrosis can arise in nonwhite popula-
tions, but only very rarely (1 in 100,000 births in African-American and
East Asian populations).

Diagnosis and Prognosis

Cystic fibrosis patients have many symptoms (salty skin; persistent cough-
ing, wheezing, or shortness of breath; and excessive appetite but poor
weight gain), and their symptoms may vary due to the >200 mutations
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of the CFTR gene. A diagnostic sweat test measures the amount of salt
in sweat of patients with cystic fibrosis (a high salt level indicates cystic
fibrosis). This test is usually performed in babies older than 3 to 4 weeks
and can also confirm the diagnosis in older children and adults. If pan-
creatic enzyme levels are reduced, stool analyses may reveal decreased or
absent levels of the digestive enzymes (trypsin and chymotrypsin) or high
levels of fat. If insulin secretion is reduced, blood sugar levels are high.
Lung function tests may show that breathing is compromised. Genetic
testing on a small blood sample can help determine whether an individual
has a defective CFTR gene. During pregnancy, an accurate diagnosis of
cystic fibrosis in the fetus is possible.

Life expectancy for cystic fibrosis patients has improved gradually
over the past 25 years, because treatments now delay some of the changes
that occur in the lungs. About 50% of cystic fibrosis patients live more
than 28 years, the median age of survival of cystic fibrosis patients is ~33
years, and many cystic fibrosis patients even live until >50 to 60 years of
age. Long-term survival is more common in males, individuals who do
not have pancreatic problems, and individuals whose initial symptoms are
restricted to the digestive system.

Due to improved treatments, about 40% of the cystic fibrosis pop-
ulation is currently age 18 and older. Adults may also experience cys-
tic fibrosis-related diabetes, osteoporosis, and male sterility (in >95% of
men with cystic fibrosis). The improved treatments now enable some men
to become fathers; although many women with cystic fibrosis can con-
ceive, limited lung function and other health factors make it difficult to
carry a child to term.

Tay-Sachs Disease

Disorder and Genetics

Tay—Sachs disease is an autosomal recessive fatal genetic disorder caused
by a genetic mutation in the HEXA gene on human chromosome 135,
which encodes the hexosaminidase A enzyme. This mutation leads to a
decrease in function of hexosaminidase A, and as a result, harmful quan-
tities of a sphingoglycolipid, termed ganglioside GM2, accumulate in
brain neurons. HEXA gene mutations are rare and are most frequently
detected in genetically isolated populations. Tay—Sachs disease can occur
from the inheritance of either two similar or two unrelated mutations in
HEXA that cause disease. Many HEXA mutations have been identified,
and these mutations can reach significant frequencies in certain popula-
tions (see below).

In the most common form of the disease (infantile Tay—Sachs), abnor-
mal hexosaminidase A enzyme activity and the accompanying harmful
accumulation of cell membrane-associated gangliosides in neurons lead
to premature neuronal death, paralysis, dementia, blindness, psychoses,
and even death of the patient. Although the degeneration of the central
nervous system begins at the fetal stage, the loss of peripheral vision and
motor coordination are not evident until ~6 months of age, and death
usually results by 4 years of age.



Prevalence

The frequency of Tay-Sachs disease is much higher in Ashkenazi Jews
(Jews of eastern European origin) than in others. Approximately 1 in 27
Jews in the United States is a carrier of the Tay—Sachs disease gene. There
is also a noticeable incidence of Tay-Sachs disease in non-Jewish French
Canadians, known as Acadians, who originated from France and settled
in southeastern Quebec. Interestingly, while the French Canadians and
Ashkenazi Jews carry different HEXA mutations, the Cajuns (people in
southern Louisiana descended from the Acadians) carry the mutation
found most frequently in Ashkenazi Jews. The ancestry of carriers from
Louisiana families traces back to a single non-Jewish founder couple
that lived in France in the 18th century. The Irish are also at increased
risk for the Tay-Sachs gene, and among Irish-Americans the carrier rate
is currently about 1 in 50. By contrast, the carrier rate in the general
non-Jewish population as well as in Jews of Sephardic (Iberian or Middle
Eastern) origin in the United States is about 1 in 250.

Diagnosis and Prognosis

Tay-Sachs disease may be diagnosed by a blood test that measures levels
of the hexosaminidase A enzyme in serum, lymphocytes, or skin fibro-
blasts. During the past 25 years, carrier screening and genetic counsel-
ing in high-risk populations have greatly reduced the number of children
born with Tay-Sachs disease in these groups. Thus, a high percentage of
babies born with Tay-Sachs disease today are born to couples not previ-
ously considered to be at high risk. Prenatal tests of hexosaminidase A
activity, such as amniocentesis (at 15 to 16 weeks of pregnancy) and cho-
rionic villus sampling (at 10 to 12 weeks of pregnancy), can now diagnose
Tay-Sachs disease in the fetus.

Fragile X Syndrome

Disorder and Genetics

Fragile X syndrome is caused by a “fragile” site at the end of the long arm
of the X chromosome. This syndrome is manifested by many changes in
behavior and cognitive recognition that vary widely in severity among pa-
tients. Fragile X syndrome is the most common cause of inherited mental
retardation. Although it is an X-chromosome-linked recessive trait with
variable expression and incomplete penetrance, 30% of all carrier women
are affected. Penetrance is the proportion of individuals carrying a partic-
ular variant of a gene (allele or genotype) who also express an associated
trait or phenotype. Full penetrance occurs when all individuals carrying
a gene express the phenotype. Incomplete penetrance occurs when some
individuals fail to express the phenotype, even though they carry the vari-
ant allele.

Fragile X syndrome is caused by loss-of-function mutations in the
fragile X mental retardation 1 (FMR1) gene. FMR1 encodes the FMRP
protein found in many tissues and at particularly high levels in the brain
and testes. In the brain, it may play a role in the development of neu-
ronal synapses and cell communication. The synapses can change and
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adapt over time in response to experience, a characteristic called synaptic
plasticity. The FMRP protein may help regulate synaptic plasticity and
thereby control learning and memory.

Fragile X syndrome belongs to a growing class of neurodegenerative
disorders known as trinucleotide repeat disorders. Among these disor-
ders, 14 affect humans and elicit neurological dysfunction. Trinucleotide
CGG repeat expansions (200 to more than 1,000 repeats) that inacti-
vate the FMR1 gene are the most common mutations observed at this
locus. The repeat expansion mutation gives rise to high methylation in
the FMR1 promoter region that blocks transcription of FMR1. This ex-
pansion mutation is a null mutation, i.e., does not alter the function of
the protein it codes for. Few conventional mutations occur at this locus
of FMR1. Array-based sequence analyses showed that missense mutation
(a single nucleotide change resulting in a codon that encodes a different
amino acid) in FMR1 is not a common cause of the fragile X syndrome
phenotype in patients who have normal-length CGG repeat tracts. Thus,
screening for small deletions of FMR1 may be of clinical benefit.

In most people who do not have fragile X syndrome, the number of
CGG repeats ranges from about 1 to 40. This CGG repeat segment is
typically interrupted several times by a different trinucleotide, AGG. Hav-
ing AGG scattered among the CGG trinucleotides helps to maintain the
length of the long repeated segment. In patients with fragile X syndrome,
the CGG trinucleotide is abnormally repeated from 200 to more than
1,000 times, which makes this region of the gene very unstable. An un-
stable mutation is a mutation that has a high likelihood of reverting to its
original form. An unstable mutation can also be caused by the insertion of
a controlling element (e.g., repeat expansion) whose subsequent deletion
can result in a reversion to the original form of the gene. The inserted re-
peat expansion of the FMR1 gene turns it off, and it therefore makes very
little or no FMRP protein. A loss or decrease in the level of FMRP expres-
sion disrupts normal neuronal functions, causing severe learning prob-
lems, intellectual disability, and the other features of fragile X syndrome.
About 1 in 3 of males with an FMR1 gene mutation and the characteristic
signs of fragile X syndrome also have features of autism spectrum disor-
ders that affect communication and social interaction. Other changes in
FMRT1 account for less than 1% of cases of fragile X syndrome.

Prevalence

Fragile X syndrome is the single most common inherited cause of mental
impairment, affecting 1 in 3,600 males and 1 in 4,000 to 6,000 females
worldwide. Approximately 1 in 259 women of all races carry the fragile
X gene and may pass it to their children, whereas about 1 in 800 men of
all races and ethnicities are carriers. Carrier females have a 30 to 40%
chance of giving birth to a mentally retarded male child and a 15 to
20% chance of having a mentally retarded female child.

Diagnosis and Prognosis

The diagnosis of fragile X syndrome is made by the detection of muta-
tions in the FMR1 gene. Over 99% of individuals have an FMR1 gene
that expresses all of its known mutants. Tests used for diagnosis include



chromosome analysis and various protein tests. Diagnosis is usually made
when a child is young, and there is no current cure for this illness. Early
diagnosis of the syndrome may allow for therapeutic interventions such
as speech therapy, occupational therapy, psychotherapy, and special edu-
cation, which can improve the quality of a patient’s life considerably.

Huntington Disease

Disorder and Genetics

Huntington disease is an autosomal dominant genetic disorder; if one
parent carriers the defective Huntington disease gene, his or her offspring
have a 50-50 chance of inheriting the disease. Huntington disease is a
neurodegenerative brain disorder in which afflicted individuals lose their
ability to walk, talk, think, and reason. They easily become depressed, lose
their short-term memory, and may experience a lack of concentration and
focus. Every individual with the gene for the disease eventually develops
the disease.

The Huntington disease gene is located on the long arm of human
chromosome 4 and encodes a protein called huntingtin that is quite vari-
able in its structure. The 5’ end of the Huntington disease gene contains
many repeats of the CAG trinucleotide (encodes glutamine). A highly vari-
able number of CAG trinucleotide repeats accounts for the Huntington
disease gene mutation, which leads to the expression of an abnormally
long polyglutamine tract at the N terminus of the huntingtin protein
beginning at residue 18. Such polyglutamine tracts increase protein ag-
gregation, which may alter cell function. Thus, like fragile X syndrome,
Huntington disease is one of 14 trinucleotide repeat disorders that cause
neurological dysfunction in humans. More specifically, Huntington dis-
ease is classified as a polyglutamine disorder. Healthy unaffected persons
have a CAG repeat count of 9 to 35 (Table 3.6). However, alleles with
more than 36 CAG repeats give rise to Huntington disease (the highest
reported repeat length is 250). Incomplete penetrance is found in alleles
with 36 to 39 CAG repeats. People with 36 to 40 CAG repeats may or
may not develop Huntington disease, while people with more than 40
CAG repeats are rather likely to develop the disorder. Alleles with more
than 60 CAG repeats result in a severe form of Huntington disease known
as juvenile Huntington disease, and children who get Huntington disease
may range from 2 to 20 years of age.

Therefore, the number of CAG repeats influences the age of onset of
the disease. No case of Huntington disease has been diagnosed with a

Table 3.6 Variation in status of Huntington disease is controlled by number of CAG
repeats in the huntingtin gene

CAG repeat count | Disease classification

<28 Normal Unaffected

28-35 Intermediate Unaffected

36-40 Incomplete penetrance Weakly affected with Huntington disease
>40 Full penetrance All affected with Huntington disease

>60 Full penetrance Affected with juvenile Huntington disease
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CAG repeat count of less than 36. As the altered gene is passed from one
generation to the next, the size of the CAG repeat expansion can change;
it often increases in size, especially when it is inherited from the father.
People with 28 to 35 CAG repeats have not been reported to develop the
disorder, but their children are at risk of having the disease if the repeat
expansion increases.

The mass of the huntingtin protein depends mainly on the num-
ber of its glutamine residues. Wild-type (normal) huntingtin consists of
3,144 amino acids, contains 6 to 35 glutamines, and has a mass of ~350
kilodaltons (kDa). In Huntington disease patients, huntingtin contains
more than 36 glutamines and has an overall higher molecular mass than
wild-type huntingtin. The function of huntingtin is not known, but in neu-
rons it appears to mediate signaling, cell transport, formation of protein
complexes, and protection against programmed cell death (apoptosis).
Huntingtin has no known sequence homology to other proteins, but it
is required for normal development before birth. It is expressed in many
tissues in the body, with the highest levels of expression seen in neurons
and the testes.

Prevalence

Huntington disease affects males and females equally and crosses all eth-
nic and racial boundaries. Usually, Huntington disease begins at age 30
to 45, but it may occur as early as the age of 2. Children who develop ju-
venile Huntington disease rarely live to adulthood. Everyone who carries
the gene develops the disease. In the United States, Canada, and western
Europe, Huntington disease affects about 1 in 20,000 people.

Diagnosis and Prognosis

Currently, there is no treatment or cure for Huntington disease, and a
Huntington disease patient eventually becomes completely dependent
on others for daily functioning. Individuals may also die due to other
secondary complications such as choking, infection, or heart failure.
Presymptomatic genetic testing is for individuals at risk for Huntington
disease who do not have symptoms and involves genetic counseling. The
discovery of the Huntington disease gene in 1993 facilitated the develop-
ment of specialized testing that may help to confirm the diagnosis of the
disease in patients with an affected parent or characteristic symptoms of
the disease. Blood samples are taken from patients, and DNA is directly
analyzed by PCR for Huntington disease gene mutations to determine
the number of CAG repeats in the Huntington disease gene region. Addi-
tional blood samples may be obtained from close or first-degree relatives
(e.g., the mother or father) with Huntington disease to help confirm the
results.

Polygenic Disorders and Gene Clustering

Genetic disorders are polygenic if they are causally associated with the ef-
fects of many genes. Such disorders may also be multifactorial, if they are
influenced by several different lifestyles and environmental factors. For



most polygenic disorders, while the genetic background of an individual
is not sufficient to cause the disorder, it may render an individual more
susceptible to the disorder. Examples of multifactorial disorders include
cancer, heart disease, and diabetes. Although such disorders frequently
cluster in families, these disorders do not have a simple Mendelian pat-
tern of inheritance. Moreover, as many of the factors that cause these
disorders have not yet been identified, it is rather difficult to determine
the risk of inheritance or transmission of these disorders. Some of these
diseases (e.g., myocardial infarction, congenital birth defects, cancer, dia-
betes, mental illnesses, and Alzheimer disease) cause both morbidity and
premature mortality. The clustering of such diseases in families may arise
from similarities in genome sequence, genome architecture, and environ-
mental triggers that promote the similar gene-gene interactions and gene—
environment interactions in family members. Some principal features of
the pattern of multifactorial inheritance of a polygenic disease are sum-
marized in Table 3.7.

An individual may not be born with a disease but may be at high risk
of acquiring it, a condition referred to as genetic predisposition or genetic
susceptibility. The genetic susceptibility to a particular disease due to the
presence of a gene mutation(s) in an allele(s) need not lead to disease. In
cancer, individuals are born with genes that may not be cancer causing by
themselves but upon alteration by lifestyle habits or exposure to chemi-
cals may elicit cancer, indicating a role for gene—environment interactions
in the development of cancer. Cancer susceptibility may also involve genes
that suppress the formation of tumors. If tumor suppressor genes lose
their function, they promote the development of carcinomas. Cardiovas-
cular disease is generally manifested in ways unique to various communi-
ties (e.g., strokes in African communities and heart attacks among South
Asians). A greater understanding of genetic predisposition to disease, as
well as a knowledge of lifestyle modifications that exacerbate the condi-
tion or reduce the potential for diseases, is required for the public to make
more informed choices.

Table 3.7 Characteristics of the inheritance pattern of multifactorial (polygenic)
diseases

m Characteristic

1 A simple pattern of inheritance of a polygenic disease does not exist within a family.

2 A lower incidence of a polygenic disease within a population is associated with a higher
risk of disease in first-degree relatives.

3 The relative risk of a polygenic disease is much lower in second-degree and more dis-
tantly related family members.

4 The risk of recurrence of a polygenic disease in a family is higher when more than one
family member is affected.

5 The more severe the malformation associated with a polygenic disease, the greater is the
risk of disease recurrence.

6 If a polygenic disease is more frequent in one sex than the other, the risk is higher for
relatives of patients of the less susceptible sex.

7 If an increased risk of recurrence of disease occurs when the parents are consanguineous
(e.g., first-degree relatives), many factors with additive effects may be involved.
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GWAS Strategies To Map Genes for Polygenic Disease

The genome-wide strategies currently used to map polygenic disease loci
include linkage analyses, association studies, and high-throughput direct
DNA sequencing. Presently, only linkage and association studies are tech-
nically and financially feasible for most research groups, but genome-wide
sequencing is becoming a more viable and cost-effective strategy given
advances in next-generation sequencing technologies and progress in se-
quence annotation, especially for regulatory regions. However, large-scale
sequencing studies of genetic regions that are closely linked and/or associ-
ated with a disease are currently cost-effective and can be performed with
next-generation sequencing technology. Genome-wide exon sequencing,
known as exome sequencing (sequencing of coding DNA regions only), is
also now being used to map many disease loci.

Linkage analysis is the preferred genome-wide method for map-
ping rare variants with relatively large effect sizes. On average, complex
polygenic disorders can have hundreds of alleles of genes that are genet-
ically linked to disease susceptibility. Using this approach, loci have been
mapped for many diseases, including early-onset Alzheimer disease and
early-onset breast cancer.

Until recently, linkage analysis was the only strategy that could be car-
ried out on a genome-wide basis at an affordable cost. However, the char-
acterization of millions of SNPs and the creation of low-cost genotyping
platforms made GWASs feasible by the mid-2000s. Hundreds of loci for
more than 40 polygenic diseases have been mapped using GWASs, and for
a few diseases new pathogenic mechanisms have been discovered. Despite
this remarkable progress, it has been estimated that common loci identi-
fied to date account for only a small percentage (approximately 2 to 10%)
of the genetic variance of disease susceptibility. Moreover, most of the
associated SNPs have no obvious functional effects, and the pathogenesis
of most polygenic diseases remains unknown. Many, if not most, of the
associated SNPs are probably in linkage disequilibrium with the actual
disease-predisposing variant; linkage disequilibrium refers to the nonran-
dom association of alleles at two or more loci on the same chromosome
or different chromosomes. Resequencing studies are needed to identify
the disease allele, a strategy that has been successful in a few cases.

Since the “completion” of two reference genomes in 2001, the ge-
nomes of several individuals have been sequenced at relatively high costs.
The 1000 Genomes Project (http://www.1000genomes.org), which aims to
characterize human variation of all types by high-throughput and unbiased
sequencing of more than 1,000 human genomes from diverse populations,
was initiated to identify less common (about 0.01 to 0.05%) population
variants, again at relatively high costs. To date, this project has identi-
fied about 17 million variants in 742 samples from different populations.
The end goal is to sequence 2,500 more individuals of diverse populations
from five geographical areas to identify most of the variation that occurs at
a frequency 0.1% or greater in the population. The most recent data indi-
cate that this project has identified 38.9 million SNP sites. Notably, many
of these variants are present in just one or, at most, a very few individuals.

Anticipated advances in high-throughput sequencing may soon permit
more affordable genome-wide sequencing experiments to be performed


http://www.1000genomes.org

with hundreds to thousands of patients. Although some rare disease vari-
ants may be mapped by GWASs using the population SNPs character-
ized by the 1000 Genomes Project, genome-wide sequencing of cohorts
of individuals with a given disease is required to identify all rare variants
that contribute to a polygenic disease(s). Advances in the record keeping,
identification, and prediction of functional variation will be needed to
take full advantage of sequence data. Distinguishing gene mutations that
give rise to disease from gene sequence variants that occur vary rarely in
the population remains a primary challenge for the field. In this regard,
it is important to consider two factors that may be causally linked to dis-
ease. The first factor is the coinheritance of such rare gene sequence vari-
ants with susceptibility to disease. The second factor is the significantly
higher frequency of these rare sequence variants in patients with disease
compared to that found in healthy control individuals of the same ethnic
background. It is hoped that a more complete understanding of the mech-
anism(s) by which these two factors may alter normal cell physiology and
function and consequently elicit disease may be obtained from analyses
of cell function in cultured cells (in vitro) and in animal models (in vivo).

The application of high-throughput methods to capture targeted re-
gions (1 to 30 Mb) of the genome (regions linked to and/or associated with
disease) and the availability of next-generation sequencing technologies
have made relatively large-scale resequencing projects (using hundreds to
thousands of patients) more affordable. Several groups have completed
such projects, which include large-scale resequencing studies of candidate
genes and relevant genomic regions (linked or associated). Genome-wide
linkage and association studies both reveal that common and rare vari-
ants underlie the genetic control of most polygenic disorders. Table 3.8
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Table 3.8 Types of genetic variants associated with complex disorders: methods of detection of variants that predispose to disease

Common, small to modest effect size GWAS (500,000-1,000,000 SNPs) with thousands SNP may be in LD with a disease variant; rese-

of unrelated cases and controls quencing may be required

Common, very small effect size GWAS (500,000-1,000,000 SNPs) with tens of SNP may be in LD with a disease variant; rese-
thousands of unrelated cases and controls quencing may be required

Rare, moderate penetrance (~0.5)  Linkage using one large family (=10 cases) or large Alleles that are moderately penetrant usually pro-

sample of small multiplex families; resequencing of duce multiplex families (=2 cases with disease)

genes in the region of interest

Rare, small penetrance (=0.1) Case or control resequencing of candidate genes or  Alleles with small penetrance usually detect simplex
genome-wide sequencing when financially feasible:  families (1 case with disease)

GWASs using SNPs from the 1000 Genomes Project
may detect some loci with frequencies of ~0.5-1%

New CNVs Clonal and SNP arrays, resequencing (for smaller ~ Usually detects simplex families
CNVs if present)
Spontaneous germ line mutations Genome-wide sequencing when financially feasible Detects simplex families; e.g., ~50% of cases of

No variant (e.g., nongenetic case) Normal genome sequence

Adapted with permission from Byerley and Badner, Psychiatr. Genet. 21:173-182, 2011.
Abbreviation: LD, linkage disequilibrium.

neurofibromatosis arise from spontaneous muta-
tions in neurofibromatosis gene

Detects simplex families in which shared phenotypes
are not common. The presence of one phenotype
can mask the evidence of linkage in a given family.
Case or control studies yield more robust data.
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summarizes the types of variants found in complex disorders and the meth-
ods for detecting variants predisposing to illness. Although many com-
mon disease variants were mapped using GWASs, rare variants may also
contribute significantly to genetic variance in disease susceptibility (e.g.,
developmental and psychiatric disorders, including autism and obsessive-
compulsive disorder). Rare variants with “moderate” penetrance (~0.5)
can be mapped using linkage methods. Sequencing strategies will be re-
quired to detect rare variants with low penetrance in families with just one
child. The recognition that rare variants can have large effects on suscepti-
bility to complex polygenic disorders (e.g., autism, mental retardation, and
schizophrenia) has rekindled the interest in rare-variant approaches. Re-
cent advances made using such variant approaches in the genetic analyses
of a selected group of polygenic disorders are presented below.

Breast Cancer

Disorder

Cancer generally results from the sequential acquisition of mutations in
genes that regulate cell multiplication, cell repair, and the ability of a cell
to undergo malignant transformation. This multistep process is not an
abrupt transition from normal to malignant but may take 20 years or more.
The mutation of critical genes, including suppressor genes, cancer-causing
genes (oncogenes), and genes involved in DNA repair, leads to genetic in-
stability and to progressive loss of differentiation. Tumors enlarge because
cancer cells (i) are unable to balance cell division by cell death (apoptosis)
and (ii) form their own vascular system (angiogenesis). The transformed
cells lose their ability to undergo cell contact and exhibit uncontrolled
growth, invade neighboring tissues, and eventually spread through the
bloodstream or the lymphatic system to distant organs (metastasis).

Genetics

This malignancy is one of the most commonly inherited cancers based on
observations that (i) 20 to 30% of all patients with breast cancer have a
family history of the disease and (ii) twin studies show that 25% of breast
cancer cases are heritable.

Discovery of the breast cancer type 1 susceptibility (BRCA1) and
BRCA2 genes more than 10 years ago has had a high impact on patient
care, allowing for early detection and prevention of breast cancer. How-
ever, deleterious mutations in the BRCAT and BRCA2 genes cause at
most 3 to 8% of all breast cancer cases. Carrying a deleterious BRCAT
mutation confers an estimated lifetime risk for developing breast cancer
of 65%. By the age of 40, carrying a deleterious BRCA1 mutation con-
fers a 20% chance of developing breast cancer, and the risk increases
with age, with the lifetime risk being 82% by age 80. BRCA2 mutation
carriers were found to carry a breast cancer risk of 45% by age 70, con-
sistent with the finding that BRCA2 mutations give rise to fewer cases of
familial breast cancer than do BRCA1 mutations. Detection of genomic
rearrangements in BRCAT and BRCA2 may identify additional carriers of
nonfunctional BRCA1 and BRCA2 genes.



The BRCAT1 gene encodes an E3 ubiquitin-protein ligase, a nuclear
phosphoprotein that both determines genomic stability and functions
as a tumor suppressor (blocks tumor growth). The E3 ligase specifi-
cally mediates the formation of polyubiquitin chains and plays a central
role in DNA repair by facilitating cellular responses to DNA damage.
The E3 ligase also combines with other tumor suppressors, DNA dam-
age sensors, and cell signaling molecules to form a large multisubunit
protein complex. This complex associates with RNA polymerase II and,
through the C-terminal domain, also interacts with histone deacetylase
complexes. Thus, the BRCA1 protein controls gene transcription, DNA
repair of double-strand breaks, and gene recombination. The BRCA2
gene belongs to the tumor suppressor gene family, as tumors with BRCA2
mutations generally do not exhibit heterozygosity of the wild-type allele.
The BRCA2 protein is found intracellularly, and it mediates the repair of
chromosomal damage, with an important role in the error-free repair
of DNA double-strand breaks.

Currently, polygenic mechanisms and high-frequency low-penetrance
tumor susceptibility genes are thought to account for a greater propor-
tion of familial breast cancers. Such genes are considered to be low pene-
trance since only a small fraction of carriers of these genes develop cancer.
Candidate low-penetrance breast cancer susceptibility genes identified to
date include a common variant of the type I transforming growth factor
B (TGF-B) receptor, TGFBR1*6A (accounts for about 5% of all breast
cancer cases, like BRCA1 and BRCA2); CHEK2*1100delC; and BRIP1.

TGFBR1%6A

TGF-B has a dual role in cancer development. In normal mammary epi-
thelial and breast carcinoma cells, TGF-B inhibits cell proliferation; how-
ever, as the tumor progresses, TGF- enhances invasion and metastasis.
Thus, loss-of-function mutations in the TGF-$ signaling pathway in the
early stages of oncogenesis contribute to tumor growth due to the lack of
growth inhibitory signals. Gain-of-function mutations contribute to the
late steps in tumor metastasis. TGFBR1*6A is a common variant of TG-
FBR1, which carries a three-alanine deletion from a nine-alanine tract in
the receptor’s signal sequence. Importantly, TGFBR1 *6A converts TGF-3
growth-inhibitory signals into growth-stimulatory signals in breast cancer
cells, suggesting that TGFBR1 *6A provides a selective growth advantage
to cancer cells in the TGF-B-rich tumor microenvironment. TGFBR1 *6A
homozygotes have almost a threefold-increased risk compared to noncar-
riers. Given the high TGFBR1%*6A carrier frequency in the general pop-
ulation (14.1%), the risk of breast cancer in TGFBR1*6A homozygotes
in the general population is ~4.9%. Several SNPs have been found in the
TGFB1 gene; however, the association between these SNPs and breast
cancer remains to be clarified.

CHEK2*1100delC

CHEK2 is a cell cycle checkpoint protein that blocks cell division in
the presence of ionizing radiation. Inactivating mutations in CHEK2
would be expected to promote cancerous growth in the presence of
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radiation-induced DNA damage. The CHEK2 *1100delC mutation abol-
ishes the kinase activity of the protein and blocks signaling by CHEK2.
The CHEK2*1100delC variant is present in 1.1% of the population. In
comparison, 5.1% of breast cancer patients who are wild type for the
BRCA genes carry this mutation. Female carriers of CHEK2*1100delC
have a twofold-increased risk for breast cancer compared to noncarriers.
The role of CHEK2*1100delC in male breast cancer is controversial.

BRIP1

The BRIP1 gene encodes a helicase that interacts with the BRCAT gene
and mediates DNA repair. BRIP1 was mutated in 9 out of 1,212 indi-
viduals (0.74%) with breast cancer who had a family history of breast
cancer. Five different types of truncating mutations were detected among
these 9 individuals, who all carried wild-type BRCA genes. In a control
group of 2,081 people (from a 1958 birth cohort collection in the United
Kingdom), only 2 people (0.1%) had truncating mutations. Individuals
with BRIP1 truncated mutations have a twofold increase in the risk of
breast cancer.

TP53 and PTEN

Rare variants that account for less than 0.1% of breast cancers occur in
the TP53 and PTEN genes. The TP53 gene encodes the tumor suppressor
protein p53, which inhibits cell cycle progression in the presence of DNA
breaks. Although mutations in TP53 are extremely rare in the general
population, those individuals with the mutation develop cancer. In a study
of 100 women with breast cancer, 4 women below 31 years of age had
a mutation in TP53, independent of their BRCA gene mutation status.
Another study showed that 1 in 5,000 women with breast cancer express
a TP53 mutation. Thus, in the absence of genomic rearrangements in the
BRCA1 and BRCA2 genes, TP53 mutation screening should be consid-
ered for women with a strong family history of breast cancer.

PTEN (phosphatase and tensin homolog) encodes a tumor suppres-
sor that inhibits cell growth during the G, phase of cell cycle by activating
the cyclin-dependent kinase inhibitor p27(KIP1). More than 70 mutations
occur in the PTEN gene in people with Cowden syndrome (see below).
These mutations can be changes in a small number of base pairs or, in
some cases, deletions of a large number of base pairs. Most of these muta-
tions cause the PTEN gene to make a protein that does not function prop-
erly or does not work at all. The defective protein is unable to stop cell
division or signal abnormal cells to die, which can lead to tumor growth,
particularly in the breast, thyroid, or uterus. PTEN mutations are asso-
ciated with a high-penetrance, autosomal dominant (one copy of the al-
tered gene in each cell is sufficient to cause the disorder) syndrome termed
Cowden syndrome. Individuals with Cowden syndrome have a high con-
genital risk for developing cancer of the breast, thyroid, and skin. To date,
three different mutations in PTEN have been found in families with Cow-
den syndrome and early-onset breast cancer. While such mutations are
found at low frequencies in breast cancer, loss of heterozygosity affecting
the PTEN chromosomal locus at 10g23 occurs in about 30 to 40% of



tumors, and PTEN promoter hypermethylation occurs in approximately
50% of breast cancers. Frameshift and nonsense mutations (see chap-
ter 1) are located throughout the PTEN gene in tumors, and two missense
mutations in the phosphatase domain cause amino acid substitutions at
codons 129 (Gly to Asp) and 134. The loss of PTEN protein in tumors
results in the accumulation of phosphatidylinositol-3,4,5-trisphosphate
and, consequently, increased activation of the serine/threonine kinase Akt.
Despite the frequency with which PTEN function is impaired in breast
cancer, it is not known whether PTEN loss by itself can activate the phos-
phoinositide 3-kinase pathway and contribute to tumorigenesis.

Five SNPs are also associated with breast cancer risk. CASP8 D302H,
an aspartic acid-to-histidine mutation at amino acid 302 of the caspase 8
protein, is associated with a reduced risk of breast cancer in BRCA1 muta-
tion carriers; IGFB3 —202 C — A, a C-to-A SNP at position —202 in the
promoter of the insulin growth factor-binding protein B3 gene, is associ-
ated with a reduced risk of breast cancer; PGR V660L, a valine-to-leucine
mutation at residue 660 of the progesterone receptor, is associated with an
increased risk of breast cancer; SOD2 V16A, a valine-to-alanine mutation
at residue 16 of the manganese superoxide dismutase, is associated with
an increased risk of breast cancer; and TGFB1 L10P is a leucine-to-proline
change at residue 10 of TGF-B. The respective contributions of these sus-
ceptibility genes and candidate SNPs are the focus of several ongoing stud-
ies. These investigations are complicated by the fact that the penetrance
of tumor susceptibility genes is highly influenced by other factors such
as modifier genes, response to DNA damage, and environmental factors
such as exposure to carcinogens, hormonal and reproductive factors, and
weight. Genetic testing is currently used to determine if individuals with a
personal and/or family history of breast cancer carry mutations or genomic
rearrangements in high-penetrance breast cancer susceptibility genes. The
main aim of such tests is to provide direction about how to monitor these
high-risk individuals and prevent the occurrence of breast cancer or permit
early cancer detection.

Prevalence

Cancer is a leading cause of death worldwide, accounting for 7.6 million
deaths (around 13% of all deaths) in 2008. Lung, stomach, liver, colon,
and breast cancers cause the most cancer deaths each year. Combined, these
cancers are responsible for more than 4.2 million deaths annually. Deaths
from cancer worldwide are predicted to continue rising, with a projected
13.1 million deaths in 2030. Current epidemiological evidence predicts
that 1 in 8 women will be diagnosed with breast cancer in her lifetime. In
2012, it was estimated that about 227,000 new cases and 39,510 deaths
from breast cancer would occur in women in the United States. Breast can-
cer is the second most common malignancy diagnosed in women and the
second leading cause of cancer-related deaths. It is a heterogeneous disease
often characterized by the presence or absence of expression of estrogen
receptors and human epidermal growth factor receptor 2 (HER2) on tu-
mor cells. These molecular markers used to classify breast cancer subtypes
may also predict typical responses to targeted therapies.
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Diagnosis and Prognosis

The roles that genes play differ greatly, ranging from completely deter-
mining the disease state (disease genes) to interacting with other genes
and environmental factors in causing cancer (susceptibility genes). The
primary determinants of most cancers are lifestyle factors (e.g., smoking,
dietary and exercise habits, environmental carcinogens, and infectious
agents) rather than inherited genetic factors. In fact, the proportion of
cancers caused by high-penetrance genes is low, ~5% for breast cancer
and less for mo