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Preface

From the very beginning of the biotechnology revolution in the early 
1970s, many scientists understood that this new technology would rad-
ically change the way that we think about health care. They understood 
early on, well before any products were commercialized, that medical sci-
ence was about to undergo a major paradigm shift in which all of our 
previous assumptions and approaches would change dramatically. Forty 
years later, biotechnology has delivered on much of its early promise. 
Hundreds of new therapeutic agents, diagnostic tests, and vaccines have 
been developed and are currently available in the marketplace. Moreover, 
it is clear that we are presently just at the tip of a very large iceberg, with 
many more products in the pipeline. It is likely that, in the next 10 to 15 
years, biotechnology will deliver not only new products to diagnose, pre-
vent, and treat human disease but also entirely new approaches to treating 
a wide range of hitherto diffi cult-to-treat or untreatable diseases.

We have written Medical Biotechnology with the premise that it might 
serve as a textbook for a wide range of courses intended for premedical 
and medical students, dental students, pharmacists, optometrists, nurses, 
nutritionists, genetic counselors, hospital administrators, and other indi-
viduals who are stakeholders in the understanding and advancement of 
biotechnology and its impact on the practice of modern medicine. The 
book is intended to be as jargon-free and as easy to read as possible. In 
some respects, our goal is to demystify the discipline of medical biotech-
nology. This is not a medical textbook per se. However, a discussion of 
some salient features of selected diseases is presented to illustrate the ap-
plications of many biotechniques and biochemical mechanisms. Thus, this 
book may be considered a biomedical road map that provides a funda-
mental understanding of many approaches being pursued by scientists to 
diagnose, prevent, and treat a wide range of ailments. Indeed, this presents 
a large challenge, and the future is diffi cult to predict. Nevertheless, we 
hope that this volume will provide a useful introduction to medical bio-
technology for a wide range of individuals.
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1 Fundamental Technologies

Molecular Cloning

Molecular biotechnology uses a variety of techniques for isolating genes and 
transferring them from one organism to another. At the root of these tech-
nologies is the ability to join a sequence of deoxyribonucleic acid (DNA) of 
interest to a vector that can then be introduced into a suitable host. This pro-
cess is known as recombinant DNA technology or molecular cloning. A vast 
number of variations on this basic process has been devised. Development 
of the core technologies depended on an understanding of fundamental pro-
cesses in molecular biology, bacterial genetics, and nucleic acid enzymology 
(Box 1.1). The beginning of the application of these technologies for the pur-
pose of manipulating DNA has been credited to Stanley Cohen of Stanford 
University, Stanford, California, who was developing methods to transfer 
plasmids, small circular DNA molecules, into bacterial cells, and Herbert 
Boyer at the University of California at San Francisco, who was working 
with enzymes that cut DNA at specifi c nucleotide sequences. They hypothe-
sized that Boyer’s enzymes could be used to insert a specifi c segment of DNA 
into a plasmid and then the recombinant plasmid could be introduced into a 
host bacterium using Cohen’s method. Within a few years, the method was 
used successfully to produce human insulin, which is used in the treatment 
of diabetes, in Escherichia coli. In the 25 years since the fi rst commercial 
production of recombinant human insulin, more than 200 new drugs pro-
duced by recombinant DNA technology have been used to treat over 300 
million people for diseases such as cancer, multiple sclerosis, cystic fi brosis, 
and cardiovascular disease and to provide protection against infectious dis-
eases. Moreover, over 400 new drugs are in the process of being tested in 
human trials to treat a variety of serious human diseases.

Preparation of DNA for Cloning

In theory, DNA from any organism can be cloned. The target DNA may 
be obtained directly from genomic DNA, derived from messenger ribonu-
cleic acid (mRNA), subcloned from previously cloned DNA, or synthe-
sized in vitro. The target DNA may contain the complete coding sequence 

Molecular Cloning
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4 C H A P T E R  1

for a protein, a part of the protein coding sequence, a random fragment 
of genomic DNA, or a segment of DNA that contains regulatory elements 
that control expression of a gene. Prior to cloning, both the source DNA 
that contains the target sequence and the cloning vector must be cut 
into discrete fragments, predictably and reproducibly, so that they can 
be joined (ligated) together to form a stable molecule. Bacterial enzymes 
known as type II restriction endonucleases, or (more commonly) restric-
tion enzymes, are used for this purpose. These enzymes recognize and cut 
DNA molecules at specifi c base pair sequences and are produced natu-
rally by bacteria to cleave foreign DNA, such as that of infecting bacterial 
viruses (bacteriophage). A bacterium that produces a specifi c restriction 
endonuclease also has a corresponding system to modify the sequence 
recognized by the restriction endonuclease in its own DNA to protect it 
from being degraded.

A large number of restriction endonucleases from different bacteria is 
available to facilitate cloning. The sequence and length of the recognition 
site vary among the different enzymes and can be four or more nucleotide 
pairs. One example is the restriction endonuclease HindIII from the bac-
terium Haemophilus infl uenzae. HindIII is a homodimeric protein (made 
up of two identical polypeptides) that specifi cally recognizes and binds to 
the DNA sequence AAGCTT

TTCGAA (Fig. 1.1A). Note that the recognition sequence 
is a palindrome, that is, the sequence of nucleotides in each of the two 
strands of the binding site is identical when either is read in the same 
polarity, i.e., 5′ to 3′. HindIII cuts within the DNA-binding site between 

DNA
deoxyribonucleic acid

mRNA
messenger ribonucleic acid

box 1.1
The Development of Recombinant DNA Technology

Most important technologies 
are developed in small steps, 
and recombinant DNA 

technology is no exception. The ability 
to join DNA molecules from differ-
ent sources to produce life-changing 
therapeutic agents like human insulin 
depends on the contributions of many 
researchers. The early 1970s were 
ripe for the development of recombi-
nant DNA technology following the 
milestone discoveries of the structure 
of DNA by Watson and Crick (Watson 
and Crick, 1953) and the cracking 
of the genetic code by Nirenberg, 
Matthaei, and Jones (Nirenberg and 
Matthaei, 1961; Nirenberg et al., 
1962). Building on this, rapid prog-
ress was made in understanding the 
structure of genes and the manner in 
which they are expressed. Isolating and 

preparing genes for cloning would not 
be possible without type II restriction 
endonucleases that cut DNA in a 
sequence-specifi c and highly reproduc-
ible manner (Kelly and Smith, 1970). 
Advancing the discovery by Herbert 
Boyer and colleagues (Hedgpeth et al., 
1972), who showed that the RI restric-
tion endonuclease from E. coli (now 
known as EcoRI) made a staggered 
cut at a specifi c nucleotide sequence in 
each strand of double-stranded DNA, 
Mertz and Davis (Mertz and Davis, 
1972) reported that the complemen-
tary ends produced by EcoRI could 
be rejoined by DNA ligase in vitro. 
Of course, joining of the restriction 
endonuclease-digested molecules 
required the discovery of DNA ligase 
(Gellert et al., 1968). In the meantime, 
Cohen and Chang (Cohen and Chang, 

1973) had been experimenting with 
constructing plasmids by shearing large 
plasmids into smaller random pieces 
and introducing the mixture of pieces 
into the bacterium E. coli. One of the 
pieces was propagated. However, the 
randomness of plasmid fragmentation 
reduced the usefulness of the process. 
During a now-legendary lunchtime 
conversation at a scientifi c meeting in 
1973, Cohen and Boyer reasoned that 
EcoRI could be used to splice a specifi c 
segment of DNA into a plasmid, and 
then the recombinant plasmid could be 
introduced into and maintained in E. 
coli (Cohen et al., 1973). Recombinant 
DNA technology was born. The poten-
tial of the technology was immediately 
evident to Cohen and others: “It may 
be possible to introduce in E. coli, 
genes specifying metabolic or synthetic 
functions such as photosynthesis, or 
antibiotic production indigenous to 
other biological classes.” The fi rst com-
mercial product produced using this 
technology was human insulin.



Figure 1.1 Type II restriction endonucleases bind to and cut 
within a specifi c DNA sequence. (A) HindIII makes a staggered 
cut in the DNA strands producing single-stranded, complemen-
tary ends (sticky ends) with a 5′ phosphate group extension. 
(B) PstI also makes a staggered cut in both strands but produces 
sticky ends with a 3′ hydroxyl group extension. (C) Cleavage of 

DNA with SmaI produces blunt ends. Arrows show the sites of 
cleavage in the DNA backbone. S, deoxyribose sugar; P, phos-
phate group; OH, hydroxyl group; A, adenine; C, cytosine; G, 
guanine; T, thymine. The restriction endonuclease recognition 
site is shaded. doi:10.1128/9781555818890.ch1.f1.1
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the adjacent adenine nucleotides on each strand (Fig. 1.1A). Specifi cally, 
it cleaves the bond between the oxygen attached to the 3′ carbon of the 
sugar of one nucleotide and the phosphate group attached to the 5′ car-
bon of the sugar of the adjacent nucleotide. The symmetrical staggered 
cleavage of DNA by HindIII produces two single-stranded, complemen-
tary ends, each with extensions of four nucleotides, known as sticky ends. 
Each single-stranded extension terminates with a 5′ phosphate group, 
and the 3′ hydroxyl group of the opposite strand is recessed (Fig. 1.1A). 
Some other restriction enzymes, such as PstI, leave 3′ hydroxyl extensions 
with recessed 5′ phosphate ends (Fig. 1.1B), while others, such as SmaI, 
cut the backbone of both strands within a recognition site to produce 
blunt-ended DNA molecules (Fig. 1.1C).

Restriction enzymes isolated from different bacteria may recognize 
and cut DNA at the same site (Fig. 1.2A). These enzymes are known as 
isoschizomers. Some recognize and bind to the same sequence of DNA 
but cleave at different positions (neoschizomers), producing different 
single-stranded extensions (Fig.  1.2B). Other restriction endonucleases 
(isocaudomers) produce the same nucleotide extensions but have differ-
ent recognition sites (Fig. 1.2C). In some cases, a restriction endonuclease 
will cleave a sequence only if one of the nucleotides in the recognition 
site is methylated. These characteristics of restriction endonucleases are 
considered when designing a cloning experiment.

Many other enzymes are used to prepare DNA for cloning. In addi-
tion to restriction endonucleases, nucleases that degrade single-stranded 
extensions, such as S1 nuclease and mung bean nuclease, are used to gen-
erate blunt ends for cloning (Fig. 1.3A). This is useful when the recogni-
tion sequences for restriction enzymes that produce complementary sticky 
ends are not available on both the vector and target DNA molecules. Blunt 
ends can also be produced by extending 3′ recessed ends using a DNA 
polymerase such as Klenow polymerase derived from E. coli DNA poly-
merase I (Fig. 1.3B). Phosphatases such as calf intestinal alkaline phos-
phatase cleave the 5′ phosphate groups from restriction enzyme-digested 

BspEI
AccIII

BspEI
AccIII

A

T
A

C
G

C
G

G
C

G
C

A
T

NcoI

NcoI

C

C
G

C
G

A
T

T
A

G
C

G
C

PagI

PagI

T
A

C
G

A
T

T
A

G
C

A
T

NarI

NarI

B

G
C

G
C

C
G

G
C

C
G

C
G

SfoI

SfoI

Figure 1.2 Restriction endonucleases have been isolated from many different bacteria. 
(A) Isoschizomers such as BspEI from a Bacillus species and AccIII from Acinetobacter 
calcoaceticus bind the same DNA sequence and cut at the same sites. (B) Neoschi-
zomers such as NarI from Nocardia argentinensis and SfoI from Serratia fonticola 
bind the same DNA sequence but cut at different sites. (C) Isocaudomers such as NcoI 
from Nocardia corallina and PagI from Pseudomonas alcaligenes bind different DNA 
sequences but produce the same sticky ends. Bases in the restriction enzyme recogni-
tion sequence are shown. Arrows show the sites of cleavage in the DNA backbone. 
doi:10.1128/9781555818890.ch1.f1.2
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DNA (Fig. 1.3C). A 5′ phosphate group is required for formation of a 
phosphodiester bond between nucleotides, and therefore, its removal pre-
vents recircularization (self-ligation) of vector DNA. On the other hand, 
kinases add phosphate groups to the ends of DNA molecules. Among 
other activities, T4 polynucleotide kinase catalyzes the transfer of the ter-
minal (γ) phosphate from a nucleoside triphosphate to the 5′ hydroxyl 
group of a polynucleotide (Fig. 1.3D). This enzyme is employed to pre-
pare chemically synthesized DNA for cloning, as such DNAs are often 
missing a 5′ phosphate group required for ligation to vector DNA.

Insertion of Target DNA into a Plasmid Vector

When two different DNA molecules are digested with the same restriction 
endonuclease, that produces the same sticky ends in both molecules, and 
then mixed together, new DNA combinations can be formed as a result 
of base-pairing between the extended regions (Fig. 1.4). The enzyme DNA 

ligase, usually from the E. coli bacteriophage T4, is used to reform the 
phosphodiester bond between the 3′ hydroxyl group and the 5′ phos-
phate group at the ends of DNA strands that are already held together by 
the hydrogen bonds between the complementary bases of the extensions 

A
C T AT AG
G AC T. . . C C TAA – OH

AT T – OH. . GG.
T A

C T AT AG
G AC T. . . C C TAA – P

AT T – OH. . GG.
T

D T4 polynucleotide
kinase

ATP ADP

A
C T AT –G
G AC T. . . C C TAA – P

OH. . GG.
T A

C T AT –G
G AC T. . . C C TAA – OH

OH. . GG.
T

C Calf alkaline
phosphatase

A
C T ATG
G AC T. . . C C TAA

. . GG.
T A

C T AT AG
G AC T. . . C C TAA

AT T. . GG.
T

B Klenow
polymerase

A
C T ATG
G AC T. . . C C TAA

. . GG.
T A

C T ATG
G AC. . . C C

. . GG.
T

A Mung bean
nuclease

Figure 1.3  Some other enzymes used to prepare DNA for cloning. (A) Mung bean 
nuclease degrades single-stranded 5′ and 3′ extensions to generate blunt ends. 
(B) Klenow polymerase extends 3′ recessed ends to generate blunt ends. (C) Calf alka-
line phosphatase removes the 5′ phosphate group from the ends of linear DNA mole-
cules. (D) T4 polynucleotide kinase catalyzes the addition of a 5′ phosphate group to 
the ends of linear DNA fragments. Dotted lines indicate that only one end of the linear 
DNA molecule is shown. doi:10.1128/9781555818890.ch1.f1.3



8 C H A P T E R  1

(Fig.  1.4). DNA ligase also joins blunt ends, although this is generally 
much less effi cient.

Ligation of restriction enzyme-digested DNA provides a means to sta-
bly insert target DNA into a vector for introduction and propagation in 
a suitable host cell. Many different vectors have been developed to act 
as carriers for target DNA. Most are derived from natural gene carriers, 
such as genomes of viruses that infect eukaryotic or prokaryotic cells and 

OH

P

P

C
GGAT CC
C AGGT ACAA AAC TG

T TGACA GTTT
T

C
G GAT CC
C AG GT ACAA AAC TG

T TGACA GTTT
T

Digest with BamHI

HO

BamHI recognition site

OH

OH P

P

P

P OH

T
G A TC TC
C GGAGA TA C TCCGG

AGGCCC AT GT
A

GAT CC
C AGGGA T AC AAC TG

T TGACC A TGT
T

T
GAT CC

C G GGA T AC AT CCG
TAGGC

G
CC A TGT

A

GAT CC
C AGGGA T AC AAC TG

T TGACC A TGT
T

Digest with BamHI

Mix

T4 DNA ligase

HO

BamHI recognition site

O O

–O

O O

P Phosphodiester bondP

OO–

P

O
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phodiester bonds by joining 5′ phosphate and 3′ hydroxyl groups at nicks in the 
backbone of the double-stranded DNA. doi:10.1128/9781555818890.ch1.f1.4
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integrate into the host genome or plasmids that are found in bacterial or 
fungal cells. Others are synthetically constructed artifi cial chromosomes 
designed for delivery of large pieces of target DNA (>100 kilobase pairs 
[kb]) into bacterial, yeast, or mammalian host cells. Many different vec-
tors that carry sequences required for specifi c functions, for example, for 
expression of foreign DNA in a host cell, are described throughout this 
book. Here, vectors based on bacterial plasmids are used to illustrate the 
basic features of a cloning vector.

Plasmids are small, usually circular, double-stranded DNA molecules 
that are found naturally in many bacteria. They can range in size from less 
than 1 kb to more than 500 kb and are maintained as extrachromosomal 
entities that replicate independently of the bacterial chromosome. While 
they are not usually essential for bacterial cell survival under laboratory 
conditions, plasmids often carry genes that are advantageous under par-
ticular conditions. For example, they may carry genes that encode resis-
tance to antibiotics or heavy metals, genes for the degradation of unusual 
organic compounds, or genes required for toxin production. Each plas-
mid has a sequence that functions as an origin of DNA replication that is 
required for it to replicate in a host cell. Some plasmids carry information 
for their own transfer from one cell to another.

The number of copies of a plasmid that are present in a host cell is 
controlled by factors that regulate plasmid replication and are charac-
teristic of that plasmid. High-copy-number plasmids are present in 10 
to more than 100 copies per cell. Other, low-copy-number plasmids are 
maintained in 1 to 4 copies per cell. When two or more different plasmids 
cannot coexist in the same host cell, they are said to belong to the same 
plasmid incompatibility group. But plasmids from different incompatibil-
ity groups can be maintained together in the same cell. This coexistence 
is independent of the copy numbers of the individual plasmids. Some mi-
croorganisms have been found to contain as many as 8 to 10 different 
plasmids. In these instances, each plasmid can carry out different func-
tions and have its own unique copy number, and each belongs to a differ-
ent incompatibility group. Some plasmids can replicate in only one host 
species because they require very specifi c proteins for their replication 
as determined by their origin of replication. These are generally referred 
to as narrow-host-range plasmids. On the other hand, broad-host-range 

plasmids have less specifi c origins of replication and can replicate in a 
number of bacterial species.

As autonomous, self-replicating genetic elements, plasmids are useful 
vectors for carrying cloned DNA. However, naturally occurring plasmids 
often lack several important features that are required for a good cloning 
vector. These include a choice of unique (single) restriction endonuclease 
recognition sites into which the target DNA can be cloned and one or 
more selectable genetic markers for identifying recipient cells that carry 
the cloning vector–insert DNA construct. Most of the plasmids that are 
currently used as cloning vectors have been genetically modifi ed to in-
clude these features.

An example of a commonly used plasmid cloning vector is pUC19, 
which is derived from a natural E. coli plasmid. The plasmid pUC19 is 
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2,686 bp long, contains an origin of replication that enables it to repli-
cate in E. coli, and has a high copy number, which is useful when a large 
number of copies of the target DNA or its encoded protein is required 
(Fig.  1.5A). It has been genetically engineered by addition of a short 
(54-bp) DNA sequence with many unique restriction enzyme sites which 
is called a multiple-cloning site (also known as a polylinker) (Fig. 1.5B). A 
segment of the lactose operon of E. coli has also been added that includes 
the β-galactosidase gene (lacZ′) under the control of the lac promoter and 
a lacI gene that produces a repressor protein that regulates the expression 
of the lacZ′ gene from the lac promoter (Fig. 1.5A). The multiple-cloning 
site has been inserted within the β-galactosidase gene in a manner that 
does not disrupt the function of the β-galactosidase enzyme when it is 
expressed (Fig. 1.5B). In addition, pUC19 carries the bla gene (Ampr gene) 
encoding β-lactamase that renders the cell resistant to ampicillin and can 
therefore be used as a selectable marker to identify cells that carry the 
vector.

To clone a gene of interest into pUC19, the vector is cut with a re-
striction endonuclease that has a unique recognition site within the 
multiple-cloning site (Fig. 1.6). The source DNA carrying the target gene 
is digested with the same restriction enzyme, which cuts at sites fl ank-
ing the sequence of interest. The resulting linear molecules, which have 
the same sticky ends, are mixed together and then treated with T4 DNA 
ligase. A number of different ligated combinations are produced by this 
reaction, including the original circular plasmid DNA (Fig. 1.6). To re-
duce the amount of this unwanted ligation product, prior to ligation, the 

Figure 1.5 Plasmid cloning vector pUC19. (A) The plasmid 
contains an origin of replication for propagation in E. coli, 
an ampicillin resistance gene (Ampr) for selection of cells car-
rying the plasmid, and a multiple-cloning site for insertion 
of cloned DNA. (B) The multiple-cloning site (nucleotides in 
uppercase letters) containing several unique restriction en-
donuclease recognition sites (indicated by horizontal lines) 
was inserted into the lacZ′ gene (nucleotides in lowercase 
letters) in a manner that does not disrupt the production of 
a functional β-galactosidase (LacZα fragment). The fi rst 26 
amino acids of the protein are shown. Expression of the lacZ′ 
gene is controlled by the LacI repressor encoded by the lacI 
gene on the plasmid. The size of the plasmid is 2,686 bp. 
doi:10.1128/9781555818890.ch1.f1.5
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Figure 1.6 Cloning target DNA into pUC19. The restriction endonuclease BamHI 
cleaves pUC19 at a unique site in the multiple-cloning site (MCS) and at sequences 
fl anking the target DNA. The cleaved vector is treated with alkaline phosphatase to 
remove 5′ phosphate groups to prevent vector recircularization. Digested target DNA 
and pUC19 are mixed to join the two molecules via complementary single-stranded 
extensions and treated with T4 DNA ligase to form a phosphodiester bond between 
the joined molecules. Several ligation products are possible. In addition to pUC19 
inserted with target DNA, undesirable circularized target DNA molecules and recir-
cularized pUC19 that escaped treatment with alkaline phosphatase are produced. 
doi:10.1128/9781555818890.ch1.f1.6
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cleaved plasmid DNA is treated with the enzyme alkaline phosphatase 
to remove the 5′ phosphate groups from the linearized plasmid DNA 
(Fig. 1.3C). T4 DNA ligase cannot join the ends of the dephosphorylated 
linear plasmid DNA. However, the target DNA is not treated with alka-
line phosphatase and therefore provides phosphate groups to form two 
phosphodiester bonds with the alkaline phosphatase-treated vector DNA 
(Fig. 1.6). Following treatment with T4 DNA ligase, the two phosphodi-
ester bonds are suffi cient to hold the circularized molecules together, de-
spite the presence of two nicks (Fig. 1.6). After introduction into a host 
bacterium, these nicks are sealed by the host cell DNA ligase system.

Transformation and Selection of Cloned DNA in a Bacterial Host

After ligation, the next step in a cloning experiment is to introduce the 
vector–target DNA construct into a suitable host cell. A wide range of 
prokaryotic and eukaryotic cells can be used as cloning hosts; however, 
routine cloning procedures are often carried out using a well-studied bac-
terial host, usually E. coli. The process of taking up DNA into a bacterial 
cell is called transformation, and a cell that is capable of taking up DNA is 
said to be competent. Competence occurs naturally in many bacteria, usu-
ally when cells are stressed in high-density populations or in nutrient-poor 
environments, and enables bacteria to acquire new sequences that may 
enhance survival. Although competence and transformation are not in-
trinsic properties of E. coli, competence can be induced by various treat-
ments such as cold calcium chloride. A brief heat shock facilitates uptake 
of exogenous DNA molecules. Alternatively, uptake of free DNA can be 
induced by subjecting bacteria to a high-voltage electric fi eld in a proce-
dure known as electroporation. Generally, transformation is an ineffi cient 
process, and therefore, most of the cells will not have acquired a plasmid; 
at best, about 1 cell in 1,000 E. coli host cells is transformed. The integrity 
of the introduced DNA constructs is also more likely to be maintained in 
host cells that are unable to carry out exchanges between DNA molecules 
because the recombination enzyme RecA has been deleted from the host 
chromosome.

Cells transformed with vectors that carry a gene encoding resistance 
to an antibiotic can be selected by plating on medium containing the an-
tibiotic. For example, cells carrying the plasmid vector pUC19, which 
contains the bla gene encoding β-lactamase, can be selected on ampicil-
lin (Fig. 1.7A). Nontransformed cells or cells transformed with circular-
ized target DNA cannot grow in the presence of ampicillin. However, 
cells transformed with the pUC19–target DNA construct and cells trans-
formed with recircularized pUC19 that escaped dephosphorylation by al-
kaline phosphatase are both resistant to ampicillin. To differentiate cells 
carrying the desired vector–target DNA construct from those carrying the 
recircularized plasmid, loss of β-galactosidase activity that results from 
insertion of target DNA into the lacZ′ gene is determined. Recall that the 
multiple-cloning site in pUC19 lies within the lacZ′ gene (Fig. 1.5). An E. 
coli host is used that can synthesize the part of β-galactosidase (LacZω 
fragment) that combines with the product of the lacZ′ gene (LacZα 
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Figure 1.7 (A) Strategy for selecting 
host cells that have been transformed 
with pUC19 carrying cloned target 
DNA. E. coli host cells transformed 
with the products of pUC19–target 
DNA ligation are selected on medium 
containing ampicillin, X-Gal, and IPTG. 
Nontransformed cells and cells trans-
formed with circularized target DNA do 
not have a gene conferring resistance to 
ampicillin and therefore do not grow on 
medium containing ampicillin (recircu-
larized target DNA also does not carry 
an origin of replication, and therefore, 
the plasmids are not propagated in host 
cells even in the absence of ampicillin). 
However, E. coli cells transformed with 
recircularized pUC19 or pUC19 carry-
ing cloned target DNA are resistant to 
ampicillin and therefore form colonies 
on the selection medium. The two types 
of ampicillin-resistant transformants are 
differentiated by the production of func-
tional β-galactosidase. (B) IPTG in the 
medium induces expression of the lacZ′ 
gene by binding to the LacI repressor 
and preventing LacI from binding to the 
lacO operator sequence. This results in 
production of the β-galactosidase LacZα 
fragment in cells transformed with recir-
cularized pUC19. The LacZα fragment 
combines with the LacZω fragment of 
β-galactosidase encoded in the host E. 
coli chromosome to form a functional 
hybrid β-galactosidase. β-Galactosidase 
cleaves X-Gal, producing a blue prod-
uct, and the colonies on the plate appear 
blue. Insertion of target DNA into the 
multiple-cloning site of pUC19 alters the 
reading frame of the lacZ′ gene, thereby 
preventing production of a functional 
β-galactosidase in cells transformed 
with this construct. Colonies that appear 
white on medium containing X-Gal and 
IPTG carry the cloned target gene (A). 
doi:10.1128/9781555818890.ch1.f1.7
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fragment) encoded on pUC19 to form a functional enzyme. When cells 
carrying recircularized pUC19 are grown in the presence of isopropyl-
β-d-thiogalactopyranoside (IPTG), which is an inducer of the lac operon, 
the protein product of the lacI gene is prevented from binding to the 
promoter–operator region of the lacZ′ gene, so the lacZ′ gene in the plas-
mid is transcribed and translated (Fig. 1.7B). The LacZα fragment combines 
with a host LacZω fragment to form an active hybrid β-galactosidase. If 
the substrate 5-bromo-4-chloro-3-indolyl-β-d-galactopyranoside (X-Gal) 
is present in the medium, it is hydrolyzed by the hybrid β-galactosidase 
to form a blue product. Under these conditions, colonies containing un-
modifi ed pUC19 appear blue (Fig. 1.7A). In contrast, host cells that carry 
a plasmid-cloned DNA construct produce white colonies on the same me-
dium. The reason for this is that target DNA inserted into a restriction 
endonuclease site within the multiple-cloning site usually disrupts the cor-
rect sequence of DNA codons (reading frame) of the lacZ′ gene and pre-
vents the production of a functional LacZα fragment, so no active hybrid 
β-galactosidase is produced (Fig. 1.7B). In the absence of β-galactosidase 
activity, the X-Gal in the medium is not converted to the blue compound, 
so these colonies remain white (Fig. 1.7A). The white (positive) colonies 
subsequently must be confi rmed to carry a specifi c target DNA sequence.

A number of selection systems have been devised to identify cells car-
rying vectors that have been successfully inserted with target DNA. In 
addition to ampicillin, other antibiotics such as tetracycline, kanamycin, 
and streptomycin are used as selective agents for various cloning vectors. 
Some vectors carry a gene that encodes a toxin that kills the cell (Ta-
ble 1.1). The toxin gene is under the control of a regulatable promoter, 
such as the promoter for the lacZ′ gene that is activated only when the in-
ducer IPTG is supplied in the culture medium. Insertion of a target DNA 
fragment into the multiple-cloning site prevents the production of a func-
tional toxin protein in the presence of the inducer. Only cells that carry a 
vector with the target DNA survive under these conditions.

In addition to E. coli, other bacteria, such as Bacillus subtilis, often are 
the fi nal host cells. For many applications, cloning vectors that function in 

IPTG
isopropyl-β-D-thiogalactopyranoside

X-Gal
5-bromo-4-chloro-3-indolyl-β-D-

galactopyranoside

Table 1.1 Some toxin genes used to select for successful insertion of target DNA into 
a vector

Toxin gene Source Mode of action

sacB Bacillus subtilis Encodes the enzyme levansucrase, which 
converts sucrose to levans that are toxic to 
gram-negative bacteria

ccdB E. coli F plasmid Encodes a toxin that inhibits DNA gyrase 
activity and therefore DNA replication

barnase Bacillus amyloliquefaciens Encodes a ribonuclease that cleaves RNA

eco47IR E. coli Encodes an endonuclease that cleaves DNA 
at the sequence GGWCC (W = A or T) 
when it is not methylated

hsv-tk Herpes simplex virus Encodes thymidine kinase that converts the 
synthetic nucleotide analogue ganciclovir 
into a product that is toxic to insect cells
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E. coli may be provided with a second origin of replication that enables the 
plasmid to replicate in the alternative host cell. With these shuttle cloning 

vectors, the initial cloning steps are conducted using E. coli before the fi -
nal construct is introduced into a different host cell. In addition, a number 
of plasmid vectors have been constructed with a single broad-host-range 
origin of DNA replication instead of a narrow-host-range origin of replica-
tion. These vectors can be used with a variety of microorganisms.

Broad-host-range vectors can be transferred among different bacterial 
hosts by exploiting a natural system for transmitting plasmids known as 
conjugation. There are two basic genetic requirements for transfer of a 
plasmid by conjugation: (i) a specifi c origin-of-transfer (oriT) sequence 
on the plasmid that is recognized by proteins that initiate plasmid trans-
fer and (ii) several genes encoding the proteins that mediate plasmid 
transfer that may be present on the transferred plasmid (Fig.  1.8A) or 
in the genome of the plasmid donor cell or supplied on a helper plasmid 
(Fig.  1.8B). Some of these proteins form a pilus that extends from the 
donor cell and, following contact with a recipient cell, retracts to bring 
the two cells into close contact. A specifi c endonuclease cleaves one of the 
two strands of the plasmid DNA at the oriT, and as the DNA is unwound, 
the displaced single-stranded DNA is transferred into the recipient cell 
through a conjugation pore made up of proteins encoded by the transfer 
genes. A complementary strand is synthesized in both the donor and re-
cipient cells, resulting in a copy of the plasmid in both cells.

Cloning Eukaryotic Genes

Bacteria lack the molecular machinery to excise the introns from RNA 
that is transcribed from eukaryotic genes. Therefore, before a eukaryotic 
sequence is cloned for the purpose of producing the encoded protein in a 
bacterial host, the intron sequences must be removed. Functional eukary-
otic mRNA does not contain introns because they have been removed by 
the eukaryotic cell splicing machinery. Purifi ed mRNA molecules are used 
as a starting point for cloning eukaryotic genes but must be converted to 
double-stranded DNA before they are inserted into a vector that provides 
bacterial sequences for transcription and translation.

Purifi ed mRNA can be obtained from eukaryotic cells by exploiting 
the tract of up to 200 adenine residues {polyadenylic acid [poly(A)] tail} 
that are added to the 3′ ends of mRNA before they are exported from 
the nucleus (Fig. 1.9). The poly(A) tail provides the means for separating 
the mRNA fraction of a tissue from the more abundant ribosomal RNA 
(rRNA) and transfer RNA (tRNA). Short chains of 15 thymidine residues 
(oligodeoxythymidylic acid [oligo(dT)]) are attached to cellulose beads, 
and the oligo(dT)–cellulose beads are packed into a column. Total RNA 
extracted from eukaryotic cells or tissues is passed through the oligo(dT)–
cellulose column, and the poly(A) tails of the mRNA molecules bind by 
base-pairing to the oligo(dT) chains. The tRNA and rRNA molecules, 
which lack poly(A) tails, pass through the column. The mRNA is removed 
(eluted) from the column by treatment with a buffer that breaks the A:T 
hydrogen bonds.

poly(A)
polyadenylic acid

rRNA
ribosomal RNA

tRNA
transfer RNA

oligo(dT)
oligodeoxythymidylic acid
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Figure 1.8 Plasmid transfer by biparental (A) or triparental (B) conjugation. A plas-
mid carrying a cloned gene, an origin of transfer (oriT), and transfer genes is trans-
ferred by biparental mating from a donor cell to a recipient cell (A). Proteins encoded 
by the transfer genes mediate contact between donor and recipient cells, initiate 
plasmid transfer by nicking one of the DNA strands at the oriT, and form a pore 
through which the nicked strand is transferred from the donor cell to recipient cell. 
In a cloning experiment, the donor is often a strain of E. coli that does not grow on 
minimal medium, allowing selection of recipient cells that grow on minimal medium. 
Acquisition of the plasmid by recipient cells is determined by resistance to an antibi-
otic, such as ampicillin in this example. If the plasmid carrying the cloned gene does 
not possess genes for plasmid transfer, these can be supplied by a helper cell (B). In 
triparental mating, the helper plasmid is fi rst transferred to the donor cell, where the 
proteins that mediate transfer of the plasmid carrying the cloned gene are expressed. 
Although the plasmid carrying the cloned gene does not possess transfer genes, it 
must have an oriT in order to be transferred. Neither the helper nor donor cells grow 
on minimal medium, and therefore, the recipient cells can be selected on minimal 
medium containing an antibiotic such as ampicillin. To ensure that the helper plas-
mid was not transferred to the recipient cell, sensitivity to kanamycin is determined. 
doi:10.1128/9781555818890.ch1.f1.8
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To convert mRNA to double-stranded DNA for cloning, the enzyme 
reverse transcriptase, encoded by certain RNA viruses (retroviruses), is 
used to catalyze the synthesis of complementary DNA (cDNA) from an 
RNA template. If the sequence of the target mRNA is known, a short 
(∼20 nucleotides), single-stranded DNA molecule known as an oligo-
nucleotide primer that is complementary to a sequence at the 3′ end of 
the target mRNA is synthesized (Fig. 1.10A). The primer is added to a 
sample of purifi ed mRNA that is extracted from eukaryotic cells known 
to produce the mRNA of interest. This sample of course contains all of 
the different mRNAs that are produced by the cell; however, the primer 
will specifi cally base-pair with the complementary sequence on the target 
mRNA. Not only is the primer important for targeting a specifi c mRNA, 
but also it provides an available 3′ hydroxyl group to prime the synthesis 
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Figure 1.9 Purifi cation of mRNA from total cellular RNA. Total RNA extracted from 
cells is added to a column of cellulose beads that carry a short chain of thymine nu-
cleotides [oligo(dT)]. The poly(A) tails that are found on most eukaryotic mRNAs 
hybridize to the complementary oligo(dT), while other RNA molecules, such as tRNA 
and rRNA, that do not have poly(A) tails pass through the column. After a washing 
step, the mRNA molecules are eluted from the column by treatment with a solution 
that breaks the A:T hydrogen bonds. doi:10.1128/9781555818890.ch1.f1.9
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of the fi rst cDNA strand. In the presence of the four deoxyribonucle-
otides, reverse transcriptase incorporates a complementary nucleotide 
into the growing DNA strand as directed by the template mRNA strand. 
To generate a double-stranded DNA molecule, the RNA:DNA (hetero-
duplex) molecules are treated with ribonuclease (RNase) H, which nicks 
the mRNA strands, thereby providing free 3′ hydroxyl groups for initi-
ation of DNA synthesis by DNA polymerase I. As the synthesis of the 
second DNA strand progresses from the nicks, the 5′ exonuclease activity 
of DNA polymerase I removes the ribonucleotides of the mRNA. After 
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Figure 1.10 Synthesis of double-stranded cDNA using gene-specifi c primers (A) or 
oligo(dT) primers (B). A short oligonucleotide primer is added to a mixture of puri-
fi ed mRNA and anneals to a complementary sequence on the mRNA. Reverse tran-
scriptase catalyzes the synthesis of a DNA strand from the primer using the mRNA as 
a template. To synthesize the second strand of DNA, the mRNA is nicked by RNase H, 
which creates initiation sites for E. coli DNA polymerase I. The 5′ exonuclease activity 
of DNA polymerase I removes both RNA sequences that are encountered as DNA 
synthesis proceeds. The ends of the cDNA are blunted using T4 DNA polymerase 
prior to cloning. doi:10.1128/9781555818890.ch1.f1.10
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synthesis of the second DNA strand is completed, the ends of the cDNA 
molecules are blunted (end repaired, or polished) with T4 DNA poly-
merase, which removes 3′ extensions and fi lls in from 3′ recessed ends. 
The double-stranded cDNA carrying only the exon sequences encoding 
the eukaryotic protein can be cloned directly into a suitable vector by 
blunt-end ligation. Alternatively, chemically synthesized adaptors with 
extensions containing a restriction endonuclease recognition sequence 
can be ligated to the ends of the cDNA molecules for insertion into a 
vector via sticky-end ligation.

When the sequence of the target mRNA intended for cloning is not 
known or when several target mRNAs in a single sample are of interest, 
cDNA can be generated from all of the mRNAs using an oligo(dT) primer 
rather than a gene-specifi c primer (Fig. 1.10B). The mixture of cDNAs, 
ideally representing all possible mRNA produced by the cell, is cloned 
into a vector to create a cDNA library that can be screened for the target 
sequence(s) (described below).

Recombinational Cloning

Recombinational cloning is a rapid and versatile system for cloning se-
quences without restriction endonuclease and ligation reactions. This sys-
tem exploits the mechanism used by bacteriophage λ to integrate viral DNA 
into the host bacterial genome during infection. Bacteriophage λ integrates 
into the E. coli chromosome at a specifi c sequence (25 bp) in the bacterial 
genome known as the attachment bacteria (attB) site. The bacteriophage ge-
nome has a corresponding attachment phage (attP) sequence (243 bp) that 
can recombine with the bacterial attB sequence with the help of the bac-
teriophage λ recombination protein integrase and an E. coli-encoded pro-
tein called integration host factor (Fig. 1.11A). Recombination between the 
attP and attB sequences results in insertion of the phage genome into the 
bacterial genome to create a prophage with attachment sites attL (100 bp) 
and attR (168 bp) at the left and right ends of the integrated bacteriophage 
λ DNA, respectively. For subsequent excision of the bacteriophage λ DNA 
from the bacterial chromosome, recombination between the attL and attR 
sites is mediated by integration host factor, integrase, and bacteriophage λ 
excisionase (Fig 1.11B). The recombination events occur at precise loca-
tions without either the loss or gain of nucleotides.

For recombinational cloning, a modifi ed attB sequence is added to 
each end of the target DNA. The attB sequences are modifi ed so that they 
will only recombine with specifi c attP sequences. For example, attB1 re-
combines only with attP1, and attB2 recombines with attP2. The target 
DNA with fl anking attB1 and attB2 sequences is mixed with a vector 
(donor vector) that has attP1 and attP2 sites fl anking a toxin gene that 
will be used for negative selection following transformation into a host 
cell (Fig. 1.12A). Integrase and integration host factor are added to the 
mixture of DNA molecules to catalyze in vitro recombination between 
the attB1 and attP1 sites and between the attB2 and attP2 sites. As a 
consequence of the two recombination events, the toxin gene sequence 
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Figure 1.11 Integration (A) and excision 
(B) of bacteriophage λ into and from 
the E. coli genome via recombination 
between attachment (att) sequences in 
the bacterial and bacteriophage DNAs. 
doi:10.1128/9781555818890.ch1.f1.11
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between the attP1 and attP2 sites on the donor vector is replaced by the 
target gene. The recombination events create new attachment sites fl ank-
ing the target gene sequence (designated attL1 and attL2), and the plas-
mid with the attL1-target gene-attL2 sequence is referred to as an entry 
clone. The mixture of original and recombinant DNA molecules is trans-
formed into E. coli, and cells that are transformed with donor vectors that 
have not undergone recombination retain the toxin gene and therefore do 
not survive. Host cells carrying the entry clone are positively selected by 
the presence of a selectable marker.

The advantage of this procedure is the ability to easily transfer the 
target gene to a variety of vectors that have been developed for different 
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Figure 1.12 Recombinational cloning. (A) Recombination (thin vertical lines) be-
tween a target gene with fl anking attachment sites (attB1 and attB2) and a donor 
vector with attP1 and attP2 sites on either side of a toxin gene results in an entry 
clone where the target gene is fl anked by attL1 and attL2 sites. The selectable marker 
(SM1) enables selection of cells transformed with an entry clone. The protein encoded 
by the toxin gene kills cells transformed with nonrecombined donor vectors. The or-
igin of replication of the donor vector is not shown. (B) Recombination between the 
entry clone with fl anking attL1 and attL2 sites and a destination vector with attR1 
and attR2 sites results in an expression clone with attB1 and attB2 sites fl anking the 
target gene. The selectable marker (SM2) enables selection of transformed cells with 
an expression clone. The second plasmid, designated as a by-product, has the toxin 
gene fl anked by attP1 and attP2 sites. Cells with an intact destination vector that did 
not undergo recombination or that retain the by-product plasmid are killed by the 
toxin. Transformed cells with an entry clone, which lacks the SM2 selectable marker, 
are selected against. The origins of replication and the sequences for expression of the 
target gene are not shown. doi:10.1128/9781555818890.ch1.f1.12
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purposes. For example, to produce high levels of the protein encoded on 
the cloned gene, the target DNA can be transferred to a destination vector 
that carries a promoter and other expression signals. An entry clone is 
mixed with a destination vector that has attR1 and attR2 sites fl anking 
a toxin gene (Fig. 1.12B). In the presence of integration host factor, inte-
grase, and bacteriophage λ excisionase, the attL1 and attL2 sites on the 
entry clone recombine with the attR1 and attR2 sites, respectively, on the 
destination vector. This results in the replacement of the toxin gene on 
the destination vector with the target gene from the entry clone, and the 
resultant plasmid is designated an expression clone. The reaction mixture 
is transformed into E. coli, and a selectable marker is used to isolate trans-
formed cells that carry an expression clone. Cells that carry an intact des-
tination vector or the exchanged entry plasmid (known as a by-product 
plasmid) will not survive, because these carry the toxin gene. Destination 
vectors are available for maintenance and expression of the target gene in 
various host cells such as E. coli and yeast, insect, and mammalian cells.

Genomic Libraries

A genomic library is a collection of DNA fragments, each cloned into a 
vector, that represents the entire genomic DNA, or cDNA derived from 
the total mRNA, in a sample. For example, the genomic library may con-
tain fragments of the entire genome extracted from cells in a pure culture 
of bacteria or from tissue from a plant or animal. A genomic library can 
also contain the genomes of all of the organisms present in a complex 
sample such as from the microbial community on human tissue. Such a 
library is known as a metagenomic library. Whole-genome libraries may 
be used to obtain the genome sequence of an organism or to identify genes 
that contain specifi c sequences, encode particular functions, or interact 
with other molecules. A cDNA library constructed from mRNA may be 
used to identify all of the genes that are actively expressed in bacterial or 
eukaryotic cells under a particular set of conditions or to identify eukary-
otic genes that have a particular sequence or function.

To create a genomic library, the DNA extracted from the cells (cell 
cultures or tissues) of a source organism (or a community of organisms 
for a metagenomic library) is fi rst digested with a restriction endonu-
clease. Often a restriction endonuclease that recognizes a sequence of four 
nucleotides, such as Sau3AI, is used. Although four-cutters will theoret-
ically cleave the DNA approximately once in every 256 bp, the reaction 
conditions are set to give a partial, not a complete, digestion to generate 
fragments of all possible sizes (Fig. 1.13). This is achieved by using either 
a low concentration of restriction endonuclease or shortened incubation 
times, and usually some optimization of these parameters is required to 
determine the conditions that yield fragments of suitable size. The range 
of fragment sizes depends on the goal of the experiment. For example, for 
genome sequencing, large (100- to 200-kb) fragments are often desirable. 
To identify genes that encode a particular enzymatic function, that is, 
genes that are expressed to produce proteins in the size range of an aver-
age protein, smaller (∼5- to 40-kb) fragments are cloned.
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The number of clones in a genomic library depends on the size of 
the genome of the organism, the average size of the insert in the vec-
tor, and the average number of times each sequence is represented in 
the library (sequence coverage). To ensure that the entire genome, or 
most of it, is contained within the clones of a library, the sum of the in-
serted DNA in the clones of the library should be at least three times the 
amount of DNA in the genome. For example, the size of the E. coli ge-
nome is approximately 4 × 106 bp; if inserts of an average size of 1,000 
bp are desired, then 12,000 clones are required for threefold coverage, 
i.e., 3[(4 × 106)/103]. For the human genome, which contains 3.3 × 109 
bp, about 80,000 clones with an average insert size of 150,000 bp are re-
quired for fourfold coverage, i.e., 4[(3.3 × 109)/(15 × 104)]. Statistically, 
the number of clones required for a comprehensive genomic library can 
be estimated from the relationship N = ln(1 − P)/ln(1 − f ), where N is 
the number of clones, P is the probability of fi nding a specifi c gene, and 
f is the ratio of the length of the average insert to the size of the entire 
genome. On this basis, about 700,000 clones are required for a 99% 
chance of discovering a particular sequence in a human genomic library 
with an average insert size of 20 kb.

Several strategies can be used to identify target DNA in a genomic 
library. Genomic or metagenomic libraries can be screened to identify 
members of the library that carry a gene encoding a particular protein 
function. Many genes encoding enzymes that catalyze specifi c reactions 

Figure 1.13 Construction of a genomic DNA library. Genomic DNA extracted from 
cells or tissues is partially digested with a restriction endonuclease. Conditions are 
set so that the enzyme does not cleave at all possible sites. This generates overlapping 
DNA fragments of various lengths that are cloned into a vector. 
 doi:10.1128/9781555818890.ch1.f1.13
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have been isolated from a variety of organisms by plating the cells of a 
genomic library on medium supplemented with a specifi c substrate. For 
effi cient screening of thousands of clones, colonies that carry a cloned 
gene encoding a functional catabolic enzyme must be readily identifi able, 
often by production of a colored product or a zone of substrate clearing 
around the colony. In one example, genes encoding enzymes that break 
down dietary fi ber were isolated from a metagenomic library of DNA 
from microbes present in the human intestinal tract (Fig. 1.14). Dietary 
fi ber is a complex mixture of carbohydrates derived from ingested plant 
material that is not digested in the small intestine but, rather, is broken 
down to metabolizable mono- and oligosaccharides in the colon by mi-
croorganisms. About 80% of these microbes have not been grown in the 
laboratory, and therefore screening a metagenomic library prepared in 
a host bacterium such as E. coli enables the isolation of novel carbohy-
drate catabolic enzymes that contribute to human nutrition without the 
need to fi rst culture the natural host cell. A library of 156,000 clones 
with an average insert size of 30 to 40 kb representing 5.4 × 109 bp of 
metagenomic DNA was constructed in E. coli from DNA extracted from 
the feces of a healthy human who had consumed a diet rich in plant fi ber. 
The library was screened by plating separately on media containing dif-
ferent polysaccharides commonly found in dietary fi ber such as pectin, 
amylose, and β-glucan. The polysaccharides were tagged with a blue or 
red dye that is released when the polysaccharide is hydrolyzed. Extra-
cellular diffusion of the dye enabled visualization of cells that expressed 
a carbohydrate catabolic enzyme from a cloned DNA fragment. More 
than 300 clones were identifi ed that could degrade at least one of the 
polysaccharides tested.

The presence of particular proteins produced by a genomic library 
can also be detected using an immunological assay. Rather than screening 
for the function of a protein, the library is screened using an antibody that 
specifi cally binds to the protein encoded by a target gene. The colonies are 
arrayed on a solid medium, transferred to a matrix, and then lysed to re-
lease the cellular proteins (Fig. 1.15). Interaction of the primary antibody 
with the target protein (antigen) on the matrix is detected by applying a 
secondary antibody that is specifi c for the primary antibody. The second-
ary antibody is attached to an enzyme, such as alkaline phosphatase, that 
converts a colorless substrate to a colored or light-emitting (chemilumi-
nescent) product that can readily identify positive interactions.

Collect fecal sample

Recover bacterial fraction

Extract genomic DNA from
entire bacterial community

156,000 clones
5.4 � 109 bp of
metagenomic DNA

Pectin*

Amylose*

Galactan*

Clone DNA fragments to construct
a metagenomic library in E. coli

Array library on media
containing polysaccharides

Isolate clones and sequence inserted
genomic fragments to identify

polysaccharide catabolic gene from
intestinal bacterium

Plant fiber

Figure 1.14 Isolation of carbohydrate catabolic genes from a metagenomic DNA li-
brary of human intestinal microorganisms. Genomic DNA extracted from fecal bac-
teria was fragmented and cloned to generate a metagenomic library of the human 
gut microbiome. E. coli host cells carrying the cloned DNA were arrayed on solid 
medium containing polysaccharides tagged with a blue dye (denoted with an aster-
isk). Colonies that hydrolyzed the polysaccharide were identifi ed by diffusion of the 
blue dye. Positive clones were further characterized for specifi c enzyme activity, and 
the cloned DNA fragment was sequenced to identify the polysaccharide-degrading 
enzyme. Adapted from Tasse et al., Genome Res. 20: 1605–1612, 2010. 
 doi:10.1128/9781555818890.ch1.f1.14
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Amplifi cation of DNA Using PCR

The polymerase chain reaction (PCR) is a simple, effi cient procedure for syn-
thesizing large quantities of a specifi c DNA sequence in vitro (Fig. 1.16). 
The reaction exploits the mechanism used by living cells to accurately 
replicate a DNA template (Box 1.2). PCR can be used to produce millions 
of copies from a single template molecule in a few hours and to detect a 
specifi c sequence in a complex mixture of DNA even when other, similar 
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Figure 1.15 Screening of a genomic DNA library using an immunological assay. 
Transformed cells are plated onto solid agar medium under conditions that permit 
transformed but not nontransformed cells to grow. (1) From the discrete colonies 
formed on this master plate, a sample from each colony is transferred to a solid matrix 
such as a nylon membrane. (2) The cells on the matrix are lysed, and their proteins are 
bound to the matrix. (3) The matrix is treated with a primary antibody that binds only 
to the target protein. (4) Unbound primary antibody is washed away, and the matrix 
is treated with a secondary antibody that binds only to the primary antibody. (5) Any 
unbound secondary antibody is washed away, and a colorimetric (or chemilumines-
cent) reaction is carried out. The reaction can occur only if the secondary antibody, 
which is attached to an enzyme (E) that performs the reaction, is present. (6) A colony 
on the master plate that corresponds to a positive response on the matrix is identifi ed. 
Cells from the positive colony on the master plate are subcultured because they may 
carry the plasmid–insert DNA construct that encodes the protein that binds the pri-
mary antibody. doi:10.1128/9781555818890.ch1.f1.15
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Figure 1.16 PCR. During a PCR cycle, the template DNA is 
denatured by heating and then slowly cooled to enable two 
primers (P1 and P2) to anneal to complementary (black) bases 
fl anking the target DNA. The temperature is raised to about 
70°C, and in the presence of the four deoxyribonucleotides, Taq 
DNA polymerase catalyzes the synthesis of a DNA strand ex-
tending from the 3′ hydroxyl end of each primer. In the fi rst 
PCR cycle, DNA synthesis continues past the region of the tem-
plate DNA strand that is complementary to the other primer 
sequence. The products of this reaction are two long strands 
of DNA that serve as templates for DNA synthesis during the 
second PCR cycle. In the second cycle, the primers hybridize 
to complementary regions in both the original strands and the 
long template strands, and DNA synthesis produces more long 

DNA strands from the original strands and short strands from 
the long template strands. A short template strand has a primer 
sequence at one end and the sequence complementary to the 
other primer at its other end. During the third PCR cycle, the 
primers hybridize to complementary regions of original, long 
template, and short template strands, and DNA synthesis pro-
duces long strands from the original strands and short strands 
from both long and short templates. By the end of the 30th PCR 
cycle, the products (amplicons) consist almost entirely of short 
double-stranded DNA molecules that carry the target DNA se-
quence delineated by the primer sequences. Note that in the fi g-
ure, newly synthesized strands are differentiated from template 
strands by a terminal arrow. 
 doi:10.1128/9781555818890.ch1.f1.16
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sequences are present. The essential components for PCR amplifi cation 
are (i) two synthetic oligonucleotide primers (∼20 nucleotides each) that 
are complementary to regions on opposite strands that fl ank the target 
DNA sequence and that, after annealing to the source DNA, have their 
3′ hydroxyl ends oriented toward each other; (ii) a template sequence in 
a DNA sample that lies between the primer-binding sites and can be from 
100 to 3,000 bp in length (larger regions can be amplifi ed with reduced 
effi ciency); (iii) a thermostable DNA polymerase that is active after re-
peated heating to 95°C or higher and copies the DNA template with high 
fi delity; and (iv) the four deoxyribonucleotides.

box 1.2
Polymerase Chain Reaction, a Powerful Method 
To Detect and Amplify Specifi c DNA Sequences

In the spring of 2008, strains of 
highly drug-resistant E. coli and 
Klebsiella pneumoniae were iso-

lated from a Swedish patient. These 
strains were resistant to all β-lactam 
antibiotics, an important group of 
antibiotics that includes penicillin 
derivatives and cephalosporins, and 
carbapenem, a synthetic “last-resort” 
antibiotic that had previously been 
effective against β-lactam-resistant 
strains. Similar resistant strains began 
to appear in patients in the United 
States in June 2010, and soon physi-
cians around the world reported infec-
tions with E. coli, K. pneumoniae, and 
other Enterobacteriaceae that resisted 
treatment with carbapenem. What was 
different about these strains? Although 
the K. pneumoniae isolate from the 
Swedish patient tested positive for 
the activity of metallo-β-lactamase, 
an enzyme that cleaves the β-lactam 
ring and confers resistance to these 
antibiotics, PCR failed to detect 
known metallo-β-lactamase genes. A 
screen for β-lactam resistance genes 
in a genomic library revealed a novel 
metallo-β-lactamase gene known as 
blaNDM-1. Development of PCR primers 
that specifi cally target the blaNDM-1 
gene have enabled rapid discrimination 
of strains carrying the gene in patients 
within a few hours. This is important 

in the management of infected patients 
to administer an effective treatment 
and to prevent dissemination of the 
pathogen. Specifi c detection by PCR 
has enabled epidemiologists to track 
the spread of this superbug across the 
globe.

This epidemiological scenario is 
commonplace. But 25 years ago, track-
ing strains carrying a specifi c variant 
of a gene would have been a more 
diffi cult and time-consuming process. 
However, in the early 1980s, Kary 
Mullis was trying to solve the problem 
of using synthetic oligonucleotides to 
detect single nucleotide mutations in 
sequences that were present in low 
concentrations. He needed a method to 
increase the concentration of the target 
sequence. He reasoned that if he mixed 
heat-denatured DNA with two ol i go-
nu cle o tides that bound to opposite 
strands of the DNA at an arbitrary dis-
tance from each other and added some 
DNA polymerase and deoxynucleoside 
triphosphates, the polymerase would 
add the deoxynucleoside triphosphates 
to the hybridized oligonucleotides. In 
the fi rst attempt, the reaction did not 
yield the expected products. Mullis 
then heated the reaction products to 
remove the extended oligonucleotides 
and then repeated the process with 
fresh polymerase, hypothesizing that 

after each cycle of heat denatura-
tion and DNA synthesis, the number 
of molecules carrying the specifi c 
sequence between the primers would 
double. Despite the skepticism of his 
colleagues, Mullis proved that his 
reasoning was correct, albeit the hard 
way. By manually cycling the reaction 
through temperatures required to dena-
ture the DNA and anneal and extend 
the oligonucleotides, each time adding 
a fresh aliquot of a DNA polymerase 
isolated from E. coli, he was able to 
synthesize unprecedented amounts of 
target DNA. Mullis received the Nobel 
Prize in chemistry in 1993 for his 
invention of the PCR method. Thermo-
stable DNA polymerases that eliminate 
the need to add fresh polymerase after 
each denaturation step and auto-
mated cycling have since made PCR a 
routine and indispensable laboratory 
procedure.

Following PCR amplifi cation of 
large amounts of blaNDM-1 from K. 
pneumoniae, the gene was sequenced, 
and by comparing the sequence to 
those of known bla genes, researchers 
identifi ed a mutation that rendered the 
protein able to degrade carbapenem, in 
addition to other β-lactam antibiotics. 
Worryingly, the gene is found in a re-
gion of the K. pneumoniae genome and 
on a plasmid in E. coli that are readily 
transferred among bacteria. The spread 
of the blaNDM-1 gene poses a signifi cant 
threat to human health because there 
are currently few treatments available 
that are effective against pathogens 
carrying the gene.
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Replication of a specifi c DNA sequence by PCR requires three suc-
cessive steps as outlined below. Amplifi cation is achieved by repeating the 
three-step cycle 25 to 40 times. All steps in a PCR cycle are carried out in 
an automated block heater that is programmed to change temperatures 
after a specifi ed period of time.

 1. Denaturation. The fi rst step in a PCR is the thermal denaturation 
of the double-stranded DNA template to separate the strands. This 
is achieved by raising the temperature of a reaction mixture to 
95°C. The reaction mixture is comprised of the source DNA that 
contains the target DNA to be amplifi ed, a vast molar excess of 
the two oligonucleotide primers, a thermostable DNA polymerase 
(e.g., Taq DNA polymerase, isolated from the bacterium Thermus 
aquaticus), and four deoxyribonucleotides.

 2. Annealing. For the second step, the temperature of the mixture is 
slowly cooled. During this step, the primers base-pair, or anneal, 
with their complementary sequences in the DNA template. The 
temperature at which this step of the reaction is performed is de-
termined by the nucleotide sequence of the primer that forms hy-
drogen bonds with complementary nucleotides in the target DNA. 
Typical annealing temperatures are in the range of 45 to 68°C, 
although optimization is often required to achieve the desired out-
come, that is, a product consisting of fragments of target DNA 
sequence only.

 3. Extension. In the third step, the temperature is raised to ∼70°C, 
which is optimum for the catalytic activity of Taq DNA poly-
merase. DNA synthesis is initiated at the 3′ hydroxyl end of each 
annealed primer, and nucleotides are added to extend the comple-
mentary strand using the source DNA as a template.

To understand how the PCR protocol succeeds in amplifying a dis-
crete segment of DNA, it is important to keep in mind the location of each 
primer annealing site and its complementary sequence within the strands 
that are synthesized during each cycle. During the synthesis phase of the 
fi rst cycle, the newly synthesized DNA from each primer is extended be-
yond the endpoint of the sequence that is complementary to the second 
primer. These new strands form “long templates” that are used in the 
second cycle (Fig. 1.16).

During the second cycle, the original DNA strands and the new 
strands synthesized in the fi rst cycle (long templates) are denatured and 
then hybridized with the primers. The large molar excess of primers in the 
reaction mixture ensures that they will hybridize to the template DNA 
before complementary template strands have the chance to reanneal to 
each other. A second round of synthesis produces long templates from the 
original strands as well as some DNA strands that have a primer sequence 
at one end and a sequence complementary to the other primer at the other 
end (“short templates”) from the long templates (Fig. 1.16).

During the third cycle, short templates, long templates, and original 
strands all hybridize with the primers and are replicated (Fig. 1.16). In 
subsequent cycles, the short templates preferentially accumulate, and by 
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the 30th cycle, these strands are about a million times more abundant 
than either the original or long template strands.

The specifi city, sensitivity, and simplicity of PCR have rendered it a 
powerful technique that is central to many applications in medical bio-
technology, as illustrated throughout this book. For example, it is used to 
detect specifi c mutations that cause genetic disease, to confi rm biological 
relatives, to identify individuals suspected of committing a crime, and to 
diagnose infectious diseases (see chapter 8). Specifi c viral, bacterial, or 
fungal pathogens can be detected in samples from infected patients con-
taining complex microbial communities by utilizing PCR primers that an-
neal to a sequence that is uniquely present in the genome of the pathogen. 
This technique is often powerful enough to discriminate among very sim-
ilar strains of the same species of pathogenic microorganisms, which can 
assist in epidemiological investigations. Moreover, PCR protocols have 
been developed to quantify the number of target DNA molecules present 
in a sample. Quantitative PCR is based on the principle that under optimal 
conditions, the number of DNA molecules doubles after each cycle.

Commonly, PCR is used to amplify target DNA for cloning into a 
vector. To facilitate the cloning process, restriction enzyme recognition 
sites are added to the 5′ end of each of the primers that are complemen-
tary to sequences that fl ank the target sequence in a genome (Fig. 1.17). 
This is especially useful when suitable restriction sites are not available in 
the regions fl anking the target DNA. Although the end of the primer con-
taining the restriction enzyme recognition site lacks complementarity and 
therefore does not anneal to the target sequence, it does not interfere with 
DNA synthesis. Base-pairing between the 20 or so complementary nucle-
otides at the 3′ end of the primer and the template molecule is suffi ciently 
stable for primer extension by DNA polymerase. At the end of the fi rst 
cycle of PCR, the noncomplementary regions of the primer remain single 
stranded in the otherwise double-stranded DNA product. However, after 
the synthesis step of the second cycle, the newly synthesized complemen-
tary strand extends to the 5′ end of the primer sequence on the template 
strand and therefore contains a double-stranded restriction enzyme recog-
nition site at one end (Fig. 1.17). Subsequent cycles yield DNA products 
with double-stranded restriction enzyme sites at both ends. Alternatively, 
PCR products can be cloned using the single adenosine triphosphate 
(ATP) that is added to the 3′ ends by Taq DNA polymerase, which lacks 
the proofreading activity of many DNA polymerases to correct mispaired 
bases. A variety of linearized vectors have been constructed that possess 
a single complementary 3′ thymidine triphosphate overhang to facilitate 
cloning without using restriction enzymes (Fig. 1.18).

DNA Sequencing Technologies

Determination of the nucleotide composition and order in a gene or ge-
nome is a foundational technology in modern medical biotechnology. 
Cloned or PCR-amplifi ed genes, and, indeed, entire genomes, are rou-
tinely sequenced. DNA sequences can often reveal something about the 
function of the protein or RNA molecule encoded in a gene, for example, 

ATP
adenosine triphosphate
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Figure 1.17 Addition of restriction enzyme recognition sites to PCR-amplifi ed target 
DNA to facilitate cloning. Each of the two oligonucleotide primers (P1 and P2) has 
a sequence of approximately 20 nucleotides in the 3′ end that is complementary to 
a region fl anking the target DNA (shown in black). The sequence at the 5′ end of 
each primer consists of a restriction endonuclease recognition site (shown in green) 
that does not base-pair with the template DNA during the annealing steps of the fi rst 
and second PCR cycles. However, during the second cycle, the long DNA strands 
produced in the fi rst cycle serve as templates for synthesis of short DNA strands (in-
dicated by a terminal arrow) that include the restriction endonuclease recognition 
sequences at both ends. DNA synthesis during the third and subsequent PCR cy-
cles produces double-stranded DNA molecules that carry the target DNA sequence 
fl anked by restriction endonuclease recognition sequences. These linear PCR products 
can be cleaved with the restriction endonucleases to produce sticky ends for ligation 
with a vector. Note that not all of the DNA produced during each PCR cycle is shown. 
doi:10.1128/9781555818890.ch1.f1.17
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from predicted cofactor binding sites, transmembrane domains, receptor 
recognition sites, or DNA-binding regions. The nucleotide sequences in 
noncoding regions that do not encode a protein or RNA molecule may 
provide information about the regulation of a gene. Comparison of gene 
sequences among individuals can reveal mutations that contribute to ge-
netic diseases (see chapter 3) or the relatedness among the individuals. 
Comparison of gene sequences among different organisms can lead to the 
development of hypotheses about the evolutionary relationships among 
organisms.

For more than three decades, the dideoxynucleotide procedure devel-
oped by the English biochemist Frederick Sanger has been used for DNA 
sequencing. This includes sequencing of DNA fragments containing one 
to a few genes and also the entire genomes from many different organ-
isms, including the human genome. However, the interest in sequencing 
large numbers of DNA molecules in less time and at a lower cost has 
driven the recent development of new sequencing technologies that can 
process thousands to millions of sequences concurrently. Many different 
sequencing technologies have been developed, including pyrosequencing, 
sequencing using reversible chain terminators, and sequencing by ligation. 
In general, all of these methods involve (i) enzymatic addition of nucle-
otides to a primer based on complementarity to a template DNA frag-
ment and (ii) detection and identifi cation of the nucleotide(s) added. The 
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Figure 1.18 Cloning of PCR products 
without using restriction endonucleases. 
Taq DNA polymerase adds a single 
dATP (A) to the ends of PCR-amplifi ed 
DNA molecules. These extensions can 
base-pair with complementary single 
thymine overhangs on a specially con-
structed linearized cloning vector. Li-
gation with T4 DNA ligase results in 
insertion of the PCR product into the 
vector. 
 doi:10.1128/9781555818890.ch1.f1.18
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techniques differ in the method by which the nucleotides are extended, 
employing either DNA polymerase to catalyze the addition of single nu-
cleotides (sequencing by synthesis) or ligase to add a short, complemen-
tary oligonucleotide (sequencing by ligation), and in the method by which 
the addition is detected.

Dideoxynucleotide Procedure

The dideoxynucleotide procedure for DNA sequencing is based on the 
principle that during DNA synthesis, addition of a nucleotide triphos-
phate requires a free hydroxyl group on the 3′ carbon of the sugar of the 
last nucleotide of the growing DNA strand (Fig. 1.19A). However, if a 
synthetic dideoxynucleotide that lacks a hydroxyl group at the 3′ carbon 
of the sugar moiety is incorporated at the end of the growing chain, DNA 
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Figure 1.19 Incorporation of a dideoxynucleotide terminates DNA synthesis. (A) Ad-
dition of an incoming deoxyribonucleoside triphosphate (dNTP) requires a hydroxyl 
group on the 3′ carbon of the last nucleotide of a growing DNA strand. (B) DNA syn-
thesis stops if a synthetic dideoxyribonucleotide that lacks a 3′ hydroxyl group is in-
corporated at the end of the growing chain because a phosphodiester bond cannot be 
formed with the next incoming nucleotide. doi:10.1128/9781555818890.ch1.f1.19
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synthesis stops because a phosphodiester bond cannot be formed with the 
next incoming nucleotide (Fig. 1.19B). The termination of DNA synthesis 
is the defi ning feature of the dideoxynucleotide DNA sequencing method.

In a dideoxynucleotide DNA sequencing procedure, a synthetic oli-
gonucleotide primer (∼17 to 24 nucleotides) anneals to a predetermined 
site on the strand of the DNA to be sequenced (Fig. 1.20A). The oligo-
nucleotide primer defi nes the beginning of the region to be sequenced 
and provides a 3′ hydroxyl group for the initiation of DNA synthe-
sis. The reaction tube contains a mixture of the four deoxyribonucleo-
tides (deoxyadenosine triphosphate [dATP], deoxycytidine triphosphate 
[dCTP], deoxyguanosine triphosphate [dGTP], and deoxythymidine 
triphosphate [dTTP]) and four dideoxynucleotides (dideoxyadenosine 

dATP, dCTP, dGTP, and dTTP
deoxyadenosine triphosphate, deoxycytidine 

triphosphate, deoxyguanosine triphosphate, and 
deoxythymidine triphosphate
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Figure 1.20 Dideoxynucleotide method for DNA sequencing. An oligonucleotide 
primer binds to a complementary sequence adjacent to the region to be sequenced 
in a single-stranded DNA template (A). As DNA synthesis proceeds from the primer, 
dideoxynucleotides are randomly added to the growing DNA strands, thereby termi-
nating strand extension. This results in DNA molecules of all possible lengths that 
have a fl uorescently labeled dideoxynucleotide at the 3′ end (B). DNA molecules of 
different sizes are separated by capillary electrophoresis, and as each molecule passes 
by a laser, a fl uorescent signal that corresponds with one of the four dideoxynucle-
otides is recorded. The successive fl uorescent signals are represented as a sequencing 
chromatogram (colored peaks) (C). doi:10.1128/9781555818890.ch1.f1.20
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triphosphate [ddATP], ddCTP, ddGTP, and ddTTP). Each dideoxynucle-
otide is labeled with a different fl uorescent dye. The concentration of the 
dideoxynucleotides is optimized to ensure that during DNA synthesis a 
modifi ed DNA polymerase incorporates a dideoxynucleotide into the 
mixture of growing DNA strands at every possible position. Thus, the 
products of the reaction are DNA molecules of all possible lengths, each 
of which includes the primer sequence at its 5′ end and a fl uorescently 
labeled dideoxynucleotide at the 3′ terminus (Fig. 1.20B).

PCR-based cycle sequencing is performed to minimize the amount 
of template DNA required for sequencing. Multiple cycles of denatura-
tion, primer annealing, and primer extension produce large amounts of 
dideoxynucleotide-terminated fragments. These are applied to a polymer 
in a long capillary tube that enables separation of DNA fragments that 
differ in size by a single nucleotide. As each successive fl uorescently la-
beled fragment moves through the polymeric matrix in an electric fi eld 
and passes by a laser, the fl uorescent dye is excited. Each of the four dif-
ferent fl uorescent dyes emits a characteristic wavelength of light that rep-
resents a particular nucleotide, and the order of the fl uorescent signals 
corresponds to the sequence of nucleotides (Fig. 1.20C).

The entire dideoxynucleotide sequencing process has been auto-
mated to increase the rate of acquisition of DNA sequence data. This 
is essential for large-scale sequencing projects such as those involving 
whole prokaryotic or eukaryotic genomes. Generally, automated DNA 
cycle sequencing systems can read with high accuracy about 500 to 600 
bases per run.

Pyrosequencing

Pyrosequencing was the fi rst of the next-generation sequencing technolo-
gies to be made commercially available and has contributed to the rapid 
output of large amounts of sequence data by the scientifi c community. 
The basis of the technique is the detection of pyrophosphate that is re-
leased during DNA synthesis. When a DNA strand is extended by DNA 
polymerase, the α-phosphate attached to the 5′ carbon of the sugar of 
an incoming deoxynucleoside triphosphate forms a phosphodiester bond 
with the 3′ hydroxyl group of the last nucleotide of the growing strand. 
The terminal β- and γ-phosphates of the added nucleotide are cleaved 
off as a unit known as pyrophosphate (Fig. 1.21A). The release of pyro-
phosphate correlates with the incorporation of a specifi c nucleotide in the 
growing DNA strand.

To determine the sequence of a DNA fragment by pyrosequencing, a 
short DNA adaptor that serves as a binding site for a sequencing primer 
is fi rst added to the end of the DNA template (Fig. 1.21B). Following an-
nealing of the sequencing primer to the complementary adaptor sequence, 
one deoxynucleotide is introduced at a time in the presence of DNA poly-
merase. Pyrophosphate is released only when the complementary nucleo-
tide is incorporated at the end of the growing strand. Nucleotides that are 
not complementary to the template strand are not incorporated, and no 
pyrophosphate is formed.

ddATP
dideoxyadenosine triphosphate
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The pyrophosphate released following incorporation of a nucleotide 
is detected indirectly after enzymatic synthesis of ATP (Fig. 1.21B). Pyro-
phosphate combines with adenosine-5′-phosphosulfate in the presence of 
the enzyme ATP sulfurylase to form ATP. In turn, ATP drives the conver-
sion of luciferin to oxyluciferin by the enzyme luciferase, a reaction that 
generates light. Detection of light after each cycle of nucleotide addition 
and enzymatic reactions indicates the incorporation of a complementary 
nucleotide. The amount of light generated after the addition of a par-
ticular nucleotide is proportional to the number of nucleotides that are 
incorporated in the growing strand, and therefore sequences containing 
tracts of up to eight identical nucleotides in a row can be determined. 
Because the natural nucleotide dATP can participate in the luciferase re-
action, dATP is replaced with deoxyadenosine α-thiotriphosphate, which 
can be incorporated into the growing DNA strand by DNA polymerase 
but is not a substrate for luciferase. Repeated cycles of nucleotide addi-
tion, pyrophosphate release, and light detection enable determination of 
sequences of 300 to 500 nucleotides per run (the read length).

O

H
H

H H
H

Growing
strand

Pyrophosphate

Template
strand 

O

H
H

H H

CH2

OH

OH

H

CG

A T

P
O

O

O–

O
P

β

γ

γ β

α

O
P

O–

O–

O–
O

O

O

CH2

O–POPO–

O–

O O

O–

A

CGGACTTACTATAGCTAGCG...
GCCTGAATGA

Adaptor

Primer

Template

3'– –5'
5'–

PPidNTP

ATP sulfurylase

Luciferase

ATP

Adenosine-5'-phosphosulfate

Oxyluciferin

Luciferin

Light

Nucleotide determination

B

Figure 1.21 Pyrosequencing is based on the detection of pyrophosphate that is re-
leased during DNA synthesis. (A) A phosphodiester bond forms between the 3′ hy-
droxyl group of the deoxyribose sugar of the last incorporated nucleotide and the 
α-phosphate of the incoming nucleotide (blue arrow). The bond between the α- and 
β-phosphates is cleaved (green arrow), and pyrophosphate is released (black arrow). 
(B) An adaptor sequence is added to the 3′ end of the DNA sequencing template that 
provides a binding site for a sequencing primer. One nucleotide (deoxyribonucleoside 
triphosphate [dNTP]) is added at a time. If the dNTP is added by DNA polymerase 
to the end of the growing DNA strand, pyrophosphate (PPi) is released and detected 
indirectly by the synthesis of ATP. ATP is required for light generation by luciferase. 
The DNA sequence is determined by correlating light emission with incorporation of 
a particular dNTP. doi:10.1128/9781555818890.ch1.f1.21
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Sequencing Using Reversible Chain Terminators

For pyrosequencing, each of the four nucleotides must be added sequen-
tially in separate cycles. The sequence of a DNA fragment could be de-
termined more rapidly if all the nucleotides were added together in each 
cycle. However, the reaction must be controlled to ensure that only a sin-
gle nucleotide is incorporated during each cycle, and it must be possible to 
distinguish each of the four nucleotides. Synthetic nucleotides known as 
reversible chain terminators have been designed to meet these criteria and 
form the basis of some of the next-generation sequencing-by-synthesis 
technologies.

Reversible chain terminators are deoxynucleoside triphosphates with 
two important modifi cations: (i) a chemical blocking group is added to 
the 3′ carbon of the sugar moiety to prevent addition of more than one 
nucleotide during each round of sequencing, and (ii) a different fl uores-
cent dye is added to each of the four nucleotides to enable identifi cation 
of the incorporated nucleotide (Fig. 1.22A). The fl uorophore is added at a 
position that does not interfere with either base-pairing or phosphodiester 
bond formation. Similar to the case with other sequencing-by-synthesis 
methods, DNA polymerase is employed to catalyze the addition of the 
modifi ed nucleotides to an oligonucleotide primer as specifi ed by the DNA 
template sequence (Fig. 1.22B). After recording fl uorescent emissions, the 
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Figure 1.22 Sequencing using reversible chain terminators. (A) Reversible chain ter-
minators are modifi ed nucleotides that have a removable blocking group on the oxy-
gen of the 3′ position of the deoxyribose sugar to prevent addition of more than one 
nucleotide per sequencing cycle. To enable identifi cation, a different fl uorescent dye is 
attached to each of the four nucleotides via a cleavable linker. Shown is the fl uorescent 
dye attached to adenine. (B) An adaptor sequence is added to the 3′ end of the DNA 
sequencing template that provides a binding site for a sequencing primer. All four 
modifi ed nucleotides are added in a single cycle, and a modifi ed DNA polymerase 
extends the growing DNA chain by one nucleotide per cycle. Fluorescence is detected, 
and then the dye and the 3′ blocking group are cleaved before the next cycle. Removal 
of the blocking group restores the 3′ hydroxyl group for addition of the next nucleo-
tide. doi:10.1128/9781555818890.ch1.f1.22
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fl uorescent dye and the 3′ blocking group are removed. The blocking 
group is removed in a manner that restores the 3′ hydroxyl group of the 
sugar to enable subsequent addition of another nucleotide in the next 
cycle. Cycles of nucleotide addition to the growing DNA strand by DNA 
polymerase, acquisition of fl uorescence data, and chemical cleavage of 
the blocking and dye groups are repeated to generate short read lengths, 
i.e., 50 to 100 nucleotides per run.

Sequencing by Ligation

Pyrosequencing and sequencing using reversible terminators extend the 
growing DNA strand by a single base during each cycle. In contrast, se-
quencing by ligation extends the DNA strand by ligation of short ol i-
go nu cle o tides, in a template-dependent fashion, and utilizes the enzyme 
ligase rather than DNA polymerase. In one version of this technology, 
the ol i go nu cle o tides are eight nucleotides in length (octamers) with two 
known nucleotides at the 3′ (query) end, any nucleotide in the next three 
(degenerate) positions, and a sequence that is common (universal) to all 
of the ol i go nu cle o tides at the 5′ end (Fig. 1.23A). A set of 16 different ol-
i go nu cle o tides representing all possible combinations of two nucleotides 
in the query position is used. Each ol i go nu cle o tide is tagged at the 5′ end 
with a different fl uorescent dye that corresponds to the query nucleotide 
composition.

A short nucleotide adaptor is joined to the 5′ ends of the DNA tem-
plates that are to be sequenced (Fig.  1.23B). After denaturation of the 
template DNA, a primer binds to the adaptor sequence and provides a 
5′ phosphate end for ligation to the 3′ hydroxyl end of an adjacent hy-
bridized octamer. Sequential cycles of octamer ligation extend the com-
plementary strand, and each cycle enables determination of the query 
dinucleotide sequence (Fig. 1.23B). One ligation cycle consists of the fol-
lowing steps. (i) Pools of different octamers, each tagged with a different 
fl uorescent dye, are added along with T4 DNA ligase. Reaction conditions 
are set so that ligation occurs only if the bases at the 3′ end of an oc ta-
mer (i.e., the query and degenerate nucleotides) are complementary to the 
template sequence. (ii) After washing away of the nonligated octamers 
and other components, the fl uorescence signal is recorded. The identity 
of the dinucleotides in the query position is determined by the distinctive 
fl uorescence emitted. (iii) The fl uorescent dye is removed after each cycle 
by cleaving the terminal universal nucleotides. Cleavage provides a free 
end for ligation of another octamer in the next ligation cycle.

Successive cycles of ligation extend the complementary strand and 
enable identifi cation of discontiguous nucleotide pairs that are separated 
by three nucleotides (Fig. 1.23B). The length of the sequence read is de-
termined by the number of ligation cycles (∼50 bp). To determine the 
nucleotide sequence of the intervening regions (i.e., between the identifi ed 
dinucleotides), the primer and octamers are removed from the template 
strand, and the process is repeated using a new primer that is set back on 
the template DNA by one nucleotide from the fi rst primer (Fig. 1.23C). In 
total, the entire process of primer extension by serial octamer ligation is 
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Figure 1.23 Sequencing by ligation. (A) Pools of octamers. Each 
octamer has two known nucleotides at the 3′ query end (colored 
letters), any nucleotide in the next three positions (NNN), and 
a universal sequence that is common to all of the octamers at 
the 5′ end (ZZZ). A set of 16 different octamers representing 
all possible combinations of two nucleotides in the query posi-
tions is shown. Each of the four octamers in a pool (each pool 
is shown in column) is tagged at the 5′ end with a different 
fl uorescent dye that corresponds to the query nucleotide com-
position. (B) To determine a sequence by ligation, an adaptor 
is fi rst added to the 5′ end of the template DNA molecule. The 
adaptor provides a binding site for a sequencing primer. Pools 
of octamers are added, and an octamer that contains a nucleo-
tide sequence that is complementary to the fi rst fi ve bases im-
mediately adjacent to the primer will hybridize. T4 DNA ligase 
catalyzes the formation a phosphodiester bond between the 5′ 

phosphate group of the primer and the 3′ hydroxyl group of the 
hybridized octamer. After unbound octamers are washed away, 
the fl uorescent signal from the ligated octamer is recorded to 
identify the dinucleotides in the query position. The fl uorescent 
dye is removed by cleavage of the universal sequence (ZZZ) 
to expose a 5′ phosphate for ligation of another octamer. The 
cycle of octamer ligation and dye removal is repeated to extend 
the DNA strand and identify discontiguous dinucleotides that 
are separated by three nucleotides (NNN). (C) To determine the 
identity of the intervening nucleotides, the primer and ligated 
octamers are removed and the entire process is repeated using 
a different primer that binds to a position on the adaptor one 
nucleotide from the previous primer-binding site. The process is 
repeated with fi ve different primers. In this manner, each nucle-
otide in the template sequence is identifi ed twice, once in two 
separate reactions. doi:10.1128/9781555818890.ch1.f1.23
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repeated fi ve times, each time using a different primer that is offset from 
the previous primer by one nucleotide (Fig. 1.23C). In this way, the nucle-
otide in each position in the template DNA is identifi ed twice in separate 
reactions, which increases the accuracy of the sequence determination.

Sequencing Whole Genomes

Just as the sequence of a gene can provide information about the func-
tion of the encoded protein, the sequence of an entire genome can con-
tribute to our understanding of the nature of an organism. Thousands 
of whole genomes have now been sequenced, from organisms from all 
domains of life. Initially, the sequenced genomes were relatively small, 
limited by the early sequencing technologies. The fi rst DNA genome 
to be sequenced was from the E. coli bacteriophage φX174 (5,375 bp) 
in 1977, while the fi rst sequenced genome from a cellular organism 
was that of the bacterium Haemophilus infl uenzae (1.8 Mbp) in 1995. 
Within 2 years, the sequence of the larger E. coli genome (4.6 Mbp) was 
reported, and the sequence of the human genome (3,000 Mbp), the fi rst 
vertebrate genome, was completed in 2003.

Most of these fi rst genome sequences were generated using a shotgun 

cloning approach. In this strategy, a clone library of randomly generated, 
overlapping genomic DNA fragments is constructed in a bacterial host. 
The plasmids are isolated, and then the cloned inserts are sequenced using 
the dideoxynucleotide method. Using this approach, the fi rst human ge-
nome was sequenced in 13 years at a cost of $2.7 billion. The aspiration 
to acquire genome sequences faster and at a lower cost has driven the de-
velopment of new genome sequencing strategies. Today, many large-scale 
sequencing projects have been completed and many more are underway, 
motivated by compelling biological questions. Some will contribute to our 
understanding of the microorganisms that cause infectious diseases and 
to the development of new techniques for their detection and treatment. 
For example, what makes a bacterium pathogenic? Why are some strains 
of infl uenza virus more virulent than others? How do microorganisms in 
the human gut infl uence susceptibility to infectious disease or response 
to drugs? Others are aimed at helping us to understand what it means to 
be human and how we evolved. For example, how did multicellularity 
arise? What were early humans like (e.g., by comparing the sequences of 
the modern human genome and the Neanderthal genome)? How are we 
different from one another? A project known as the 1000 Genomes Proj-
ect aims to address the last question by sequencing the genomes from a 
large number of people from many different populations. Understanding 
the nucleotide differences (polymorphisms) among individuals, especially 
between those with and without a specifi c disease, will help us to deter-
mine the genetic basis of disease (see chapter 3). One goal, which is likely 
to be realized within the next few years, is to provide each of us with our 
genome sequence as part of our personal health care regimen (Box 1.3).

A large-scale sequencing project currently entails (i) preparing a library 
of source DNA fragments, (ii) amplifying the DNA fragments to increase 
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the detection signal from the sequencing templates, (iii) sequencing the 
template DNA using one of the sequencing techniques describe above, and 
(iv) assembling the sequences generated from the fragments in the order in 
which they are found in the original genome. Sequencing massive amounts 
of DNA required not only the development of new technologies for nu-
cleotide sequence determination but also new methods to reduce the time 
for preparation and processing of large libraries of sequencing templates. 
The high-throughput next-generation sequencing approaches have circum-
vented the cloning steps of the shotgun sequencing strategy by attaching, 
amplifying, and sequencing the genomic DNA fragments directly on a solid 
support. All of the templates are sequenced at the same time. The term used 
to describe this is massive parallelization. In the not-so-distant future, sen-
sitive sequencing systems are anticipated that directly sequence single DNA 
molecules and therefore do not require a PCR amplifi cation step (Box 1.4).

Shotgun Cloning Strategy

A shotgun library is constructed by fragmenting genomic DNA and in-
serting the fragments into a vector to generate sequencing templates. 
To obtain random, overlapping fragments, the genomic DNA is usually 
sheared physically by applying sound waves (sonication) or forcing the 

box 1.3
Personalized Genomic Medicine

One of the goals of the next-
generation sequencing tech-
nologies is to make genome 

sequencing available to everyone. 
The idea is that each of us will have 
our genomes sequenced to assist our 
physicians in recommending disease 
prevention strategies, diagnosing our 
ailments, and determining a course of 
treatment tailored to our individual 
genotypes. This is personalized medi-
cine, a concept not unlike the current 
practice of considering family medical 
history and personal social, economic, 
and behavioral factors to determine 
disease susceptibility, causation, and 
management.

An illustration of the power of a 
genome sequence in medical care is 
the case of a young child with a rare, 
life-threatening infl ammatory bowel 

disease that defi ed physicians trying 
to determine the cause. A congenital 
immunodefi ciency was suspected; how-
ever, immunological tests yielded in-
conclusive results, and single gene tests 
for known immune defects were not 
revealing. After obtaining the sequence 
of the child’s genome, a novel mutation 
was apparent in a key position in the 
gene encoding XIAP (X-linked inhib-
itor of apoptosis protein), a protein 
that inhibits programmed cell death. 
The mutation enhanced the suscepti-
bility of the child’s cells to induced cell 
death. One result of this genetic defect 
is misregulation of the infl ammatory 
response that can lead to infl amma-
tory bowel disease. A bone marrow 
transplant prevented uncontrolled 
hyperinfl ammation and recurrence of 
the child’s intestinal disease.

Can we afford this technology for 
the masses? Perhaps not at the mo-
ment, although there are currently sev-
eral companies offering fee-for-service 
genome sequencing to consumers. 
However, the development of faster, 
cheaper sequencing technologies is on 
the threshold of making the technol-
ogy more accessible. And perhaps we 
cannot afford not to offer this technol-
ogy widely, considering that the cost of 
misdiagnoses and the trial-and-failure 
drug treatment approaches contrib-
ute to high medical costs and loss of 
human productivity. A great benefi t of 
personal genome sequences is the po-
tential to predict and prevent diseases, 
which, of course, is only as good as our 
knowledge of the genetic basis of dis-
ease. The health benefi ts must also be 
weighed against the possibility that the 
information encoded in our genomes 
may be subject to misuse by insurance 
companies, employers, educators, and 
law enforcement agencies.
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DNA through a narrow tube using compressed gas (nebulization) or in a 
solution (hydrodynamic shearing). The shearing conditions are optimized 
as much as possible to obtain DNA fragments of a uniform size. Physi-
cal fragmentation tends to leave extended single-stranded ends that must 
be blunted (end repaired, or polished) by fi lling in 3′ recessed ends with 
DNA polymerase in the presence of the four deoxyribonucleotides and 
removing protruding 3′ ends with an exonuclease (Fig. 1.3A and B). The 
5′ ends of the polished genomic fragments are phosphorylated with T4 
polynucleotide kinase (Fig. 1.3D) and ligated with a vector. The library 
is introduced into E. coli, and plasmids are subsequently extracted and 
used as sequencing templates. Depending on the sequencer, either 96 or 
384 sequencing templates are analyzed concurrently. Primers that anneal 
to complementary vector sequences fl anking the insert are used to obtain 
the sequence of both ends of the cloned DNA fragment using the dideox-
ynucleotide method. In this manner, each template yields two “end reads” 
which are known as paired end reads (mate pair) (Fig. 1.24).

The large number of nucleotide reads that is generated from a genomic 
library is assembled using a computer program to align overlapping reads. 
The process of generating successive overlapping sequences produces long 
contiguous stretches of nucleotides called contigs (Fig. 1.24). The pres-
ence of repetitive sequences in a genome can result in erroneous matching 

box 1.4
Future Sequencing Technologies

New sequencing strategies are 
just beginning to emerge, most 
within last decade, propelled 

by the need for faster, cheaper genome 
sequencing. New developments aim to 
reduce the time and cost of template 
preparation and/or the time to acquire 
sequence data.

One general approach is to se-
quence single DNA molecules, 
circumventing the amplifi cation step 
currently required. This eliminates the 
need for substantial template prep-
aration and avoids introduction of 
mutations inherent in PCR that are 
interpreted as nucleotide variations. 
Random fragments of genomic DNA 
are ligated to adaptors, denatured, 
and then attached to a solid support 
directly or by hybridization of the 
adaptors to immobilized sequencing 
primers. During the sequencing stage, 
DNA polymerase extends the primer in 

a template-dependent fashion. Alter-
natively, DNA polymerase is immobi-
lized on a solid support and captures 
the primed DNA fragments. Often, 
single-molecule sequencing strategies 
employ cycles of addition and detec-
tion of reversible chain terminators.

A promising technology for 
rapid acquisition of sequence data is 
real-time sequencing. For real-time 
sequencing, the nucleotides do not 
carry a blocking group on the 3′ 
hydroxyl group, and therefore, DNA 
synthesis is continuous. A fl uorescent 
tag is attached to the terminal phos-
phate of each nucleoside triphosphate. 
With each nucleotide addition to the 
growing DNA chain, pyrophosphate 
is cleaved and with it the fl uorescent 
tag. Tag cleavage therefore corre-
sponds to nucleotide addition. In some 
approaches, the bases are covalently 
linked to a quencher group that 

suppresses fl uorescence of the dye. 
However, release of the dye following 
pyrophosphate cleavage produces a 
fl uorescent signal.

Nanopore technology aims to 
identify individual nucleotides in a 
DNA molecule as it passes through a 
pore. The pore is either a membrane 
protein or a synthetic structure that 
accommodates only one molecule of 
negatively charged, single-stranded 
DNA that is drawn through the pore 
as it moves toward a positive charge. 
The principle behind the technology is 
that each nucleotide in the DNA poly-
mer momentarily blocks the pore as it 
passes through. The obstructions create 
fl uctuations in electrical conductance 
that can be measured. Because they 
have different structures, each of the 
four nucleotides obstructs conductance 
to a different extent, and therefore, the 
amount of conductance corresponds to 
nucleotide sequence. With this technol-
ogy, it may be possible to determine the 
sequence of a human genome in 20 h 
without the expense of DNA library 
preparation or sequencing chemicals.
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of overlapping sequences. This problem can be overcome by using the 
sequences from paired ends, which are a known distance apart, to or-
der and orient the reads and to assemble the contigs into larger scaff olds 
(Fig. 1.24). Many overlapping reads are required to ensure that the nucle-
otide sequence is accurate and assembled correctly. For shotgun sequenc-
ing, each nucleotide site in a genome should be sequenced at least 6 to 10 
different times from different fragments. The extent of sequencing redun-
dancy is called sequence coverage or depth of coverage. The assembly pro-
cess generates a draft sequence; however, small gaps may remain between 
contigs. Although a draft sequence is suffi cient for many purposes, for 
example, in resequencing projects that map a sequence onto a reference 

genome, in some cases it is preferable to close the gaps to complete the ge-
nome sequence. For de novo sequencing of genomes from organisms that 
lack a reference genome, gap closure is desirable. The gaps can be closed 
by PCR amplifi cation of high-molecular-weight genomic DNA across each 
gap, followed by sequencing of the amplifi cation product, or by obtaining 
short sequences from primers designed to anneal to sequences adjacent 
to a gap. Sequencing of additional clone libraries containing fragments of 
different sizes may be required to complete the overall sequence.

High-Throughput Next-Generation Sequencing Strategies

Although shotgun sequencing has been used successfully to obtain the 
sequences of many whole genomes, preparation of clone libraries in bac-
terial cells is costly and time-consuming for routine sequencing of large 
amounts of genomic DNA that are required for many research and clin-
ical applications. To reduce the time and cost of large-scale sequencing, 
high-throughput next-generation sequencing strategies have been devel-
oped that use cell-free methods to generate a library of genomic DNA 
fragments in a dense array on the surface of a glass slide or in pico liter-
volume wells of a multiwell plate. This minimizes the volume of reagents 
for the sequencing reactions and enables hundreds of millions of sequences 
to be acquired simultaneously.

Most of the current commercially available, high-throughput next-
generation sequencing strategies use PCR to generate clusters containing 

Paired end reads

Contigs

Figure 1.24 Genome sequence assembly. Sequence data generated from both ends of a 
DNA fragment are known as paired end reads. A large number of reads are generated 
and assembled into longer contiguous sequences (contigs) using a computer program 
that matches overlapping sequences. Paired end reads help to determine the order and 
orientation of contigs as they are assembled into scaffolds. Shown is a scaffold con-
sisting of three contigs. doi:10.1128/9781555818890.ch1.f1.24
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millions of copies of each DNA sequencing template. The clusters are 
spatially separated and are immobilized on a surface. In some strategies, 
the sequencing templates are captured and amplifi ed on the surface of 
a small bead. Amplifi cation of each DNA template occurs in a droplet 
of an aqueous solution contained within an oil coat; this is referred to 
as emulsion PCR (Fig. 1.25). For emulsion PCR, fragments of the source 
genomic DNA are fi rst ligated at each end to two different adaptors that 
have specifi c sequences for binding primers for PCR amplifi cation of the 
fragments and for binding sequencing primers. PCR primers that are com-
plementary to a sequence on one of the adaptors are bound to DNA cap-
ture beads. After ligation of the adaptors, the genomic DNA fragments 
are melted and the single-stranded molecules anneal to the beads through 
complementary base-pairing. Each DNA capture bead carries more than 
107 primer molecules; however, initially, the DNA fragments are mixed 
with the beads under conditions that result in binding of one DNA mol-
ecule per bead. For amplifi cation by emulsion PCR, the DNA capture 
beads carrying the hybridized DNA templates are mixed with the PCR 
components and oil to create a water-in-oil emulsion. The conditions are 
set so that a single bead along with all of the components required for 
amplifi cation of the attached DNA template are contained within an oil 
globule. Each oil globule is a separate reaction chamber, and the ampli-
fi cation products that remain bound to the bead by hybridization with 
the primers are contained within the globule. After PCR, the emulsion 
is broken, the DNA is denatured, and the beads are deposited on a glass 
slide or in wells of a plate that can have more than a million wells (one 
bead per well). The DNA immobilized on the beads is used as a template 
for pyrosequencing or sequencing by ligation. Repeated cycles of fl ooding 
the wells or slide with sequencing reagents and detecting the light or fl uo-
rescent signals that correspond to nucleotide additions generate sequence 
reads from all of the templates simultaneously.

A genome sequence can be assembled by aligning the nucleotide reads 
to the sequence of a highly related genome. For example, reads from rese-
quenced human genomes, that is, genomes from different individuals, are 
mapped to a reference human genome. Alternatively, when a reference 
sequence is not available, the reads can be assembled de novo in a man-
ner similar to that for shotgun cloning, by aligning the matching ends of 
different reads to construct contigs. For sequencing methods that generate 
short read lengths such as sequencing by ligation or using reversible chain 
terminators, the coverage must be greater. Generally, 30-fold coverage is 
required for correct assembly.

Genomics

Genome sequence determination is only a fi rst step in understanding an 
organism. The next steps require identifi cation of the features encoded 
in a sequence and investigations of the biological functions of the en-
coded RNA, proteins, and regulatory elements that determine the phys-
iology and ecology of the organism. The area of research that generates, 
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Adaptor A Adaptor B

A single DNA capture bead
with multiple copies of the
same genomic DNA sequence

Each well contains
one bead and reagents
for sequencing

DNA capture bead with
single bound DNA fragment

Single-stranded DNA fragment

Fragments of genomic DNA

Emulsion oil

PCR in oil emulsion

PCR primer

Release beads
Denature DNA
Deposit in wells for sequencing

Hybridize fragment with PCR
primer attached to bead

Ligate adaptors
Denature

Figure 1.25 Emulsion PCR. Genomic 
DNA fragments are ligated to two dif-
ferent adaptors that have sequences for 
capturing the fragments on the surface of 
beads and for binding PCR and sequenc-
ing primers. The fragments are denatured 
and mixed with beads under conditions 
that favor binding of one DNA molecule 
per bead. The DNA-bound beads are 
mixed with PCR components and oil to 
create a PCR microreactor in an oil glob-
ule. Emulsion PCR results in millions of 
copies of the genomic DNA fragment at-
tached to the bead within the globule. At 
the end of the PCR cycles, the beads are 
released from the emulsion, the DNA is 
denatured, and the beads are deposited 
into the wells of a multiwell plate. The 
single-stranded genomic DNA fragments 
attached to the beads serve as templates 
for pyrosequencing or sequencing by 
ligation.
 doi:10.1128/9781555818890.ch1.f1.25
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analyzes, and manages the massive amounts of information about genome 
sequences is known as genomics.

Sequence data are deposited and stored in databases that can be 
searched using computer algorithms to retrieve sequence information 
(data mining, or bioinformatics). Public databases such as GenBank (Na-
tional Center for Biotechnology Information, Bethesda, MD), the Eu-
ropean Molecular Biology Lab Nucleotide Sequence Database, and the 
DNA Data Bank of Japan receive sequence data from individual research-
ers and from large sequencing facilities and share the data as part of the 
International Nucleotide Sequence Database Collaboration. Sequences 
can be retrieved from these databases via the Internet. Many specialized 
databases also exist, for example, for storing genome sequences from in-
dividual organisms, protein coding sequences, regulatory sequences, se-
quences associated with human genetic diseases, gene expression data, 
protein structures, protein–protein interactions, and many other types of 
data.

One of the fi rst analyses to be conducted on a new genome sequence is 
the identifi cation of descriptive features, a process known as annotation. 
Some annotations are protein-coding sequences (open reading frames), 
sequences that encode functional RNA molecules (e.g., rRNA and tRNA), 
regulatory elements, and repetitive sequences. Annotation relies on algo-
rithms that identify features based on conserved sequence elements such 
as translation start and stop codons, intron–exon boundaries, promoters, 
transcription factor-binding sites, and known genes (Fig. 1.26). It is im-
portant to note that annotations are often predictions of sequence func-
tion based on similarity (homology) to sequences of known functions. In 
many cases, the function of the sequence remains to be verifi ed through 
experimentation.

Comparison of a genome sequence to other genome sequences can 
reveal interesting and important sequence features. Comparisons among 
closely related genomes may reveal polymorphisms and mutations based 
on sequence differences. Association of specifi c polymorphisms with dis-
eases can be used to predict, diagnose, and treat human diseases. Tradi-
tionally, cancer genetic research has investigated specifi c genes that were 
hypothesized to play a role in tumorigenesis based on their known cellular 
functions, for example, genes encoding transcription factors that control 
expression of cell division genes. Although important, this gives an incom-
plete view of the genetic basis for cancers. Sequencing of tumor genomes 
and comparing the sequences to those of normal cells have revealed point 
mutations, copy number mutations, and structural rearrangements associ-
ated with specifi c cancers (see chapter 3). For instance, comparison of the 
genome sequences from acute myeloid leukemia tumor cells and normal 
skin cells from the same patient revealed eight previously unidentifi ed mu-
tations in protein coding sequences that are associated with the disease. 
In addition, comparison of the genomes of bacterial pathogens with those 
from closely related nonpathogens has led to the identifi cation of viru-

lence genes (see chapter 5). Unique sequences can be used for pathogen 
detection, and genes encoding proteins that are unique to a pathogen are 
potential targets for antimicrobial drugs and vaccine development.
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Genome comparisons among distantly related organisms enable sci-
entists to make predictions about evolutionary relationships. For exam-
ple, the Genome 10K Project aims to sequence and analyze the genomes 
of 10,000 vertebrate species, roughly 1 per genus. Comparison of these 
sequences will contribute to our understanding of the genetic changes that 
led to the diversity in morphology, physiology, and behavior in this group 
of animals.

Another goal of genomic analysis is to understand the function of 
sequence features. Gene function can sometimes be inferred by the pat-
tern of transcription. Transcriptomics is the study of gene transcription 
profi les either qualitatively, to determine which genes are expressed, or 
quantitatively, to measure changes in the levels of transcription of genes. 
Proteomics is the study of the entire protein populations of various cell 
types and tissues and the numerous interactions among proteins. Some 
proteins, particularly enzymes, are involved in biochemical pathways that 
produce metabolites for various cellular processes. Metabolomics aims to 
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Figure 1.26 Genome annotation utilizes conserved sequence features. Predicting pro-
tein coding sequences (open reading frames) in prokaryotes (A) and eukaryotes (B) re-
quires identifi cation of sequences that correspond to potential translation start (ATG 
or, more rarely, GTG or TTG) and stop (TAA, shown; also TAG or TGA) codons 
in mRNA. The number of nucleotides between the start and stop codons must be 
a multiple of three (i.e., triplet codons) and must be a reasonable size to encode a 
protein. In prokaryotes, a conserved ribosome-binding site (RBS) is often present 4 to 
8 nucleotides upstream of the start codon (A). Prokaryotic transcription regulatory 
sequences such as an RNA polymerase recognition (promoter) sequence and binding 
sites for regulatory proteins can often be predicted based on similarity to known con-
sensus sequences. Transcription termination sequences are not as readily identifi able 
but are often GC-rich regions downstream of a predicted translation stop codon. In 
eukaryotes, protein coding genes typically have several intron sequences in primary 
RNA that are delineated by GU and AG and contain a pyrimidine-rich tract. Introns 
are spliced from the primary transcript to produce mRNA (B). Transcription regula-
tory elements such as the TATA and CAAT boxes that are present in the promoters 
of many eukaryotic protein coding genes can sometimes be predicted. Sequences that 
are important for regulation of transcription are often diffi cult to predict in eukary-
otic genome sequences; for example, enhancer elements can be thousands of nucle-
otides upstream and/or downstream from the coding sequence that they regulate. 
doi:10.1128/9781555818890.ch1.f1.26
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characterize metabolic pathways by studying the metabolite profi les of 
cells. All of these “-omic” subdisciplines of genomics use a genome-wide 
approach to study the function of biological molecules in cells, tissues, or 
organisms, at different developmental stages, or under different physio-
logical or environmental conditions.

Transcriptomics

Transcriptomics (gene expression profi ling) aims to measure the levels 
of transcription of genes on a whole-genome basis under a given set of 
conditions. Transcription may be assessed as a function of medical con-
ditions, as a consequence of mutations, in response to natural or toxic 
agents, in different cells or tissues, or at different times during biological 
processes such as cell division or development of an organism. Often, 
the goal of gene expression studies is to identify the genes that are up- or 
downregulated in response to a change in a particular condition. Two 
major experimental approaches for measuring RNA transcript levels on a 
whole-genome basis are DNA microarray analysis and a newer approach 
called high-throughput next-generation RNA sequencing.

DNA Microarrays

A DNA microarray (DNA chip or gene chip) experiment consists of hy-
bridizing a nucleic acid sample (target) derived from the mRNAs of a 
cell or tissue to single-stranded DNA sequences (probes) that are arrayed 
on a solid platform. Depending on the purpose of the experiment, the 
probes on a microarray may represent an entire genome, a single chro-
mosome, selected genomic regions, or selected coding regions from one 
or several different organisms. Some DNA microarrays contain sets of 
ol i go nu cle o tides as probes, usually representing thousands of genes that 
are synthesized directly on a solid surface. Thousands of copies of an ol-
i go nu cle o tide with the same specifi c nucleotide sequence are synthesized 
and then placed in a predefi ned position on the array surface (probe cell). 
The probes are typically 20 to 70 nucleotides, although longer probes can 
also be used, and several probes with different sequences for each gene are 
usually present on the microarray to minimize errors. Probes are designed 
to be specifi c for their target sequences, to avoid hybridization with non-
target sequences, and to have similar melting (annealing) temperatures so 
that all target sequences can bind to their complementary probe sequence 
under the same conditions. A complete whole-genome ol i go nu cle o tide 
array may contain more than 500,000 probes representing as many as 
30,000 genes.

For most gene expression profi ling experiments that utilize microar-
rays, mRNA is extracted from cells or tissues and used as a template to 
synthesize cDNA using reverse transcriptase. Usually, mRNA is extracted 
from two or more sources for which expression profi les are compared, 
for example, from diseased versus normal tissue, or from cells grown un-
der different conditions (Fig. 1.27). The cDNA from each source is la-
beled with a different fl uorophore by incorporating fl uorescently labeled 
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nucleotides during cDNA synthesis. For example, a green-emitting fl u-
orescent dye (Cy3) may be used for the normal (reference) sample and 
a red-emitting fl uorescent dye (Cy5) for the test sample. After labeling, 
the cDNA samples are mixed and hybridized to the same microarray 
(Fig. 1.27). Replicate samples are independently prepared under the same 
conditions and hybridized to different microarrays. A laser scanner deter-
mines the intensities of Cy5 and Cy3 for each probe cell on a microarray. 
The ratio of red (Cy5) to green (Cy3) fl uorescence intensity of a probe 
cell indicates the relative expression levels of the represented gene in the 
two samples. To avoid variation due to inherent and sequence-specifi c dif-
ferences in labeling effi ciencies between Cy3 and Cy5, reference and test 
samples are often reverse labeled and hybridized to another microarray. 
Alternatively, for some microarray platforms, the target sequences from 
reference and test samples are labeled with the same fl uorescent dye and 
are hybridized to different microarrays. Methods to calibrate the data 
among microarrays in an experiment include using the fl uorescence in-
tensity of a gene that is not differentially expressed among different con-
ditions as a reference point (i.e., a housekeeping gene), including spiked 
control sequences that are suffi ciently different from the target sequences 
and therefore bind only to a corresponding control probe cell, and ad-
justing the total fl uorescence intensities of all genes on each microarray 
to similar values under the assumption that a relatively small number of 
genes are expected to change among samples.

Genes whose expression changes in response to a particular biological 
condition are identifi ed by comparing the fl uorescence intensities for each 
gene, averaged among replicates, under two different conditions. The raw 
data of the fl uoresence emissions of each gene are converted to a ratio, 
commonly expressed as fold change. Generally, positive ratios represent 
greater expression of the gene in the test sample than in the reference sam-
ple. Negative values indicate a lower level of expression in the test sample 
relative to the reference sample. The data are often organized into clusters 
of genes whose expression patterns are similar under different conditions 
or over a period of time (Fig. 1.28). This facilitates predictions of gene 
products that may function together in a pathway.

Figure 1.27 Gene expression profi ling with a DNA microarray. (A) mRNA is ex-
tracted from two samples (sample 1 and sample 2), and during reverse transcription, 
the fi rst cDNA strands are labeled with the fl uorescent dyes Cy3 and Cy5, respectively. 
The cDNA samples are mixed and hybridized to an ordered array of either gene se-
quences or gene-specifi c oligonucleotides. After the hybridization reaction, each probe 
cell is scanned for both fl uorescent dyes and the separate emissions are recorded. 
Probe cells that produce only a green or red emission represent genes that are tran-
scribed only in sample 1 or 2, respectively; yellow emissions indicate genes that are 
active in both samples; and the absence of emissions (black) represents genes that 
are not transcribed in either sample. (B) Fluorescence image of a DNA microarray 
hybridized with Cy3- and Cy5-labeled cDNA. Reproduced with permission from the 
University of Arizona Biology Project. Courtesy of N. Anderson, University of Ari-
zona. doi:10.1128/9781555818890.ch1.f1.27
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RNA Sequencing

Similar to microarrays, RNA sequencing is used to detect and quantify 
the complete set of gene transcripts produced by cells under a given set of 
conditions. In addition, RNA sequencing can delineate the beginning and 
end of genes, reveal posttranscriptional modifi cations such as variations 
in intron splicing that lead to variant proteins, and identify differences 
in the nucleotide sequence of a gene among samples. In contrast to mi-
croarray analysis, this approach does not require prior knowledge of the 
genome sequence, avoids high background due to nonspecifi c hybridiza-
tion, and can accurately quantify highly expressed genes (i.e., probe satu-
ration is not a concern as it is for DNA microarrays). Traditionally, RNA 
sequencing approaches required generating cDNA libraries from isolated 
RNA and sequencing the cloned inserts, or the end(s) of the cloned inserts 
(expressed sequence tags), using the dideoxynucleotide method. New 
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Figure 1.28 Microarray analysis of gene expression in pigs infected with three dif-
ferent strains of infl uenza virus. Two pandemic H1N1 (pH1N1) infl uenza viruses 
were isolated from a human patient and from a pig during the 2009 pandemic. The 
2009 pH1N1 virus killed more than 18,000 people worldwide and was transmitted 
to several other species, including pigs. A third H1N1 virus isolated from a pig is a 
derivative of the virus that caused the 1918 pandemic that killed more than 50 million 
people. The clinical symptoms induced by the pH1N1 virus in pigs were more severe 
(coughing, sneezing, labored breathing, and nasal shedding of the virus) than those 
induced by the 1918-like H1N1 virus. Gene expression profi ling showed that 3 days 
after infection, pigs mounted a stronger immune and infl ammatory response to the 
pH1N1 viruses than was mounted to the 1918-like H1N1 virus. Each row represents 
the level of expression of an immune response-regulated gene in an infected pig (col-
umns) relative to the level in uninfected control pigs, with red indicating a higher level 
of expression and green indicating a lower level of expression. Adapted with permis-
sion from Ma et al., J. Virol. 85: 11626–11637, 2011.
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developments in sequencing technologies circumvent the requirement for 
preparation of a clone library and enable high-throughput sequencing of 
cDNA.

For high-throughput RNA sequencing, total RNA is isolated and con-
verted to cDNA using reverse transcriptase and a mixture of oligonucleo-
tide primers composed of six random bases (random hexamers) that bind 
to multiple sites on all of the template RNA molecules (Fig. 1.29A). Be-
cause rRNA makes up a large fraction (>80%) of the total cellular RNA 
and levels are not expected to change signifi cantly under different condi-
tions, these molecules are often removed prior to cDNA synthesis by hy-
bridization to complementary oligonucleotides that are covalently linked 
to a magnetic bead for removal. Long RNA molecules are fragmented 
to pieces of about 200 bp by physical (e.g., nebulization), chemical (e.g., 
metal ion hydrolysis), or enzymatic (e.g., controlled RNase digestion) 
methods either before (RNA fragmentation) or after (cDNA fragmenta-
tion) cDNA synthesis.

The cDNA fragments are ligated at one or both ends to an adap-
tor that serves as a binding site for a sequencing primer (Fig.  1.29A). 
High-throughput next-generation sequencing technologies are employed 
to sequence the cDNA fragments. The sequence reads are assembled in a 
manner similar to that for genomic DNA, that is, by aligning the reads to 
a reference genome or by aligning overlapping sequences to generate con-
tigs for de novo assembly when a reference genome is not available. The 
reads are expected to align uniformly across the transcript (Fig. 1.29A). 
Gene expression levels are determined by counting the reads that corre-
spond to each nucleotide position in a gene and averaging these across the 
length of the transcript (Fig. 1.29B). Expression levels are typically nor-
malized between samples by scaling to the total number of reads per sam-
ple (e.g., reads per kilobase pair per million reads). Appropriate coverage 
(i.e., the number of cDNA fragments sequenced) is more diffi cult to deter-
mine for RNA sequencing than for genome sequencing because the total 
complexity of the transcriptome is not known before the experiment. In 
general, larger genomes and genomes that have more RNA splicing vari-

ants have greater transcriptome complexity and therefore require greater 
coverage. Also, accurate measurement of transcripts from genes with low 
expression levels requires sequencing of a greater number of transcripts. 
Quantifi cation may be confounded by high GC content of some cDNA 
fragments which have a higher melting temperature and therefore are 
ineffi ciently sequenced, by overrepresentation of cDNA fragments from 
the 5′ end of transcripts due to the use of random hexamers, and by 
reads that map to more than one site in a genome due to the presence of 
repeated sequences. However, because each transcript is represented by 
many different reads, these biases are expected to have minimal effects on 
quantifi cation of a transcript.

RNA sequencing has been employed to profi le gene expression in a 
variety of prokaryotes and eukaryotic cells and tissues. In addition to 
profi ling human gene expression under several different conditions, for 
example, in brain tissue from individuals chronically exposed to alcohol 
or cocaine, RNA sequencing has identifi ed hundreds of new intron splice 
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Figure 1.29 High-throughput RNA se-
quencing. (A) Total RNA is extracted 
from a sample and rRNA may be re-
moved. The RNA is fragmented and then 
converted to cDNA using reverse tran-
scriptase. Adaptors are added to the ends 
of the cDNA to provide binding sites for 
sequencing primers. High-throughput 
next-generation sequencing technologies 
are used to determine the sequences at 
the ends of the cDNA molecules (paired 
end reads). The sequence reads are 
aligned to a reference genome or assem-
bled into contigs using the overlapping 
sequences. Shown is the alignment of 
paired end reads to a gene containing 
one intron. (B) RNA expression levels 
are determined by counting the reads 
that correspond to a gene. Adapted with 
permission from Macmillan Publishers 
Ltd. (Wang et al., Nat. Rev. Genet. 10: 
57–63, 2009), copyright 2009.
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variants and transcripts from regions of the human genome that were pre-
viously thought to be inactive (not transcribed). In addition, many small 
RNA molecules have been discovered that are not translated into protein 
but, rather, function as regulators of gene expression.

Proteomics

Proteins are the molecular machines of cells. They catalyze biochemical 
reactions, monitor the internal and external environments of the cell and 
mediate responses to perturbations, and make up the structural compo-
nents of cells. Some proteins are present at more or less the same levels 
in all cells of an individual under most conditions, for example, proteins 
that make up ribosomes or the cytoskeleton. The levels of other proteins 
differ among cells according to the cells’ functions or change in response 
to developmental or environmental cues. Thus, analysis of the proteins 
that are present under particular biological conditions can provide insight 
into the activities of a cell or tissue.

Proteomics is the comprehensive study of all the proteins of a cell, 
tissue, body fl uid, or organism from a variety of perspectives, including 
structure, function, expression profi ling, and protein–protein interac-
tions. There are several advantages to studying the protein complement 
(proteome) of cells or tissues compared to other genomic approaches. Al-
though analysis of genomic sequences can often identify protein coding 
sequences, in many cases the function of a protein, and the posttransla-
tional modifi cations that infl uence protein activity and cellular localiza-
tion, cannot be predicted from the sequence. On the other hand, it may 
be possible to infer a protein’s function by determining the conditions 
under which it is expressed and active. While expression profi les of pro-
tein coding sequences can be determined using transcriptomics, mRNA 
levels do not always correlate with protein levels and do not indicate the 
presence of active proteins, and interactions between proteins cannot be 
assessed by these methods. Generally, mRNA is turned over rapidly, and 
therefore, transcriptomics measures actively transcribed genes, whereas 
proteomics monitors relatively more stable proteins. From a practical 
standpoint, proteomics can be used to identify proteins associated with 
a clinical disorder (protein biomarkers), especially in the early stages of 
disease development, that can aid in disease diagnosis or provide targets 
for treatment of disease.

Identifi cation of Proteins

A cell produces a large number of different proteins that must fi rst be 
separated in order to identify individual components of the proteome. To 
reduce the complexity, proteins are sometimes extracted from particular 
subcellular locations such as the cell membrane, nucleus, Golgi apparatus, 
endosomes, or mitochondria. Two-dimensional polyacrylamide gel elec-

trophoresis (2D PAGE) is an effective method to separate proteins in a 
population (Fig. 1.30). Proteins in a sample are fi rst separated on the basis 
of their net charge by electrophoresis through an immobilized pH gradi-
ent in one dimension (the fi rst dimension) (Fig. 1.30A). Amino acids in a 
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polypeptide have ionizable groups that contribute to the net charge of a 
protein; the degree of ionization (protonation) is infl uenced by the pH of 
the solution. In a gel to which an electric current is applied, proteins mi-
grate through a pH gradient until they reach a specifi c pH (the isoelectric 

point) where the overall charge of the protein is zero and they no longer 
move. A particular position in the pH gradient may be occupied by two 
or more proteins that have the same isoelectric point. However, the pro-
teins often have different molecular weights and can be further separated 
according to their molecular mass by electrophoresis at right angles to the 
fi rst dimension (the second dimension) through a sodium dodecyl sulfate 
(SDS)–polyacrylamide gel (Fig. 1.30B). The separated proteins form an 
array of spots in the gel that is visualized by staining with Coomassie blue 
or silver protein stain.

Depending on the size of the 2D polyacrylamide gel, approximately 
2,000 different proteins can be resolved. The pattern of spots is captured 
by densitometric scanning of the gel. Databases have been established 
with images of 2D polyacrylamide gels from different cell types, and soft-
ware is available for detecting spots, matching patterns between gels, and 
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Figure 1.30 2D PAGE for separation of proteins. (A) First dimension. Isoelectric fo-
cusing is performed to fi rst separate proteins in a mixture on the basis of their net 
charge. The protein mixture is applied to a pH gradient gel. When an electric current 
is applied, proteins migrate toward either the anode (+) or cathode (−) depending on 
their net charge. As proteins move through the pH gradient, they gain or lose protons 
until they reach a point in the gel where their net charge is zero. The pH in this posi-
tion of the gel is known as the isoelectric point and is characteristic of a given protein. 
At that point, a protein no longer moves in the electric current. (B) Second dimension. 
Several proteins in a sample may have the same isoelectric point and therefore migrate 
to the same position in the gel as in the fi rst dimension. Therefore, proteins are further 
separated on the basis of differences in their molecular weights by electrophoresis, at 
a right angle to the fi rst dimension, through an SDS-polyacrylamide gel (SDS-PAGE). 
doi:10.1128/9781555818890.ch1.f1.30
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quantifying the protein content of the spots. Proteins with either low or 
high molecular weights, those with highly acidic or basic isoelectric points 
(such as ribosomal proteins and histones), those that are found in cellular 
membranes, and those that are present in small amounts are not readily 
resolved by 2D PAGE.

After separation, individual proteins are excised from the gel and the 
identity of the protein is determined, usually by mass spectrometry (MS). 
A mass spectrometer detects the masses of the ionized form of a molecule. 
For identifi cation, the protein is fi rst fragmented into peptides by diges-
tion with a protease, such as trypsin, that cleaves at lysine or arginine resi-
dues (Fig. 1.31). The peptides are ionized and separated according to their 
mass-to-charge (m/z) ratio, and then the abundance and m/z ratios of the 
ions are measured. Several mass spectrometers are available that differ 
in the type of sample analyzed, the mode of ionization of the sample, the 
method for generating the electromagnetic fi eld that separates and sorts 
the ions, and the method of detecting the different masses. Peptide masses 
are usually determined by matrix-assisted laser desorption ionization–
time of fl ight (MALDI-TOF) MS. To determine the m/z value of each 
peptide fragment generated from an excised protein by MALDI-TOF MS, 
the peptides are ionized by mixing them with a matrix consisting of an 
organic acid and then using a laser to promote ionization. The ions are 
accelerated through a tube using a high-voltage current, and the time re-
quired to reach the ion detector is determined by their molecular mass, 
with lower-mass ions reaching the detector fi rst.

To facilitate protein identifi cation, computer algorithms have been de-
veloped for processing large amounts of MS data. Databases have been es-
tablished that contain the masses of peptides from trypsin digestion for all 
known proteins. The databases are searched to identify a protein whose 
peptide masses match the values of the peptide masses of an unknown 
protein that were determined by MALDI-TOF MS (Fig. 1.31). This type 
of analysis is called peptide mass fi ngerprinting.

Protein Expression Profi ling

Protein expression profi ling is important for cataloging differences be-
tween normal and diseased cells that can be used for diagnosis, tracking 
changes during disease processes, and monitoring the cellular responses 
to therapeutic drugs. Several methods have been developed to quantita-
tively compare the proteomes among samples. Two-dimensional differ-
ential in-gel electrophoresis is very similar to 2D PAGE; however, rather 
than separating proteins from different samples on individual gels and 
then comparing the maps of separated proteins, proteins from two dif-
ferent samples are differentially labeled and then separated on the same 
2D polyacrylamide gel (Fig. 1.32). Typically, proteins from each sample 
are labeled with different fl uorescent dyes (e.g., Cy3 and Cy5); the la-
beled samples are mixed and then run together in the same gel, which 
overcomes the variability between separate gel runs. The two dyes carry 
the same mass and charge, and therefore, a protein labeled with Cy3 mi-
grates to the same position as the identical protein labeled with Cy5. The 
Cy3 and Cy5 protein patterns are visualized separately by fl uorescent 
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Figure 1.31 Protein identifi cation by mass spectrometry. A spot containing an un-
known protein that was separated by 2D PAGE is excised from the gel and digested 
with trypsin to generate peptides. The peptides are separated by MALDI-TOF MS. 
The set of peptide masses from the unknown protein is used to search a database that 
contains the masses of tryptic peptides for every known sequenced protein, and the 
best match is determined. Because trypsin cleaves proteins at specifi c amino acids, the 
trypsin cleavage sites of known proteins can be determined from the amino acid se-
quence, and consequently, the masses of the tryptic peptides are easy to calculate. Only 
some of the tryptic peptide masses for the unknown protein are listed in this example. 
doi:10.1128/9781555818890.ch1.f1.31
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Figure 1.32 Protein expression profi ling using 2D differential in-gel electrophoresis. 
The proteins of two proteomes are labeled with fl uorescent dyes Cy3 and Cy5. The 
labeled proteins from the two samples are combined and separated by 2D PAGE. 
The gel is scanned for each fl uorescent dye, and the relative levels of the two dyes 
in each protein spot are recorded. Each spot with an unknown protein is excised for 
identifi cation by MS. Photo reproduced from Lee et al., Appl. Environ. Microbiol. 76: 
4655–4663, 2010, with permission. doi:10.1128/9781555818890.ch1.f1.32
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excitation. The images are compared, and any differences are recorded. 
In addition, the ratio of Cy3 to Cy5 fl uorescence for each spot is deter-
mined to detect proteins that are either up- or downregulated. Unknown 
proteins are identifi ed by MS.

Another powerful technique for comparing protein populations 
among samples utilizes protein microarrays. Protein microarrays are simi-
lar to DNA microarrays; however, rather than arrays of oligonucleotides, 
protein microarrays consist of large numbers of proteins immobilized in 
a known position on a surface such as a glass slide in a manner that pre-
serves the structure and function of the proteins. The proteins arrayed on 
the surface can be antibodies specifi c for a set of proteins in an organ-
ism, purifi ed proteins that were expressed from a DNA or cDNA library, 
short synthetic peptides, or multiprotein samples from cell lysates or tis-
sue specimens. The arrayed proteins are probed with samples that contain 
molecules that interact with the proteins. For example, the interacting 
molecules can be other proteins to detect protein-protein interactions, 
nucleic acid sequences to identify proteins that regulate gene expression 
by binding to DNA or RNA, substrates for specifi c enzymes, or small 
protein-binding compounds such as lipids or drugs.

Microarrays consisting of immobilized antibodies are used to detect 
and quantify proteins present in a complex sample. Antibodies directed 
against more than 1,800 human proteins have been isolated, character-
ized, and validated, and subsets of these that detect specifi c groups of 
proteins such as cell signaling proteins can be arrayed. To compare pro-
tein profi les in two different samples, for example, in normal and dis-
eased tissues, proteins extracted from the two samples are labeled with 
two different fl uorescent dyes (e.g., Cy3 and Cy5) and then applied to 
a single antibody microarray (Fig. 1.33). Proteins present in the samples 
bind to their cognate antibodies, and after a washing to remove unbound 
proteins, the antibody-bound proteins are detected with a fl uorescence 
scanner. Interpretation of the fl uorescent signals that represent the relative 
levels of specifi c proteins in the two samples on a protein microarray is 
very similar to analysis of a DNA microarray.

To increase the sensitivity of the assay and therefore the detection of 
low-abundance proteins, or to detect a specifi c subpopulation of proteins, 
a “sandwich”-style assay is often employed (Fig. 1.34). In this case, un-
labeled proteins in a sample are bound to an antibody microarray, and 
then a second, labeled antibody is applied. This approach has been used 
to determine whether particular posttranslational protein modifi cations 
such as phosphorylation of tyrosine or glycosylation are associated with 
specifi c diseases. Serum proteins are fi rst captured by immobilized anti-
bodies on a microarray. Then, an antiphosphotyrosine antibody is applied 
that binds only to phosphorylated proteins (Fig. 1.34A). The antiphos-
photyrosine antibody is tagged, for example, with a biotin molecule, and 
fl uorescently labeled streptavidin, which binds specifi cally to biotin, is 
added to detect the phosphorylated protein. In a similar manner, glycosy-
lated proteins can be detected with lectins (Fig. 1.34B). Lectins are plant 
glycoproteins that bind to specifi c carbohydrate moieties on the surface of 
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Figure 1.33 Protein expression profi ling with an antibody microarray. Proteins ex-
tracted from two different samples are labeled with fl uorescent dyes Cy3 and Cy5, 
respectively. The labeled proteins are mixed and incubated with an array of antibodies 
immobilized on a solid support. Proteins bound to their cognate antibodies are de-
tected by measuring fl uorescence, and the relative levels of specifi c proteins in each 
sample are determined. doi:10.1128/9781555818890.ch1.f1.33

proteins or cell membranes, and many different lectins with affi nities for 
different glycosyl groups (glycans) are available.

In another type of microarray, purifi ed proteins representing as many 
proteins of a proteome under study as possible are arrayed on a solid 
support and then probed with antibodies in serum samples collected from 
healthy (control) and diseased individuals. The purpose of these studies 
is to discover whether individuals produce antibodies that correlate with 
particular diseases or biological processes. For example, the differential 
expression of antibodies in serum samples from individuals with and 
without Alzheimer disease was tested using a microarray consisting of 
more than 9,000 unique human proteins (Fig. 1.35). After incubation of 
the serum samples with the protein microarray, bound antibodies were de-
tected using a fl uorescently labeled secondary antibody that interacts spe-
cifi cally with human antibodies. The screen resulted in the identifi cation 
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of 10 autoantibodies (i.e., directed against an individual’s own protein) 
that may be used as biomarkers to diagnose Alzheimer disease. Protein 
microarrays can also be used to identify proteins that interact with ther-
apeutic drugs or other small molecules (Fig. 1.36). This can aid in deter-
mining the mechanism of action of a drug, for assessing responsiveness 
among various forms of a target protein (e.g., variants produced by differ-
ent individuals), and for predicting undesirable side effects.
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Figure 1.34 Detection of posttranslationally modifi ed proteins with a sandwich-style 
antibody microarray. (A) Detection of phosphorylated proteins. An antibody microar-
ray (1) is incubated with a protein sample (2). Biotinylated antiphosphotyrosine an-
tibodies are added (3). Binding of the antibodies to phosphorylated tyrosine residues 
on some of the proteins is detected with fl uorescently labeled streptavidin, which has 
a specifi c affi nity for biotin (4). (B) Detection of glycosylated proteins. An antibody 
microarray (1) is incubated with a protein sample (2). Biotinylated lectin molecules 
that bind to a specifi c glycan group are added (3). Binding of lectin to the glycan 
groups on some of the proteins is detected with fl uorescently labeled streptavidin (4). 
doi:10.1128/9781555818890.ch1.f1.34
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Protein–Protein Interactions

Proteins typically function as complexes comprised of different interact-
ing protein subunits. Important cellular processes such as DNA replica-
tion, energy metabolism, and signal transduction are carried out by large 
multiprotein complexes. Thousands of protein–protein interactions occur 
in a cell. Some of these are short-lived, while others form stable multicom-
ponent complexes that may interact with other complexes. Determining 
the functional interconnections among the members of a proteome is not 
an easy task. Several strategies have been developed to examine protein 
interactions, including protein microarrays, two-hybrid systems, and tan-

dem affi  nity purifi cation methods.
The two-hybrid method that was originally devised for studying the 

yeast proteome has been used extensively to determine pairwise protein–
protein interactions in both eukaryotes and prokaryotes. The underly-
ing principle of this assay is that the physical connection between two 
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Figure 1.35 Identifi cation of disease biomarkers with a human protein microarray. 
Serum samples are collected from diseased and healthy individuals and incubated with 
microarrays of purifi ed human proteins. Serum autoantibodies bind to specifi c proteins 
on the microarray and are detected by applying a fl uorescently labeled secondary anti-
body directed against human antibodies. Autoantibodies present in the serum from dis-
eased individuals but not in serum from healthy individuals are potential biomarkers 
that can be used in diagnosis of the disease. doi:10.1128/9781555818890.ch1.f1.35
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Figure 1.36 Protein microarrays to detect protein-drug interactions. Therapeutic 
drugs or other small molecules tagged with a fl uorescent dye are applied to purifi ed 
proteins arrayed on a solid support. doi:10.1128/9781555818890.ch1.f1.36
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proteins reconstitutes an active transcription factor that initiates the ex-
pression of a reporter gene. The transcription factors employed for this 
purpose have two domains. One domain (DNA-binding domain) binds to 
a specifi c DNA site, and the other domain (activation domain) activates 
transcription (Fig. 1.37A). The two domains are not required to be part of 
the same protein to function as an effective transcription factor. However, 
the activation domain alone will not bind to RNA polymerase to activate 
transcription. Connection with the DNA-binding domain is necessary to 
place the activation domain in the correct orientation and location to 
initiate transcription by RNA polymerase.

For a two-hybrid assay, the coding sequences of the DNA-binding 
and activation domains of a specifi c transcription factor are cloned into 
separate vectors (Fig. 1.37). Often, the Gal4 transcriptional factor from 
Saccharomyces cerevisiae or the bacterial LexA transcription factor is 
used. A cDNA sequence that is cloned in frame with the DNA-binding 
domain sequence produces a fusion (hybrid) protein and is referred to as 
the “bait.” This is the target protein for which interacting proteins are to 
be identifi ed. Another cDNA sequence is cloned into another vector in 
frame with the activation domain coding sequence. A protein attached 
to the activation domain is called the “prey” and potentially interacts 
with the bait protein. Host yeast cells are transformed with both bait and 
prey DNA constructs. After expression of the fusion proteins, if the bait 
and prey do not interact, then there is no transcription of the reporter 
gene (Fig. 1.37B). However, if the bait and prey proteins interact, then 
the DNA-binding and activation domains are also brought together. This 
enables the activation domain to make contact with RNA polymerase and 
activate transcription of the reporter gene (Fig. 1.37C). The product of an 
active reporter gene may produce a colorimetric response or may allow a 
host cell to proliferate in a specifi c medium.

For a whole-proteome protein interaction study, two libraries are pre-
pared, each containing thousands of cDNAs generated from total cellular 
mRNA (or genomic DNA fragments in a study of proteins from a pro-
karyote). To construct the bait library, cDNAs are cloned into the vector 
adjacent to the DNA sequence for the DNA-binding domain of the tran-
scription factor Gal4 and then introduced into yeast cells. To construct 
the prey library, the cDNAs are cloned into the vector containing the 
sequence for the activation domain, and the constructs are transferred to 
yeast cells. The libraries are typically screened for bait-prey protein inter-
actions in one of two ways. In one method, a prey library of yeast cells is 
arrayed on a grid. The prey library is then screened for the production of 
proteins that interact with a bait protein by introducing individual bait 
constructs to the arrayed clones by mating (Fig. 1.38A). Alternatively, each 
yeast clone in a bait library is mated en masse with a mixture of strains in 
the prey library, and then positive interactions are identifi ed by screening 
for activation of the reporter gene (Fig.  1.38B). Challenges with using 
the two-hybrid system for large-scale determination of protein–protein 
interactions include the inability to clone all possible protein coding genes 
in frame with the activation and DNA-binding domains, which leads to 
missed interactions (false negatives), and the detection of interactions that 
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Figure 1.37 Two-hybrid analysis to iden-
tify protein–protein interactions. (A) The 
DNA-binding domain of a transcription 
factor binds to a specifi c sequence in the 
regulatory region of a gene, which ori-
ents the activation domain required for 
the initiation of transcription of the gene 
by RNA polymerase. (B) The coding se-
quences for the DNA-binding domain 
and the activation domain are fused 
to DNA X and DNA Y, respectively, in 
separate vectors, and both constructs 
(hybrid genes) are introduced into a 
cell. After translation, the DNA-binding 
domain–protein X fusion protein binds 
to the regulatory sequence of a reporter 
gene. However, protein Y (prey) does not 
interact with protein X (bait), and the re-
porter gene is not transcribed because the 
activation domain does not, on its own, 
associate with RNA polymerase. (C) 
The coding sequence for the activation 
domain is fused to the DNA for protein 
Z (DNA Z) and transformed into a cell 
containing the DNA-binding domain–
DNA X fusion construct. The proteins 
encoded by the DNAs of the hybrid 
genes interact, and the activation domain 
is properly oriented to initiate transcrip-
tion of the reporter gene, demonstrating 
a specifi c protein–protein interaction. 
doi:10.1128/9781555818890.ch1.f1.37



62 C H A P T E R  1

A

B

Mate with each yeast
strain in arrayed library

Reporter gene
activation indicates
yeast strains with
interacting bait and
prey proteins

Arrayed prey library
Individual yeast strain

from bait library

Mate with mixture of yeast
strains in prey library

Reporter gene
activation indicates
yeast strains with
interacting bait and
prey proteins

Individual yeast strain
from bait library

Mixture of yeast strains
containing prey library

Figure 1.38 Whole-proteome screens 
for protein interactions using the yeast 
two-hybrid system. Two libraries are 
prepared, one containing genomic DNA 
fragments or cDNAs fused to the coding 
sequence for the DNA-binding domain 
of a transcription factor (bait library) 
and another containing genomic DNA 
fragments or cDNAs fused to the activa-
tion domain of the transcription factor 
(prey library). Two methods are com-
monly used to screen for pairwise pro-
tein interactions. (A) Individual yeast 
strains in the bait library are mated 
with each yeast strain in an arrayed 
prey library. Resulting strains in the ar-
ray that produce bait and prey proteins 
that interact are detected by assaying 
for reporter gene activation (wells of a 
multiwell plate containing cells that ex-
press the reporter gene are indicated in 
green). (B) Yeast strains in the prey li-
brary are mated en masse with individual 
strains in the bait library. The mixture 
of strains is screened for reporter gene 
activity that identifi es strains with in-
teracting bait and prey proteins (green). 
doi:10.1128/9781555818890.ch1.f1.38
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do not normally occur in their natural environments within the original 
cells and therefore are not biologically relevant (false positives). None-
theless, this approach has been used to successfully identify interacting 
proteins in a wide range of organisms from bacteria to humans.

Instead of studying pairwise protein interactions, the tandem affi n-
ity purifi cation tag procedure is designed to capture multiprotein clusters 
and then identify the components with MS (Fig. 1.39). In this method, a 
cDNA sequence that encodes the bait protein is fused to a DNA sequence 
that encodes two small peptides (tags) separated by a protease cleavage 
site. The peptide tags bind with a high affi nity to specifi c molecules and 
facilitate purifi cation of the target protein. A “two-tag” system allows 
two successive rounds of affi nity binding to ensure that the target and 
its associated proteins are free of any nonspecifi c proteins. Alternatively, 
a “one-tag” system with a small protein tag that is immunoprecipitated 
with a specifi c antibody requires only a single purifi cation step. In a num-
ber of trials, the tags did not alter the function of various test proteins.

A cDNA–two-tag construct is introduced into a host cell, where it is 
expressed and a tagged protein is synthesized (Fig. 1.39). The underlying 
assumption is that the cellular proteins that normally interact with the 
native protein in vivo will also combine with the tagged protein. After the 
cells are lysed, the tagged protein and any interacting proteins are purifi ed 
using the affi nity tags. The proteins of the cluster are separated according 
to their molecular weight by PAGE and identifi ed with MS. Computer 
programs are available for generating maps of clusters with common pro-
teins, assigning proteins with shared interrelationships to specifi c cellular 
activities, and establishing the links between multiprotein complexes.

Metabolomics

Metabolomics provides a snapshot of the small molecules present in a com-
plex biological sample. The metabolites present in cells and cell secretions 
are infl uenced by genotype, which determines the metabolic capabilities 
of an organism, and by environmental conditions such as the availabil-
ity of nutrients and the presence of toxins or other stressors. Metabolite 
composition varies depending on the developmental and health status of 
an organism, and therefore, a comprehensive metabolite profi le can iden-
tify molecules that refl ect a particular physiological state. For example, 
metabolites present in diseased cells but not in healthy cells are useful 
biomarkers for diagnosing and monitoring disease. Metabolic profi les can 
also aid in understanding drug metabolism, which may reduce the effi cacy 
of a treatment, or in understanding drug toxicity, which can help to reduce 
adverse drug reactions. Metabolomic analysis can be used to determine 
the catalytic activity of proteins, for example, by quantifying changes in 
metabolite profi les in response to mutations in enzyme coding genes and 
to connect metabolic pathways that share common intermediates.

Biological samples for metabolite analysis may be cell or tissue ly-
sates, body fl uids such as urine or blood, or cell culture media that con-
tain a great diversity of metabolites. These include building blocks for 
biosynthesis of cellular components such as amino acids, nucleotides, and 
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Figure 1.39 Tandem affi nity purfi cation to detect multiprotein complexes. The cod-
ing region of a cDNA (cDNA X) is cloned into a vector in frame with two DNA 
sequences (tag 1 and tag 2), each encoding a short peptide that has a high affi nity for 
a specifi c matrix. The tagged cDNA construct is introduced into a host cell, where it 
is transcribed and the mRNA is translated. Other cellular proteins bind to the protein 
encoded by cDNA X (protein X). The cluster consisting of protein X and its interact-
ing proteins (colored shapes) is separated from other cellular proteins by the binding 
of tag 1 to an affi nity matrix which is usually fi xed to a column that retains the cluster 
while allowing noninteracting proteins to fl ow through. The cluster is then eluted 
from the affi nity matrix by cleaving off tag 1 with a protease, and a second purifi ca-
tion step is carried out with tag 2 and its affi nity matrix. The proteins of the cluster 
are separated by one-dimensional PAGE. Single bands are excised from the gel and 
identifi ed by MS. doi:10.1128/9781555818890.ch1.f1.39

lipids. Also present are various substrates, cofactors, regulators, interme-
diates, and end products of metabolic pathways such as carbohydrates, 
vitamins, organic acids, amines and alcohols, and inorganic molecules. 
These molecules have very different properties, and therefore comprehen-
sive detection and quantifi cation using a single method based on chemical 
characteristics present a challenge.

Metabolomics employs spectroscopic techniques such as MS and nu-

clear magnetic resonance (NMR) spectroscopy to identify and quantify the 
metabolites in complex samples. Often, multiple methods are used in par-
allel to obtain a comprehensive view of a metabolome. In a manner sim-
ilar to protein identifi cation described above, MS measures the m/z ratio 
of charged metabolites. The molecules may be ionized by various methods 
before separation of different ions in an electromagnetic fi eld. MS is typi-
cally coupled with chromatographic techniques that fi rst separate metab-
olites based on their properties. For example, MS may be coupled with 
gas chromatography to separate volatile metabolites. Some nonvolatile 
metabolites, such as amino acids, are chemically modifi ed (derivatized) 
to increase their volatility. Liquid chromatography separates metabolites 
dissolved in a liquid solvent based on their characteristic retention times 
as they move through an immobilized matrix.

NMR spectroscopy is based on the principle that in an applied mag-
netic fi eld, molecules (more precisely, atomic nuclei with an odd mass 
number) absorb and emit electromagnetic energy at a characteristic reso-
nance frequency that is determined by their structure. Thus, the resonance 
frequencies provide detailed information about the structure of a mole-
cule and enable differentiation among molecules with different structures, 
even when the difference is very small, such as between structural isomers. 
In contrast to MS, an initial metabolite separation step is not required, 
and NMR measures different types of molecules. In addition, NMR is not 
destructive, and in fact, it has been adapted to visualize molecules in liv-
ing human cells in the diagnostic procedure magnetic resonance imaging 

(MRI). A drawback of NMR is low sensitivity, which means that it does 
not detect low-abundance molecules.

An illustration of the application of metabolome analysis is the iden-
tifi cation of metabolites that are associated with the progression of pros-
tate cancer to metastatic disease. Researchers compared more than 1,000 

NMR
nuclear magnetic resonance

MRI
magnetic resonance imaging
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metabolites in benign prostate tissue, localized prostate tumors, and met-
astatic tumors from liver, rib, diaphragm, and soft tissues using MS com-
bined with liquid and gas chromatography (different metastatic tumor 
tissues were analyzed to minimize identifi cation of tissue-specifi c metabo-
lites). Sixty metabolites were found in localized prostate and/or metastatic 
tumors but not in benign prostate tissue, and six of these were signifi cantly 
higher in the metastatic tumors. The metabolite profi le indicated that 
progression of prostate cancer to metastatic disease was associated with 
an increase in amino acid metabolism. In particular, levels of sarcosine, a 
derivative of the amino acid glycine, were much higher in the metastatic 
tumors than in localized prostate cancer tissue and were not detectable in 
noncancerous tissue (Fig.  1.40). Moreover, sarcosine levels were higher 
in the urine of men with prostate tissue biopsies that tested positive for 
cancer than in that of biopsy-negative controls, and higher in prostate can-
cer cell lines than in benign cell lines. Benign prostate epithelial cells be-
came motile and more invasive upon exposure to sarcosine than did those 
treated with alanine as a control. From this analysis, sarcosine appears to 
play a key role in cancer cell invasion and shows promise as a biomarker 
for progression of prostate cancer and as a target for prevention.
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Figure 1.40 Metabolite profi les of be-
nign prostate, localized prostate cancer, 
and metastatic tumor tissues. The rela-
tive levels of a subset of 50 metabolites 
are shown in each row. Levels of a me-
tabolite in each tissue (columns) were 
compared to the median metabolite 
level (black); shades of yellow represent 
increases, and shades of blue indicate 
decreases. Metastatic samples were 
taken from soft (A), rib or diaphragm 
(B), or liver (C) tissues. Modifi ed with 
permission from Macmillan Publishers 
Ltd. from Sreekumar et al., Nature 457: 
910–914, 2009.
 doi:10.1128/9781555818890.ch1.f1.40.



 Fundamental Technologies 67

summary

Medical biotechnology is the application of molecular tech-
nologies to diagnose and treat human diseases. At the core of 
these technologies are strategies to identify and isolate specifi c 
genes and to propagate them in host organisms. The tools 
for these processes were developed from an understanding 
of the biochemistry, genetics, and molecular biology of cells, 
especially prokaryotic cells, and viruses. Molecular cloning is 
the process of inserting a gene or other DNA sequence from 
one organism into a vector and introducing it into a host 
cell. The discovery of restriction endonucleases was essential 
for this process, as it enabled predictable and reproducible 
cleavage of both target (insert) and vector DNAs in prepa-
ration for joining the two molecules. A restriction endonu-
clease is a protein that binds to DNA at a specifi c nucleotide 
sequence and cleaves a phosphodiester bond in each of the 
DNA strands within the recognition sequence. Digestion of 
target and vector DNA with the same restriction endonu-
clease generates compatible single-stranded extensions that 
can be joined by complementary base-pairing and the activ-
ity of the enzyme DNA ligase that catalyzes the formation 
of phosphodiester bonds. Another cloning method known 
as recombinational cloning does not utilize restriction endo-
nucleases or DNA ligase for insertion of target DNA into a 
vector but, rather, exploits a system used by some viruses to 
integrate into the host genome via recombination at specifi c 
attachment sequences.

Cloned DNA is introduced into host bacterial cells that are 
competent to take up exogenous DNA, a process known as 
transformation. Vectors that carry the target DNA into the 
host cell are often derived from natural bacterial plasmids 
that have been genetically engineered with several endonu-
clease recognition sequences (multiple-cloning sites) to fa-
cilitate cloning. A vector can be propagated in a host cell if 
it possesses a DNA sequence (origin of replication) that en-
ables it to replicate in the host. Transformation is generally 
ineffi cient; however, transformed cells may be distinguished 
from nontransformed cells by testing for the activity of genes 
that are present on the vector, including genes for resistance 
to antibiotics or synthesis of colored products.

To clone and express genes that encode eukaryotic proteins 
in a bacterial host, the introns must fi rst be removed. Puri-
fi ed mRNA is used as a template for the synthesis of cDNA 
by the enzyme reverse transcriptase. Oligonucleotide primers 
can be designed to target a specifi c mRNA for cDNA synthe-
sis or to anneal to the poly(A) tails present on most eukary-
otic mRNAs to generate a cDNA library that contains all of 
the protein coding sequences from the genome of a source 
eukaryote. Construction of a genomic DNA library from a 
prokaryote is more straightforward and entails cleaving the 
DNA to obtain overlapping fragments for cloning. Libraries 

are screened by a variety of methods to identify clones with a 
particular sequence or that produce a target protein.

Amplifi cation and sequencing of DNA are also fundamental 
tools of medical biotechnology. PCR is a powerful method 
for generating millions of copies of a specifi c sequence of 
DNA from very small amounts of starting material. Amplifi -
cation is achieved in 30 or more successive cycles of template 
DNA denaturation, annealing of the two oligonucleotide 
primers to complementary sequences fl anking a target gene 
in the single-stranded DNA, and DNA synthesis extending 
from the primer by a thermostable DNA polymerase. Among 
innumerable applications, PCR can be used to detect a spe-
cifi c nucleotide sequence in a complex biological sample or 
to obtain large amounts of a particular DNA sequence either 
for cloning or for sequencing.

The nucleotide sequence of a gene can reveal useful informa-
tion about the function, regulation, and evolution of the gene. 
All of the sequencing technologies currently used involve (i) 
enzymatic addition of nucleotides to a primer based on com-
plementarity to a template DNA fragment and (ii) detection 
and identifi cation of the nucleotide(s) added. The techniques 
differ in the method by which the nucleotides are extended, 
employing either DNA polymerase to catalyze the addition of 
single nucleotides (sequencing by synthesis) or ligase to add 
a short, complementary oligonucleotide (sequencing by liga-
tion), and in the method by which the addition is detected. 
The dideoxynucleotide method developed by Sanger and 
his colleagues has been used for several decades to sequence 
genes and whole genomes. This method relies on the incor-
poration of a synthetic dideoxynucleotide that lacks a 3′ hy-
droxyl group into a growing DNA strand, which terminates 
DNA synthesis. Conditions are optimized so that the dideox-
ynucleotides are incorporated randomly, producing DNA 
fragments of different lengths that terminate with one of the 
four dideoxynucleotides, each tagged with a different fl uores-
cent dye. The fragments are separated according to their size 
by electrophoresis, and the sequence of fl uorescent signals is 
determined and converted into a nucleotide sequence. Pyrose-
quencing entails correlating the release of pyrophosphate, 
which is recorded as the emission of light, with the incorpo-
ration of a particular nucleotide into a growing DNA strand. 
Sequencing using reversible chain terminators also reveals the 
sequence of a DNA fragment by detecting single-nucleotide 
extensions; however, in contrast to pyrosequencing, the four 
nucleotides are added to the reaction together in each cycle, 
and after the unincorporated nucleotides are washed away, 
the nucleotide incorporated by DNA polymerase is distin-
guished by its fl uorescent signal. The fl uorescent dye and a 
blocking group that prevents addition of more than one nu-
cleotide during each cycle are chemically cleaved, and the 

(continued)
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substantially reduced the time and cost to sequence whole 
genomes. Hundreds of millions of short nucleotide reads 
can now be acquired simultaneously (massive paralleliza-
tion) and assembled into contigs. Using these approaches, the 
genome sequences of thousands of organisms from all do-
mains of life have been completed or are in progress. The 
next steps are to annotate the sequence features and to de-
termine the functions of the genes encoded in the genomes 
by investigating patterns of transcription (transcriptomics), 
protein synthesis (proteomics), and small-molecule produc-
tion (metabolomics) using a variety of techniques such as 
DNA and protein microarray analysis, RNA sequencing, 2D 
PAGE, mass spectrometry, and NMR. Comparison of ge-
nome sequences can reveal the genetic basis of a disease, the 
mechanism of pathogenicity of a microbe, or the evolution-
ary relationships among organisms, while transcript, protein, 
and metabolite profi les can identify biomarkers for diagnosis 
and treatment of disease.

summary (continued)

cycle is repeated. In another method, short sequences can be 
determined by ligating fl uorescently tagged oligonucleotides 
that have a known nucleotide sequence in the query position 
to a primer in a DNA template-dependent fashion.

The dideoxynucleotide procedure in combination with shot-
gun cloning was used to sequence many whole genomes, in-
cluding the fi rst human genome sequence. In this approach, 
random, overlapping genomic DNA fragments are cloned 
into a vector and introduced in a bacterial host, and after iso-
lation of the plasmids, the cloned DNAs serve as sequencing 
templates. However, pyrosequencing and sequencing using 
reversible chain terminators or ligated oligonucleotides form 
the basis of the high-throughput next-generation sequenc-
ing strategies. These sequencing technologies, together with 
cell-free methods to generate a library of genomic DNA se-
quencing templates in a dense array on a solid surface, have 

review questions

1. Describe a strategy using restriction endonucleases to 
clone a bacterial gene into a vector for propagation in E. coli. 
Assume that the target sequence is known. Describe the se-
lection for E. coli cells that carry the cloned gene. Consider 
methods to minimize unwanted products.

2. Describe the features that make pUC19 a useful cloning 
vector.

3. Outline a strategy to clone a eukaryotic gene into a vector 
for expression in E. coli. Briefl y describe the activity of the 
enzymes used in the process.

4. Describe how a library of open reading frames that rep-
resents a proteome is constructed by recombinational cloning.

5. A genomic DNA library of the bacterium Pseudomonas 
putida was constructed by partially digesting the genomic 
DNA with Sau3AI and inserting the fragments into pUC19 
digested with BamHI. Why were two different restriction en-
zymes used in this experiment? How is the partial digestion 
performed, and what is the result? Why was a partial diges-
tion used to construct the library?

6. Outline the steps in a PCR cycle. What component of a 
PCR determines the specifi city of the amplifi ed product?

7. Describe how PCR is used to clone a specifi c gene.

8. What is a dideoxynucleotide? How is it used to determine 
the sequence of a DNA molecule?

9. Outline the basic features of pyrosequencing.

10. How are incorporated nucleotides recognized after each 
cycle of sequencing using reversible chain terminators? How 
does this differ from pyrosequencing?

11. Why are several different primers used in sequencing by 
ligation?

12. Why are adaptors often ligated to DNA fragments prior 
to sequencing?

13. How does preparation of sequencing templates dif-
fer between the shotgun cloning and the high-throughput 
next-generation approaches to whole-genome sequencing?

14. Describe emulsion PCR.

15. What are some of the benefi ts of whole-genome sequenc-
ing to human medicine?

16. Outline a DNA microarray experiment. List some appli-
cations for this technology.

17. What are some of the advantages of using RNA sequenc-
ing rather than DNA microarrays to profi le gene expression?

18. How are gene expression levels quantified using 
high-throughput RNA sequencing?
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23. Describe three methods to determine protein–protein 
interactions.

24. What biological information may be provided by the 
tandem affi nity purifi cation tag system that is not provided 
by a two-hybrid assay?

25. Explain how metabolomics may be used to identify 
biomarkers of disease.

review questions (continued)

19. Explain why random hexamers used for RNA sequenc-
ing result in overrepresentation of sequences from the 5′ end 
of a gene.

20. How can 2D PAGE be used to identify proteins that are 
differentially expressed in two samples?

21. Describe some applications for protein microarrays.

22. What biological information may be provided by a pro-
tein microarray assay that is not provided by using a DNA 
microarray?
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The Immune Response

Overview of Infection and Immunity

A brief overview of some immunological terms, the important properties 
and principles of all immune responses, and the essential components 
(tissues, cells, and molecules) of an immune response is presented in this 
chapter. The objective is to provide the reader with a basic understand-
ing of fundamental immunology concepts that may be applied for the 
development of novel biomedical techniques in the immunotherapy of 
infection and disease. Emphasis is placed on addressing the following 
questions: 

• What are the important characteristics, functions, and mechanisms 
of immune responses?

• Which immune responses protect individuals from infections?
• How do the components of the immune system (tissues, cells, and 

molecules) recognize microbial pathogens and help to eliminate 
them?

Immunology is the study of the immune system and its responses to a 
host of invading pathogens and other harmful agents (e.g., insect toxins). 
The immune system is comprised of several types of cells, tissues, and 
molecules that mediate resistance to infection and accompanying infec-
tious disease, and the interaction of these cells, tissues, and molecules to 
infectious microbes elicits an immune response. Thus, the raison d’être of 
the immune system is to initially prevent infection and then to arrest and 
eliminate established infection.

The immune system is essential to maintain the health of an individ-
ual, as demonstrated by the increased susceptibility of individuals with 
defi cient immune responses to acute, invariably life-threatening infections 
(Table  2.1). In contrast, the stimulation of immune responses against 
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microbes by vaccination is the most effective method of protection of in-
dividuals against infection (Table 2.2). Notably, by 1977, smallpox, long 
considered to be the most deadly and persistent human pathogenic dis-
ease, was eradicated by the World Health Organization (WHO). This was 
accomplished through a massive, worldwide outbreak search and vac-
cination program. The underlying benefi t of such immunizations is that 
the vaccine triggers an immune response more rapidly than the natural 
infection itself. The emergence of acquired immunodefi ciency syndrome 
(AIDS) since the 1980s has further emphasized the importance of the im-
mune system for defending individuals against infection.

Importantly, the impact of immunology extends beyond infectious dis-
ease. For example, the immune response is the major barrier to successful 
organ transplantation, which is being used more frequently as a therapy 

WHO
World Health Organization

AIDS
acquired immunodefi ciency syndrome

Table 2.1 Role of the immune system in health and disease

Defensive role Consequence

Infection Reduced immunity increases susceptibility to 
infection (e.g., HIV).

Vaccination increases immunity and protects 
against infections.

Immune responses to tissue transplants and 
novel proteins

Barriers to transplantation and gene therapy

Tumors Possible immunotherapy for cancer

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the 
Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

The defensive role of the immune system and the consequences in various immune responses are pre-
sented. Note that immune responses not only protect against disease but also elicit or exacerbate disease.

Table 2.2  Benefi ts of vaccination for some infectious diseases

Disease
Highest no. of 
cases (yr)

No. of cases 
in 2004

Decrease 
(%)

Diphtheria 206,939 (1921) 0 100.0

Haemophilus infl uenzae type b infection 20,000 (1984) 16 99.9

Hepatitis B 26,611 (1985) 6,632 75.1

Measles 894,134 (1941) 37 99.9

Mumps 152,209 (1968) 236 99.9

Pertussis 265,269 (1934) 18,957 96.8

Polio (paralytic) 21,269 (1952) 0 100.0

Rubella 57,686 (1969) 12 99.9

Tetanus 1,560 (1923) 26 98.3

TB 17,500 (1993) 14,511 96.7

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the 
Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

The incidence of certain infectious diseases is dramatically reduced in the general population after prior 
vaccination. A vaccine was recently developed for hepatitis B, and as a result, the incidence of hepatitis B is 
continuing to decrease worldwide. In 2011, about 9,350 new tuberculosis (TB) cases were reported in the 
United States, an incidence of 3.4 cases per 100,000 population, which is lower than the rate in 2010. This 
is the lowest rate recorded since reporting began in 1953. The percent decline is greater than the average 
3.8% decline per year observed from 2000 to 2008 but is not as large as the record decline of 11.4% from 
2008 to 2009. According to these rates, if current efforts are not improved or expanded, TB elimination in 
the United States is unlikely before 2100 (Centers for Disease Control and Prevention, 2012).
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for organ failure. Attempts to treat cancers by stimulating immune re-
sponses against cancer cells are being tried for many human malignan-
cies. Furthermore, abnormal immune responses are the causes of many 
infl ammatory diseases with serious morbidity and mortality. Antibodies, 
protein products synthesized by B cells during an immune response, are 
highly specifi c reagents for detecting a wide variety of molecules in the 
circulation and in cells and tissues. Therefore, antibodies have emerged as 
valuable reagents for the development of laboratory diagnostic technolo-
gies for both clinical research and clinical trials.

Antibodies designed to block or eliminate potentially harmful mol-
ecules and cells are in extensive use for the treatment of immunological 
diseases, cancers, and other types of disorders. Accordingly, the fi eld of 
immunology impacts highly on the interests of clinicians, scientists, and 
the lay public.

Functions of the Immune System

Four important functions are performed by the immune system (Ta-
ble  2.3). First, immunological recognition is conducted by leukocytes 
(e.g., neutrophils, macrophages, and natural killer cells) of the innate im-

mune system that provide an early rapid response and by the lymphocytes 
(T cells and B cells) of the later, more antigen-specifi c and more effi cient 
adaptive immune system. Second, to contain and eliminate the infection, 
immune eff ector functions that involve the complement system of blood 
proteins, enzymes, and antibodies together with certain T cells and B 
cells are required. Third, while combating foreign pathogens, the immune 
system must learn not to elicit damage to self-tissues and other compo-
nents of the body. It accomplishes this by immune regulation, a process in 
which regulatory lymphocytes control various immune responses against 
self-components. A failure in immune regulation could potentially result 
in allergy and autoimmune disease. Fourth, the immune system must 
be equipped to protect an individual against recurring disease upon ex-
posure to the same or a closely related pathogen. This task is uniquely 
mediated by the adaptive immune system during a response known as 
immunological memory. After exposure to an infectious pathogen, a per-
son will make a rapid and more vigorous response to the pathogen upon 

Table 2.3  Functions of the immune system

Function Cell type

Immune recognition Leukocytes (neutrophils, macrophages, and natural killer 
cells) and lymphocytes (T cells and B cells)

Contain and eliminate infection Effector cells (T cells and B cells) and molecules (comple-
ment proteins, enzymes, and antibodies)

Immune regulation Regulatory lymphocytes

Immunological memory Memory lymphocytes

The four main functions and cell types involved of the immune system are shown. The primary challenge 
of immunologists continues to be the development of novel immunotherapies that will optimally stimulate 
the relevant functions of the immune system in order to eliminate and/or prevent infection.
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subsequent encounter with this pathogen and will acquire protective im-
munity against it. Thus, a very signifi cant challenge facing immunologists 
today is the identifi cation of relevant cellular pathways and molecules 
that generate long-lasting immunity (i.e., memory) to pathogens, with the 
aim of identifying novel immunotherapies using cells and/or antibodies 
that eradicate such pathogens.

Two major types of immunity are carried out by cells of the immune 
system in response to infl ammation and infection (Fig. 2.1). First, innate 

immunity provides a mechanism of host defense that mediates the ini-
tial protection against microbial infections. Second, adaptive immunity, 
which develops more slowly and confers specifi city against a foreign anti-
gen, mediates the later and more vigorous defense against infections.

Macrophage

Epithelial barriers B cells

Antibodies
Microbe

Dendritic cell

0 6 12

Natural killer cells

Hours Days

Innate immunity Adaptive immunity

Complement T cell

Time after infection

Effector T cells

TCR

1 3 5

Figure 2.1  Mechanisms of innate and adaptive immunity. The initial defense against 
infections is mediated by mechanisms of innate immunity that either protect from 
infection (mucosal epithelial barriers) or eliminate microbes (macrophages, natu-
ral killer [NK] cells, and complement system). Adaptive immune responses develop 
later and are mediated by lymphocytes and their products. While antibodies block 
infections and eliminate microbes, T cells eradicate intracellular microbes. The ki-
netics of innate (early after infection) and adaptive (late after infection) immune 
responses are different and may vary with the type of infection incurred. Adapted 
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010). 
doi:10.1128/9781555818890.ch2.f2.1
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Innate Immunity

Invertebrates and vertebrates have developed systems to defend them-
selves against microbial infections. As these defense mechanisms are al-
ways poised to recognize and eliminate microbes, these mechanisms are 
believed to initiate innate immunity. Several important features of innate 
immunity are summarized below.

• It elicits responses specifi cally targeted to microbial pathogens but 
not nonmicrobial antigens.

• It can be triggered by host cells that are infected and damaged by 
microbes.

• It is a mechanism of an early defense that can control and eradicate 
infections before the emergence of adaptive immunity.

• It instructs the adaptive immune system to respond to and combat 
different microbes.

• It mediates bidirectional cross talk between innate and adaptive 
immunity.

Thus, increasing emphasis continues to be placed on elucidating the mech-
anisms of innate immunity and learning how to translate these mecha-
nisms into preventing or eradicating infections in humans.

With this overall objective in mind, three important questions must 
be addressed.

 1. How are microbes recognized by the innate immune system?
 2. Which components of innate immunity differentially mediate re-

sponses to various microbes?
 3. How are adaptive immune responses stimulated by innate immune 

responses?

Recognition of Microbes by the Innate Immune System

The components of innate immunity recognize structures that are shared 
by various classes of microbes and are not present on host cells (Fig. 2.2). 
Each component of innate immunity may recognize many bacteria, vi-
ruses, or fungi. For instance, phagocytes express receptors for bacterial 
lipopolysaccharide, also called endotoxin, which is present in the cell wall 
of many bacterial species but is not produced by mammalian cells. Other 
receptors of phagocytes recognize terminal mannose residues, which are 
typical of bacterial but not mammalian glycoproteins. Phagocytes rec-
ognize and respond to double-stranded RNA, which is found in many 
viruses but not in mammalian cells, and to unmethylated CpG oligonucle-
otides that are short C- and G-rich stretches of DNA common in micro-
bial DNA but scarce in mammalian DNA. The microbial target molecules 
of innate immunity are called pathogen-associated molecular patterns 

(PAMPs), since they have many structural features that are expressed by 
the same types of microbes. The receptors present on cells that mediate 
innate immunity and recognize these shared structures are called pattern 

recognition receptors. Some components of innate immunity can bind to 

PAMP
pathogen-associated molecular pattern
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host cells but are prevented from being activated by these cells. The differ-
ent types of PAMPs are shown in Fig. 2.3.

Interactions between PAMPs and pattern recognition receptors have 
evolved to be recognized by components of innate immunity and thereby 
control the survival and infectivity of these microbes. Thus, innate immu-
nity comprises a highly effective defense mechanism because a microbe 
cannot evade innate immunity simply by mutating or not expressing the 
targets of innate immune recognition. Microbes that do not express func-
tional forms of these structures are unable to infect and colonize the host. 
In contrast, microbes frequently evade adaptive immunity by mutating 
the antigens that are recognized by lymphocytes, because these antigens 
are usually not required for the survival of the microbes.

Stressed or necrotic cells release molecules that are recognized by the 
innate immune system, and these cells are eliminated by the subsequent in-
nate immune response. Such molecules are classifi ed as damage-associated 

molecular patterns (DAMPs). The receptors of the innate immune system 
are encoded in the germ line and are not produced by somatic recombi-
nation of genes. Somatic recombination is a mechanism used to generate 

DAMP
damage-associated molecular pattern

Innate immunity

Structures shared by different microbes
(molecular patterns)

Germ line encoded, low diversity

Specificity

Different
microbes

Identical
mannose
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Distribution
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Figure 2.2  Specifi city of innate and adaptive immunity. Examples of the specifi city 
and receptors of innate and adaptive immunity are shown. Ig, immunoglobulin (anti-
body). Adapted with permission from Abbas and Lichtman, Basic Immunology: Func-
tions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, 
PA, 2010). doi:10.1128/9781555818890.ch2.f2.2
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diversity in antibody production by the rearrangement of DNA segments 
in B cells during their differentiation, a process that involves the cutting 
and splicing of immunoglobulin genes (Fig. 2.4; Milestone 2.1). The germ 
line-encoded pattern recognition receptors for DAMPs have evolved as a 
protective mechanism against potentially harmful microbes. In contrast, 
the antigen receptors of lymphocytes, i.e., antibodies on B cells and T-cell 
antigen receptors on T cells, are produced by random recombination of re-
ceptor genes during the maturation of these cells. Gene recombination can 
generate many more structurally different receptors than can be expressed 
by inherited germ line genes, but these different germ line-encoded recep-
tors cannot harbor a predetermined specifi city for microbes. Therefore, 
the specifi city of adaptive immunity is much more diverse than that of 
innate immunity, and the adaptive immune system is capable of recogniz-
ing many more chemically distinct structures (Fig. 2.1). Whereas the total 

Recruit adaptor proteins

Recruit  and activate
protein kinases

Receptors PAMPs

TLR-3, TLR-7,
TLR-8, TLR-9

Endosome

Plasma membrane

Microbial nucleic acids
(e.g., single-stranded
RNA, unmethylated
CpG dinucleotides)

Receptors

PAMPs

TLR-1, TLR-2, TLR-6

Bacterial peptidoglycan,
lipoprotein, lipoteichoic acid

TLR-4

Bacterial LPS
Fungal mannans
Viral envelope proteins

Expression of: Inflammatory cytokines (TNF, IL-1, IL-12)
 Chemokines (IL-8, MCP-1, RANTES)
 Endothelial adhesion molecules (E-selectin)
 Costimulatory molecules (CD80, CD86)
 Antiviral cytokines (IFN-α/β)
 

TLR-5

Bacterial flagellin

Activate transcription factors
(NF-κB or IRF-3)

Gene transcription

Figure 2.3  Ligands and activation pathways of TLRs. Different microbial antigens 
engage and stimulate different TLRs. These various TLRs activate similar signaling 
mechanisms, which elicit innate immune responses. IFN, interferon; IRF-3, interferon 
response factor 3; LPS, lipopolysaccharide; NF-κB, nuclear factor κB; TNF, tumor 
necrosis factor. MCP-1 (monocyte chemoattractant protein 1) and RANTES are two 
chemokines. Adapted with permission from Abbas and Lichtman, Basic Immunology: 
Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadel-
phia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.3
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Figure 2.4  Recombination and expression of immunoglobulin (Ig) genes. The expres-
sion of an Ig H chain involves two gene recombination events (D-J joining, followed 
by joining of a V region to the DJ complex, with deletion and loss of intervening gene 
segments). The recombined gene is transcribed, and the VDJ segment is spliced onto 
the fi rst H chain RNA (which is μ), giving rise to the μ mRNA. The mRNA is trans-
lated to produce the μ H-chain protein. The recombination of other antigen receptor 
genes, that is, the Ig L chain and the TCR α and β chains, follows essentially the same 
sequence, except that in loci lacking D segments (Ig L chains and TCR α), a V gene 
recombines directly with a J gene segment. Adapted with permission from Abbas and 
Lichtman, Basic Immunology: Functions and Disorders of the Immune System, 3rd 
ed. (Saunders Elsevier, Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.4
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population of lymphocytes is estimated to recognize >109 different anti-
gens, all the receptors of innate immunity are thought to recognize <103 
microbial PAMPs. Moreover, while the receptors of adaptive immunity 
(T-cell and B-cell antigen receptors; see below) are clonally distributed, 
the pattern recognition receptors on cells of innate immunity are non-
clonally distributed. Indeed, identical receptors are expressed on all innate 
immune cells of a given type, e.g., macrophages. Accordingly, many innate 
immune cells may respond to the same microbe, which may explain why 
the expression of relatively few (<103) nonclonal receptors is suffi cient to 
engage a microbe during an innate immune response.

The innate immune system is not permitted to react against self, as it 
is specifi c for microbial antigens and mammalian cells express regulatory 
molecules that prevent innate immune reactions (Fig. 2.2). In the adap-
tive immune system, lymphocytes evolved to be functionally specifi c for 
foreign antigens, while they die after encountering self-antigens. Equiv-
alent responses by innate immune cells are obtained upon primary and 
subsequent encounters with microbial antigens, whereas the adaptive im-
mune system responds more effi ciently to each successive encounter with 
a microbe during repeated or persistent infections. Thus, immunological 
memory is a key property of the adaptive, but not innate, immune system.

Infl ammation and antiviral defense are the dominant responses gov-
erned by the innate immune system. Infl ammation depends on the re-
cruitment and activation of leukocytes. Defense against intracellular 
viruses is mediated primarily by natural killer cells and selected cytokines 
(interferons).

How are antigen receptors with 
an infi nite range of specifi cities 
encoded by a fi nite number of 

genes? This question was answered in 
1976, when Nobumichi Hozumi and 
Susumu Tonegawa discovered that the 
genes for immunoglobulin V regions 
are inherited as sets of gene segments, 
each encoding a part of the variable 
region of one of the immunoglobu-
lin polypeptide chains. During B-cell 
development in the bone marrow, these 
gene segments are irreversibly joined 
by DNA recombination to form a 
stretch of DNA encoding a complete V 
region. Since there are many different 
gene segments in each set, and differ-
ent gene segments are joined together 

in different cells, each cell generates 
unique genes for the V regions of the 
H and L chains of the immunoglobulin 
molecule. If these recombination events 
successfully generate a functional 
receptor, no additional rearrangement 
can occur. In this way, each lymphocyte 
expresses only one immunoglobulin 
receptor specifi city.

Three important consequences 
emerged from this elegant study. First, 
it enables a limited number of gene 
segments to generate a large number 
of different proteins. Second, as each 
cell assembles a different set of gene 
segments, each cell is endowed with the 
ability to express a receptor specifi city 
that is unique. Third, because each 

gene rearrangement involves an irre-
versible change in a cell’s DNA, all the 
progeny of that cell will inherit genes 
encoding the same receptor specifi city. 
A similar scheme was subsequently 
shown to be operative for TCRs on T 
cells.

Thus, Susumu Tonegawa and his 
coworkers elucidated the mechanism of 
antibody gene randomization predicted 
by Burnet in 1957. He showed the 
somatic rearrangement of genes coding 
for antibodies and their stabilization in 
mature B cells. For this work, Susumu 
Tonegawa received the Nobel Prize in 
Physiology or Medicine in 1987.

Evidence for Somatic Rearrangement of Immunoglobulin 
Genes Coding for Variable and Constant Regions
N. Hozumi and S. Tonegawa
Proc. Natl. Acad. Sci. USA 73: 3628–3632, 1976

milestone
2.1
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Upon the fi rst encounter with an infectious agent, the initial defenses 
of an individual are physical (skin and mucosal epithelia) and chemical 
(natural antibiotics in our body) barriers that prevent microbes from 
entering the body. Only after these barriers are overcome does the im-
mune system become activated. The fi rst cells that respond are macro-

phages, which form part of the innate immune system (Fig. 2.1). These 
cells, termed phagocytes, are phagocytic in their action and can ingest 
and kill microbes by producing an array of toxic chemicals and degra-
dative enzymes. This antimicrobial attack is mounted by macrophages 
in collaboration with natural killer cells and plasma proteins, including 
complement proteins. The various components of innate immunity may 
differ according to the different classes of microbes under attack. A form 
of innate immunity is found in all plants and animals.

Cell Receptors for Microbes

Receptors found on cells in the innate immune system that react against 
microbes are expressed on phagocytes, dendritic cells, lymphocytes, and 
epithelial and endothelial cells, which all participate in defense against 
many microbes (Fig. 2.5). These receptors are expressed in different cel-
lular compartments where microbes may be located. Some are present on 
the cell surface; others are present in the endoplasmic reticulum and are 
rapidly recruited to vesicles (endosomes) into which microbial products 
are engulfed and enzymatically digested, a process known as phagocyto-
sis. This process provides an important defense against infection. Other 

Endosomal TLRs

Cytoplasmic sensors

Viral RNA

Microbial DNA  

Plasma membrane
Surface TLRs

Bacterial peptidoglycan,
LPS, flagellin, etc.

Cytoplasmic sensors

Bacterial
peptidoglycans

Figure 2.5  Cellular localization of innate immune receptors. Different TLRs may be 
expressed either at the cell surface or in endosomes. Other receptors, such as those for 
viral RNA or bacterial peptides, are found in the cytoplasm. LPS, lipopolysaccharide. 
Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions 
and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 
2010). doi:10.1128/9781555818890.ch2.f2.5
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receptors are present in the cytoplasm, where they function as sensors of 
cytoplasmic microbes. Several classes of these receptors are specifi c for 
different types of microbial products or so-called molecular patterns.

Toll-like receptors (TLRs) are homologous to a Drosophila protein 
called Toll, which mediates protection of fruit fl ies against infections. 
TLRs are specifi c for different components of microbes, and they func-
tion as pattern recognition receptors for PAMPs (Fig.  2.3). TLR-1, -2, 
and -6 facilitate responses to several bacterial peptidoglycans and li-
poproteins; TLR-3, -7, and -8 facilitate responses to viral nucleic acids 
(such as double-stranded RNA); TLR-4 facilitates responses to bacterial 
lipopolysaccharide (endotoxin); TLR-5 facilitates responses to fl agellin (a 
component of bacterial fl agella); and TLR-9 facilitates responses to un-
methylated CpG oligonucleotides, which are more abundant in bacteria 
than in mammalian cells. Some of these TLRs are associated with the cell 
surface and recognize products of extracellular microbes. Other TLRs are 
in endosomes, into which microbes are ingested. Signals generated by en-
gagement of TLRs activate transcription factors that stimulate expression 
of genes encoding cytokines, enzymes, and other proteins involved in the 
antimicrobial functions of activated phagocytes and dendritic cells. Two 
rather important transcription factors activated by TLR signals are nu-
clear factor κB, which promotes the expression of various cytokines and 
endothelial adhesion molecules, and interferon response factor 3, which 
stimulates the production of type I interferons, cytokines that block viral 
replication during an antiviral response. Cytokines are a family of proteins 
that are synthesized and secreted by phagocytic cells and dendritic cells 
and that function as cell signaling molecules of the immune system to acti-
vate and promote intercellular communication (thus the term interleukin) 
between various subsets of T cells and B cells. Several cytoplasmic recep-
tors recognize viral nucleic acids or bacterial peptides (Fig. 2.5). Other cy-
toplasmic receptors that participate in innate immune reactions recognize 
microbes and components of dead cells, including uric acid and DNA. 
Some of these receptors associate with an infl ammasome, a multiprotein 
complex which transmits signals that activate an enzyme that cleaves a 
precursor of the cytokine interleukin-1 (IL-1) to generate its biologically 
active form. IL-1 is a powerful inducer of the infl ammatory reaction to 
microbes and damaged tissues. Mutations that modify components of the 
infl ammasome may cause a group of rare human diseases known as auto-
infl ammatory syndromes. In these diseases, the clinical manifestations are 
the result of excessive IL-1 production, and IL-1 antagonists are highly 
effective therapies.

Adaptive Immunity

Although innate immunity effectively protects against infections, many 
microbes that are pathogenic and result in disease in humans have 
evolved to resist innate immunity. Since an adaptive immune response 
promotes defense against these pathogens, it is reasonable to think that a 
defect(s) in this type of response may enhance susceptibility to infections. 
While innate immune responses provide early defense against infections, 

TLRs
Toll-like receptors

IL-1
interleukin-1
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they also enhance adaptive immune responses against infectious agents. 
Thus, the adaptive immune response represents a second line of defense 
in vertebrates.

Microbes or their antigens can pass through epithelial barriers, be 
transported to lymphoid tissues, and then be recognized by lymphocytes 
resident in these tissues. These events can trigger adaptive immune re-
sponses that are specialized to combat different types of infections. For 
instance, antibodies modulate the activity of microbes in extracellular 
fl uids, and activated T cells eliminate microbes located intracellularly. 
Adaptive immune responses often use components of the innate immune 
system to eliminate microbes, and conversely, adaptive immunity can pro-
vide components that augment antimicrobial innate immune responses. 
Thus, antibodies can bind to microbes, and the avidity, or overall strength 
of binding, between the antibody-coated microbes and phagocytes is suf-
fi ciently high to activate the phagocytes to destroy the microbes. This 
avidity of an antibody for an antigen is a function of affi  nity (strength 
of interaction between a single antigen-binding site of an antibody and 
its specifi c antigenic determinant or epitope) and valence (number of 
antigen-binding sites available on an antibody for binding epitopes on an 
antigen).

The two types of adaptive immunity, humoral immunity and cell-

mediated immunity, are mediated by different cells and molecules and pro-
vide defense against extracellular microbes and intracellular microbes, re-
spectively (Table 2.4). Humoral immunity is mediated by antibodies, which 
are a family of blood-derived glycoproteins known as immunoglobulins 
that are synthesized by B cells in response to a specifi c antigen. Antibodies 
are secreted into the circulation and mucosal fl uids, and they neutralize 
and eliminate host cell extracellular microbes and microbial toxins in the 
blood and the lumens of mucosal organs, such as the gastrointestinal and 
respiratory tracts. An important prophylactic function of antibodies is to 
block extracellular microbes present at mucosal surfaces and in the blood 
from localizing to and colonizing host cells and connective tissues, thereby 
preventing infections from being established. However, the relatively large 
molecular size (molecular mass ≥ 150,000 kilodaltons [kDa]) of antibod-
ies generally prohibits them from being transported across cell plasma 
membranes to gain access to intracellular microbes in infected host cells. 
Thus, once a cell is infected with a microbe, antibodies cannot be used to 
inactivate such microbes localized in infected cells of the host.

Table 2.4  Humoral and cell-mediated adaptive immunity

Immune parameter Humoral immunity Cell-mediated immunity

Microbe Extracellular Phagocytosed by macrophages Intracellular (e.g., viruses)

Lymphocyte responses B cells Th cells CTLs

Effector function Secreted antibodies block infection 
and destroy extracellular microbes

Activated macrophages kill intracellular 
microbes

CTLs kill microbe infected cells and 
eliminate infection

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, 
PA, 2011).

Extracellular microbes are inactivated by antibodies, while intracellular microbes are phagocytosed (engulfed) and destroyed by macrophages. B cells are effector 
cells in humoral immunity and secrete antibodies that destroy extracellular microbes. Th cells and CTLs are effector cells in cell-mediated immunity and indirectly 
activate macrophages to kill intracellular microbes or directly kill microbe infected cells and eliminate infection, respectively.
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In this instance, defense against such intracellular microbes requires 
immunity that is mediated by T cells. Some T cells activate phagocytes to 
destroy microbes that have been ingested by the phagocytes into intracel-
lular vesicles. Other T cells kill any type of host cells that harbor infec-
tious microbes in the cytoplasm. Thus, the message is that the antibodies 
produced by B cells recognize extracellular microbial antigens, whereas T 
cells recognize antigens produced by intracellular microbes. Subsets of T 
cells and B cells can recognize protein, carbohydrate, and lipid antigens. 
It is this elegant division of labor and synergy between antibodies, B cells, 
macrophages, and T cells that constitutes a full-blown adaptive immune 
response.

Immunity may be induced in an individual by infection or vaccination 
(active immunity) or conferred on an individual by passive transfer of an-
tibodies or lymphocytes from an actively immunized individual (passive 

immunity). Individuals exposed to the antigens of a microbe mount an 
active response to eradicate infection and develop resistance to subse-
quent infection by that microbe. These people are actively immune to that 
microbe, in contrast to those healthy individuals who were not previously 
exposed to those microbial antigens. As it is desirable to actively immu-
nize a subpopulation of individuals to infectious microbial (e.g., bacterial) 
antigens such as diphtheria, pneumonia, and tetanus antigens, it is impor-
tant to identify the mechanisms of active immunity and apply them to 
treat and maintain the health of individuals.

In passive immunity, a host individual may receive cells capable of 
mounting an immune response (e.g., lymphocytes) or molecules (e.g., 
antibodies) from another genetically identical or related individual pre-
viously rendered immune to an infection. The recipient can combat the 
infection for the duration that the donor’s transferred antibodies or cells 
remain functionally active. Accordingly, passive immunity may rapidly 
transfer immunity to an individual even before that individual is able to 
mount an active response, but it may not induce long-lived resistance to 
the infection. An excellent example in nature of the passive transfer of im-
munity is evident in newborn infants, whose immune systems are not suf-
fi ciently mature to respond to various pathogens but who are nonetheless 
protected against infections by the acquisition of antibodies from their 
mothers via the placenta and colostrum, the fi rst lacteal secretion pro-
duced by the mammary gland of a mother prior to the production of milk.

Properties of Adaptive Immune Responses

Clonal selection of lymphocytes (Milestone 2.2) is the single most impor-
tant principle in adaptive immunity. Its four main postulates are listed in 
Table 2.5. The last postulate, the mechanism of generation of diversity 
of lymphocyte antigen receptors, was solved by Susumu Tonegawa and 
his colleagues in the 1970s when advances in molecular biology made it 
possible to clone the genes encoding antibody molecules (Milestone 2.1).

Certain properties of adaptive immune responses are essential to re-
sist infection effectively, including specifi city, diversity, memory, clonal ex-
pansion, specialization, contraction and homeostasis, and nonreactivity 
to self (Table 2.6).
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Specifi city
The adaptive immune system is capable of distinguishing among millions 
of different antigens or portions of antigens. Specifi city for many different 
antigens implies that the total collection of lymphocyte specifi cities, termed 
the lymphocyte repertoire, is extremely diverse. The basis of this precise 

Table 2.5  Four main postulates of clonal selection theory

No. Postulate

1 Each lymphocyte bears a single type of receptor with a unique specifi city.

2 Interaction between a foreign molecule and a lymphocyte receptor capable of binding 
that molecule with high affi nity leads to lymphocyte activation.

3 Differentiated effector cells derived from an activated lymphocyte express receptors of 
identical specifi city to that of the parental cell from which that lymphocyte was derived.

4 Lymphocytes bearing receptors specifi c for ubiquitous self-molecules are deleted at an 
early stage in lymphoid cell development and are therefore absent from the repertoire of 
mature lymphocytes.

The four main ideas of the clonal selection theory, as originally postulated, are listed.

A turning point in immunology 
came in the 1950s with the in-
troduction of a Darwinian view 

of the cellular basis of specifi city in the 
immune response. The now universally 
accepted clonal selection theory was 
proposed and developed by Niels K. 
Jerne and Sir Macfarlane Burnet (both 
subsequently awarded the Nobel Prize) 
and by David Talmage. The postulates 
of this theory (Table 2.4) proposed a 
mechanism whereby randomization 
of the coding for an antibody in each 
lymphocyte (clone) makes it unique 
and provides enough diversity to create 
the millions of different specifi cities 
(clones) envisaged by Jerne. Further, this 
theory explained how elimination of 
self-reactive clones (“forbidden clones”) 
accounts for self-tolerance. Later 
exposure to complementary molecular 
shapes leads to proliferation of specifi c 
clones and the secretion of the receptor 
as a soluble antibody. Once the patho-
gen is eliminated, the expanded clone 
contributes to memory cells that ensure 
that immunity occurs on reinfection.

The clonal selection theory had a 
truly revolutionary effect on the fi eld 

of immunology. Although the original 
paper cited here was written in only 3 
days and was published in an ob-
scure scientifi c journal, it dramatically 
changed our approach to studying the 
immune system and affected all research 
carried out during the last half of the 
20th century. Indeed, this work was 
very informative about the possible 
molecular mechanisms of activation and 
regulation of cellular immune responses. 
Remarkably, the main principles of 
the clonal selection theory still hold 
today. Sir Macfarlane Burnet and Peter 
Medawar collaborated on understand-
ing immunological tolerance, a phe-
nomenon explained by clonal selection. 
This is the organism’s ability to tolerate 
the transplantation of cells without an 
immune response as long as this occurs 
early in the organism’s development. 
Only those cells that are tolerant to 
one’s own (self) tissues survive the em-
bryonic stage (neonatal tolerance). For 
this work, Sir Macfarlane Burnet and 
Peter Medawar shared the Nobel Prize 
in Physiology or Medicine in 1960.

The specifi city of immune responses 
is based on the ability of B and T cells 

to recognize foreign antigens, respond 
to them, and, when required, eliminate 
them. Clonal expansion of these cells is 
highly effi cient, but there is always the 
rare chance that errors or mutations 
will occur. Such errors can result in 
the generation of B and T cells with 
receptors that bind to self-antigens 
and therefore display self-reactivity. 
Under normal conditions, nonfunc-
tioning cells may survive or be aborted 
with no deleterious consequences to 
the individual. In contrast, the rare 
self-reactive cells are clonally deleted 
or suppressed by other regulatory 
cells of the immune system. If such a 
mechanism were absent, autoimmune 
responses leading to autoimmune 
diseases might occur routinely. It is 
noteworthy that during the early stages 
of development, lymphocytes with 
receptors that bind to self-antigens are 
produced, but fortunately, they are 
eliminated or functionally inactivated. 
This process gives rise to the initial 
repertoire of mature lymphocytes 
that are programmed to generate 
antigen-specifi c responses.

A Modifi cation of Jerne’s Theory of Antibody Production 
Using the Concept of Clonal Selection
F. M. Burnet
Aust. J. Sci. 20: 67–69, 1957

milestone
2.2
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specifi city and diversity is that lymphocytes express clonally distributed 
receptors for antigens, meaning that the total population of lymphocytes 
consists of many different clones (each of which is made up of one cell and 
its progeny), and each clone expresses an antigen receptor that is different 
from the receptors of all other clones. The clonal selection hypothesis for-
mulated by Sir Macfarlane Burnet in the 1950s (Milestone 2.2), correctly 
predicted that clones of lymphocytes specifi c for different antigens arise 
before encounter with these antigens, and each antigen elicits an immune 
response by selecting and activating the lymphocytes of a specifi c clone 
(Fig. 2.6). Adaptive immune responses depend on the specifi c recognition 
of pathogens by lymphocytes that use their highly specialized surface an-
tigen receptors to bind and respond to individual antigens (soluble and 
membrane-bound self and nonself components). For example, T cells ex-
press surface T-cell antigen receptors (TCRs), while B cells express B-cell anti-

gen receptors (BCRs) in the form of surface immunoglobulins. These surface 
immunoglobulins as well as B-cell-secreted soluble immunoglobulins of the 
same antigen specifi city function as antibodies during infectious responses. 
Both membrane-bound TCRs and BCRs present on the surface of >109 
lymphocytes in the body comprise a very large repertoire of antigen re-
ceptors, which enables the immune system to recognize and respond to a 
vast array of antigen specifi cities borne by virtually any pathogen (bacterial, 
viral, or other microbial) a person may be exposed to during a lifetime. By 
the specifi c recognition and response to a particular antigen, the adaptive 
immune response enables the body to inactivate and/or eliminate pathogens 
that have escaped surveillance or removal by an innate immune response.

The diversity of lymphocytes means that very few cells, perhaps 1 in 
100,000 lymphocytes, are specifi c for any one antigen. To defend against 
microbes effectively, these few cells must proliferate to generate a large 
number of cells capable of combating the microbes. The high effectiveness 
of immune responses is attributable to three features of adaptive immu-
nity: (i) marked expansion of the pool of lymphocytes specifi c for any 
antigen after exposure to that antigen, (ii) positive-feedback loops that 
amplify immune responses, and (iii) selection mechanisms that preserve 
the most desirable lymphocytes.

TCR
T-cell antigen receptor

BCR
B-cell antigen receptor

Table 2.6  Characteristics of adaptive immune responses

Characteristic Relevance

Specifi city Different antigens stimulate specifi c responses

Diversity The immune system responds to a wide array of antigens

Memory Repeated exposure to the same antigens stimulates enhanced 
responses

Clonal expansion Augments number of antigen-specifi c cells to regulate the 
microbial load

Specialization Yields optimal responses against various types of microbes

Contraction and homeostasis Triggers immune responses to newly encountered antigens

Nonreactivity to self Minimizes host injury during responses to foreign antigens

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the 
Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

The different characteristics of adaptive immunity that elicit the destruction of microbes and protection 
from infection are listed.
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Lymphoid
precursor

Distinct receptors 
appear on lymphocyte
clones in primary 
lymphoid organs

Antigen-specific 
clones of mature
lymphocytes enter 
lymphoid tissues

Antigen-specific
clones proliferate
in response
to antigen

Antigen-specific
immunity results

Mature
lymphocyte

Antigen X Antigen Y

Anti-X antibody Anti-Y antibody

Figure 2.6  Clonal selection. Mature lymphocytes express receptors for many anti-
gens and develop before these receptors encounter their specifi c antigens. Clones are 
populations of cells that are derived from a single precursor cell, and thus cells in this 
clone express identical receptors and specifi cities. Examples of B-cell clonal selection 
are shown, but the same principles apply for T-cell clonal selection. Clonal selec-
tion also applies for both soluble and surface-associated microbial antigens. Adapted 
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010). 
doi:10.1128/9781555818890.ch2.f2.6
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Memory
Antibodies and lymphocytes activated against pathogens during an 
adaptive immune response generally persist after the pathogenic infec-
tion subsides and then synergize to prevent reinfection. Previously acti-
vated antigen-specifi c T and B cells provide immunological memory to 
a pathogen such that a more rapid and vigorous secondary response is 
elicited upon reexposure to this pathogen even if it occurs several years 
later (Fig. 2.7). The immune system mounts larger and more effective re-
sponses to repeated exposures to the same antigen. A primary immune 

response elicited upon the fi rst exposure to antigen is mediated by naïve 

lymphocytes, since these cells are not experienced immunologically and 
have not previously responded to antigens (Fig. 2.7). Subsequent stimu-
lation by the same antigen leads to a secondary immune response, which 
is usually more rapid, larger, and better able to eliminate the antigen than 
a primary response. Secondary responses result from the activation of 
memory lymphocytes, which are long-lived cells that are induced dur-
ing the primary immune response. Immunological memory conditions the 
immune system to combat persistent and recurrent infections, because 
each encounter with a microbe generates more memory cells and activates 
previously generated memory cells. Memory also explains why vaccines 
confer long-lasting protection against infections.

Expansion, Specialization, Homeostasis, and Nonself Reactivity
Following antigen-induced activation, lymphocytes undergo proliferation 
and give rise to many thousands of clonal progeny cells, all with the same 
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Figure 2.7  Immunological memory. Different antibodies with different specifi cities 
are produced in response to antigens X and Y. Secondary responses to antigen X are 
more rapid and of greater amplitude than the primary response, indicating that immu-
nological memory was achieved. After each immunization, circulating antibody levels 
are reduced with time. Adapted with permission from Abbas and Lichtman, Basic Im-
munology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.7
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antigen specifi city. This process, called clonal expansion, ensures that adap-
tive immunity can balance and keep the rate of proliferation of microbes 
in check; otherwise, infection will occur. Immune responses are specialized, 
and different responses are designed to best defend against different classes 
of microbes. All immune responses decline as the infection is eliminated, 
allowing the system to return to a resting state known as homeostasis, 
prepared to respond to another infection. Generally, the above-described 
properties of the immune system enable it to react against a vast num-
ber and variety of microbes and other foreign antigens without reacting 
against the host’s own antigens, i.e., self-antigens. If self-reactivity does 
arise, built-in control mechanisms mediated by regulatory cells suppress 
the possible exacerbation of antiself responses and resultant disease.

Knowledge of how the components of the adaptive immune system are 
induced and function to protect the body from an infection is critical to the 
design, route of administration, and potential effi cacy and success of vac-
cines. Fortunately, we now have a more extensive understanding of how an 
antibody-mediated adaptive immune response can lead to either a desirable 
(effective destruction of pathogen) or an undesirable (autoimmune disease) 
outcome. This knowledge provides a basis to produce vaccines against a 
wide array of diseases with high morbidity and mortality, including AIDS, 
gonorrhea, chlamydial disease, tuberculosis, cholera, and malaria.

Cells of the Immune System: Cell-Mediated Immunity

Prior to discussing the functions of the immune system, it is important to 
fi rst identify the various cell types of the immune system, where and how 
they are generated, and how they differentiate and become functionally 
mature. The immune system is comprised of various cell types of white 
blood cells, including leukocytes and lymphocytes. Together, these cells 
mediate the capture and display of microbial antigens and the activation 
of effector cells that eliminate microbes. The patterns of differentiation 
and functional maturation of these leukocytes and lymphocytes in the 
immune system are summarized below.

Bone Marrow Precursor Cells

All immune responses are mediated by different types of white blood cells 
called leukocytes, which originate from precursor cells or stem cells in 
the bone marrow, where some of them develop and mature. Certain of 
these cell types migrate to other lymphoid and nonlymphoid peripheral 
tissues, where they may reside or otherwise circulate in the periphery via 
the bloodstream or lymphatic system, a specialized system of blood ves-
sels. The latter system drains extracellular fl uid and free cells from tissues, 
transports them through the body as lymph, and ultimately recirculates 
them back to the blood system.

The cells in blood, including red blood cells (which transport oxygen), 
platelets (which trigger blood clotting in damaged tissues), and leukocytes 
(which mediate immune responses), are derived from hematopoietic stem 

cells in the bone marrow. As these stem cells can develop into different types 
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of blood cells, they are known as pluripotent hematopoietic stem cells. In 
turn, hematopoietic stem cells can give rise to stem cells of more limited 
developmental potential, such as progenitors of red blood cells, platelets, 
and the myeloid and lymphoid lineages of leukocytes. The different types 
of blood cells and their lineage relationships are presented in Fig. 2.8.
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Figure 2.8  Differentiation of bone marrow-derived cells of the immune system. 
Pluripotent stem cells in the bone marrow develop into different cell types of the 
immune system. A common lymphoid progenitor differentiates into the lymphoid lin-
eage (T, B, and natural killer cells [blue]). After stimulation by an antigen, T cells 
differentiate into various subsets of effector T cells, whereas B cells differentiate into 
antibody-secreting plasma cells. Unlike T and B cells, natural killer cells lack antigen 
specifi city. A common myeloid progenitor develops into the myeloid lineage that in-
cludes the megakaryocytes (red) and leukocytes, i.e., monocytes, macrophages, den-
dritic cells, mast cells, neutrophils, eosinophils, and basophils (yellow). The last three 
circulate in the blood and are termed granulocytes, since they contain cytoplasmic 
granules. Immature dendritic cells are phagocytic migratory cells that enter tissues 
and mature functionally after encounter with a pathogen. Monocytes and mast cells 
also mature in tissues after antigen stimulation. Adapted from Wilson et al., Bacterial 
Pathogenesis: A Molecular Approach, 3rd ed. (ASM Press, Washington, DC, 2011). 
doi:10.1128/9781555818890.ch2.f2.8
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Myeloid Cells Mediate Innate Immunity

The common myeloid progenitor is the precursor of the macrophages, 
granulocytes, mast cells, and dendritic cells of the innate immune system, 
and also of megakaryocytes and red blood cells, which are not discussed 
here. The cells of the myeloid lineage are shown in Fig. 2.9.

Monocytes mature into macrophages, which circulate in the blood 
and continually migrate into almost all tissues, where they differentiate 
and reside. While monocytes and macrophages represent one type of 
phagocytes, granulocytes (neutrophils, eosinophils, and basophils) and 
dendritic cells comprise the other two types of phagocytes. Macrophages 
are relatively long-lived cells that can multitask and function during both 
innate and adaptive immunity; i.e., they ingest and kill bacteria as a fi rst 
line of defense during innate immunity, and interestingly, during adaptive 
immunity, they eliminate pathogens and target cells in infected tissues. 
A crucial role of macrophages is to induce infl ammation and trigger im-
mune responses by the secretion of various cytokines and chemokines 
that activate other immune system cells and recruit them into an immune 
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Figure 2.9  Myeloid cells in innate and adaptive immunity. The cells of the myeloid 
lineage and their functions during innate and adaptive immune responses are shown. 
Adapted from Murphy et al., Janeway’s Immunobiology, 7th ed. (Garland Science, 
New York, NY, 2008). doi:10.1128/9781555818890.ch2.f2.9
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response, respectively. Finally, macrophages fulfi ll a more general role by 
functioning as scavenger cells that clear dead cells and cell debris from 
the body.

Granulocytes are characterized by their densely staining granules 
in their cytoplasm, and they are also called polymorphonuclear leuko-

cytes because they have irregularly shaped nuclei. The three types of 
granulocytes—neutrophils, eosinophils, and basophils—are distinguished 
by their different patterns of granule staining. These granulocytes are 
shorter lived than macrophages and survive for only a few days. They 
are increased in number during immune responses, when they exit the 
blood and circulate to sites of infection and infl ammation. Neutrophils 
are the most numerous and active type of granulocyte during an antimi-
crobial adaptive immune response. An inheritable defi ciency in neutrophil 
function may result in an overwhelming bacterial function, which, if left 
untreated, can become fatal.

Upon activation, eosinophils and basophils secrete granules that con-
tain a host of enzymes and toxic proteins, which elicit damage rather than 
protection of target tissues and cells, particularly during an allergic in-
fl ammatory response. The protective roles of eosinophils and basophils in 
innate immunity are currently less well understood than the roles of other 
innate immune cell types and require further study. Mast cells also have 
large granules in their cytoplasm that are released upon activation, and 
the net effect is an induced infl ammatory response. Although they mediate 
allergic infl ammatory responses, like eosinophils and basophils, mast cells 
also protect the internal epithelial surfaces of the body against pathogens 
and are involved in responses to parasitic worms.

A third type of phagocytic cell of the immune system possesses long 
protruding fi nger-like processes similar to the dendrites of nerve cells; 
hence, cells of this type are termed dendritic cells. Immature dendritic 
cells are migratory cells and travel via the blood from the bone marrow 
into tissues. They both take up particulate matter by phagocytosis and 
ingest large amounts of extracellular fl uid and its contents by the process 
of macropinocytosis. Like macrophages and neutrophils, they degrade and 
clear their ingested pathogens. Nevertheless, the main functional role of 
dendritic cells is not to clear the body of microbes but, rather, to encoun-
ter and enzymatically degrade a pathogen, mature, and then present frag-
ments of this pathogen to a T cell. This enables the subsequent activation 
of T cells that mediate adaptive immune responses. Importantly, then, the 
primary role of dendritic cells is to function as antigen-presenting cells in 
the activation and regulation of T-cell-mediated immune responses. Den-
dritic cells are able to display pathogen-derived antigens on their surface 
in a manner that facilitates recognition by specifi c TCRs and stimulation 
of an adaptive immune response. Thus, dendritic cells may be thought of 
as antigen-presenting cells that bridge an innate immune response with 
an adaptive immune response. Accordingly, dendritic cells have immedi-
ate application in the regulation of desirable and undesirable immune re-
sponses to be considered in the design of clinical trials for immune therapy.

The principal cells of the immune system are lymphocytes, antigen-
presenting cells, and effector cells (Fig. 2.10).
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Lymphocytes

The antigen-specifi c TCRs and BCRs, expressed on T cells and B cells, 
respectively, confer specifi city to adaptive immune responses. Most lym-
phocytes are heterogeneous in lineage, function, and phenotype and can 
also mediate many biological responses and activities (Fig. 2.11). Subsets 
of lymphocytes may be distinguished by their different cell surface antigen 
phenotypes, as defi ned by expression of characteristic patterns of reactiv-
ity with panels of monoclonal antibodies (MAbs) (see below). The nomen-
clature for these proteins is the CD (cluster of differentiation) numerical 
designation, which is used to delineate surface proteins that defi ne a par-
ticular cell type or stage of cell differentiation and are recognized by a 
cluster or group of antibodies. A complete list of CD molecules mentioned 
in this book may be viewed online at http: //www.hcdm.org (Human Cell 
Differentiation Molecules workshop).

MAb
monoclonal antibody
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cluster of diff erentiation

Lymphocytes: B cells, T cells, 
natural killer cells
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  immunity
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Figure 2.10  Cells of the immune system. The major cell types of the immune system 
and their functions during innate and adaptive (humoral and cell-mediated) immunity 
are presented. The morphology of each cell type is shown in the micrographs (left 
panels). Photos reprinted with permission from Abbas and Lichtman, Basic Immu-
nology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.10
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Figure 2.11  Classes of lymphocytes. Different classes of lymphocytes recognize dif-
ferent types of microbial antigens and differentiate into effector cells that eliminate 
the antigens. B cells recognize soluble or cell surface antigens and differentiate into 
antibody-secreting plasma cells. Th cells recognize antigens presented by MHC mol-
ecules on the surface of antigen-presenting cells and secrete cytokines that stimulate 
immune and infl ammatory responses. CTLs recognize antigens on infected cells and 
kill these cells. Natural killer cells recognize changes on the surface of infected cells 
and kill these cells. Adapted with permission from Abbas and Lichtman, Basic Immu-
nology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.11
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B cells produce antibodies and mediate humoral immunity. In addi-
tion, B cells express specifi c BCRs, which are membrane-bound forms of 
antibodies that function as receptors that bind to soluble antigens and 
antigens on the surface of microbes and other cells. Upon engagement 
of antigens by relevant BCRs, B cells are triggered to become activated for 
antibody synthesis and secretion and in this manner can elicit humoral 
immune responses against the specifi c antigens under analysis. T cells help 
and collaborate with B cells during cell-mediated immune responses. Un-
like BCRs on B cells that may bind to antigenic determinants (epitopes) of 
intact whole proteins, TCRs on T cells recognize only peptide fragments 
of such protein antigens that are bound to specialized peptide display mol-
ecules called major histocompatibility complex (MHC) molecules. Among 
T-cell subsets, CD4+ T cells function as T helper cells (Th cells) because 
they help B cells to produce antibodies and help phagocytes to destroy 
ingested microbes. In addition, a subset of CD4+ T cells that can prevent 
or limit immune responses are called T regulatory cells. CD8+ T cells are 
called cytotoxic (or cytolytic) T lymphocytes (CTLs), because they destroy 
(i.e., lyse) cells harboring intracellular microbes. A third class of cells 
called natural killer cells also kill microbe-infected host cells, but they do 
not express the kinds of clonally distributed antigen receptors that B cells 
and T cells do and are components of innate immunity, capable of rapidly 
attacking infected cells. Nonetheless, recent studies indicate that natural 
killer cells can persist for as long as 2 months after primary exposure to 
antigen. Secondary exposure to antigen results in higher levels of secretion 
of the proinfl ammatory cytokine γ-interferon, and memory-like natural 
killer cells have been described in response to murine cytomegalovirus, 
herpesvirus, human immunodefi ciency virus (HIV) type 1, poxvirus, and 
infl uenza virus. Thus, the ability of natural killer cells to express suggests 
that they can mediate both innate immunity and adaptive immunity.

When naïve lymphocytes recognize microbial antigens and also re-
ceive additional signals induced by microbes, the antigen-specifi c lym-
phocytes proliferate and differentiate into eff ector cells and memory cells 
(Fig. 2.12). Naïve lymphocytes express antigen receptors but do not per-
form the functions required to eliminate antigens. These cells reside in 
and circulate between peripheral lymphoid organs and survive for sev-
eral weeks or months, waiting to encounter and respond to an antigen. If 
they are not activated by an antigen, naïve lymphocytes die by a process 
known as apoptosis and are replaced by new cells that have developed 
in the generative lymphoid organs. This balanced cycle of cell loss and 
replacement maintains a stable number of lymphocytes, a phenomenon 
called immune homeostasis. The differentiation of naïve lymphocytes into 
effector cells and memory cells is initiated by antigen recognition, thus 
ensuring that the immune response that develops is specifi c for the an-
tigen. Effector cells are the differentiated progeny of naïve cells that are 
able to be activated and produce molecules capable of eliminating anti-
gens. Such effector cells in the B-cell lineage are antibody-secreting plasma 

cells. Effector CD4+ Th cells produce proteins, called cytokines, which 
activate B cells and macrophages, thereby mediating the helper function 
of this lineage. Further, effector CD8+ T CTLs can kill infected host cells. 
Most effector lymphocytes are short lived and die as the antigen becomes 

MHC
major histocompatibility complex

CTL
cytotoxic (or cytolytic) T lymphocyte

HIV
human immunodefi ciency virus
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Figure 2.12  Functions of lymphocytes at different stages of their life cycle. (A) Naïve 
B cells may recognize and be stimulated to proliferate by a foreign antigen (microbe) 
and then differentiate into effector antibody-secreting plasma cells, some of which are 
long lived. Effector CD4+ (or CD8+ [not shown]) T cells may recognize a foreign anti-
gen (microbe), proliferate, and then differentiate into cytokine-secreting cells. Some of 
the antigen-activated B and T cells become long-lived memory cells. (B) Some salient 
features of naïve, effector, and memory B and T cells are listed. Ig, immunoglobulin. 
Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions 
and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 
2010). doi:10.1128/9781555818890.ch2.f2.12
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removed, but some effector cells may migrate to particular anatomic sites 
and live for long periods. This prolonged survival of effector cells is best 
documented for antibody-producing plasma cells, which develop in re-
sponse to microbes in the peripheral lymphoid organs but may then mi-
grate to the bone marrow and continue to produce small amounts of 
antibody long after the infection is eradicated. Interestingly, memory cells, 
which also are generated from the progeny of antigen-stimulated lympho-
cytes, do survive for long periods in the absence of antigen. Therefore, 
the frequency of memory cells increases with age, presumably because of 
exposure to environmental microbes. In fact, memory cells make up less 
than 5% of peripheral blood T cells in a newborn but 50% or more in an 
adult. Memory cells are functionally inactive and do not function as ef-
fector cells unless stimulated by an antigen. When memory cells encounter 
the same antigen as induced their development, the cells rapidly respond 
to give rise to secondary immune responses. Currently, we have relatively 
little knowledge about the signals that generate memory cells, the factors 
that determine whether the progeny of antigen-stimulated cells will de-
velop into effector or memory cells, or the mechanisms that keep memory 
cells alive in the absence of antigen or innate immunity.

Antigen-Presenting Cells

The common border crossings for microbes, i.e., the skin, gastrointestinal 
tract, and respiratory tract, contain specialized antigen-presenting cells 
located in the epithelium that capture antigens, transport them to periph-
eral lymphoid tissues, where immune responses are initiated, and display 
them to T and B cells. This function of antigen capture and presenta-
tion is best understood for dendritic cells, because of their long processes. 
Dendritic cells bind protein antigens of microbes that enter through the 
epithelia and transport the antigens to regional lymph nodes. Here, the 
antigen-bearing dendritic cells display fragments of the antigens for rec-
ognition by T cells. Following invasion of the epithelium by a microbe, it 
may be phagocytosed by macrophages that reside in tissues and in various 
organs. Macrophages can also present protein antigens to T cells. Note 
that cells that present antigens to T cells can respond to microbes by pro-
ducing surface and secreted proteins that are required, together with the 
antigen, to activate naïve T cells to proliferate and differentiate into effec-
tor cells. Cells that display antigens to T cells and provide additional acti-
vating signals are sometimes called professional antigen-presenting cells. 
The prototypical professional antigen-presenting cells that have received 
considerable attention are dendritic cells, but macrophages and other cell 
types (e.g., B cells) may function similarly.

Less is known about cells that capture antigens for display to B cells, 
which may directly recognize the antigens of microbes either released or on 
the microbial surface. Alternatively, macrophages lining lymphatic channels 
may capture and display antigens to B cells. Follicular dendritic cells reside 
in the germinal centers of lymphoid follicles in peripheral lymphoid organs, 
and they display antigens that stimulate the differentiation of B cells in the 
follicles. Follicular dendritic cells do not present antigens to T cells and differ 
from the dendritic cells that function as antigen-presenting cells for T cells.
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Eff ector Cells

Lymphocytes (T and B cells) and other nonlymphoid leukocytes (granulo-
cytes and macrophages) that eliminate microbes are termed effector cells. 
The latter types of leukocytes may function as effector cells in both innate 
immunity and adaptive immunity (Fig. 2.12). In innate immunity, mac-
rophages and some granulocytes directly recognize microbes and elim-
inate them. In adaptive immunity, the secreted products (cytokines and 
chemokines) of T and B cells recruit other leukocytes and activate them 
to destroy microbes.

Tissues of the Immune System

The tissues of the immune system consist of two types of organs: generative 

(or primary) lymphoid organs, in which T and B cells mature and become 
competent to respond to antigens, and peripheral (or secondary) lymphoid 

organs, in which adaptive immune responses to microbes are initiated 
(Fig. 2.13). Properties of peripheral lymphoid organs are featured here, as 
these are the important organs in which adaptive immune responses develop.

Peripheral Lymphoid Organs

The peripheral lymphoid organs, which consist of the lymph nodes, spleen, 
and the mucosal and cutaneous immune systems, are organized to optimize 
interactions between antigens, antigen-presenting cells, and lymphocytes 
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Figure 2.13  Lymphocyte maturation. The development of lymphocytes from precur-
sors occurs in the primary lymphoid organs (bone marrow and thymus). Subsequently, 
mature lymphocytes migrate to the peripheral lymphoid organs (lymph nodes, spleen, 
and mucosa), where they respond to foreign antigens and recirculate to the blood 
and lymph. Adapted with permission from Abbas and Lichtman, Basic Immunology: 
Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadel-
phia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.13
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and thereby elicit adaptive immune responses. The immune system searches 
for microbes that enter at many sites distributed throughout the body and 
then responds to these microbes and eliminates them. This task may be more 
diffi cult than it seems, as only a rather low frequency (1 in 100,000) of T and 
B cells in the immune system are specifi c for any one antigen. The anatomic 
organization of peripheral lymphoid organs enables antigen-presenting 
cells to concentrate antigens in these organs and lymphocytes to locate and 
respond to the antigens. This localization of lymphocytes depends on their 
ability to circulate throughout the body; naïve lymphocytes preferentially 
go to the organs that serve as depots for antigens, and effector cells go to 
sites of infection, from which microbes have to be eliminated. Furthermore, 
different types of lymphocytes often need to communicate to generate ef-
fective immune responses. For example, Th cells, specifi c for a particular 
antigen, collaborate with and help B cells specifi c for the same antigen, 
resulting in antibody production. Thus, an important function of lymphoid 
organs is to provide a milieu in which these rare antigen-specifi c cells en-
counter each other and lead to productive interactions and responses.

Lymph nodes are nodular aggregates of lymphoid tissues located 
along lymphatic channels throughout the body (Fig. 2.14). A fl uid known 
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Figure 2.14  Schematic of a lymph node. 
The structural organization and blood 
fl ow in a lymph node are shown. Adapted 
with permission from Abbas and Licht-
man, Basic Immunology: Functions and 
Disorders of the Immune System, 3rd 
ed. (Saunders Elsevier, Philadelphia, PA, 
2010).
 doi:10.1128/9781555818890.ch2.f2.14
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as lymph is drained by lymphatic vessels from all epithelia and connec-
tive tissues and most parenchymal organs, and these organs transport this 
fl uid from the tissues to the lymph nodes. As the lymph passes through 
lymph nodes, antigen-presenting cells in the nodes sample the antigens 
of microbes that may enter through epithelia into tissues. In addition, 
dendritic cells pick up antigens of microbes from epithelia and transport 
these antigens to the lymph nodes. Collectively, these processes of antigen 
capture and transport enable the antigens of microbes that enter through 
epithelia or colonize tissues to be concentrated in draining lymph nodes.

The spleen (Fig.  2.15) is an abdominal organ that plays the same 
role in immune responses to blood-borne antigens as that of lymph nodes 
in responses to lymph-borne antigens. Blood entering the spleen fl ows 
through a network of channels (sinusoids), and blood-borne antigens are 
trapped and concentrated by splenic dendritic cells and macrophages. The 
spleen contains abundant phagocytes, which ingest and destroy microbes 
in the blood.

The cutaneous and mucosal lymphoid systems are located under the 
skin epithelia and the gastrointestinal and respiratory tracts, respectively. 
Pharyngeal tonsils and Peyer’s patches of the intestine are mucosal lym-
phoid tissues. More than half of the body’s lymphocytes are in the mu-
cosal tissues, refl ecting their large size, and many of these are memory 
cells. Cutaneous and mucosal lymphoid tissues are sites of immune re-
sponses to antigens that breach epithelia.

Within peripheral lymphoid organs, T cells and B cells are segregated 
into different anatomic compartments (Fig. 2.16). In lymph nodes, B cells 
localize to discrete follicles located around the periphery, or cortex, of 
each node. If the B cells in a follicle have recently responded to an antigen, 
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Figure 2.15  Schematic of a spleen. A splenic arteriole surrounded by the periarte-
riolar lymphoid sheath, which represents the T-cell zone, and an attached folli-
cle containing a germinal center, representing the B-cell zone, are shown. Adapted 
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010). 
doi:10.1128/9781555818890.ch2.f2.15
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this follicle may contain a central region called a germinal center. Germi-
nal centers contribute signifi cantly to the production of antibodies. T cells 
localize to areas outside but adjacent to the follicles in the paracortex. The 
follicles contain the follicular dendritic cells that mediate B-cell activation, 
and the paracortex contains the dendritic cells that present antigens to T 
cells. In the spleen, T cells are found in periarteriolar lymphoid sheaths 
surrounding small arterioles, and B cells reside in the follicles.

The anatomic organization of peripheral lymphoid organs is tightly 
regulated to allow immune responses to develop. B cells are located in the 
follicles because follicular dendritic cells secrete proteins called chemo-
kines or chemoattractant cytokines, and naïve B cells express receptors 
for several chemokines. These chemokines are produced constitutively, 
and they attract B cells from the blood into the follicles of lymphoid or-
gans. Similarly, T cells are segregated in the paracortex of lymph nodes 
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Figure 2.16  Localization of T and B cells in different regions of peripheral lym-
phoid tissues. T and B cells migrate to different areas of a lymph node. Lympho-
cytes enter through a high endothelial venule and are recruited to different areas of 
the node by chemokines produced in these areas, and they bind selectively to either 
cell type. Dendritic cells, which pick up antigens from epithelia, enter through af-
ferent lymphatic vessels and migrate to the T-cell-rich areas of the node. Adapted 
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010). 
doi:10.1128/9781555818890.ch2.f2.16
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and the periarteriolar lymphoid sheaths of the spleen, because naïve T 
cells express a receptor, called CCR7, that recognizes chemokines pro-
duced in these regions of the lymph nodes and spleen. Consequently, cells 
are recruited from the blood into the parafollicular cortex region of the 
lymph nodes and the periarteriolar lymphoid sheaths of the spleen.

Upon activation by microbial antigens, lymphocytes alter the surface 
expression of their chemokine receptors. As a result, the B cells and T cells 
migrate toward each other and meet at the edge of follicles, where Th cells 
interact with and help B cells to differentiate into antibody-producing 
cells. The activated lymphocytes ultimately exit the node through effer-
ent lymphatic vessels and leave the spleen through veins. These activated 
lymphocytes end up in the blood circulation and can migrate to distant 
sites of infection.

Lymphocyte Recirculation and Migration into Tissues

Naïve lymphocytes are in constant recirculation between the blood and 
peripheral lymphoid organs in which they are activated by antigens to 
become effector cells (Fig. 2.17). The effector lymphocytes migrate to sites 
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Figure 2.17  Circulating lymphocytes 
are activated by antigens in peripheral 
lymphoid tissues. Naïve lymphocytes 
recirculate constantly through periph-
eral lymphoid tissues, e.g., a popliteal 
lymph node located behind the knee. 
During a foot infection, lymphocytes 
are activated by their antigens located 
in the draining lymph nodes. Activated 
and nonactivated lymphocytes recir-
culate to blood via lymphatic vessels. 
Adapted with permission from Murphy 
et al., Janeway’s Immunobiology, 7th ed. 
(Garland Science, New York, NY, 2008). 
doi:10.1128/9781555818890.ch2.f2.17
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of infection, where microbes are eliminated. Thus, lymphocytes at distinct 
stages of their lives migrate to the different sites where they are required 
for their functions. This process of lymphocyte recirculation is most rele-
vant for T cells, as effector T cells have to locate and eliminate microbes 
at any site of infection. In contrast, effector B cells remain in lymphoid 
organs and do not need to migrate to sites of infection. Rather, B cells se-
crete antibodies, which enter the blood and fi nd microbes and microbial 
toxins in the circulation or distant tissues.

Naïve T cells that have matured in the thymus and entered the cir-
culation migrate to lymph nodes, where they can fi nd antigens that enter 
through lymphatic vessels that drain epithelia and parenchymal organs. 
These naïve T cells enter lymph nodes through specialized postcapillary 
venules, called high endothelial venules, that are present in lymph nodes 
(Fig. 2.18). Naïve T cells express the L-selectin surface receptor, which 
binds to carbohydrate ligands expressed only on endothelial cells of high 
endothelial venules. Selectins are a family of proteins involved in cell-cell 
adhesion that contain conserved structural features, including a lectin or 
carbohydrate-binding domain. Due to the interaction of L-selectin with its 
ligand, naïve T cells bind loosely to high endothelial venules. In response 
to chemokines produced in the T-cell zones of the lymph nodes, the naïve 
T cells bind strongly to high endothelial venules and then migrate through 
the high endothelial venules into this region, where antigens are displayed 
by dendritic cells. Recent intravital imaging techniques have shown that 
in a lymph node, naïve T cells move around rapidly, scanning the surfaces 
of dendritic cells while searching for antigens.

After antigen recognition, T cells are transiently arrested on interact-
ing antigen-presenting dendritic cells; they then form stable conjugates 
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Figure 2.18  Migration of T cells through high endothelial venules. Naïve T cells mi-
grate from the blood through high endothelial venules into the T-cell zones of lymph 
nodes, where they encounter and are activated by antigens. Activated T cells exit the 
nodes, enter the bloodstream, and migrate preferentially to peripheral tissues at sites 
of infection and infl ammation. Adapted with permission from Abbas and Lichtman, 
Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders 
Elsevier, Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.18
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with the antigen-presenting cells and become activated. An encounter be-
tween an antigen and specifi c T cell occurs randomly, but most T cells 
circulate through some lymph nodes at least once a day. Thus, by ex-
pression of antigen-specifi c TCRs, some T cells have a high probability 
of encountering antigens. The likelihood of the correct T cell fi nding its 
antigen is increased in peripheral lymphoid organs, particularly lymph 
nodes, because microbial antigens are concentrated in the regions of these 
organs through which naïve T cells circulate. In response to a microbial 
antigen, naïve T cells are activated to proliferate and differentiate. During 
this process, naïve T cells reduce their expression of adhesion molecules 
and chemokine receptors and are retained in the lymph nodes. Simulta-
neously, T cells increase their expression of receptors for the sphingosine 
1-phosphate phospholipid. Since the concentration of this phospholipid 
is higher in blood than in lymph nodes, activated cells are recruited from 
lymph nodes into the circulation. The net result of these changes is that 
differentiated effector cells leave the lymph nodes and enter the circula-
tion. These effector cells preferentially migrate into the tissues that are 
colonized by infectious microbes, where the T cells function to eradicate 
infection.

Memory T-cell populations consist of some cells that recirculate 
through lymph nodes, where they promote secondary responses to cap-
tured antigens, and other cells that migrate to sites of infection, where 
they can respond rapidly to eliminate the infection. Little is known about 
lymphocyte circulation through the spleen or other lymphoid tissues or 
about the circulation pathways of naïve and activated B cells. The spleen 
does not contain high endothelial venules, but the general pattern of lym-
phocyte migration through this organ probably is similar to that of migra-
tion through lymph nodes. B cells appear to enter lymph nodes through 
high endothelial venules, but after they respond to an antigen, their dif-
ferentiated progeny either remain in the lymph nodes or migrate, mainly 
to the bone marrow.

Antigen Recognition by T Cells

Certain challenges must be overcome when the immune system attempts 
to mount an antigen-induced immune response. First, the frequency of 
naïve lymphocytes specifi c for an antigen is extremely low, i.e., <1 in 
100,000 lymphocytes. These antigen-specifi c lymphocytes need to locate 
the antigen in the body and react rapidly to it. Second, various kinds of 
microbes need to be eliminated by different types of adaptive immune 
responses elicited against the microbe at different stages of its life. Thus, 
if a microbe (e.g., a virus) enters the blood and circulates there, B cells are 
stimulated to produce antiviral antibodies that bind the virus, prevent it 
from infecting host cells, and help to eliminate it. In contrast, after a virus 
infects host cells, it is safe from antibodies, which cannot enter inside the 
cells, and activation of CTLs may be necessary to kill the infected cells 
and eliminate infection. Two important questions emerge: 

 1. How do low-frequency naïve lymphocytes specifi c for a microbial 
antigen fi nd that microbe in the body?
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 2. How does the immune system generate effector T cells and mole-
cules required to eradicate an infection, such as antibodies against 
extracellular microbes and CTLs to kill infected cells harboring 
intracellular microbes in their cytoplasm?

The immune system has developed an elegant way to capture and dis-
play antigens to lymphocytes. The mechanisms of how protein antigens 
are captured, broken down, and displayed for recognition by T cells are 
known. While less is known about these molecular events in B cells, B cells 
can recognize many more types of molecules than T cells without the need 
for either antigen processing or expression on the surface of host cells.

MHC Restriction

Most T cells recognize peptide antigens that are bound to and displayed 
by MHC molecules of antigen-presenting cells. The MHC is a genetic lo-
cus whose principal products function as the peptide display molecules of 
the immune system. In every individual, different clones of T cells can see 
peptides only when these peptides are displayed by that individual’s MHC 
molecules. This property of T cells is called MHC restriction (Fig. 2.19; 
Milestone 2.3), a mechanism that explains how each T cell has a single 
TCR with dual specifi city for residues of both the peptide antigen and the 
MHC molecule (Fig. 2.19).

Genetics and Structure of MHC Proteins

MHC molecules are transmembrane glycoproteins on antigen-presenting 
cells that display peptide antigens for recognition by T cells. The MHC 
is the genetic locus that principally determines the acceptance (MHC 
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Figure 2.19  Model of MHC restriction. MHC molecules expressed on the surface 
of antigen-presenting cells bind and present peptides enzymatically processed from 
protein antigens. Peptides bind to the MHC molecule by anchor residues, which at-
tach the peptides to pockets in the binding groove of an MHC molecule. On T cells, 
the TCR specifi cally recognizes some peptide residues and some polymorphic MHC 
residues in a trimolecular TCR–peptide–MHC complex. The structure of this complex 
governs the MHC restriction of a given T-cell-mediated immune response. Adapted 
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010). 
doi:10.1128/9781555818890.ch2.f2.19



 Fundamental Concepts in Immunology 105

identical) or rejection (MHC different) of tissue grafts exchanged between 
individuals. The physiological function of MHC molecules is to display 
peptides derived from protein antigens to antigen-specifi c T cells. This 
function of MHC molecules provides the basis for understanding the phe-
nomenon of MHC restriction of T cells mentioned above.

The group of genes that make up the MHC locus is found in all mam-
mals (Fig. 2.20) and includes genes that encode MHC and other proteins. 
Human MHC proteins are called human leukocyte antigens (HLAs) be-
cause these proteins were discovered as antigens of leukocytes that were 
identifi ed by reactivity with specifi c antibodies. The HLA complex in hu-
mans maps to human chromosome 6, and the H-2 complex in mice maps to 
mouse chromosome 17. The HLA complex and H-2 complex each contain 
two sets of highly polymorphic genes, the MHC class I (MHC-I) and MHC 
class II (MHC-II) genes. These genes encode the MHC-I and MHC-II pro-
teins that bind and present peptides to T cells. In addition, the MHC locus 
also contains many nonpolymorphic genes, several of which encode pro-
teins involved in antigen presentation or another, unknown function.

HLA
human leukocyte antigen

In 1973, Rolf Zinkernagel and 
Peter Doherty, research fellows at 
the Australian National Univer-

sity in Canberra, investigated how T 
cells protect mice against infection 
from lymphocytic choriomeningitis 
virus, a virus that causes meningitis. 
Their seminal fi ndings, published in 
1974, showed that murine CTLs from 
virus-infected mice could lyse only 
infected target cells that express the 
same MHC-I antigens and not those 
target cells that carry a different MHC 
allele. They immediately recognized 
the important implications of this fi nd-
ing and proposed that in contrast to 
antibodies, CTLs would not recognize 
virus directly but only in conjunction 
with a self-MHC molecule. Alterna-
tively, CTLs might recognize an MHC 
protein that was modifi ed by the virus, 
giving rise to an “altered self” struc-
ture. This intiguing model, termed 
MHC restriction, stimulated intensive 
immunology research throughout 
the world that ultimately yielded the 
structures of MHC-I antigens, MHC-II 
antigens, and TCRs.

Today, we know that T cells rec-
ognize small peptides derived from 
intracellularly degraded proteins that 
are bound by a specifi c binding groove 
of MHC proteins and displayed at the 
cell surface for presentation to and 
recognition by the TCR on T cells. 
This discovery was made because the 
right people were at the right place at 
the right time. Indeed, the time was 
ripe for the discovery in the 1970s. 
Until then, the transplantation antigens 
(MHC molecules) were only known to 
be a major obstacle and a nuisance to 
transplant surgeons; their true biolog-
ical role remained elusive. Indepen-
dently, Hugh O. McDevitt and Baruj 
Benacerraf had shown that the MHC-II 
genes control immune responses, 
demonstrating a very important 
biological function of MHC proteins. 
In 1980, Benacerraf shared the Nobel 
Prize in Medicine with Jean Dausset 
and George Snell for their discoveries 
of the human HLA and mouse H-2 
MHC gene complexes, respectively. 
Since these MHC genes restricted the 
specifi city of T cells, they had been 

hypothesized to encode the TCR for 
antigens. However, McDevitt and his 
team of investigators reported that 
murine MHC-II proteins were synthe-
sized and expressed by B cells and not 
T cells, indicating that the TCR was 
not encoded by MHC-II genes, a sur-
prising fi nding that ran counter to the 
dogma of the time. Owing to the work 
of Zinkernagel and Doherty, we know 
that MHC-II proteins, like MHC-I 
proteins, are receptors that present 
antigenic peptides to T cells and 
thereby restrict T-cell specifi city. The 
major discovery by Zinkernagel and 
Doherty not only changed and shaped 
our concepts of T-cell immunology but 
also laid the foundation for our present 
understanding of autoimmunity and 
vaccine development. In 1996, the 
Nobel Prize in Physiology or Medicine 
was awarded to Rolf Zinkernagel and 
Peter Doherty for their discovery of 
how T cells of the immune system rec-
ognize foreign microbial antigens, such 
as viral antigens.

(Adapted from G. Hammerling, Cell 
Tissue Res. 287: 1–2, 1997.)

Restriction of In Vitro Cell-Mediated Cytotoxicity in Lymphocytic 
Choriomeningitis Within a Syngeneic or Semi-Allogeneic System
R. M. Zinkernagel and P. C. Doherty
Nature 248: 701–702, 1974

milestone
2.3
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The MHC-I and MHC-II transmembrane glycoproteins each contain 
a peptide-binding cleft at their amino-terminal end. Although the two 
classes of molecules differ in subunit composition, they are very similar 
in overall structure (Fig. 2.21). Each MHC-I molecule consists of an α 
chain noncovalently bound to the β2-microglobulin protein, which is en-
coded by a non-MHC gene. The amino-terminal α1 and α2 domains of 
MHC-I form a peptide-binding cleft, or groove, that is large enough to 
accommodate peptides of 8 to 11 amino acids in length. The fl oor of the 
peptide-binding cleft binds peptides for display to T cells, and the sides 
and tops of the cleft consist of residues contacted by the peptide and TCR 
(Fig. 2.21). The polymorphic residues of MHC-I molecules that differ be-
tween individuals are localized in the α1 and α2 domains of the α chain. 
Some of these polymorphic residues contribute to variations in the fl oor 
of the peptide-binding cleft and thus in the ability of different MHC mol-
ecules to bind peptides. Other polymorphic residues contribute to vari-
ations in the tops of the clefts and thus infl uence TCR recognition. The 
α3 domain is invariant and contains the binding site for the CD8 T-cell 
coreceptor. T-cell activation requires recognition of an MHC-associated 
peptide antigen by the TCR and simultaneous recognition of MHC-I by 
CD8. It follows that CD8+ T cells can respond only to peptides displayed 
by MHC-I molecules, which bind to CD8.

MHC class
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MHC class I locusMHC class II locus
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DQ DRDM
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components:
TAP1, TAP2

Complement
proteins: C4,
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Figure 2.20  Human HLA and mouse H-2 MHC loci. Chromosomal maps of MHC 
and MHC-linked genes located in the human HLA and mouse H-2 complex are 
shown. The major genes in this complex encode molecules that regulate immune re-
sponses. MHC-II loci are shown as single blocks, but each consists of at least two 
genes. MHC-III loci are comprised of genes that encode molecules that do not display 
peptides. Several HLA- and H-2-linked MHC-I-like genes and pseudogenes are not 
shown. LT, lymphotoxin; TAP, transporter associated with antigen processing; TNF-α, 
tumor necrosis factor alpha. Adapted with permission from Abbas and Lichtman, Ba-
sic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders 
Elsevier, Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.20
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Figure 2.21  Schematic diagrams (left) and models (right) of the crystal structures of 
the MHC-I and MHC-II proteins showing their respective disulfi de (S–S)-linked im-
munoglobulin (Ig) domains and similarity in overall structure. Both MHC molecules 
contain an antigen-binding groove and invariant portions that bind CD8 (MHC-I α3 
domain) or CD4 (MHC-II β2 domain). The β2-microglobulin protein that constitutes 
the light chain of MHC-I proteins is shown. Adapted with permission from Abbas and 
Lichtman, Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. 
(Saunders Elsevier, Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.21
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An MHC-II molecule consists of an α chain and β chain. The residues 
in the amino-terminal α1 and β1 domains of both chains are polymorphic 
and form a cleft that can accommodate peptides of 10 to 30 residues in 
length. The nonpolymorphic β2 domain contains the binding site for the 
CD4 T-cell coreceptor. Since CD4 binds to MHC-II molecules, CD4+ T 
cells respond only to peptides presented by MHC-II molecules. Several 
features of MHC genes and proteins important for the normal function 
of these molecules are summarized in Fig. 2.22.

Characteristic

Polymorphic genes: many
alleles present in population

MHC-expressing cell types

 Class II: dendritic cells,
 macrophages, B cells

 Class I: all nucleated cells

Relevance

Codominant expression: both
parental alleles of each MHC
gene are expressed

Different individuals can
present and respond to 
different microbial peptides

Th cells, dendritic cells,
macrophages, B cells

CD8+ CTLs can kill any
virus-infected cell

Increases number of
MHC molecules that
present peptides to T cells

T cell

TCR
Peptide

MHC molecule

Dendritic cell Macrophage

Microbe

B cell

Leukocytes Epithelial cells Mesenchymal cells

Parental
chromosomes

Figure 2.22  Properties of MHC genes and proteins. Some important characteristics 
of MHC molecules and their relevance to adaptive immunity are listed. Adapted 
with permission from Abbas and Lichtman, Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2010). 
doi:10.1128/9781555818890.ch2.f2.22
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MHC genes are codominantly expressed, meaning that the alleles in-
herited from both parents are expressed equally. Since in humans there are 
three polymorphic MHC-I genes, HLA-A, HLA-B, and HLA-C, and each 
person inherits one set of these genes from each parent, any cell can ex-
press six different MHC-I proteins. In the MHC-II locus, every individual 
inherits one pair of HLA-DP genes (DPA1 and DPB1, encoding the α and 
β chains), one pair of HLA-DQ genes (DQA1 and DQB1, encoding the α 
and β chains), one HLA-DRα gene (DRA1), and one or two HLA-DRβ 
genes (DRB1 and DRB3, -4, or -5). Thus, a heterozygous individual can 
inherit six or eight MHC-II alleles, three or four from each parent (one set 
each of DP and DQ and one or two of DR). Due to the extra DRβ genes, 
and because some DQα molecules encoded on one chromosome can asso-
ciate with DQβ molecules encoded from the other chromosome, the total 
number of expressed MHC-II proteins may be considerably more than 
six. The set of MHC alleles present on each chromosome is known as an 
MHC haplotype. In humans, each HLA allele is given a numerical designa-
tion; e.g., an HLA haplotype of an individual could be HLA-A2, HLA-B5, 
HLA-DR3, etc. All heterozygous individuals have two HLA haplotypes, 
one from each chromosome.

MHC genes are highly polymorphic, indicating that many different 
alleles are present among different individuals in the population. The 
polymorphism is so great that any two individuals in the population are 
unlikely to have exactly the same MHC genes and proteins. Because the 
polymorphic residues determine the peptides that are presented by selected 
MHC proteins, the existence of multiple alleles ensures that there are al-
ways some members of the population that will be able to present any 
particular microbial protein antigen. Thus, MHC polymorphism ensures 
that a population will be able to survive if faced with a pandemic infec-
tion and will not succumb to a newly encountered or mutated pathogen, 
because at least some individuals will be able to mount effective immune 
responses to the peptide antigens of these pathogens. Polymorphisms in 
MHC proteins arise from inheritance of distinct DNA sequences.

MHC-I proteins are expressed on all nucleated cells, but MHC-II pro-
teins are expressed mainly on dendritic cells, macrophages, and B cells, 
and this regulates the type of T-cell-mediated response obtained. The 
peptide-binding clefts of MHC proteins, which consist of different pock-
ets in the fl oor, bind peptides derived from protein antigens and display 
these peptides for recognition by T cells (Fig. 2.23). There are pockets in 
the fl oors of the peptide-binding clefts of most MHC molecules. The side 
chains of amino acids in the peptide antigens fi t into these MHC pockets 
and anchor the peptides in the cleft of the MHC molecule. Peptides that 
are anchored in the cleft by these side chains (also called anchor residues) 
contain some residues that are oriented upwards to the TCR on T cells.

Antigen Capture and Presentation 
by Antigen-Presenting Cells

Several key features of peptide–MHC interactions are important for 
understanding how peptides are presented by MHC proteins to T cells 
(Table  2.7) and are listed in Box  2.1. Antigen-presenting cells capture 
microbial antigens and display them for recognition by T cells. Naïve T 
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α2

A
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binding groove of MHC class II

Anchor residue
of peptide

Figure 2.23  Binding of peptides to MHC proteins. (A) Top views of the structures 
of MHC-I and MHC-II molecules illustrate how peptides lie on the fl oors of the 
peptide-binding grooves and are available for recognition by T cells. The amino ter-
minus of the peptide backbone is at the left of the groove, and the carboxy terminus 
is at the right of the groove. Binding of the peptide to MHC-II occurs by hydrogen 
bonds to residues that are highly conserved in MHC-II molecules. The side chains of 
these residues are shown. (B) A side view of a peptide bound to an MHC-II protein 
demonstrates how anchor residues of the peptide hold it in the pockets in the fl oor 
of the peptide-binding groove of the MHC molecules. Adapted with permission from 
Khan et al., J. Immunol. 164: 6398–6405, 2000 (© 2000 The American Association 
of Immunologists, Inc.), for MHC-I structure and from Murphy et al., Janeway’s Im-
munobiology, 7th ed. (Garland Science, New York, NY, 2008), for MHC-II structures. 
doi:10.1128/9781555818890.ch2.f2.23

Table 2.7  Characteristics of peptide–MHC interactions

Characteristic Relevance

Wide specifi city of peptide–MHC binding One MHC molecule can bind to several 
different peptides

Each MHC molecule presents only one pep-
tide at a time

Each TCR recognizes a single MHC-bound 
peptide

MHC molecules accommodate only peptides 
in their groove

Only protein antigens stimulate 
MHC-restricted T cells

During their intracellular assembly, MHC 
molecules bind to peptides

MHC-I and MHC-II molecules present pep-
tides from different cellular compartments

MHC molecules are stably expressed at the 
cell surface only if they have a bound peptide

Only surface-associated stable peptide–MHC 
complexes are recognized by the TCR

The off-rate of peptide from MHC is very low Peptides remain bound to MHC molecules 
suffi ciently long to stimulate T-cell responses

Adapted with permission from Abbas and Lichtman, Basic Immunology: Functions and Disorders of the 
Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

The principal characteristics of peptide binding to MHC proteins and their functional relevance are 
presented.
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cells recognize protein antigens presented by dendritic cells, the most ef-
fective professional antigen-presenting cells, to initiate clonal expansion 
and effector cell differentiation. Differentiated effector T cells must bind 
to antigens presented by various antigen-presenting cells in order to ac-
tivate the effector functions of the T cells in humoral and cell-mediated 
immune responses.

Protein antigens of microbes that enter the body are captured mainly 
by dendritic cells and concentrated in the peripheral lymphoid organs, 
where immune responses are initiated (Fig. 2.24). Microbes usually enter 
the body through the skin (by contact), the gastrointestinal tract (by in-
gestion), and the respiratory tract (by inhalation). All interfaces between 
the body and external environment are lined by continuous epithelia, 
which provide a physical barrier to infection. The epithelia and subepi-
thelial tissues contain a network of dendritic cells; the same cells are pres-
ent in the T-cell-rich areas of peripheral lymphoid organs and, in smaller 
numbers, in most other organs. In the skin, the epidermal dendritic cells 
are called Langerhans cells. Epithelial dendritic cells are immature, since 
they do not stimulate T cells effi ciently. These immature dendritic cells 
express membrane receptors that bind microbes, such as receptors for 
terminal mannose residues on glycoproteins, a typical feature of microbial 
but not mammalian glycoproteins. Dendritic cells use these receptors to 
capture and endocytose microbial antigens. Some soluble microbial anti-
gens may enter dendritic cells by pinocytosis. At the same time, microbes 
stimulate innate immune reactions by binding to TLRs and other sensors 
of microbes in the dendritic cells, as well as in epithelial cells and resident 
macrophages in the tissue. This results in production of infl ammatory cy-
tokines, such as tumor necrosis factor alpha and IL-1. The combination 
of the TLR signaling and cytokines activates the dendritic cells, resulting 
in several changes in phenotype and function.

Activated dendritic cells lose their adhesiveness for epithelia and begin 
to express the CCR7 chemokine receptor on their surface, which binds to 
chemokines produced in the T-cell zones of lymph nodes. These chemo-
kines direct dendritic cells to exit the epithelium and migrate through 
lymphatic vessels to the lymph nodes draining that epithelium (Fig. 2.25). 
During their migration, dendritic cells mature from cells designed to 

box 2.1
Key Features of Presentation of Peptides 
by MHC Proteins to T Cells

• Each MHC protein can present only 
one peptide at a time, because there 
is only one cleft, but each MHC 
protein can present several different 
peptides.

• MHC proteins bind only peptides 
and not other types of antigens. 

This explains why MHC-restricted 
CD4+ T cells and CD8+ T cells rec-
ognize and respond to only protein 
antigens.

• MHC proteins acquire their 
peptides during their biosynthesis 

and assembly inside cells. MHC-I 
proteins acquire peptides predomi-
nantly from cytosolic proteins, and 
MHC-II proteins bind to peptides 
derived from proteins in intracellu-
lar vesicles (endosomes).

• In each individual, the MHC pro-
teins can display peptides derived 
from non-self (e.g., microbial) 
proteins as well as peptides from 
self-proteins.
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capture antigens into antigen-presenting cells capable of stimulating T 
cells in various immune responses. This maturation is accompanied by an 
increased synthesis and stable expression of MHC proteins, which present 
antigens to T cells via TCR recognition (signal 1), and of other costimu-
lator proteins (e.g., CD80 and CD86) (signal 2). Both signals 1 and 2 are 
required for full T-cell responses. Soluble antigens in the lymph are picked 
up by dendritic cells that reside in the lymph nodes, and blood-borne 
antigens are handled similarly by dendritic cells in the spleen. The net 
result of this sequence of events is that the protein antigens of microbes 
that enter the body are transported to and concentrated in the regions 
of lymph nodes where the antigens are most likely to encounter T cells. 
Recall that naïve T cells continuously recirculate through lymph nodes 
and also express CCR7, which promotes their entry into the T-cell zones 
of lymph nodes. Therefore, dendritic cells bearing captured antigens and 
naïve T cells poised to recognize antigens colocalize in lymph nodes. This 
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enters bloodstream

Dendritic
cell-associated
antigen
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vessel
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epithelium and connective tissue
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captured by antigen-presenting
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Figure 2.24  Capture and presentation 
of microbial antigens. Microbes pass 
through an epithelial cell layer and are 
captured by dendritic cells resident in 
the epithelium. Alternatively, microbes 
enter lymphatic vessels or blood vessels. 
Next, the microbes and their antigens 
are transported to peripheral lymphoid 
organs (lymph nodes and spleen), where 
T cells recognize these antigens and 
elicit immune responses. Adapted with 
permission from Abbas and Lichtman, 
Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. 
(Saunders Elsevier, Philadelphia, PA, 
2010).
 doi:10.1128/9781555818890.ch2.f2.24
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process is remarkably effi cient: it is estimated that if microbial antigens 
are introduced at any site in the body, a T-cell response to these antigens 
begins in the draining lymph nodes within 12 to 18 h.

While different types of antigen-presenting cells serve distinct func-
tions in T-cell-dependent immune responses, we focus here on responses 
stimulated by dendritic cells. Dendritic cells are the principal inducers 
of such T-cell-dependent responses, because they are the most potent 
antigen-presenting cells for activating naïve T cells. Dendritic cells not 
only initiate T-cell responses but also may infl uence the nature of the 
response. Importantly, various subsets of dendritic cells can direct the 
differentiation of naïve CD4+ T cells into distinct populations that are 
equipped to defend us against infections elicited by different types of 
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Figure 2.25  Capture and presentation 
of protein antigens by dendritic cells. 
Immature dendritic cells in the epithe-
lium (e.g., skin, where dendritic cells 
are called Langerhans cells) capture mi-
crobial antigens, then leave the epithe-
lium, and are recruited by chemokines 
to the draining lymph nodes. During 
their migration, the dendritic cells ma-
ture, likely in response to the microbe. 
In the lymph nodes, the dendritic cells 
present antigens to naïve T cells. Den-
dritic cells at their different stages of 
maturation may express different mem-
brane proteins. Immature dendritic cells 
express surface receptors that capture 
microbial antigens, whereas mature 
dendritic cells express levels of MHC 
and other molecules that costimulate 
T-cell responses. Adapted with permis-
sion from Abbas and Lichtman, Basic 
Immunology: Functions and Disorders 
of the Immune System, 3rd ed. (Saun-
ders Elsevier, Philadelphia, PA, 2010). 
doi:10.1128/9781555818890.ch2.f2.25
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microbes. Dendritic cells can also initiate the responses of CD8+ T cells 
to the antigens of intracellular microbes. Some microbes (e.g., viruses) 
rapidly infect host cells and can be eradicated only by CD8+ CTLs that 
can respond to the antigens of these intracellular microbes and destroy 
the infected cells.

However, viruses may infect any typiate T-cell activation. How, then, 
are naïve CD8+ T cells able to respond to the intracellular antigens of in-
fected cells? It is likely that dendritic cells phagocytose infected cells and 
display the antigens present in the infected cells for recognition by CD8+ 
T cells. This process is called cross-presentation (or cross-priming), to 
indicate that one cell type, the dendritic cell, can present the antigens of 
other cells, the infected cells, and prime (or activate) naïve T cells specifi c 
for these antigens. The dendritic cells that engulf infected cells may also 
present microbial antigens to CD4+ Th cells. Thus, CD4+ and CD8+ T 
cells, specifi c for the same microbe, are activated close to one another. 
This process is important for the antigen-stimulated differentiation of 
naïve CD8+ T cells to effector CTLs, which often requires help from 
CD4+ Th cells. Once the CD8+ T cells have differentiated into CTLs, they 
kill infected host cells without any need for dendritic cells or signals other 
than recognition of the antigen.

Thus, dendritic cells are essential for the regulation of microbial im-
munity throughout the body. Due to their migratory properties, dendritic 
cells can capture, process, and present protein antigens of many differ-
ent microbes to different subsets of CD4+ and CD8+ T cells localized 
in peripheral lymphoid organs throughout the body. Since dendritic cells 
are able to orchestrate and regulate the desired antimicrobial immune 
responses that prevent infection, it is appropriate that dendritic cells be 
recognized as the most effective professional antigen-presenting cells 
(Milestone 2.4).

Humoral Immunity

As antibodies were the fi rst proteins involved in specifi c immune rec-
ognition to be characterized, their structure and function are very well 
understood. An antibody molecule has two distinct functions: one is to 
bind specifi cally to regions of a pathogen that elicited the immune re-
sponse, and the other is to recruit other cells and molecules to destroy 
the pathogen once the antibody is bound to it. For example, binding by 
an antibody can neutralize a virus and mark a pathogen for destruc-
tion by phagocytes (e.g., macrophages) and serum complement. Inter-
estingly, the recognition and effector functions of an antibody molecule 
are controlled by distinct regions of the molecule. The antigen-binding 
region, which varies extensively in its amino acid sequence between an-
tibody molecules, is located in the variable (V) region, which endows an 
antibody with exquisite specifi city of binding to a particular antigenic 
epitope. On the other hand, the region that performs the effector func-
tions of an antibody is termed the constant (C) region, which does not 
vary in its sequence and may be expressed in fi ve different forms, each 
of which is specialized for activating different effector mechanisms. The 

V region
variable region

C region
constant region
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membrane-bound BCR does not have these effector functions, since the 
C region remains inserted in the membrane of the B cell. After the V re-
gion of a BCR binds to an epitope of the antigen, a signal is transmitted 
via its C region and associated proteins in a signaling complex. This sig-
naling then stimulates B-cell activation, leading to clonal expansion and 
specifi c antibody production and secretion.

The clonal selection theory 
proposed by Sir Macfarlane 
Burnet in 1957 postulated that 

lymphocytes proliferate in response 
to antigens only if the antigen can 
be recognized by their specifi c re-
ceptors. However, during the next 
10 years, it remained unknown how 
an antigen is presented to initiate 
an immune response. At the time, 
immunologists conjectured that the 
answer to this question was essential 
for the development of novel thera-
peutic approaches to the treatment 
of disease. In 1970, while working as 
a research fellow with Zanvil Cohn 
on how macrophages catabolize 
microbes, Ralph Steinman examined 
the nature of the splenic accessory 
cells required for immune responses 
in vitro. Under phase-contrast light 
microscopy, he found a small number 
of extensively branched, motile, and 
mitochondrion-rich cells mixed in with 
the expected macrophages. Because 
these cells had a stellate-like structure 
and displayed a unique morphology 
with many dendritic processes, Stein-
man and Cohn named this novel type 
of white blood cells dendritic cells. 
These investigators published on the 
phenotypic and functional character-
ization of dendritic cells in 1973 and 
1974. Steinman and his colleagues then 
went on to show that antigen-activated 
dendritic cells express MHC-II 

proteins on their surface, present an-
tigens and alloantigens to T cells, and 
stimulate both T-cell cytotoxicity and 
antibody responses. Subsequent studies 
described dendritic cell maturation—
the process by which immature den-
dritic cells, which capture antigens in 
peripheral tissues, become effi cient ini-
tiators of immunity. Their high potency 
suggested that dendritic cells could 
present antigens to naïve lymphocytes, 
a fi nding that led Steinman and many 
other immunologists to demonstrate 
that dendritic cells function as the 
primary antigen-presenting cells of the 
immune system. In fact, in the steady 
state when the body is challenged by 
injury and infection, dendritic cells 
migrate from body surfaces to immune 
or lymphoid tissues, where they lo-
calize to regions rich in T cells. There, 
dendritic cells display antigens to T 
cells, and they alert these lymphocytes 
to the presence of injury or infection. 
This directs the T cells to make an 
immune response that is matched to 
the challenge at hand.

Dendritic cells are also functional 
in the control of immune tolerance, an 
immunological process that silences 
dangerous immune cells and prevents 
them from attacking innocuous ma-
terials in the body or the body’s own 
tissues. Given these many functions 
of dendritic cells, these cells have 
commanded much current research 

in medicine. During infection and 
cancer, microbes and tumors exploit 
dendritic cells to evade immunity, 
but dendritic cells also can capture 
infection- and tumor-derived pro-
tein and lipid antigens and generate 
resistance, including new strategies for 
vaccines. During allergy, autoimmunity, 
and transplantation, dendritic cells 
promote unwanted innate and adaptive 
responses that cause disease, but they 
also can suppress these conditions. 
Thus, since dendritic cells orchestrate 
innate and adaptive immune responses 
and provide links between antigens 
and all types of lymphocytes, dendritic 
cells are an excellent target in studying 
disease and in designing treatments.

More recently, techniques were 
developed to grow large quantities of 
dendritic cells in vitro, and this work 
set the stage for current research on 
the regulation of dendritic cell function 
and the design of dendritic-cell-based 
vaccines for HIV infection and cancers. 
Steinman shared the Nobel Prize in 
Physiology or Medicine in 2011 with 
Bruce Beutler and Jules Hoffman for 
his discovery of the dendritic cell and 
its role in adaptive immunity. Steinman 
was announced as a winner of the prize 
just 3 days after his death from pan-
creatic cancer in September 2011, and 
at the time of his death, he was being 
administered personalized treatments 
with his own dendritic cells.

Identifi cation of a Novel Cell Type in Peripheral Lymphoid Organs 
of Mice. 1. Morphology, Quantitation, Tissue Distribution
R. M. Steinman and Z. A. Cohn
J. Exp. Med. 137: 1142–1162, 1973

Identifi cation of a Novel Cell Type in Peripheral Lymphoid Organs 
of Mice. 2. Functional Properties In Vitro
R. M. Steinman and Z. A. Cohn
J. Exp. Med. 139: 380–397, 1974

milestone
2.4
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Structure of Immunoglobulins

The basic structure of an antibody monomer of the immunoglobulin G1 
(IgG1) subclass is shown in Fig.  2.26. The monomer (molecular mass, 
150 kDa) consists of the two heavy (H) chains paired via disulfi de bonds 
and noncovalent interactions (hydrogen bonds, electrostatic forces, Van 
der Waals forces, and hydrophobic forces) with two light (L) chains. The 
H chains (50 kDa) are each of higher molecular mass than the L chains 
(25 kDa). The disulfi de bonds link two H chains to each other or an H 
chain to an L chain. All antibodies are constructed similarly from paired 
H and L chains and are termed immunoglobulins. In each IgG molecule, 
the two H chains are identical and the two L chains are identical and 
give rise to two identical antigen-binding sites in the antigen-binding frag-
ment (Fab) that can bind simultaneously to and cross-link two identical 
antigenic structures. This Fab fragment is produced upon cleavage of an 
antibody molecule with the protease papain, and the N-terminal half, the 
Fab fragment termed the Fv fragment, contains all of the antigen-binding 
activity of the intact antibody molecule.

Immunoglobulins comprise one of the most polymorphic groups of 
proteins in mammals, presumably because they must recognize the large 
array of different antigens to be encountered in nature. The mechanisms 
of gene recombination and gene rearrangement that juxtapose a vast ar-
ray of V-gene DNA segments with the far less numerous C-gene DNA 
segments during B-cell development are reviewed in many articles and are 
not presented here.
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Figure 2.26  Structure of an IgG1 mole-
cule. The H- and L-chain variable regions 
(VH and VL) of an IgG1 antibody mole-
cule with their CDRs (CDR1, CDR2, and 
CDR3) and constant regions (CH1, CH2, 
CH3, and CL) are shown. The FV, Fab, 
and Fc portions of the molecule are also 
indicated. This IgG1 subtype molecule 
expresses two γ1 H chains and two cova-
lently linked κ L chains. The hinge region 
consists of only one interchain disul-
fi de bond (S–S). NH2, amino terminal; 
COOH, carboxy terminal. The variable 
regions (Fv) contain the antigen-binding 
sites at one end of an antibody molecule 
that bind to a target epitope of an anti-
gen. At the other end of the molecule, the 
Fc regions mediate complement activa-
tion and binding to phagocytic receptors 
during opsonization.
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Immunoglobulin V-region and C-region genes may be easily manip-
ulated, as the various functions of an antibody are confi ned to discrete 
domains (Fig. 2.27). Thus, antibody diversity is localized to particular 
parts of the V-domain sequence and, moreover, is found in a particu-
lar region on the surface of the antibody molecule. The sites that rec-
ognize and bind antigens consist of three complementarity-determining 
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Figure 2.27  Structures and properties of IgG, IgA, IgM, and IgE molecules. Selected 
properties of the major antibody isotypes of humans are shown. Isotypes are classifi ed 
based on the structure of their H chains, and each isotype may contain either a κ or 
λ L chain. The distinct shapes of the secreted forms of these antibodies are presented. 
IgA consists of two subclasses, IgA1 and IgA2. IgG consists of four subclasses, IgG1, 
IgG2, IgG3, and IgG4. The concentrations in serum are average values in healthy indi-
viduals. Monomeric IgM (190 kDa) normally forms pentamers, known as macroglob-
ulin (hence the M), of very high molecular mass. IgA dimerizes to yield a molecular 
mass of about 390 kDa in secretions. IgE antibody is associated with immediate-type 
hypersensitivity. When fi xed to tissue mast cells, IgE has a much longer half-life than 
its half-life in plasma. Adapted with permission from Abbas and Lichtman, Basic Im-
munology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2010). doi:10.1128/9781555818890.ch2.f2.27
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regions (CDRs) that lie within the variable (VH and VL) domains at the 
N-terminal ends of the two H and L chains. The CDRs display the high-
est variability in amino acid sequence of an antibody molecule. When 
the VH and VL domains are paired, the hypervariable loops of each do-
main (six loops in all) are brought close together, creating a single hy-
pervariable site, i.e., the antigen-binding site, at the tip of each arm of 
the molecule (Fig. 2.26). Because CDRs from both VH and VL domains 
contribute to the antigen-binding site, the antigen specifi city of an anti-
body is determined only by the particular combination of H chain and 
L chain expressed. Thus, the immune system can generate antibodies of 
different antigen specifi cities by generating different combinations of H- 
and L-chain regions according to a mechanism known as combinatorial 

diversity.

Functions of Immunoglobulins

In mice and humans, the effector functions of an antibody molecule are 
mediated by its C-region domains in the COOH-terminal part of the H 
chain and are not associated at all with the L chain. Each L chain con-
tains one constant domain (CL), and each H chain contains three constant 
domains (CH1, CH2, and CH3) (Fig. 2.26). While the CL and CH1 domains 
are situated in the Fab fragment of an antibody, the CH2 and CH3 domains 
are positioned in the crystallizable fragment (Fc) portion of the molecule. 
The Fc fragment of an antibody interacts with effector cells and mol-
ecules, and the functional differences between the various classes of H 
chains lie mainly in the Fc fragment. Five different classes of immunoglob-
ulins (IgM, IgD, IgG, IgA, and IgE) are distinguishable by their C regions 
(Fig. 2.27). The class and effector function of an antibody are defi ned by 
the structure of its H chain class or isotype, and the H chains of the fi ve 
main classes (isotypes) are designated 𝛍, 𝛅, 𝛄, 𝛂, and 𝛆, respectively. Note 
that IgG is the most abundant class, and it has four subclasses in humans 
(IgG1, IgG2, IgG3, and IgG4) and three subclasses in mice (IgG1, IgG2a, 
and IgG2b). The reason for such differences in subclasses between closely 
related species is unknown.

After antigen binding by the Fab regions of an intact antibody mole-
cule, the Fc portion of the molecule stimulates several immune responses 
in humans (Fig. 2.27), including the following: 

Activation of the complement cascade. The protein components of the 
complement system break down cell membranes, activate phago-
cytes, and produce signals to mobilize other components of an 
immunological response depending on whether a classical or alter-
native pathway of complement activation is elicited.

Antibody-dependent cell-mediated cytotoxicity. This response results 
from the binding of the Fc portion of an antibody to its Fc receptor 
protein on the surface of an antibody-dependent cell-mediated cy-
totoxicity effector cell. The bound effector cell releases substances 
that lyse the foreign cell to which the Fab portion of the antibody 
is bound.

Fc
crystallizable fragment
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Phagocytosis. After the Fab portion of an antibody binds to a soluble 
antigen, the Fc portion of antibodies of the IgG1 and IgG3 sub-
classes can bind to their Fc receptor proteins (FcγR) on recruited 
macrophages and neutrophils. These cell types engulf and destroy 
(phagocytose) the antibody–antigen complex and facilitate the de-
struction of pathogens coated with these antibodies.

Infl ammation. The Fc portion of an IgE antibody binds to a 
high-affi nity FcεR on mast cells, basophils, and activated eosino-
phils, enabling these cells to respond during an allergic response to 
the binding of a specifi c antigen (or allergen) by releasing infl am-
matory mediators.

Transport. The Fc portion can deliver antibodies to places they would 
not reach without active transport. These include mucous secre-
tions, tears, and milk (IgA) and the fetal blood circulation by trans-
fer from the pregnant mother (IgG).

Types of Antibodies: Applications

During an immune response in mammals that protects the body from tox-
ins and infectious pathogens, the antibodies produced and secreted by B 
cells bind to the pathogen-derived foreign antigens. Together with other 
immune system proteins that comprise the complement system, which 
bind to the Fc portion of antibody molecules, these foreign pathogens are 
inactivated and become neutralized. Upon stimulation of an immune re-
sponse, each antibody-producing B cell synthesizes and secretes a single 
antibody that recognizes with high affi nity a discrete epitope of the immu-
nizing antigen. Because a target antigen generally consists of several differ-
ent epitopes (Fig. 2.28), a given antigen-primed B cell produces a different 
antibody against only one epitope of the antigen. The classifi cation of the 
different types of antibodies and some of their more frequently used ap-
plications to immune assays and immunodiagnostics are discussed below.

Polyclonal Antibodies

The set of antibodies which all react with the same antigen is termed 
polyclonal antibodies; i.e., the antibodies in this set are produced by a 
collection of several different B-cell clones. Thus, by defi nition, a poly-
clonal antibody reacts with different epitopes of a given antigen, and even 
antibodies that bind the same epitope of an antigen can be heterogeneous.

Several methods for polyclonal antibody production in laboratory an-
imals (e.g., horses, goats, and rabbits) exist. Institutional guidelines that 
regulate the use of animals and related procedures are directed towards 
the safety of the use of adjuvants (agents that enhance the strength of an 
immune response to an antigen without adverse effects when administered 
alone). Examples of adjuvants are (i) alum and (ii) water-in-oil emulsion of 
heat-killed Escherichia coli bacteria. These guidelines include adjuvant se-
lection, routes and sites of administration, injection volumes per site, and 
number of sites per animal. The primary goal of polyclonal antibody pro-
duction in laboratory animals is to obtain high-titer, high-affi nity antisera 
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Figure 2.28  Schematic of a target anti-
gen and epitopes. The surface of the an-
tigen shown has seven different antigenic 
determinants (called epitopes). When this 
antigen is used to immunize an animal, 
each epitope may elicit the synthesis of 
a different antibody. Taken together, the 
different antibodies that interact with an 
antigen constitute a polyclonal antibody 
directed against that antigen.
 doi:10.1128/9781555818890.ch2.f2.28



120 C H A P T E R  2

for experimental use or diagnostic testing. Most adjuvants establish an 
antigen depot that yields a slow release of antigen from an injection site 
into draining lymph nodes. Many adjuvants either contain or function 
as surfactants that promote concentration of protein antigen molecules 
over a large surface area and immunostimulatory molecules or proper-
ties. Since many antigens are weak immunogens, adjuvants are generally 
used with such soluble protein antigens to increase antibody titers and 
induce a prolonged response with accompanying immunological memory. 
In contrast, most complex protein antigens activate multiple B-cell clones 
during an immune response, and thus the response is polyclonal. Immune 
responses to nonprotein antigens are generally poor and are only weakly 
enhanced by adjuvants, and there is no immune system memory.

Antisera

Antisera are valuable tools for many biological assays, such as the block-
ing of infection and diagnosis of toxic substances in clinical samples. How-
ever, polyclonal antisera possess certain inherent disadvantages that relate 
to the heterogeneity of their antibodies. First, each antiserum differs from 
all other antisera, even if generated in a genetically identical animal by 
using the identical antigen preparation and immunization protocol. Sec-
ond, antisera can be produced only in limited volumes, and it is therefore 
not possible to use the identical serological reagent at different stages of a 
complex experiment(s) or in clinical tests. Third, even antibody prepara-
tions purifi ed by affi nity chromatography by passage over an antigen col-
umn may include minor populations of antibodies that yield unexpected 
cross-reactions or false positives, which confound the results obtained.

Monoclonal Antibodies

To avoid the above-mentioned problems encountered with the use of 
polyclonal antibodies and antisera, it was desirable to make an unlim-
ited supply of antibody molecules of homogeneous structure (derived 
from a single clone of B cells), high affi nity, and known specifi city for 
a specifi c target antigen. This was achieved by the production of MAbs 
from cultures of hybrid antibody-forming B cells (hybridomas) (Fig. 2.29; 
Milestone 2.5).

Recombinant Antibodies

The modular nature of antibody functions has made it possible to convert 
a mouse MAb into one that has some human segments in its Fc region 
but still retains its original antigen-binding specifi city in its Fab region. 
This mouse–human hybrid molecule is called a chimeric antibody or, with 
more human sequences, a “humanized” antibody. Presently, more than 100 
different humanized MAbs are in use clinically for therapeutic, diagnostic, 
and/or preventive applications. The methodologies developed to construct 
chimeric and humanized antibodies, and further details about the thera-
peutic applications of these types of antibodies, are discussed in chapter 9.
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Spleen cells producing antibody
from mouse immunized with
antigen A

Mix and fuse cells with
polyethylene glycol

Transfer to HAT medium

Select a hybridoma that makes an
antibody specific for antigen A

Immortal hybridomas proliferate;
mortal spleen cells and unfused HGPRT–

myeloma cells die

Immortal myeloma cells lacking
antibody secretion and the 
enzyme HGPRT

Clone the selected hybridoma

Figure 2.29  Production of MAbs. Mice 
are immunized with antigen A and 
boosted intravenously 3 days before 
sacrifi ce to produce a large population 
of spleen cells secreting a specifi c anti-
body. Since spleen cells die after a few 
days in culture, to produce a continuous 
source of antibody they are fused with 
immortalized myeloma cells by using 
polyethylene glycol to produce a hybrid 
cell line called a hybridoma. The my-
eloma cells are selected to ensure that 
they are not secreting antibody them-
selves and that they are sensitive to the 
hypoxanthine–aminopterin–thymidine 
(HAT) medium, which is used to select 
hybrid cells because they lack the enzyme 
hypoxanthine: guanine phosphoribosyl 
transferase (HGPRT). The HGPRT gene 
contributed by the spleen cells allows hy-
brid cells to survive in HAT medium and 
grow continuously in culture because of 
the malignant potential contributed by 
the myeloma cells. Unfused myeloma 
cells and unfused spleen cells (cells with 
dark, irregular nuclei) die in HAT me-
dium. Individual hybridoma cells are 
screened for antibody production. The 
cells that produce an antibody of the 
desired specifi city are cloned by expan-
sion from a single antibody-producing 
cell. The cloned hybridoma cells are 
grown in bulk culture to produce large 
amounts of antibody. Since all cells of a 
hybridoma line make the same antibody, 
this antibody is termed monoclonal. 
Adapted with permission from Murphy 
et al., Janeway’s Immunobiology, 7th ed. 
(Garland Science, New York, NY, 2008). 
doi:10.1128/9781555818890.ch2.f2.29
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Immunological Techniques

Many immune assays are sensitive, specifi c, and simple. They can be used 
for a wide range of applications, including drug testing, assessment and 
monitoring of various cancers, detection of specifi c metabolites, pathogen 
identifi cation, and monitoring of infectious agents. However, there are 
limitations. If the target is a protein, then the use of antibodies requires 
that the genes contributing to the presence of the target site be expressed 
and that the target site not be masked or blocked in any way that would 
block the binding of the antibody to this site. Conventional diagnostic 
assays for infectious agents rely on either a set of specifi c traits charac-
teristic of the pathogen or, preferably, one unique, easily distinguishable 
feature. The aim is to search for the smallest number of biological char-
acteristics that can reveal the presence and precise identity of a patho-
gen. For example, some infectious agents produce distinct biochemical 

A search for homogeneous anti-
body preparations that could 
be chemically analyzed took 

advantage of proteins produced and 
secreted by patients with multiple my-

eloma, a plasma cell tumor. Knowing 
that antibodies are produced by plasma 
cells and that this disease is associated 
with the presence of large amounts 
of a homogeneous γ-globulin called a 
myeloma protein in a patient’s serum, 
it seemed possible to biochemists in 
the 1960s and 1970s that myeloma 
proteins might serve as models for 
normal antibody molecules. Structural 
studies of human myeloma proteins 
demonstrated that MAbs could be 
obtained from immortalized plasma 
cells. However, the antigen specifi city 
of myeloma proteins was generally 
unknown, which compromised their 
analyses and limited their application 
as immunological tools.

It was reasoned that B-cell hybri-
domas would provide a consistent and 
continuous source of identical anti-
body molecules. Unfortunately, the B 
cells that synthesize antibodies do not 
reproduce in culture. However, it was 
envisioned that a hybrid cell type could 
be created to solve this problem. This 

hybrid would have the B-cell genetic 
components for producing antibod-
ies and the cell division functions of 
a compatible cell type to enable the 
cells to grow in culture. It was known 
that normal B cells sometimes become 
cancer cells (myelomas) that acquire 
the ability to grow in culture while 
retaining many of the attributes of B 
cells. Thus, myeloma cells that did not 
produce antibodies became candidates 
for fusion with antibody-producing B 
cells.

In the mid-1970s, these ideas 
were realized. Georges Köhler, Cesar 
Milstein, and Niels K. Jerne devised 
an ingenious technique for producing 
a homogeneous population of anti-
bodies of known antigenic specifi city. 
Spleen cells from a mouse immunized 
with a given antigen were fused to 
mouse myeloma cells to yield hybrid 
cells that both divided continuously 
and secreted antibody specifi c for the 
same antigen as used to immunize the 
spleen cell donor. The spleen B cell 
can make specifi c antibody, while the 
myeloma cell can grow indefi nitely in 
culture and secrete immunoglobulin 
continuously. By using a myeloma cell 
partner that does not produce antibody 

proteins (i.e., a nonproducer line), 
the antibody produced by the hybrid 
cells originates only from the immune 
spleen B-cell partner. After fusion, the 
hybrid cells are selected using drugs 
that kill the myeloma parental cell, 
while the unfused parental spleen 
cells have a limited life span and soon 
die. In this way, only hybrid myeloma 
cell lines or hybridomas survive in 
culture. Those hybridomas producing 
antibody of the desired specifi city are 
then identifi ed and cloned by re-
growing the cultures from single cells 
(Fig. 2.29). Since each hybridoma is 
a clone derived from fusion with a 
single B cell, all the antibody molecules 
it produces are identical in structure, 
including their antigen-binding site 
and isotype. Such antibodies are called 
MAbs. This technique revolutionized 
the use of antibodies by generating a 
limitless supply of antibody of a single 
and known specifi city. As a result, 
Köhler, Milstein, and Jerne shared the 
Nobel Prize in Physiology or Medicine 
in 1984. Currently, both mouse and 
human (or humanized) MAbs are used 
routinely in many serological assays as 
diagnostic probes and as therapeutic 
agents (biologics) in clinical trials.

Continuous Cultures of Fused Cells Secreting Antibody 
of Predefi ned Specifi city
G. Köhler and C. Milstein
Nature 256: 495–507, 1975

milestone
2.5
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molecules. The problem is how to identify such molecules when they are 
present in a biological sample. Often, such a marker molecule (biomarker) 
can be identifi ed directly in a biochemical assay that is specifi c for the 
marker molecule. Nonetheless, this approach could lead to a prolifera-
tion of highly individualized detection systems for different pathogenic 
organisms. A standardized method of identifying any key marker mole-
cule, regardless of its structure, is preferred. Because antibodies bind with 
high specifi city to discrete target sites (antigens), assays based solely on 
identifying specifi c antibody–antigen complexes have eliminated the need 
to devise a unique identifi cation procedure for each particular marker 
molecule. Many assays currently used for such applications are described 
briefl y below. Some of these assays were developed only recently and will 
likely be further refi ned and used more frequently in the future.

Enzyme-Linked Immunosorbent Assay

There are several different ways to determine whether an antibody has 
bound to its target antigen. An indirect or direct enzyme-linked immu-
nosorbent assay (ELISA) is a procedure frequently used in diagnostic im-
mune assays. In an indirect ELISA protocol (Fig. 2.30A), the sample being 
tested for the presence of a specifi c antigen is bound to a plastic microtiter 
plate (e.g., a 96-well plate). The plate is washed to remove unbound mole-
cules, and residual sticky sites on the plastic are blocked by the addition of 
irrelevant proteins. A marker-specifi c primary antibody directed against 
the target antigen is added to the wells, and after an appropriate time, the 
wells are washed to remove unbound primary antibody. A secondary anti-
body directed against the primary antibody is fi rst covalently linked to an 
enzyme (e.g., alkaline phosphatase) that can convert a colorless substrate 
into a colored product. This enzyme-linked secondary antibody is added 
to the wells for an additional period, after which the wells are washed 
to remove any unbound secondary antibody–enzyme conjugate. The col-
orless substrate is added for a specifi ed time, and the amount of colored 
product is quantitated objectively in a spectrophotometer, which speeds 
up the assay signifi cantly.

If the primary antibody does not bind to a target epitope in the sam-
ple, the second washing step removes it. Consequently, the secondary 
antibody–enzyme conjugate does not bind to the primary antibody and 
is removed during washing, with the net result that the fi nal mixture re-
mains colorless. Conversely, if the target epitope is present in the sample, 
then the primary antibody binds to it, the secondary antibody binds to the 
primary antibody, and the attached enzyme catalyzes the reaction to form 
an easily detected colored product. Since secondary antibodies that are 
complexed with an enzyme are usually available commercially, each new 
diagnostic test requires only a unique primary antibody. In addition, sev-
eral secondary antibodies, each with several enzyme molecules attached, 
bind to one primary antibody molecule, thereby enhancing the intensity 
of the signal.

To further amplify the sensitivity of detection of an ELISA, advantage 
may be taken of a biotin–avidin detection system (Fig. 2.30B). Avidin is 

ELISA
enzyme-linked immunosorbent assay
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Figure 2.30  ELISA for detecting a tar-
get antigen. (A) Indirect ELISA. A target 
antigen is bound to the well of a micro-
titer plate. A primary antibody to this 
antigen is then added to the well. After 
a suitable time, any unbound antibody 
is washed away, and a secondary anti-
body covalently linked to an enzyme (E) 
and a colored substrate is added. Once 
this substrate is converted to a colored 
product, the absorbance of light by the 
colored product is quantifi ed spectro-
photometrically. (B)  Biotin–avidin am-
plifi cation of an indirect ELISA. The 
procedure is similar to that in panel A, 
with the exception that the secondary 
antibody is conjugated to biotin (B) 
that is bound to avidin (A). In addition, 
the avidin is linked to the enzyme (E). 
This colored reaction is amplifi ed about 
10,000-fold compared to that in panel 
A. (C)  Direct ELISA. The procedure is 
similar to that in panel A, with the ex-
ception that after fi rst binding a primary 
antibody to the well and the addition 
of a sample containing an antigen, an 
enzyme-linked secondary antibody (di-
rected against the primary antibody) is 
next added to the well and the amount 
of colored product is measured.
 doi:10.1128/9781555818890.ch2.f2.30

a tetrameric protein that binds to four biotin molecules. The dissociation 
constant (Kd) of binding of biotin to avidin is 10−13 L/mol, compared 
with 10−9 L/mol for the binding of an antigen to an antibody. Thus, the 
biotin–avidin system may yield a 10,000-fold level of amplifi cation of an 
ELISA. In such an indirect ELISA, the secondary antibody is conjugated 
to a biotin–avidin complex, and an enzyme is linked to avidin. Otherwise, 
the protocol is the same as that described above for an indirect ELISA.

In a direct ELISA protocol (Fig. 2.30C), a primary antibody (poly-
clonal or monoclonal) specifi c for the target antigen is fi rst bound to the 
surface of the microtiter plate. To assess the amount of a particular anti-
gen in a sample, the sample is added to the well of the plate and allowed 
to interact with the bound primary antibody. This is followed by a wash 

Kd
dissociation constant
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to remove any unbound molecules. Then, an enzyme-linked secondary 
antibody is added, and the presence of bound antigen may be visualized 
and/or quantifi ed spectrophotometrically.

The principal feature of an ELISA is the specifi c binding of the pri-
mary antibody to the target site (epitope) on the antigen. If the target 
antigen is a protein, then a purifi ed preparation of this protein is generally 
used to generate the antibodies (polyclonal or monoclonal) that will be 
used to detect the epitope(s) on the target antigen. With this assay, the use 
of a MAb(s) generally provides for an increased affi nity, specifi city, sensi-
tivity, and stability of binding of an antibody to its target antigen.

Enzyme-Linked Immunospot Assay

The ELISA was developed to detect proteins (i.e., antibodies) that are 
synthesized and secreted by B cells. An important adaptation of the ELISA 
to detect and quantitate proteins synthesized and secreted by T cells is the 
enzyme-linked immunospot (ELISPOT) assay (Fig. 2.31). In an ELISPOT 
assay, antibodies bound to the surface of a plastic well are used to 

ELISPOT
enzyme-linked immunospot

1

2

3

4

Cytokine-specific antibodies are bound to 
the surface of a plastic well

Activated T cells are added to the well; 
these cells have a variety of effector functions

The bound antibody captures cytokine
secreted by some activated T cells

A second cytokine-specific antibody,
coupled to an enzyme, reveals the captured
cytokine, yielding a spot of colored,
insoluble precipitate

Figure 2.31  Elispot assay. This assay 
is a modifi ed capture ELISA that may 
be used to determine the frequency of 
T cells in a population of cells that se-
crete a given product, such as a cytoki-
ne(s). (1) Anti-cytokine capture antibody 
is bound to wells of a 96-well plastic 
plate. (2) The activated T cells that are 
added have various effector functions. 
(3) Cell-bound capture antibody may be 
visualized on the activated T cells that se-
crete cytokine. (4) The enzyme-coupled 
second cytokine-specifi c antibody gives 
rise to a spot of insoluble colored pre-
cipitate. Enumeration of the number of 
spots detected provides an estimate of the 
frequency of T cells in the mixture that 
secrete cytokine. Adapted from Murphy 
et al., Janeway’s Immunobiology, 7th ed. 
(Garland Science, New York, NY, 2008). 
doi:10.1128/9781555818890.ch2.f2.31
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capture a large array of cytokines secreted by individual T cells. Usually, 
cytokine-specifi c antibodies are bound to the surface of a well in a plastic 
plate and the unbound antibodies are removed (step 1). Activated T cells 
are then added to the well and settle onto the antibody-coated surface 
(step 2). If a T cell secretes a cytokine of interest, this cytokine will be cap-
tured by the plate-bound antibodies surrounding the T cell (step 3). After 
a suitable time, the T cells are removed, and the presence of the specifi c 
cytokine is detected using an enzyme-labeled second antibody specifi c for 
the same cytokine. Where this second antibody binds, a colored reaction 
product is formed (step 4). Each T cell that originally secreted a cytokine 
yields a single spot of color. Counting of the spots yields an estimate of 
the frequency of cytokine-secreting T cells in the population of cells added 
to the plate.

Microscopic Detection of Cellular Immune Responses In Vivo

Techniques have recently been developed to analyze various immune re-
sponses at a microscopic level. During in vitro responses, individual cells 
are assayed under experimental conditions. In contrast, during an immune 
response in vivo, the physiology and dynamics of cell populations may be 
determined in live animals or humans. An immune response is the sum of 
many complex and dynamic individual cellular responses infl uenced by 
many environmental factors. In vivo experiments maintain this natural 
environment, but they cannot resolve the behaviors of individual cells. In 
contrast, in vitro experiments provide information at the subcellular and 
molecular levels, but they cannot replicate adequately the full repertoire 
of environmental factors. Thus, techniques that allow real-time observa-
tion of single cells and molecules in intact tissues are required. Recent 
developments in fl ow cytometry and imaging technology have made such 
analyses of cellular and molecular immune responses in vivo possible.

Flow Cytometry

The sine qua non instrument of a cell biologist, and of a cellular immu-
nologist in particular, is the fl ow cytometer, which is used frequently to 
defi ne, enumerate, and isolate different types and subsets of lymphocytes. 
The fl ow cytometer detects and counts individual cells passing in a stream 
through a laser beam. Equipping a cytometer with the capacity to sepa-
rate the identifi ed cells enables it to function as a fl uorescence-activated 
cell sorter (FACS), an instrument fi rst constructed about 40 years ago and 
of ever-increasing importance for use by today’s immunologists. These 
instruments are used to study the properties of cell subsets identifi ed by 
using MAbs to cell surface proteins (e.g., BCR, TCR, CD4, CD8, MHC-I, 
and MHC-II). Individual cells in a mixed population are fi rst tagged with 
fl uorochrome-conjugated MAbs against some of these lymphocyte sur-
face antigens. Together with a large volume of saline, the cell mixture 
is then forced through a nozzle, thereby creating a fi ne stream of liquid 
containing cells spaced singly at intervals. Each cell passes through a laser 
beam and scatters the laser light, and any fl uorochrome molecules bound 

FACS
fl uorescence-activated cell sorter
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to the cell surface will be excited and fl uoresce. Photomultiplier tubes 
detect (i) the scattered light that informs us about the size and granularity 
of the cell and (ii) the fl uorescence emissions that provide information 
about the binding of labeled MAbs and associated expression of the sur-
face antigens of each cell (Fig. 2.32). FACS sorting extends fl ow cytom-
etry by using electrical or mechanical means to divert and collect cells 
in droplets with one or more measured characteristics determined by a 
gate(s) set by the user. Flow cytometric data are displayed in the form of 
a histogram of fl uorescence intensity plotted versus cell number. If two or 
more fl uorochrome-labeled MAbs are used, the data may be displayed as 
a two-dimensional scatter diagram or as a contour diagram, where the 
fl uorescence of one dye-labeled MAb is plotted against that of a second. 
The result is that a population of cells labeled with one MAb can be 

Laser
excitation
beam

FL1 SSC

Single cells

Sorted
cell droplets

Charged metal plates

FSC

Stream of cells labeled
with fluorescent antibodies

Figure 2.32  Schematic diagram of a FACS machine. Cells suspended in a core stream 
(green) are carried in a sheath fl uid (light gray) to the fl ow cell (yellow sphere), where 
they are interrogated by an excitation laser beam. Cells in the stream are detected by 
light scattered through the cells (forward scatter [FSC]) and orthogonal to the cells 
(side scatter [SSC]). Cells labeled with fl uorescently tagged MAbs are detected by emit-
ted fl uorescent light (FL1). After detection of FSC, SSC, and FL1 signals, droplets are 
formed and loaded with positive or negative electrostatic charges. Droplets containing 
single cells are defl ected to the left or right by highly charged metal plates, and sorted 
cells are collected into tubes. Adapted with permission from Jaye et al., J. Immunol. 
188: 4715–4719, 2012 (original fi gure from J. Immunol. copyright 2012, The Ameri-
can Association of Immunologists, Inc.). doi:10.1128/9781555818890.ch2.f2.32
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further subdivided by its labeling with the second MAb. Thus, fl ow cy-
tometry can provide objective quantitative data on the percentage of cells 
bearing different surface antigens that mediate either early T- and B-cell 
development or innate and adaptive immune responses.

As the amounts of suitable fl uorochrome dyes, hardware, and data 
analysis tools have increased signifi cantly in recent years, it is now pos-
sible to perform as many as 20 color analyses using FACS machines that 
consist of several very sensitive photomultipliers. The ability to identify 
the cells and mechanisms that mediate the onset of many critical immune 
diseases, e.g., depletion of CD4+ T cells in HIV, has benefi tted greatly from 
the application of FACS analyses and sorting. This benefi t is expected to 
continue in the future, as fl ow cytometry analyses currently permit the 
recognition of various types of cancer each with a unique pathophysiol-
ogy and treatment strategy. Such analyses have enabled the isolation of 
tumor-free populations of hematopoietic stem cells for cancer patients 
undergoing stem cell transplantation. The ability of a modern-day fl ow 
cytometer to detect minute quantities of specifi c cells in heterogeneous 
cell mixtures is now used to identify residual malignant cells after therapy 
in common malignancies for which disease persistence predicts a worse 
prognosis.

Flow cytometry can also rapidly determine relative cell DNA content 
for acute lymphoblastic leukemia, the most common childhood blood 
cancer, and this helps signifi cantly to guide treatment. Multiplex arrays 
of fl uorescent beads that selectively capture proteins and specifi c DNA 
sequences have also been investigated by fl ow cytometry. The latter stud-
ies have yielded highly sensitive and rapid methods for high-throughput 
analyses of cytokines, antibodies, and HLA genotypes, which have al-
ready realized important applications in predicting clinical outcomes in 
bone marrow stem cell transplantation and cardiovascular disease. Lastly, 
automated analysis of very large data sets has contributed to the develop-
ment of a “cytomics” fi eld that integrates the use of fl ow cytometry into 
analyses of cellular physiology, genomics, and proteomics.

Mass Cytometry

The ability to track many genes simultaneously in a single cell is required 
to resolve the high diversity of cell subsets, as well as to defi ne their func-
tion in the host. Fluorescence-based fl ow cytometry is the current bench-
mark for these functional analyses, as it is possible to quantify 18 proteins/
cell at a rate of >10,000 cells/s. Recent advances in a next-generation 
postfl uorescence single-cell technology, termed mass cytometry, have led 
to a new technology that couples fl ow cytometry with mass spectrometry 
and can theoretically measure 70 to 100 parameters/cell (Fig. 2.33). Mass 
cytometry offers single-cell analysis of at least 45 simultaneous parame-
ters without the use of fl uorochromes or spectral overlap. In this method-
ology, stable nonradioactive isotopes of nonbiological rare earth metals 
are used as reporters to tag antibodies that may be quantifi ed in a mass 
spectrophotometer detection system. By applying the resolution, sensitiv-
ity, and dynamic range of this detection system on a timescale that permits 
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the measurement of 1,000 cells/s, this methodology offers a new approach 
to high-content cytometric analysis. One such type of analysis is immu-
nophenotyping by mass spectrometry, which now provides the ability to 
measure >36 proteins/cell at a rate of 1,000 cells/s. Immunophenotyping 
is a process used to identify cells based on the types of antigens or mark-
ers on the surface of the cell. This process may also be used to diagnose 
specifi c types of leukemia and lymphoma by comparing the cancer cells 
to normal cells of the immune system. Hence, it is evident that further 
development and refi nement of fl ow cytometry and mass cytometry will 
continue to provide major advances in several areas of clinical medicine, 
including discovery, pathophysiology, and therapy of disease.

Two-Photon Intravital Cell Imaging

T-cell interactions with antigen-bearing dendritic cells in secondary 
lymphoid organs mediate important adaptive immune responses to in-
fectious microbes. These interactions trigger the T cells to proliferate, 
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Figure 2.33  Schematic of inductively coupled plasma mass spectroscopy (ICP-MS)-
based analysis of cellular markers. An affi nity product (e.g., antibody) tagged with 
a specifi c element binds to the cellular epitope. The cells are introduced into the ICP 
by droplet nebulization. Each cell is atomized and ionized, overly abundant ions are 
removed, and the elemental composition of remaining heavy elements (reporters) is 
determined. Signals corresponding to each elemental tag are then correlated with the 
presence of the respective marker and analyzed with a FACS machine as described for 
Fig. 2.32. Da, daltons. Adapted from Bendall et al., Trends Immunol. 33: 323–332, 
2012, with permission from Elsevier. doi:10.1128/9781555818890.ch2.f2.33
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differentiate, and mature into effector T cells, which may migrate to sites 
of infl ammation and secrete cytokines that are essential to block and/
or eliminate the infection. This targeted delivery of effector T-cell func-
tion is dependent on antigen-specifi c interactions with dendritic cells in 
the infected tissue. Knowledge of how these effector T-cell–dendritic cell 
interactions and the specifi c cytokines secreted by the effector T cells 
mediate productive and nonproductive adaptive immune responses is es-
sential for the further development of novel vaccines dependent on such 
cell-mediated responses.

Prior to vaccine development, much more must be learned about 
the dynamics of effector T-cell migration through sites of infection, the 
frequency with which these T cells are activated to full effector func-
tion, and the precise location of effector-derived cytokine delivery dur-
ing an adaptive immune response. Recent advances in dynamic imaging 
methods now enable the direct observation of immune cell function 
in complex tissues in vivo. In particular, two-photon intravital imag-
ing techniques have been used to analyze naïve T-cell migration during 
antigen-specifi c activation by dendritic cells in primary lymphoid sites 
such as lymph nodes. More recently, imaging studies involving infection 
of several tissues (e.g., liver, brain, and skin) with various pathogens or 
during autoimmune processes have addressed the sequence of interac-
tions between dendritic cells and antigen-specifi c effector T-cell subsets 
in nonlymphoid sites.

Two-photon laser scanning microscopy (intravital imaging) and fl ow 
cytometry are used to track T-cell migration and cytokine secretion con-
sequent to T-cell–dendritic cell interactions. Two-photon fl uorescence 
excitation uses extremely brief (<1 picosecond) and intense pulses of 
light to view directly into living tissues, to a greater depth and with 
less phototoxicity than with conventional imaging methods. Real-time 
imaging of fl uorescently labeled cells at the single-cell level and under 
physiological conditions in deep-tissue environments, such as those that 
mediate T-cell–dendritic cell interactions in lymph nodes, has enhanced 
our understanding of the dynamics of T-cell–dendritic cell contacts in 
vivo and their mode of regulation of T-cell activation and migration. 
It is now possible to track the behavior of T cells, located up to 100 
to 300 μm below the surface of lymph node tissue, during either the 
24 h they spend, on average, in a given lymph node or during the 3 to 
4 days they spend in a lymph node after exposure to an antigen. Imaging 
of lymphocyte behavior in lymph nodes can be performed in surgically 
exposed inguinal lymph nodes (located in the groin region of the ab-
domen) or popliteal lymph nodes (located beneath the knee joint) of 
live, anesthetized mice under physiological conditions of temperature 
and oxygen metabolism, preservation of vascular and lymphatic fl ow, 
and innervation. Thus, two-photon real-time cell imaging has extended 
single-cell approaches to the in vivo setting and can reveal in detail how 
tissue organization, extracellular factors, and cell movement combine 
to support the development of desirable and undesirable (infection) im-
mune responses.
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summary

Both innate and adaptive immune responses are essential 
for protection of humans from microbial infection and in-
flammation. Innate immunity mediates an initial, early 
antigen-nonspecifi c host defense mechanism of protection 
against microbial infections. Subsequently, adaptive immu-
nity develops more slowly and confers specifi city against a 
foreign antigen, and it therefore mediates the later and more 
vigorous defense against infections. In the absence of these 
defenses, individuals rapidly succumb to infection. Adaptive 
immunity responds more effectively against each successive 
exposure to a microbe, thus conferring immunological mem-
ory on the immune system.

During adaptive responses, effector cells that eliminate for-
eign antigens (e.g., pathogenic microbes) can be activated by 
T cells that express about 105 pathogen-specifi c TCRs/cell, 
cytokines produced and secreted by activated T cells, and 
phagocytic cells (e.g., macrophages) activated by their innate 
receptors. The activated effector T cells circulate directly to 
sites (primary and/or secondary lymphoid organs) of the an-
tigen displayed on antigen-presenting cells and interact with 
these cells. In contrast, B cells express BCRs on their surface 
and receive help from Th cells to produce soluble antibodies 
that circulate in blood to bind specifi c antigens on infectious 
pathogens. The BCRs and circulating antibodies may have 
specifi city for the same epitopes of an antigen.

Several phenotypically distinct subpopulations of T cells ex-
ist, each of which may have the same specifi city for an an-
tigenic epitope. However, each subpopulation may perform 
different functions. This is analogous to the different classes 
of immunoglobulin molecules, which may have identical 
antigenic specifi cities but different biological functions. The 
major subsets of T cells include CD4+ Th cells, CD8+ CTLs, 
and CD4+ T regulatory cells. The functions of these T-cell 
subsets include the following.

B-cell help. Th cells cooperate with B cells to enhance 
antibody production. Antigen-stimulated Th cells release 
cytokines that provide activation, proliferation, and dif-
ferentiation signals for B cells.

Infl ammatory effects. On activation, certain Th cells re-
lease cytokines that induce the migration and activation 
of monocytes and macrophages, leading to infl ammatory 
reactions.

Cytotoxic effects. CTLs can deliver a lethal hit on contact 
with their target cells, leading to their death.

Regulatory effects. Th cells can be further subdivided into 
different functional subsets that are commonly defi ned by 
the cytokines they release. These subsets (Th1 and Th2) 
have distinct regulatory properties that are mediated by 

the different cytokines they release. Th1 cells can nega-
tively cross-regulate Th2 cells and vice versa. T regulatory 
cells coexpress CD4 and CD25 on their surface (CD25 is 
the IL-2 receptor α chain). Recently, the regulatory activ-
ity of these CD4+ CD25+ cells and their role in actively 
suppressing autoimmunity have been widely studied.

Cytokine effects. Cytokines produced by each of the T-cell 
subsets (principally Th cells) exert numerous effects on 
many cells, lymphoid and nonlymphoid. Thus, directly or 
indirectly, T cells communicate and collaborate with many 
cell types. Binding of an antigen to its TCR is not suffi -
cient to activate T cells. At least two signals must be deliv-
ered to the antigen-specifi c T cell for activation to occur. 
Signal 1 involves the binding of the TCR to the antigen, 
which must be presented in the appropriate manner by 
antigen-presenting cells. Signal 2 involves costimulators 
(molecules that, in addition to the TCR, also stimulate 
the activation of T-cell signaling pathways and prolifera-
tion), including cytokines (e.g., IL-1, IL-4, and IL-6) and 
cell surface molecules expressed on antigen-presenting 
cells (e.g., CD80 and CD86). The term costimulator also 
includes stimuli such as microbial antigens and damaged 
tissue that enhance the delivery of signal 1.

Although the humoral and cellular arms are distinct compo-
nents of adaptive immune responses, these two arms gener-
ally interact during a response to a given pathogen. These 
various interactions elicit maximal survival advantage for the 
host by eliminating the antigen and by protecting the host 
from mounting an immune response against self. Thus, the 
study of how the immune system works can be of great ben-
efi t for survival, best exemplifi ed in recent times by the suc-
cessful use of polio vaccines in the mid-20th century. More 
recently, the application of immunology, as it relates to organ 
(e.g., human heart and liver) transplantation, has also re-
ceived much public attention, in view of the signifi cant short-
age of donor organs for transplantation.

Whereas innate and adaptive immune responses against in-
fl ammation protect from infectious diseases and are essential 
for human survival, an infl ammatory response may also pro-
tect the host. Innate immune responses mediate the detection 
and rapid destruction of most infectious agents we encounter 
daily. These responses collaborate with adaptive immune re-
sponses to generate antigen-specifi c effector mechanisms that 
lead to the death and elimination of the invading pathogen. 
Thus, vaccination against infectious diseases continues to be 
an effective form of prophylaxis.

The application of molecular, cellular, cytometric, imaging, 
and bioinformatic techniques promises many signifi cant ben-
efi ts for the future of immunology, particularly in the areas of 

(continued)
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transfer, gene isolation and transfer, clonal reproduction 
and biosynthesis, etc., have contributed to rapid progress 
in the characterization and synthesis of various cytokines 
and chemokines that enhance and control the activation of 
various cells associated with immune responses. Powerful 
and important modulators have been synthesized using re-
combinant DNA technology and are being tested for their 
therapeutic effi cacies in a variety of diseases, including many 
different cancers.

summary (continued)

vaccine development and the control of immune responses. 
Instead of the time-consuming empirical search for an atten-
uated virus or bacterium for use in immunization, one may 
now use pathogen-specifi c protein sequence data and bioin-
formatics to identify candidates to be tested.

The ability to modulate and control various immune re-
sponses also offers much promise for the treatment of dis-
ease. Techniques of MAb production, cell isolation and 

review questions

1.  What is the raison d’être of the immune system, and 
what are its principal functions? Why have professionals 
and the lay public been so highly impacted by advances in 
immunology?

2.  What is the most effective method of protection of an in-
dividual against infection? Cite several examples, and outline 
how this method proved so effective in combating infectious 
diseases in the 20th century.

3.  How many main types of immune responses exist, and 
what are their salient properties, functions, and mechanisms 
of action? Do these responses occur independently, or can 
one type of response promote another type?

4.  Which types of immune responses protect individuals 
from infections? How can infl ammatory responses both elicit 
infection and protect against infection?

5.  Which components (tissues, cells, and molecules) of the 
immune system are essential for the recognition and elimina-
tion of microbial pathogens?

6.  What are PAMPs, pattern recognition receptors, and 
DAMPs, and why are they important in innate immunity? 
Which types of cells and cellular compartments express in-
nate immune receptors, and why are such receptors found in 
these compartments?

7.  How do innate and adaptive immune responses differ in 
specifi city and diversity? What components of each type of 
response mediate this difference in diversity?

8.  What are TLRs, how many TLRs exist, which transcrip-
tion factors are activated by TLR signals, and why do we 
need multiple TLRs for immune responses?

9.  What is an infl ammasome, and how does it induce infl am-
matory reactions to microbes in damaged tissues?

10.  How are adaptive immune responses stimulated by in-
nate immune responses?

11.  Why have two types of adaptive immunity evolved, and 
do these types of adaptive immune responses target the same 
or different microbes?

12.  What are the main classes of leukocytes and lympho-
cytes, how can they be identifi ed, and how do their functional 
roles differ?

13.  What is meant by immunological memory and immune 
tolerance?

14.  Why is it important that naïve, effector, and memory T 
and B cells exist, and what are the main differences in their 
functions?

15.  Where are T and B cells found in lymph nodes before 
antigen stimulation, and where and how do the cells migrate 
in these nodes after antigen encounter? How do naïve and ef-
fector T cells differ in their patterns of migration, and which 
molecules mediate this differential migration?

16.  What is the clonal selection hypothesis, and what are its 
main postulates?

17.  Where are the precursor cells for the lymphoid and mye-
loid cell lineages found, and how do these precursors as well 
as their mature cell forms circulate through the body into 
specifi c tissues?

18.  What are the cells of the myeloid lineage, and how do 
they control immune responses?

19.  What are the cells of the lymphoid lineage, and how do 
they control immune responses?

20.  What is MHC restriction?

21.  What are professional antigen-presenting cells, and why 
are they important for MHC restriction and T-cell activation?
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25.  How are polyclonal and monoclonal antibodies pro-
duced, and how may their structures be modifi ed to permit 
their application to immune therapy?

26.  How are the ELISA and the ELISPOT assay performed, 
and under which circumstances?

27.  What are some of the recent advances in fl ow cytometry, 
mass cytometry, and two-photon intravital cell imaging that 
signifi cantly advance our understanding of the molecular and 
cellular interactions that mediate immune responses?

review questions (continued)

22.  What are the key features of presentation of peptides by 
MHC proteins to T cells?

23.  How is antibody diversity generated? What are the struc-
tural features of an antibody molecule that enable it to carry 
out its various functions? Describe these functions.

24.  What different classes, subclasses, and types of antibody 
molecules exist? What is the functional relevance of having 
this collection of molecules?

references
Abbas, A., and A. Lichtman. 2011. 
Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. 
Saunders Elsevier, Philadelphia, PA.

Bendall, S. C., G. P. Nolan, M. Roe-
derer, and P. K. Chattopadhyay. 2012. 
A deep profi ler’s guide to cytometry. 
Trends Immunol. 33: 323–332.

Bendall, S. C., E. F. Simonds, P. Qiu, 
E. D. Amir, P. O. Krutzik, et al. 2011. 
Single cell mass cytometry of differen-
tial immune and drug responses across 
a human hematopoietic continuum. 
Science 332: 687–696.

Beutler, B. 2004. Innate immunity: an 
overview. Mol. Immunol. 40: 845–859.

Bousso, P. 2008. T cell activation by 
dendritic cells in the lymph node: 
lessons from the movies. Nat. Rev. 
Immunol. 8: 675–684.

Burnet, F. M. 1957. A modifi cation of 
Jerne’s theory of antibody production 
using the concept of clonal selection. 
Aust. J. Sci. 20: 67–69.

Cahalan, M. D., I. Parker, S. H. Wei, 
and M. J. Miller. 2002. Two-photon tis-
sue imaging: seeing the immune system 
in a fresh light. Nat. Rev. Immunol. 2: 
872–880.

Centers for Disease Control and Preven-
tion. 2012. Notifi able diseases and mor-
tality tables. MMWR Morb. Mortal. 
Wkly. Rep. 61: 184.

Germain, R. N., M. J. Miller, M. L. 
Dustin, and M. C. Nussenzweig. 2006. 
Dynamic imaging of the immune sys-
tem: progress, pitfalls and promise. Nat. 
Rev. Immunol. 6: 497–507.

Glick, B. R., J. J. Pasternak, and C. L. 
Patten. 2010. Molecular Biotechnol-
ogy: Principles and Applications of 
Recombinant DNA, 4th ed. ASM Press, 
Washington, DC.

Hammerling, G. 1997. The 1996 Nobel 
Prize to Rolf Zinkernagel and Peter 
Doherty. Cell Tissue Res. 287: 1–2.

Hozumi, N., and S. Tonegawa. 1976. 
Evidence for somatic rearrangement of 
immunoglobulin genes coding for vari-
able and constant regions. Proc. Natl. 
Acad. Sci. USA 73: 3628–3632.

Hulett, H. R., W. A. Bonner, J. Barrett, 
and L. A. Herzenberg. 1969. Cell sort-
ing: automated separation of mamma-
lian cells as a function of intracellular 
fl uorescence. Science 166: 747–749.

Jaye, D. L., R. A. Bray, H. M. Gebel, 
W. A. C. Harris, and E. K. Waller. 2012. 
Translational applications of fl ow cy-
tometry in clinical practice. J. Immunol. 
188: 4715–4719.

Khan, A. R., B. M. Baker, P. Ghosh, 
W. E. Biddison, and D. C. Wiley. 
2000. The structure and stability of an 
HLA-A*0201/octameric tax peptide 
complex with an empty conserved 
peptide-N-terminal binding site. J. Im-
munol. 164: 6398–6405.

Köhler, G., and C. Milstein. 1975. Con-
tinuous cultures of fused cells secret-
ing antibody of predefi ned specifi city. 
Nature 256: 495–497.

Kono, H., and K. L. Rock. 2008. How 
dying cells alert the immune system to 
danger. Nat. Rev. Immunol. 8: 279–289.

Murphy, K., P. Travers, and M. Walport. 
2008. Janeway’s Immunobiology, 7th 
ed. Garland Science Publishing Inc., 
New York, NY.

Nielsen, L. S., A. Baer, C. Müller, 
K Gregersen, N. T. Mønster, S. K. 
Rasmussen, D. Weilguny, and A. B. 
Tolstrup. 2010. Single-batch production 
of recombinant human polyclonal anti-
bodies. Mol. Biotechnol.  3: 257–266.

Steinman, R. M., and Z. A. Cohn. 1973. 
Identifi cation of a novel cell type in 
peripheral lymphoid organs of mice. 1. 
Morphology, quantitation, tissue distri-
bution. J. Exp. Med. 137: 1142–1162.

Steinman, R. M., and Z. A. Cohn. 1974. 
Identifi cation of a novel cell type in 
peripheral lymphoid organs of mice. 2. 
Functional properties in vitro. J. Exp. 
Med. 139: 380–397.

Wikipedia. 2012. List of monoclonal 
antibodies. http: //en.wikipedia.org/wiki/
List_of_monoclonal_antibodies.

Wilson, B. A., A. A. Salyers, D. D. Whitt, 
and M. E. Winkler. 2011. Bacterial 
Pathogenesis: A Molecular Approach, 
3rd ed. ASM Press, Washington, DC.

Zinkernagel, R. M., and P. C. Do-
herty. 1974. Restriction of in vitro 
cell-mediated cytotoxicity in lympho-
cytic choriomeningitis within a synge-
neic or semi-allogeneic system. Nature 
248: 701–702.

Zinkernagel, R. M., and P. C. Doherty. 
1997. The discovery of MHC restric-
tion. Immunol. Today 18: 14–17.

http://en.wikipedia.org/wiki/List_of_monoclonal_antibodies
http://en.wikipedia.org/wiki/List_of_monoclonal_antibodies


This page intentionally left blank 



135doi:10.1128/9781555818890.ch3

Chromosomal Disorders 
and Gene Mapping

Chromosomes and 
Chromosome Abnormalities

Human Genome Mapping
Genome-Wide Association 

Studies

Single-Gene Disorders

Mode of Inheritance
Thalassemia

Sickle-Cell Anemia
Hemophilia

Cystic Fibrosis
Tay–Sachs Disease

Fragile X Syndrome
Huntington Disease

Polygenic Disorders and 
Gene Clustering

GWAS Strategies To Map Genes 
for Polygenic Disease

Breast Cancer
Alzheimer Disease

Type 1 Diabetes
Cardiovascular Disease

Mitochondrial Disorders

Disorders
Genetics

Mitochondrial Homeostasis and 
Parkinson Disease

Prevalence
Diagnosis and Prognosis

Treatment

SUMMARY

REVIEW QUESTIONS

REFERENCES

The Genetic Basis of Disease3

During the past decade , DNA-based technologies have developed 
dramatically. Initial research in this area began with chromoso-
mal karyotyping, which then evolved to analyses of chromosomal 

structural and numerical abnormalities. These analyses were followed by 
the application of microarray-based and genome-wide association study 

(GWAS)-based projects of common and rare structural variants (SVs) in 
genes, and they more recently have been rapidly extended to a variety of 
human genetic mapping studies. The latter studies have included several 
projects, such as the Human Genome Project (Milestone 3.1), HapMap 
Project, and 1000 Genomes Project. These and other studies have signifi -
cantly expanded our knowledge of chromosome structure, gene structure, 
and gene variation in both health and disease. As a result, genetic map-
ping has signifi cantly advanced our understanding of general biology and 
the pathogenesis of disease. Relatively recent evidence demonstrates that 
genetic association studies can identify new chromosomal loci associated 
with a disease. Such studies have enabled us to reach much closer to our 
ultimate goal, i.e., to identify the major cellular pathways in which genetic 
variation contributes to the susceptibility and inheritance of common dis-
eases. This chapter presents a discussion of the rapid progress made from 
our initial limited knowledge of chromosomes and chromosome abnor-
malities to the more recent developments in our understanding of the 
extent and mechanisms of genetic variation (Milestones 3.2 and 3.3) and 
their important role in the genetic control of disease susceptibility.

Chromosomal Disorders and Gene Mapping

Chromosomes and Chromosome Abnormalities

All nucleated cells contain chromosomes that consist of DNA and proteins 
(histones) in a compact structure. Chromosomes carry all of our genes 
and therefore all of our genetic information. DNA with its associated 
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The sequencing of the human 
genome was the centerpiece of 
the Human Genome Project. It 

was truly an international effort. Over 
20 laboratories in six countries were 
directly involved in the sequencing 
itself. Many others contributed to the 
mapping of the human genome and to 
disseminating the information to the 
scientifi c community. The National 
Human Genome Research Institute’s 
human sequencing program began 
with a set of pilot projects in 1996 and 
scaled up to full production levels in 

1999. A draft version of the sequence 
was published in Nature in February 
2001. The sequencing effort continued 
at full strength and is now complete. 
In an article entitled “Our Genome 
Unveiled” (Baltimore, 2001), David 
Baltimore commented that “the draft 
sequences of the human genome are 
remarkable achievements. . . . They 
provide an outline of the information 
needed to create a human being and 
show, for the fi rst time, the overall or-
ganization of a vertebrate’s DNA. . . . 
These papers launched the era of 

post-genomic science. . . . It refl ects 
the scientifi c community at its best: 
working collaboratively, pooling its 
resources and skills, keeping its focus 
on the goal, and making its results 
available to all as they were acquired.”

The completion of the fi nished 
sequence coincided with the April 
2003 50th anniversary of the discovery 
of the DNA double helix by James 
Watson and Francis Crick and was 
announced at a meeting entitled “50 
Years of DNA: from Double Helix to 
Health, a Celebration of the Genome.”

THE HUMAN GENOME PROJECT

Initial Sequencing and Analysis of the Human Genome
E. S. Lander et al.
Nature 409: 860–921, 2001

The Sequence of the Human Genome
J. C. Venter et al.
Science 291: 1304–1351, 2001

milestone
3.1

In two seminal 2004 papers in Na-
ture Genetics and Science, research-
ers reported on another previously 

unknown layer of DNA sequence 
variation. Until 2004, the genetic com-
munity regarded SNPs to be the prime 
source of genetic variation between in-
dividuals that is associated with differ-
ent phenotypes. However, it was found 
that larger structural changes between 

individuals were also associated with 
population differences. CNVs are 
regions of DNA, generally >1,000 
bases long, whose chromosomal copy 
number differs between individu-
als. Larger than SNPs, but not large 
enough to be detected visually, these 
regions may be deleted, duplicated, 
triplicated, etc. Similar to SNPs, CNVs 
may be causative of or associated 

with disease, disease susceptibility, 
and other phenotypes. Alternatively, 
CNVs may serve only as markers for 
GWASs. Since 2004, geneticists have 
included CNVs in their analyses, and 
the numbers and importance of these 
genetic variations continue to grow. 
The Database of Genomic Variants, 
which records CNVs, currently lists 
more than 38,000 entries.

COPY NUMBER VARIATIONS

Detection of Large-Scale Variation in the Human Genome
A. Iafrate et al.
Nat. Genet. 36: 949–951, 2004

Large-Scale Copy Number Polymorphism in the Human Genome
J. Sebat et al.
Science 305: 525–528, 2004

milestone
3.2
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In a milestone for the understanding 
of human genetics, in 30 research 
papers (including 6 in Nature and 

additional papers published online by 
Science), scientists recently announced 
the results of 5 to 10 years of work 
in unraveling the secrets of how the 
genome operates. Some of these papers 
are listed here. The Encyclopedia of 
DNA Elements (ENCODE) proj-
ect dispensed with the idea that our 
DNA is largely “junk,” i.e., repeating 
sequences with no function. Instead, 
The ENCODE Project Consortium 
found that at least 80% of the genome 
is important. In addition to encoding 
proteins, the DNA bases highlighted by 
ENCODE identify sites for proteins that 
infl uence gene activity, RNA strands 
that perform various roles, or positions 
in DNA where chemical modifi cations 
silence stretches of our chromosomes. 
The new fi ndings are the most recent in 
a series of increasingly in-depth looks 
at the properties of the human genome. 
Some of the major scientifi c milestones 
reached thus far in this continuing 
endeavor are listed below.

1. Heredity, 1866. The realization 
that traits and certain diseases can be 
passed from parent to offspring dates 
back to the time of Hippocrates, who 
theorized that “seeds” from different 
parts of the body were transmitted 

to newly conceived embryos. Charles 
Darwin later proposed similar ideas. 
What these seeds were remained un-
known until Gregor Mendel systemat-
ically tracked dominant and recessive 
traits in his studies of pea plants.

2. Chromosomes, 1902. In 1869, 
Johannes Friedrich Miescher was the 
fi rst to isolate DNA. During the next 
30 years, scientists discovered mitosis, 
meiosis, and chromosomes. In 1903, 
Walter Sutton discovered that chro-
mosomes occur in pairs and separate 
during meiosis. He proposed that “the 
associations of paternal and maternal 
chromosomes in pairs and their sub-
sequent separation . . . may constitute 
the physical basis of the Mendelian law 
of heredity.”

3. Genes, 1941. In 1941, Edward 
Tatum and George Beadle discovered 
that genes code for proteins, explain-
ing for the fi rst time how genes direct 
metabolism in cells. Tatum and Beadle 
would share half of the 1958 Nobel 
Prize in Physiology or Medicine for 
their discovery, which they made by 
mutating bread mold with X rays.

4. DNA structure, 1953. In 1950, 
Erwin Chargaff identifi ed that the 
nucleotides of DNA occur in specifi c 
patterns. These nucleotides are repre-
sented by A, T, G, and C, and Chargaff 

was the fi rst to discover that A and T 
always appeared in equal measures, 
as did G and C. This discovery was 
crucial to James Watson and Francis 
Crick, the scientists who determined 
the structure of DNA in 1953. Com-
bining Chargaff’s work with studies 
by Maurice Wilkins and Rosalind 
Franklin and other scientists, Watson 
and Crick identifi ed the double-helix 
structure of DNA.

5. Recombinant DNA, 1970s. 
Recombinant DNA was discovered. 
This enabled the fi rst animal gene (a 
segment of DNA containing a gene 
from the African clawed frog [Xe-
nopus] fused with DNA from the 
bacterium Escherichia coli) to be 
cloned in 1973. In addition, a method 
of DNA sequencing was developed by 
Fred Sanger, who in 1980 received his 
second Nobel Prize in Chemistry.

6. PCR, positional gene cloning, and 
identifi cation of the fi rst human disease 
gene, 1980s. PCRs simplifi ed DNA 
amplifi cation and discovery, techniques 
to clone and tag DNA were developed, 
and the fi rst disease gene was cloned 
in 1986. The fi rst human disease gene 
identifi ed by positional cloning was 
one for chronic granulomatous disease 
on chromosome Xp21. The genes for 
Duchenne muscular dystrophy and 
retinoblastoma followed quickly.

7. Human genome catalogued, 
2001. In 1977, the complete ge-
nome of the bacteriophage φX174 
was sequenced. By 1990, a complete 
cataloguing of the human genome had 
begun. The Human Genome Project 
emerged and proved to be a 13-year 
international effort that resulted in 
the complete sequencing of the human 
genome in 2001. The project revealed 
that humans have about 23,000 
protein-coding genes, which repre-
sented ∼1.5% of the genome. It was 

UNRAVELING THE HUMAN GENOME

ENCODE Project Writes Eulogy for Junk DNA
E. Pennisi
Science 337: 1159–1161, 2012

An Integrated Encyclopedia of DNA Elements in the Human 
Genome
The ENCODE Project Consortium
Nature 489: 57–74, 2012

Evidence of Abundant Purifying Selection in Humans for 
Recently Acquired Regulatory Functions
L. D. Ward and M. Kellis
Science 337: 1675–1678, 2012

Systematic Localization of Common Disease-Associated 
Variation in Regulatory DNA
M. T. Maurano et al.
Science 337: 1190–1195, 2012

milestone
3.3

(continued)



138 C H A P T E R  3

packaging proteins is referred to as chromatin. Some regions of chromo-
somes are tightly packed and are called heterochromatin, while other 
regions are less condensed and are called euchromatin. Less condensed 
packing of chromatin generally increases the transcription of genes in 
the region. Each species has a characteristic number and form of chro-
mosomes, referred to as the karyotype. A karyogram is a photographic 
representation of stained chromosomes arranged in order of size, i.e., de-
creasing length (Fig. 3.1). Each chromosome is paired with its matched 
or homologous chromosome. The matched chromosomes are identical in 
size and structure but may carry different versions (known as alleles) of 

GWAS
genome-wide association study

SV
structural variant

thought that the rest of the genome 
was composed of what was previ-
ously called “junk DNA,” including 
fragments of DNA that do not encode 
any proteins and groups of genes that 
regulate other portions of the genome.

8. Junk DNA dejunked, 2012. On 
5 September 2012, several scientifi c 
articles reported on the results of a 
decade-long ENCODE project showing 

that at least 80% of the genome is 
biologically active and that most of 
the non-protein-coding DNA can 
regulate the expression and function 
of nearby genes that encode proteins. 
Importantly, these fi ndings reveal that 
the genetic basis of many diseases may 
be not in protein-coding genes but, 
rather, in their “regulatory neighbors.” 
For example, genetic variants related 

to metabolic diseases are located in 
genetic regions that are activated only 
in liver cells. Similarly, regions acti-
vated in lymphocytes contain variants 
that are associated with autoimmune 
disorders, such as systemic lupus ery-
thematosus. These studies are the fi rst 
to illustrate the chromosomal locations 
of DNA switches that control human 
genes in health and disease.

milestone 3.3 (continued)
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Figure 3.1  Normal human male 46,XY karyogram. Humans have a total of 46 chro-
mosomes that consist of two identical sets of 22 chromosomes (autosomal chromo-
somes) and 2 sex chromosomes (XX for female and XY for male). Because of the two 
identical sets of chromosomes, human cells are called diploid. Adapted from http://
humandna.co.in/chromosomes.php. doi:10.1128/9781555818890.ch3.f3.1

http://humandna.co.in/chromosomes.php
http://humandna.co.in/chromosomes.php
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the same gene. Humans have 46 chromosomes, or 23 chromosome pairs, 
to carry our approximately 25,000 genes. Cells in our body that contain 
46 chromosomes are diploid (n = 2); 23 chromosomes are derived from 
the mother’s egg cell, and the other 23 are from the father’s sperm. Egg 
cells and spermatozoa each contain only 23 chromosomes (Fig. 3.2) and 
therefore are haploid (n = 1). In diploid cells, the 46 chromosomes appear 
as 22 homologous pairs of autosomes (nonsex chromosomes) and one 
pair of sex chromosomes, XX in females and XY in males.

(2n) (2n)

Egg cell (n)

MeiosisMeiosis

Sperm (n)

Fertilized egg (zygote) (2n)Male and female pronuclei

Fusion of male and female pronuclei

Fertilized egg (zygote) (2n)

Mitosis

Two-cell embryo (2n)

Mitosis

Continued mitosis

Four-cell embryo (2n)

Figure 3.2  Generation of a diploid (2n) 
zygote. A diploid 2n fertilized egg (zy-
gote) is produced by the fusion of a 
haploid (n) sperm and egg. Successive 
mitotic divisions generate many types of 
diploid cells in the body (somatic cells) 
during development and cell turnover 
(replacement of old cells with new ones) 
in an embryo. Adapted from Strachan 
and Read, Human Molecular Genet-
ics (Bios Scientifi c Publishers, Oxford, 
United Kingdom, 1996), with permission. 
doi:10.1128/9781555818890.ch3.f3.2
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Human chromosomes are usually studied in rapidly dividing cells, 
such as peripheral blood lymphocytes. Cell mitosis can be arrested in the 
metaphase stage of the cell cycle, and the chromosomes can be differ-
entially stained to allow their identifi cation microscopically. This micro-
scopic analysis of chromosomes is known as cytogenetics. For routine 
karyotyping, Giemsa staining is preferred, as this procedure produces al-
ternating light and dark bands (G banding) that refl ect differential chro-
mosomal structures characteristic of each chromosomal pair (Fig. 3.1). 
These light and dark bands of chromosomes result from the specifi city 
of binding of the Giemsa stain for the phosphate groups of DNA, as the 
stain attaches to regions of DNA where there are large amounts of A-T 
bonding. Thus, Giemsa staining can identify different types of changes in 
chromosomal structure as gene rearrangements.

Examination of a karyotype enables one to determine either if there 
is gain or loss of a chromosome(s) or if the structure of a given chro-
mosome(s) is altered. The centromere of each chromosome separates the 
short arm (p) from the long arm (q). Most arms are divided into two or 
more regions by distinct bands, and each region is further subdivided into 
subbands (Fig. 3.3). For example, band Xp21.2 is found on the p arm of 
the X chromosome in region 2, band 1, subband 2.

Chromosome disorders are caused by abnormalities in the number 
(increase or decrease of genes) or the structure of chromosomes. An indi-
vidual’s physical characteristics are called a phenotype, which is the com-
bination of all of that individual’s expressed traits, including morphology, 
development, behavior, and biochemical and physiological properties. 
Phenotypes result from the expression of genes and environmental fac-
tors that interact with these genes. Thus, the phenotype of a person with 
a chromosomal disorder may vary with the type of chromosomal defect.

Numerical Chromosome Abnormalities

An abnormality in which the chromosome number is an exact multiple 
of the haploid number (n = 23) and is larger than the diploid number 
(n = 46) is called polyploidy. Polyploidy arises from fertilization of an 
egg by two sperm (total number of chromosomes increases to 69) or the 
failure in one of the divisions of either the egg or the sperm so that a 
diploid gamete is produced. The survival of a fetus to full term of preg-
nancy is rare in the instance of polyploidy. Aneuploidy occurs when the 
chromosome number is not an exact multiple of the haploid number and 
results from the failure of paired chromosomes (at fi rst meiosis) or sister 
chromatids (at second meiosis) to separate at anaphase. Thus, two cells 
are produced, one with a missing copy of a chromosome and the other 
with an extra copy of that chromosome (Fig. 3.4). Examples of numerical 
chromosomal abnormalities are listed in Table 3.1.

Trisomy 21, the fi rst human chromosomal disorder discovered (in 
1959), is an abnormality that displays an extra copy (total of 3 copies) 
of chromosome 21 (Fig. 3.5) and causes Down syndrome. The genes on 
all three copies of chromosome 21 are normal. However, not all individ-
uals with Down syndrome show the same physical characteristics, indi-
cating that their phenotypes can vary. People with Down syndrome have 
a typical facial appearance (the face is fl at and broad) that includes an 

Figure 3.3  Schematic diagram of the 
structures of a chromosome. The p and 
q arms, centromere, chromatid, bands, 
and subbands (described in the text) 
are shown. A chromatid is an individual 
chromosome that is paired with a repli-
cated copy of the identical chromosome. 
This pair of chromosomes is held to-
gether at the centromere for the process 
of cell division. The light and dark bands 
originate from the differential staining 
of the regions of the chromosome with 
the Giemsa stain, as explained in the 
text. The short arm of each chromosome 
is denoted with a “p” and the long arm 
with a “q.” Thus, 7q refers to the long 
arm of chromosome 7. Each arm may 
be further divided into regions, depend-
ing on the size. Adapted from Wallis, 
Genetic Basis of Human Disease (The 
Biochemical Society, London, United 
Kingdom, 1999), with permission. 
 doi:10.1128/9781555818890.ch3.f3.3
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abnormally small chin, skin folds on the inner corners of the eyes, poor 
muscle tone, a fl at nasal bridge, a protruding tongue due to a small oral 
cavity, an enlarged tongue near the tonsils, a short neck, and white spots 
on the iris. Growth parameters such as height, weight, and head circum-
ference are smaller in children with Down syndrome than in typical indi-
viduals of the same age.

All Down syndrome patients have some degree of mental retarda-
tion, albeit moderate. Despite this condition, many persons with Down 
syndrome can be educated and live with minimal daily assistance, while 
others require much attention and care. There are several possible health 
concerns, including cardiac failure and hearing loss. Individuals with 

Parental cell (2n; n =23)

Gametes

Fusion of gametes

� �

Pair of homologous
chromosomes

Table 3.1  Numerical chromosomal aberration syndromes

Aneuploidy condition No. of chromosomes Karyotype

Tetraploidy 92 XXYY

Triploidy 69 XXY

Trisomy 21 (Down syndrome) 47 XX+21

Trisomy 18 (Edward syndrome) 47 XY+18

Trisomy 13 (Patau syndrome) 47 XX+13

Klinefelter syndrome 47 XXY

Trisomy X 47 XXX

Turner syndrome 45 X

Adapted from Wallis, Genetic Basis of Human Disease (The Biochemical Society, London, United 
Kingdom, 1999), with permission.

Figure 3.4  Nondisjunction in gamete 
cell formation and fusion of abnormal 
gametes with a normal haploid gamete. 
Aneuploidy occurs when paired chro-
mosomes (at fi rst meiosis) or sister 
chromatids (at second meiosis) do not 
separate from each other at anaphase, 
a stage of meiosis at which sister chro-
mosomes move to opposite sides of the 
cell. This failure of paired chromosomes 
to separate, with the chromosomes in-
stead moving to the same side of the 
cell, is termed nondisjunction. As a re-
sult, two cells are produced, one with a 
missing copy of a chromosome and one 
with an extra copy of that chromosome, 
as shown. Redrawn from Dewhurst, 
Biol. Sci. Rev. 10(5): 11–15, 1998, by 
permission of Philip Allan for Hodder 
Education.
 doi:10.1128/9781555818890.ch3.f3.4
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Down syndrome are now living longer than they used to and can survive 
into their 50s and 60s. However, those individuals who survive to that age 
are at very high risk of developing Alzheimer disease.

Trisomy 13, the presence of three copies of chromosome 13, causes 
Patau syndrome. Only about 5% of infants with this disorder survive past 
their fi rst year, and most pregnancies involving trisomy 13 end in miscar-
riage. Children with trisomy 13 usually have a lot of trouble breathing, 
especially when they sleep, and many have seizures. All individuals with 
Patau syndome have severe mental retardation, and other common char-
acteristics include a small head, extra fi ngers and/or toes, and a cleft lip 
or cleft palate.

Trisomy 18, the presence of 3 copies of chromosome 18, elicits Edward 

syndrome. Only about 10% of babies with this syndrome survive past 
their fi rst year, and the majority of survivors are female, indicating a pre-
natal selection against males with trisomy 18 after the time of amniocen-
tesis. Children with trisomy 18 usually have problems with breathing and 
eating, and many have seizures or serious heart conditions. All individuals 
with trisomy 18 have severe mental retardation. Most babies with trisomy 
18 are very small and have certain recognizable facial features. They also 
tend to overlap their fi ngers in a very distinct pattern.

Prader–Willi syndrome results from the absence or nonexpression of 
a group of genes on chromosome 15. A specifi c form of blood cancer, 
chronic myeloid leukemia, may be caused by a chromosomal transloca-
tion, in which portions of two chromosomes (chromosomes 9 and 22) are 
exchanged. No chromosomal material is gained or lost, but a new, abnor-
mal gene that leads to the development of cancer is formed.
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Figure 3.5  Trisomy 21. This syndrome appears when an individual inherits three cop-
ies of chromosome 21. The extra copy of chromosome 21 results in Down syndrome. 
Adapted from http://www.genome.gov/pages/education/modules/chromosomeanalysis
.pdf. doi:10.1128/9781555818890.ch3.f3.5

http://www.genome.gov/pages/education/modules/chromosomeanalysis.pdf
http://www.genome.gov/pages/education/modules/chromosomeanalysis.pdf
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Sex Chromosome Abnormalities

The phenotype of chromosomal disorders can vary depending on whether 
the chromosomal abnormality occurs on the maternally or paternally de-
rived chromosomes (Table 3.1).

Turner syndrome (45,X) is an example of monosomy, in which a girl 
is born with only one sex chromosome, an X chromosome.

Klinefelter syndrome occurs in males with the genotype 47,XXY. Such 
males have 47 chromosomes and are classifi ed as having a sex chromo-
some trisomy (three sex chromosomes), since they carry two X chromo-
somes and one Y chromosome. This syndrome affects about 1 in 1,000 
males. Most affected males are taller than average, and they may have 
more body fat in the hips or chest as well as little facial and body hair. 
Some Klinefelter males are mentally retarded, while many others have 
normal intelligence. The most common feature of this syndrome is infer-
tility; about 2% of infertile men have Klinefelter syndrome.

Structural Chromosome Abnormalities

Genomic rearrangements may alter genome architecture and yield clinical 
consequences. Several genomic disorders caused by structural variation 
of chromosomes were discovered by cytogenetics. Recent advances in 
molecular cytogenetic techniques have enabled the rapid and precise de-
tection of structural rearrangements on a whole-genome scale. This high 
resolution illustrates the role of SVs and single-nucleotide polymorphisms 

(SNPs) in normal genetic variation.
In analyzing the role of structural gene variants in cell function, it is 

important to consider the two types of such variants, i.e., gain-of-function 

variants and loss-of-function variants. A gain-of-function variant results 
from a mutation that confers new or enhanced activity on a protein. Most 
mutations of this type are not heritable (germ line) but, rather, are somatic 
mutations. A change in the structure of a gene that may arise during DNA 
replication and is not inherited from a parent, and also is not passed to 
offspring, is called a somatic mutation. Such a mutation that results in a 
single base substitution in DNA is known as a somatic point mutation. 
A loss-of-function variant results from a point mutation that leads to re-
duced or abolished protein function. Most loss-of-function mutations are 
recessive, indicating that clinical signs are typically observed only when 
both chromosomal copies of a gene (one being inherited from each par-
ent) carry such a mutation.

In a population, any two unrelated individuals are identical at about 
99.5% of their DNA sequence. At a given chromosomal site, one individ-
ual may have the A nucleotide and the other individual may have the G 
nucleotide. This type of site in DNA is known as an SNP (Fig. 3.6). Each 
of the two different DNA sequences at this site (or gene) is called an allele.

Molecular techniques such as array-based comparative genomic 

hybridization (CGH), SNP arrays, array painting, and next-generation 

sequencing have facilitated and expedited the characterization of chro-
mosome rearrangements in human genomes. These various genomic 
rearrangements can arise by several mechanisms, including deletions, am-
plifi cations, translocations, and inversions of DNA fragments (Fig. 3.7). 

SNP
single-nucleotide polymorphism

CGH
comparative genomic hybridization
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Deletions occur when a portion of a chromosome is missing or removed. 
Duplications result from the copying of a portion of a chromosome that 
results in extra genetic material. During a translocation, a portion of 
one chromosome is transferred to another chromosome. In a reciprocal 
translocation, DNA segments from two different chromosomes are ex-
changed. A DNA inversion results when a portion of a chromosome is 
broken off, turned upside down, and reattached. When a portion of a 
chromosome is disrupted, the chromosome may form a circle, or ring, 
without any loss of DNA.

Figure 3.6  Illustration of an SNP. Two 
sequenced DNA fragments (1 and 2) 
from different individuals, TGAAA to 
TGAGA, contain a difference in a sin-
gle nucleotide (an A/G polymorphism). 
In this case, the two alleles are called 
A and G (circled in black dashed line). 
Watson-Crick bonds between the bases 
are shown in red. Almost all common 
SNPs have only two alleles. The distri-
bution of SNPs is not homogeneous, 
as SNPs usually occur in noncoding 
regions more frequently than in coding 
regions of DNA.
 doi:10.1128/9781555818890.ch3.f3.6
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Figure 3.7  Types of common chromosomal rearrangements. Each box illustrates a 
healthy chromosome (left) and its derivative altered chromosome (right). The black 
lines indicate the regions involved. Adapted from Wijchers and de Laat, Trends Genet. 
27: 63–71, 2011, with permission from Elsevier. doi:10.1128/9781555818890.ch3.f3.7
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As most chromosome abnormalities occur accidentally in the ovum 
or sperm, the abnormality is present in every cell of the body. However, 
some abnormalities arise after birth, resulting in a condition where a few 
cells have the abnormality and others do not. Chromosome abnormali-
ties can either be inherited from a parent (e.g. translocation) or develop 
spontaneously for the fi rst time. This is why chromosome studies are per-
formed on parents when a child is found to have an abnormality.

How do chromosome abnormalities happen? Chromosome abnor-
malities usually occur when there is an error in cell division (Fig. 3.8). 
There are two kinds of cell division. Meiosis results in cells with half the 
number of usual chromosomes, 23 instead of the normal 46. These are 
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Figure 3.8  Nondisjunction of sex chromosomes during fi rst meiosis and mitosis. The 
fi rst meiotic and mitotic events, with the resultant karyotypes and syndromes (or other 
outcomes) that result from nondisjunction, are shown. Adapted from Connor and 
Ferguson-Smith, Essential Medical Genetics, 3rd ed. (Blackwell Scientifi c Publications, 
Oxford, United Kingdom, 1991) with permission; original fi gure © 1991 Blackwell 
Scientifi c Publications. doi:10.1128/9781555818890.ch3.f3.8
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the eggs and sperm. Mitosis produces two cells that are duplicates (46 
chromosomes each) of the original cell. This kind of cell division occurs 
throughout the body, except in the reproductive organs. In both processes, 
the correct number of chromosomes appears in the daughter cells. How-
ever, errors in cell division can result in cells with too few or too many 
copies of a chromosome.

Additional factors can increase the risk of chromosome abnormali-
ties. One factor is maternal age. Women are born with all of the eggs they 
will ever have. Therefore, when a woman is 30 years old, so are her eggs. 
Chromosomal errors can appear in eggs as they age. Thus, older women 
are at greater risk of giving birth to babies with chromosome abnormali-
ties than younger women. Since men produce new sperm throughout their 
life, paternal age does not increase the risk of chromosome abnormalities. 
A second factor may be environment, although conclusive evidence is cur-
rently lacking.

Genome mapping is the localization of genes that express phenotypes 
that correlate with DNA variation. Chromosome abnormalities arise 
from genomic variants. Advances in molecular biology and cytogenetic 
techniques permit the identifi cation of many diverse types of SVs, which 
contribute to human disease, phenotypic variation, and karyotypic evolu-
tion. SVs in individual genomes result from chromosomal rearrangements 
affecting at least 50 kilobase pairs (kb) and include deletions and dupli-
cations known as copy number variants (CNVs), inversions, and translo-
cations (see above). Rearrangements are elicited by multiple events, 
including external factors such as cellular stress and incorrect DNA repair 
or recombination.

Human Genome Mapping

Genomic Variants

Conventional cytogenetic methods, such as chromosome banding and 
karyotyping, are informative and still commonly used. However, these 
techniques are limited to the detection of numerical chromosomal aberra-
tions (aneuploidy and polyploidy) and microscopic SVs a few megabases 
in size (Table 3.2). Molecular cytogenetic approaches enable the detection 
of submicroscopic SVs and have been crucial for studying complex rear-
rangements generated by more than two chromosomal breakage events, 
refi ning breakpoints, and performing cross-species comparisons. These 
newer approaches have relied predominantly on the use of fl uorescence 

in situ hybridization (FISH), a technique in which fl uorescence microscopy 
reveals the presence and localization of defi ned labeled DNA probes bind-
ing to complementary sequences on targets, traditionally metaphase chro-
mosome spreads. FISH allows the precise identifi cation and localization 
of chromosomal aberrations within a DNA stretch of about 4,000 kb.

To detect translocations in chromosomes, chromosome-specifi c DNA 
probes or “paints” are used. Chromosome painting is a technique that 
allows the specifi c visualization of an entire chromosome in metaphase 
spreads and in interphase nuclei by in situ hybridization with a mixture 
of sequences generated from that particular chromosome (Fig. 3.9). In-
creased resolution is achieved by using oligonucleotide probes rather than 

CNV
copy number variant

FISH
fl uorescence in situ hybridization
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whole-chromosome probes to bind to chromatin fi bers. During mitosis, 
chromatin DNA fi bers become coiled into chromosomes, with each chro-
mosome having two chromatids joined at a centromere. The technique of 
FISH to chromatin fi bers is known as fi ber-FISH. Alternative targeted ap-
proaches have simplifi ed CNV detection. For example, real-time quanti-
tative polymerase chain reaction (PCR) and multiplex ligation-dependent 
probe amplifi cation (see chapter 6) are frequently used to resolve genetic 
analyses of clinical material. While these different approaches are re-
stricted to specifi c regions, some FISH-based techniques were developed 

PCR
polymerase chain reaction

Figure 3.9  FISH of painted chromosomes. Appropriately selected painting probes can 
uniformly decorate all 23 chromosomes. Courtesy of S. M. Carr, Genetix (2008). Re-
printed with permission from Genetix. doi:10.1128/9781555818890.ch3.f3.9
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Table 3.2  Methods of identifi cation of classes of chromosomal rearrangements

Method (date)

Detection

Resolution Sensitivity
Deletions and 
duplications Insertions

Unbalanced 
translocations

Balanced 
translocations Inversions

G banding (early 1970s) Yes Yes Yes Yes Yes Low (>many Mb) Low

CGH (early 1990s) Yes No Yes No No Low (>many Mb) High

M-FISH/SKY (mid-1990s) Yes Yes Yes Yes No Low (>many Mb) High

BAC array CGH (early 
2000s)

Yes No Yes No No Average (>1 Mb) High

Tiling-path BAC array CGH 
(early 2000s)

Yes No Yes No No High (>50–100 kb) High

Oligonucleotide array CGH 
(early 2000s)

Yes No Yes No No High (0.4–1 kb) Very high

SNP arrays (late 2000s) Yes No Yes No No High (>5–10 kb) High

NGS based (late 2000s) Yes Yes Yes Yes Yes Very high (bp level) Very high

Adapted from Le Scouarnec and Gribble, Heredity 108: 75–85, 2012.
Abbreviations: M-FISH, multiple FISH; NGS, next-generation sequencing; SKY, spectral karyotyping.
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in the 1990s to detect genomic aberrations at the whole-genome level 
(Table  3.2). As an example, copy number differences between two ge-
nomes are now detectable by CGH. Specifi c translocations and complex 
rearrangements are characterized by techniques adapted from chromo-
some painting, e.g., multiplex FISH and spectral karyotyping, in which all 
chromosomes are differentially colored in a single experiment. Despite the 
introduction of these improved methods of chromosome mapping, they 
remain experimentally demanding and labor-intensive, and the resolution 
is still limited by the use of chromosomes as targets (Table 3.2).

Identifi cation of SV boundaries is essential for accurate genotype–
phenotype correlations, which depend on the extent of genes or regula-
tory regions that are disrupted or vary in copy number. Completion of 
the human genome sequence in the early 2000s and progress in molecular 
biology techniques have generated new genome-wide screening methods 
that have revolutionized our understanding of the genomes of healthy 
and diseased individuals. In particular, microarray and next-generation 
sequencing technologies have been very useful in the characterization of 
chromosome rearrangements.

Array-Based Techniques

Originally developed for gene expression profi ling, DNA microarrays or 
chips are currently used to establish copy number changes (array-based CGH 
and genotype single-nucleotide polymorphisms) and analyze DNA methy-

lation, alternative splicing, microRNAs (sequences of about 22 nucleotides 
that function as posttranscriptional regulators that result in translational 
repression or target degradation and gene silencing), and protein–DNA 
interactions (array-based chromatin immunoprecipitation). Each array 
consists of thousands of immobilized oligonucleotide probes or cloned se-
quences. Labeled DNA or RNA fragments are applied to the array surface, 
allowing the hybridization of complementary sequences between probes 
and targets (see chapter 1). The chief advantages of this technology are its 
sensitivity, specifi city, and scale, as it enables the relatively rapid assay of 
thousands of relevant genomic regions of interest in a single experiment. 
Furthermore, the amount of input sample material required is generally 
less than 1 μg, which facilitates the assay of precious clinical samples.

Both CGH arrays and SNP arrays can detect CNVs in genomes. The 
genome-wide coverage of these arrays now permits the discovery of CNVs 
without any prior knowledge of the DNA sequence. Some arrays may 
identify recurrent rearrangements more easily or may genotype CNVs 
present in about 41% of the general population (copy number polymor-

phisms). Currently, array vendors can custom design the content of arrays 
to increase the resolution in a given chromosomal region(s) of interest 
where higher resolution is required.

Array CGH

The fi rst whole-genome array, developed in 2004, consisted of about 
430,000 overlapping fragments (cloned into bacterium-derived artifi cial 
chromosomes) that covered the whole genome. This facilitated the ability 
to detect changes in the copy number of genes or gene segments. CGH 
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with FISH is a method for analyzing genomic DNA for unbalanced ge-
netic changes. Genomic DNA from the test sample (e.g., tumor cells) is 
labeled orange or red and mixed with normal genomic DNA labeled an-
other color (e.g., green). The mixture is hybridized (FISH) to a normal hu-
man metaphase spread or other reference standard. Regions of imbalance 
(increased or decreased copy number) in the tumor are located or mapped 
relative to the normal metaphase chromosomes as increases or decreases 
in the ratio of green to orange or red fl uorescence. The array technology 
used allows the detection of genetic imbalances as small as just a few ki-
lobase pairs in size, which permits the boundaries of a genetic change to 
be better defi ned.

In an array CGH analysis, test (e.g., from a tumor) and reference 
(e.g., from a healthy person) DNA is labeled with different fl uorophores 
(e.g., Cy5 and Cy3) and then simultaneously hybridized onto arrays in the 
presence of Cot-1 DNA (enriched for repetitive sequences) to reduce the 
binding of repetitive sequences (Fig. 3.10). If only small amounts of DNA 
are available (e.g., in prenatal diagnosis or tumor analysis), amplifi cation 

Figure 3.10  Flowcharts of cytogenetics oligonucleotide arrays. (Left) An array CGH 
analysis; (right) a cytogenetics array analysis. White and blue boxes, sample prep-
aration stage; orange boxes, microarray stage; green boxes, data processing stage. 
Methods used for array CGH labeling are enzymatic, restriction digestion, and the 
Universal Linkage System and can require a fragmentation step (dashed-line box). 
Hybridization mixtures contain blocking agents and DNA enriched for repetitive se-
quences to block nonspecifi c hybridization and reduce background signal. Hybridiza-
tion times vary depending on the array format. Cy5, cyanine-5; Cy3, cyanine-3; WGA, 
whole-genome amplifi cation. Adapted from Le Scouarnec and Gribble, Heredity 108: 
75–85, 2012. doi:10.1128/9781555818890.ch3.f3.10
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methods can be used before labeling. After hybridization, washing, and 
scanning, Cy5 and Cy3 fl uorescence intensities are measured for each fea-
ture on the array and normalized, and log2 ratios of the test DNA (e.g., 
Cy5) divided by the reference DNA (e.g., Cy3) are then plotted against 
chromosome position (Fig. 3.11). For each position, a value of 0 indicates 
a normal copy number [log2 (2/2) = 0] result. A log2 ratio of 0.58 [log2 
(3/2) = 0.58] indicates a gain of one copy in the test sample compared 
with the reference sample, and a log2 ratio of −1 (log2 (1/2) = −1) indi-
cates a loss of one copy in the test sample compared with the reference 
sample. To identify CNVs in the test DNA, one attempts to minimize the 
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Figure 3.11  Methods for the association of copy number polymorphisms with dis-
ease. (A) For a copy number polymorphism with distinct copy number genotypes, the 
counts of each genotype are compared to those of cases (individuals with the disease) 
and controls (individuals without the disease). (B) For a copy number polymorphism 
where copy number genotypes are not assignable, the distribution of copy numbers is 
compared between cases and controls. (C) Copy number polymorphisms associated 
with disease may be identifi ed indirectly via the association of an SNP (A → C) in 
linkage disequilibrium. doi:10.1128/9781555818890.ch3.f3.11



 The Genetic Basis of Disease 151

infl uence of CNVs in the reference DNA using a pool (about 4,100) of 
normal DNA samples as a reference. Several algorithms developed to de-
tect CNVs from array CGH data search for intervals in which the average 
log2 ratio is greater than the assigned threshold. If probe response is good 
and background noise is low, a few (generally 3 to 10) probes may be 
enough to detect regions with different copy numbers. Algorithms detect 
CNVs more accurately and produce fewer false-positive results if data are 
corrected for artifacts such as high GC content.

Custom-designed arrays may be used to focus on chromosomal re-
gions of interest. For example, one study reported the use of a set of 20 
ultrahigh-resolution oligonucleotide arrays comprising 42 million probes 
in total, with a median probe spacing of just 56 base pairs (bp) across 
the entire genome. Such high resolution enabled the identifi cation of 
11,700 CNVs greater than 443 bp in length in the genomes of 40 healthy 
individuals.

Synthetic 60-mer oligonucleotide arrays are commonly used, as they 
yield highly reproducible results and excellent signal-to-noise ratios that 
ensure maximum sensitivity and specifi city. These 60-mers span exon, in-
tron, intergene, and pseudoautosomal regions (genes in these regions are 
inherited like an autosomal gene); duplicated segments; and CNV regions 
in DNA. In addition to sequences in a gene database under study, custom 
oligonucleotide sequences (25 to 60 bp) can be used. For every oligonu-
cleotide on the array, array manufacturers can provide scores that pre-
dict the performance of each nucleotide on a genomic array and interpret 
derivative log2 ratio values in breakpoint regions. Scores are based on 
several parameters, including melting temperature, SNP content, sequence 
complexity, and uniqueness of the oligonucleotide sequence.

SNP Arrays

SNP arrays can now detect millions of different SNPs. In addition to the 
advances in resolution, these arrays now incorporate more SNPs linked 
with a given disease(s) due to large-scale studies like the HapMap Project 
and the 1000 Genomes Project. A haplotype refers to the combination of 
alleles (DNA sequences) at adjacent locations (one locus, several loci, or 
a whole chromosome) on a chromosome that are genetically transmitted 
together. The HapMap Project is an international project designed to gen-
erate a haplotype map (HapMap) of the human genome that describes 
the common patterns of genetic variation in human health, disease, re-
sponses to drugs, and environmental factors. The 1000 Genomes Project, 
launched in January 2008, constitutes an international research effort to 
establish a comprehensive catalogue of human genetic variation, which 
can then be applied to association studies that relate genetic variation to 
disease as well as to advance our understanding of mutation and recom-
bination in the human genome.

The initial plan for the 1000 Genomes Project was to collect 
whole-genome sequences for 1,000 individuals, each at 2× coverage 
and representing ∼6 gigabase pairs of sequence per individual and ∼6 
terabase pairs (Tbp) of sequence in total. The term 2× coverage means 
that on average, individual loci in the human genome will be spanned by 
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two independent bacterial artifi cial chromosome (BAC) clones. This also 
means that some regions will be covered by more than two clones, and 
some regions will be covered by a single clone or no clone at all. During 
recent years, this plan was revised several times, and as of March 2012, 
the still-growing project had generated more than 260 Tbp of data. The 
ongoing aims of the 1000 Genomes Project are (i) to discover >95% of 
the variants with minor allele frequencies of <1% across the genome and 
0.1 to 0.5% in gene regions and (ii) to estimate the population frequen-
cies, haplotype backgrounds, and linkage disequilibrium patterns of vari-
ant alleles. A so-called “Toronto Agreement” was reached to describe a 
set of best practices for prepublication data sharing, which were adopted 
in 2009 and have since facilitated the global sharing of the available data. 
To analyze all of the data accumulated, the Ensembl Variant Effect Predic-
tor is a fl exible and regularly updated bioinformatics method now being 
used to annotate all newly discovered variants and to provide information 
about how such variants impact genes, regulatory regions, and other fea-
tures of the genome outlined below.

SNPs comprise a major part of genetic variation and play an essential 
role in the development of disease, evolution, and tumorigenesis. Thus, 
SNP arrays are now used to identify SNPs and to detect rare and com-
mon genomic rearrangements, amplifi cations, and deletions. SNP arrays 
can also detect extended regions of loss of heterozygosity or uniparental 
disomy (inheritance of two copies of a chromosome, or of part of a chro-
mosome, from one parent and no copies from the other parent), provide 
more accurate calculation of copy numbers, and determine the parental 
origin of new CNVs. To facilitate the identifi cation of CNVs, only the test 
sample is required to be hybridized onto each SNP array. In addition, the 
SNP arrays used are now manufactured so as to increase the density of 
SNP markers in regions of DNA that contain CNVs (Fig. 3.12).

Should SNP arrays replace CGH arrays? Despite the variety of in-
formation obtained in a single experiment and greater potential for au-
tomation and scalability, SNP arrays generally do not perform as well as 
CGH arrays for CNV discovery, in terms of sensitivity and resolution. If 
searching for very small deletion (<50 kb) or gain variants, array CGH 
may be the best option. However, for cancer genetics or human diseases 
linked to uniparental disomy, SNP arrays are more appropriate. Hybrid 
arrays (e.g., CGH plus SNP arrays) are now available to both analyze 
copy number and detect chromosomal mosaicism (chromosomes of dif-
ferent structure), loss of heterozygosity, uniparental disomy, or regions 
that have identical copies of an identical ancestral allele (Fig. 3.12).

Fine Mapping of Translocation Breakpoints 
Using Array Painting

CGH arrays detect deletions and amplifi cations, including chromosome 
imbalances (changes in copy number) associated with balanced (no change 
in copy number) translocation. However, they do not detect balanced re-
arrangements such as inversions and balanced reciprocal translocations. 
Balanced reciprocal translocations are carried by 1 in 500 individuals and 
also occur frequently in cancer cells. Disruption of regulatory regions, 
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such as enhancers or genes, and creation of new gene fusions by a chro-
mosome translocation can have deleterious phenotypic consequences.

Array painting, derived from reverse chromosome painting and array 
CGH technologies, was developed to characterize reciprocal chromosome 
translocation breakpoints (Fig 3.11). In reverse chromosome painting, 
probes are generated by degenerate-oligonucleotide-primed PCR from 
isolated aberrant chromosomes and are hybridized onto normal meta-
phase spreads using FISH. This permits the identifi cation of aberrant 
chromosomal regions and the location of approximate positions of the 
breakpoints. However, with metaphase chromosomes as targets, break-
points can be localized only at a resolution of 5 to 10 megabases (Mb).

To enhance the accuracy of breakpoint mapping, arrays have re-
placed the use of metaphase chromosomes. Two chromosomes that 
carry a reciprocal translocation are labeled and isolated by sorting on 
a fl ow cytometer (Fig. 3.13). Each chromosome is then amplifi ed using 
oligonucleotide-primed PCR or whole-genome amplifi cation kits. To dis-
tinguish the amplifi ed products, they are labeled with different fl uorescent 

Figure 3.12  Flowchart of array painting. White and blue boxes, sample prepara-
tion stage; orange boxes, microarray stage; green box, data processing stage. BAC, 
bacterial artifi cial chromosome; WGA, whole-genome amplifi cation. The steps of 
the technique of array painting and the method of data analysis are as described 
in the text. Adapted from Le Scouarnec and Gribble, Heredity 108: 75–85, 2012. 
doi:10.1128/9781555818890.ch3.f3.12
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dyes (Cy5 and Cy3) and cohybridized onto an array, which is then washed 
to remove any excess probe and scanned (Fig. 3.11). Log2 ratios for Cy5 
and Cy3 intensities are plotted against chromosome position for each fea-
ture. Because the chromosomal regions that fl ank each side of the break-
point are labeled with different dyes, the position where log2 ratios change 
from high to low ratios (or vice versa) defi nes the breakpoint (Fig. 3.11). 
Fine mapping of breakpoints depends only on the resolution of the ar-
ray, which has been improved signifi cantly by the use of array painting, 
array CGH technology, and region-specifi c oligonucleotide arrays. Pre-
cise breakpoint mapping of balanced translocations is informative about 
associated phenotypes in patients. A 244K human genome microarray 
kit, which contains a platform of approximately 240,000 distinct 60-mer 
oligonucleotide probes spanning the entire human genome, is commonly 
used for clinical application. Thus, array painting performed with a 244K 
CGH array for a t(10;13)(q22;p13) balanced translocation indicated that 
the C10orf11 gene, which was disrupted by the translocation, contributes 
to the mental retardation phenotype in 10q22 deletion patients. Break-
points identifi ed by array technologies can be independently validated 

Figure 3.13  Flow sorter karyotype analysis of chromosomes from a healthy human 
female. A dual stain is used to take advantage of variations in the GC-to-AT ratio in 
different chromosomes. The dyes selected are Hoechst 33258, which shows a pref-
erence for AT-rich regions, and chromomycin A3 (CA3), which binds to GC-rich re-
gions. To sort the chromosomes according to their intensity of fl uorescence, a fl ow 
cytometer with two high-powered argon–ion lasers was used. One laser of the cytom-
eter was tuned to provide UV light to excite the Hoechst dye (blue fl uorescence), and 
the other laser was tuned to 458 nm to excite the CA3 dye (green fl uorescence). The 
different chromosomes are numbered in the cytogram. Note that suitable separation 
between the different chromosomes is achieved, with the exception of chromosomes 9 
to 12, which can be separated by other cytogenetic methods. Adapted from Ormerod 
(ed.), Flow Cytometry—A Basic Introduction—Wiki Version (2008). The cytogram 
was provided by C. Langford and N. Carter, The Sanger Centre, Cambridge, United 
Kingdom. doi:10.1128/9781555818890.ch3.f3.13

0 256 512 768

1

2

3

4

5

6
7

X

8

13
14
15, 1618
17

19
2021

22

9–12

1,024

H
oe

ch
st

 (
nm

)

CA3 (nm)

0

256

512

768

1,024



 The Genetic Basis of Disease 155

by FISH assays to visually demonstrate the rearrangements in individual 
cells.

Array painting can also be used to explain complex chromosome 
rearrangements between two or more chromosomes, determine cross-
species homology, and provide insight into karyotype evolution. An al-
ternative technique to array painting is chromatin conformation capture 

on chip (4C), in which many fragments across the breakpoints are cap-
tured by cross-linking of physically close parts of the genome, followed 
by restriction enzyme digestion, locus-specifi c PCR, and hybridization to 
4C-tailored microarrays (Fig. 3.14). Clustering of positive signals display-
ing increased intensities predicts the positions of the breakpoints.

4C
chromatin conformation capture on chip

Figure 3.14  Identifi cation of DNA in-
teraction using 3C and derivative-based 
technology. (A) The interactions or mere 
proximity of proteins can be studied by 
the clever use of cross-linking agents. 
For example, protein A and protein 
B may be very close to each other in a 
cell, and a chemical cross-linker could 
be used to probe the protein–protein 
interaction between these two proteins 
by linking them together, disrupting the 
cell, and identifying the cross-linked pro-
teins. Alternatively, interaction between 
two DNA fragments located close to 
each other in the nucleus of a cell could 
be analyzed by chemical cross-linking. 
Analyses of this type of DNA–DNA in-
teraction can be informative about the 
regions on different chromosomes that 
may undergo rearrangement and recom-
bination between genes. 3C technol-
ogy depends on the cross-linking (grey 
blocks), restriction digestion, and subse-
quent ligation of DNA fragments that are 
positioned close together in the nucleus. 
The process during which cross-linking 
induced DNA–DNA interactions are 
chemically disrupted is known as reverse 
cross-linking. Reverse cross-linking and 
purifi cation are followed by PCR-based 
analysis using locus-specifi c primers to 
confi rm the presence of a DNA interac-
tion. (B) The different strategies for the 
analysis of positions at which different 
DNA fragments are joined together (li-
gation junctions), including 3C and its 
high-throughput derivatives 4C, 5C, and 
Hi-C. Colored boxes indicate hypothet-
ical regulatory DNA elements, black ar-
rows indicate transcriptional start sites, 
and curved colored arrows indicate the 
interactions analyzed in each of the 
different strategies. Reproduced from 
Wijchers and de Laat, Trends Genet. 
27: 63–71, 2011, with permission from 
Elsevier. 
 doi:10.1128/9781555818890.ch3.f3.14
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Next-Generation Sequencing-Based Techniques

Next-generation sequencing technologies developed in 2005 currently en-
able the sequencing of a whole human genome to be completed in a few 
days and at a signifi cantly reduced cost (see chapter 1). These technologies 
facilitate the sequencing of millions of DNA molecules simultaneously 
after library preparation of fragments. Sequence reads are aligned to the 
reference genome, and base variants such as small insertions and deletions 
(indels) and SVs (450 bp) can be detected. Next-generation sequencing 
technology can be applied for high-throughput resequencing to under-
stand human genome variation and diseases, large-scale gene expression 
studies using cDNA sequencing, and whole-genome sequencing of many 
organisms to enhance our knowledge of evolution (see chapter 1). This 
technology is still under development, and third-generation platforms 
can yield sequence reads as large as a few kilobase pairs, whereas read 
lengths presently range from 30 to 400 bp depending on the platform. 
Until whole-genome sequencing becomes more economical, specifi c ge-
nomic regions may be isolated for sequencing. Chromosome suspensions 
may be tagged with fl uorescent stains and isolated according to their 
fl uorescence intensity by sorting on a fl uorescence-activated cell sorter 
machine (see chapter 2). A dual stain is generally selected to take advan-
tage of variations in the GC-to-AT ratio in different chromosomes. The 
dyes commonly selected are Hoechst 33258, which shows a preference for 
AT-rich regions, and chromomycin A3, which binds to GC-rich regions. A 
fl uorescence-activated cell sorter with two high-powered argon–ion lasers 
is required; one laser provides ultraviolet (UV) light to excite the Hoechst 
dye (blue fl uorescence), and the other laser is tuned to 458 nm to excite 
chromomycin A3 (green fl uorescence). As shown in a typical cytogram 
(Fig. 3.13), isolated chromosomes of interest may be selected for DNA 
sequencing. When working with small genomes or specifi c chromosomal 
regions, a unique oligonucleotide tag may be added to samples before 
sequencing to facilitate and normalize the identifi cation of chromosomes.

Next-generation sequencing is an attractive alternative to array-based 
assays in molecular cytogenetics. Information obtained by sequence 
analysis permits the detection of SVs of all types and sizes. In addition, 
breakpoints can be mapped with high resolution down to the base pair 
level, and complex rearrangements can be characterized to analyze mul-
tiple breakpoints in a single experiment. Four different approaches can 
characterize SVs: (i) read depth analysis, which can only detect chro-
mosomal gains and losses; (ii) readpair analysis (paired-end mapping); 
(iii) split-read analysis; and (iv) methods of assembly that can detect all 
types of rearrangements, including rearrangements that do not change 
the copy number (inversions and translocations) (Fig. 3.15). Several tools 
based on one or more of these methods have been developed to analyze 
chromosomal rearrangements according to the genomic regions affected, 
size range, and breakpoint precision.

Read depth next-generation sequencing data provide information 
similar to that obtained from array CGH, by determining copy number 
gains or losses. Sequence read depth (the number of reads mapping at 
each chromosomal position) is randomly distributed over the regions. 

UV
ultraviolet
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Signifi cant divergence from a normal Poisson distribution indicates copy 
number variation (Fig. 3.15). Duplications and amplifi cations are indi-
cated by the presence of regions showing excessive read depth. In con-
trast, low read depth indicates heterozygous deletion, and absence of 
coverage suggests homozygous deletion. Statistical power is limited for 
smaller CNVs, but an increase in sequence coverage can improve sensi-
tivity. Factors such as GC content, homopolymeric stretches of DNA, or 
preferential PCR amplifi cation at the library preparation stage can intro-
duce biases. Repetitive DNA regions may also create problems, as reads 
are aligned with low confi dence—this yields little information on copy 
number status. Longer reads will increase mapping specifi city. The range 
of variation in copy number achieved by read depth analysis is greater 

Figure 3.15  Methods to identify SVs from next-generation sequencing data. These 
methods are used in combination to detect chromosomal rearrangements and charac-
terize breakpoints (red arrows). De novo assembly methods can accurately and rap-
idly characterize all classes of rearrangements. MEI, mobile element insertion; RP, 
read pair. Reproduced from Le Scouarnec and Gribble, Heredity 108: 75–85, 2012. 
doi:10.1128/9781555818890.ch3.f3.15
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than that detected by SNP arrays. This greater range of next-generation 
sequencing may be more informative about DNA segmental duplications 
and multicopy gene families.

Currently, the most powerful method to study chromosome rearrange-
ments is the paired-end read mapping technique (Fig. 3.15). Sequence read 
pairs are short sequences from both ends of each of the millions of DNA 
fragments generated during preparation of the library. Clustering of at 
least two pairs of reads that differ in either size or orientation suggests a 
chromosome rearrangement. When aligned to the reference genome, read 
pairs map at a distance corresponding to an average library insert size of 
200 to 500 bp and up to 5 kb for large-insert libraries. A spanning dis-
tance signifi cantly different from the average insert size may indicate the 
presence of SVs. Deletions are identifi ed by read pairs that cover a shorter 
region of the genome than the reference DNA region. The latter region 
does not carry the deletion. In contrast, insertions or tandem duplications 
in the sequenced sample will cause the reads to map further, as they are 
absent from the reference genome. In addition to the expected span dis-
tance of a sequence read pair, aberrant mapping orientation can identify 
inversions and tandem duplications (Fig. 3.15). Novel insertions can be 
identifi ed when only one read of a pair maps the relevant sequence. To 
obtain higher physical coverage at breakpoints and to facilitate the detec-
tion of SVs, data from short-insert libraries (fragments of 200 to 500 bp) 
can be supplemented by data from large-insert libraries (fragments of 2 
to 5 kb).

The split-read method (Fig.  3.15) is preferred for mapping break-
points for small deletions (1 bp to 10 kb) in unique regions of the ge-
nome and read lengths as low as 36 bp. All reads are fi rst mapped to 
the reference genome. For each read pair, the location and orientation 
of the mapped read are used, and an algorithm is applied to search for 
the unmapped pair read (split read). For deletions, candidate unmapped 
reads are split into two fragments that map separately, and analysis of 
the alignment identifi es the breakpoint at the base pair level. Another al-
gorithm is used to identify exact breakpoints for tandem duplications, 
inversions, and complex events. Thus, this method has a signifi cant ad-
vantage over others applied to array or next-generation sequencing data, 
which can identify breakpoints with high resolution but require an addi-
tional PCR or high-throughput capture step followed by conventional or 
next-generation sequencing to reach base pair resolution.

For the fi ne mapping of translocation breakpoints using next-
generation sequencing, whole-genome sequencing (more affordable) and 
paired-end technology (now available) are used. These technologies are 
linked with large-insert paired-end libraries of about 3 kb to increase 
physical coverage and to maximize the detection of read pairs that span 
a breakpoint. If high sequence coverage is reached and reads span the 
breakpoint (split reads), the exact breakpoint may be identifi ed directly 
without the need for an extra PCR or sequencing step.

Next-generation sequencing has revolutionized our understanding of 
cancer genomes by identifying the complete spectrum of somatic point 
mutations and providing more information about gene rearrangements 
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in the whole genome. The latter type of mutation may occur frequently 
in living organisms, but it is diffi cult to measure the rate. Measuring this 
rate is important in predicting the rate at which people may develop can-
cer. Next-generation sequencing analyses of cancer genomes have also 
revealed that intrachromosomal and interchromosomal somatic gene 
rearrangements can be detected. The latter rearrangements are not in-
herited from a parent but occur somatically (see above) and result from 
ordered rearrangements of gene regions by DNA recombination similar 
to that which occurs for the joining of immunoglobulin gene segments 
during B-cell development (see chapter 2). These somatic rearrangements 
represent small genetic changes that can be detected by next-generation 
sequencing technology but are too small to be detected by molecular cy-
togenetic methods. Thus, the application of next-generation sequencing 
technology to the discovery of fusion genes that result from these rear-
rangements and have functional consequences has further explained how 
cancer genomes are generated.

High-throughput whole-genome sequencing reveals both point muta-
tions (insertions and deletions) and all types of chromosome rearrange-
ments that can be used to reconstruct genome architecture. Due to the 
relatively high level of sequencing error in next-generation sequencing 
technology, current analytical methods rely mainly on sequence alignment 
against a unique reference genome. Nonspecifi c mapping of short reads 
to repetitive regions may pose problems. However, third-generation se-
quencing technologies will provide longer reads more cheaply, enabling 
accurate de novo assembly, and will help to solve these issues. Taken to-
gether, the increased resolution and larger number of SVs detectable in 
each genome should expedite analyses of the functional signifi cance of 
these SVs in health and disease.

Genome-Wide Association Studies

Comparison of human genome sequences has demonstrated that hu-
mans have limited genetic variation. About 90% of heterozygous DNA 
sites (e.g., SNPs) in each individual are common variants. This realiza-
tion led to the hypothesis that common polymorphisms (minor allele 
frequency of >1%) may contribute to susceptibility to common diseases. 
It was then proposed that GWASs of common variants would facilitate 
the mapping of loci that contribute to common diseases in humans. The 
prediction was not that all causal mutations in these genes would be 
common—instead, a full spectrum of alleles was expected. This led to 
the hypothesis that only some common variants can localize relevant loci 
for further study.

The testing of this common disease–common variant hypothesis be-
gan in 2006, and since then, many publications have reported the localiza-
tion of common SNPs associated with a wide range of common diseases 
and clinical conditions (e.g., age-related macular degeneration, type 1 
and type 2 diabetes, obesity, infl ammatory bowel disease, prostate cancer, 
breast cancer, colorectal cancer, rheumatoid arthritis, systemic lupus ery-
thematosus, celiac disease, multiple sclerosis, atrial fi brillation, coronary 
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Figure 3.16  GWASs for Crohn disease. Data were obtained 
from the study of Crohn disease performed by the Wellcome 
Trust Case Control Consortium. (A) Signifi cance level (P value 
on log10 scale) for each of the 500,000 SNPs tested across the 
genome. SNP locations refl ect their positions across the 23 hu-
man chromosomes. SNPs with signifi cance levels greater than 
10−5 are in red, and the remaining SNPs are in blue. Ten regions 
with multiple signifi cant SNPs are shown, labeled by their loca-
tion or by the likely disease-related gene, e.g., the IL-23 recep-
tor (IL-23R) gene on chromosome 21. (B) Enlargement of the 
region around the IL-23R locus on chromosome 21. The fi rst 
part shows the signifi cance levels for SNPs in a region of ∼400 
kb with colors as in panel A. The highest signifi cance occurs 
at an SNP in the coding region of the IL-23R gene (causing 

an Arg-381 → Gln change). The blue curve shows the inferred 
local rate of recombination across the region. There are two hot 
spots of recombination, with SNPs positioned between these hot 
spots strongly correlated with disease in a few haplotypes. The 
second part shows that the IL-23R locus contains two or more 
distinct, highly signifi cant disease-associated alleles. The fi rst 
site is the Arg-381 → Gln polymorphism, which has a single 
disease-associated haplotype (shaded in blue) with a frequency 
of 6.7%. The second site is in the intron between exons 7 and 8, 
and it tags two disease-associated haplotypes with frequencies 
of 27.5 and 19.2%. Adapted from Altshuler et al., Science 322: 
881–888, 2008, with permission.
 doi:10.1128/9781555818890.ch3.f3.16
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disease, glaucoma, gallstones, asthma, and restless leg syndrome) as well 
as various individual traits (height, hair color, eye color, freckles, and viral 
load of a person infected with human immunodefi ciency virus). An exam-
ple of a GWAS of the role of common variants in the genetic control of 
Crohn disease is shown in Fig. 3.16.

To date, genetic mapping of common variants by GWASs has yielded 
several important conclusions, which are summarized in Table 3.3 and are 
discussed below.

 1. GWASs are effective for the mapping of common variants. In most 
diseases studied, GWASs have identifi ed multiple independent ge-
netic loci. Nonetheless, associated SNPs have not been revealed for 
some traits, which may be due to a small sample size, insuffi cient 
information about the phenotype, or a different genetic basis of the 
phenotypic trait.

 2. A change in the DNA length of common variants has only a small 
effect. While common variants with two or more changes in DNA 
length per allele exist, the estimated changes are generally smaller 
(1.1 to 1.5 per allele).

 3. The ability to detect associations of high statistical signifi cance is 
low. Increasing the number of samples and replication of the anal-
yses can enhance the signifi cance of association.

 4. Association signals identify small regions, but not causal genes or 
mutations, for study. Local association of genetic variants helps to 
identify a region but does not readily distinguish a causal muta-
tion(s). GWASs typically identify regions of 10 to 100 kb. How-
ever, these regions need to be further mapped and resequenced to 
identify the specifi c gene and variants.

 5. A single locus can contain multiple independent common risk vari-
ants. Multiple distinct alleles with different frequencies and risk 
ratios may be found.

 6. A single locus can include common variants of weak effect and 
rare variants of large effect. Studies of common SNPs have iden-
tifi ed 19 loci that infl uence the levels of low- or high-density lipo-
proteins (LDL or HDL) or triglycerides. Nine of these 19 loci carry 
rare mutations with large effects, e.g., loci for the LDL receptor 
and familial hypercholesterolemia.

LDL
low-density lipoprotein

HDL
high-density lipoprotein

Table 3.3  Conclusions from genetic mapping of common variants by GWASs

No. Message

1 The GWAS method works for mapping of common variants.

2 The size of variants has only a small effect.

3 The ability to detect signifi cant associations is low.

4 Associations identify small regions, but not causal genes or mutations, to study.

5 A single locus can contain several independent common risk variants.

6 A single locus can contain common variants of weak effect and rare variants of strong 
effect.

7 Due to variability in allele frequencies in human populations, the relative roles of com-
mon susceptibility genes can differ among ethnic groups.
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 7. Due to the variability in allele frequencies across human popu-
lations, the relative roles of common susceptibility genes can 
differ among ethnic groups. In the association of prostate can-
cer at 8q24, SNPs that map close to this chromosomal location 
play a role in all ethnic groups, but their contribution is great-
est in African-Americans. This is because the risk alleles in 
African-Americans occur at higher frequencies and lead to a higher 
incidence among African-American men than European men.

Our knowledge about the functions and phenotypic associations of 
genes related to common diseases has also expanded rapidly, as summa-
rized with a few selected examples in Table 3.4 and discussed below.

 1. A subset of phenotypic associations detects genes related to the 
disease. Of 19 loci achieving genome-wide signifi cance in a GWAS 
of LDL, HDL, or triglyceride levels, 12 loci contained genes 
with known functions in lipid biology. The gene for 3-hydroxy-
3-methylglutarylcoenzyme A reductase (HMGCR), encoding the 
rate-limiting enzyme in cholesterol biosynthesis in the liver and 
the target of statin medications, was found by a GWAS to carry 
common genetic variation infl uencing LDL levels. Statins are a 
class of drugs that is used to lower cholesterol levels by inhibiting 
HMGCR activity.

 2. Most phenotypic associations do not involve known disease genes. 
In some cases, GWAS results suggest that novel physiological path-
ways may be involved in the control of a given disease, e.g., the 
roles of complement factor H in age-related macular degeneration, 
fi broblast growth factor receptor 2 (FGFR2) in breast cancer, and 
cyclin-dependent kinase 4 inhibitors A and B (CDKN2A and CD-
KN2B) in type 2 diabetes. These inhibitors prevent the activation 
of the cyclin D-dependent kinases and function as cell growth reg-
ulators that block cell cycle progression during the G1 phase. In 
other cases, closely linked genes have no known function.

 3. Many phenotypic associations suggest control by DNA regions 
that do not encode proteins, i.e., noncoding regions. While some 
associated noncoding SNPs are linked to mutations in nearby cod-
ing regions of genes, many other noncoding SNPs are suffi ciently 
distant from nearby exons and likely not linked to such mutations. 
Examples include the region at 8q24 associated with prostate, 

Table 3.4  Functions and phenotypic associations of genes related to common 
diseases

No. Message

1 A subset of phenotypic associations involves genes related to the disease.

2 Most phenotypic associations do not involve disease candidate genes.

3 Many phenotypic associations suggest control by regions of DNA that do not encode 
proteins (i.e., noncoding regions).

4 Some DNA regions contain expected associations across diseases and traits.

5 Some regions of DNA reveal surprising associations.
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breast, and colon cancers, 300 kb from the nearest gene, and the 
region at 9q21 associated with myocardial infarction and type 2 
diabetes, 150 kb from the nearest CDKN2A and CDKN2B genes. 
A role for noncoding sequence in disease risk is to be expected, as 
about 5% of the human genome is evolutionarily conserved and 
functional, and less than one-third of this 5% consists of genes 
that encode proteins. Noncoding mutations with roles in disease 
susceptibility have increased our understanding of genome biology 
and gene regulation. Modulation of levels of gene expression may 
prove more benefi cial and easier to perform for treatment of dis-
ease than replacement of a fully defective protein or turning off of 
a gain-of-function allele.

 4. Some DNA regions contain expected phenotypic associations 
across diseases and traits. An interesting example reveals that three 
autoimmune diseases, Crohn disease, psoriasis, and ankylosing 
spondylitis, share clinical features. The association of the same 
common polymorphisms in the IL-23R gene (gene for the recep-
tor for the cytokine interleukin-23) in all three diseases suggests 
a shared molecular mechanism. SNPs in STAT4 (gene for signal 
transducer and activator of transcription 4) are associated with 
rheumatoid arthritis and systemic lupus, two other autoimmune 
diseases that display common clinical properties. Multiple variants 
associated with type 2 diabetes are associated with insulin secretion 
defects in nondiabetic individuals, implicating a role for decreased 
function of islet β-cells in the pathogenesis of type 2 diabetes.

 5. Some regions of DNA reveal surprising associations. Genetic asso-
ciations among type 2 diabetes, infl ammatory diseases (two loci), 
and cancer (four loci) have emerged unexpectedly. A single intron 
of CDKAL1 (gene for CDK5 regulatory subunit associated protein 
1-like 1, a member of the methylthiotransferase enzyme family) 
contains an SNP associated with type 2 diabetes and insulin se-
cretion defects and another with Crohn disease and psoriasis. A 
variant in a coding region of the glucokinase regulatory protein is 
associated with levels of triglycerides and fasting blood glucose as 
well as with levels of C-reactive protein (a blood protein marker of 
infection and infl ammation) and Crohn disease. Additional SNPs, 
e.g., in TCF2 (gene for liver-specifi c transcription factor 2 of the 
homeobox-containing basic helix–turn–helix family) and in JAZF1 
(gene for a zinc fi nger protein that functions as a transcriptional 
repressor) are associated with an increased risk of type 2 diabetes 
and prostate cancer.

Disease Risk versus Disease Mechanism

It is currently held that the main value of genetic mapping is not to predict 
the genetic risk for a given disease but rather to provide novel insight into 
the biological mechanisms of induction and treatment of disease. This is 
because knowledge of disease pathways (not limited to the causal genes 
and mutations) can suggest strategies for disease prevention, diagnosis, 
and therapy.
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The frequency of a genetic variant is not related to the magnitude of 
its effect or to its potential clinical value. The classic example is Brown and 
Goldstein’s studies of familial hypercholesterolemia, which affects ∼0.2% 
of the population and represents a very small fraction of the heritability of 
LDL levels and myocardial infarction. Nonetheless, the discovery of the 
LDL receptor emerged from studies of familial hypercholesterolemia and 
accompanied the development of HMGCR inhibitors (statins) for lower-
ing LDL levels in carriers of familial hypercholesterolemia and other dis-
eases. GWASs showed that common genetic variation in the LDL receptor 
and HMGCR infl uences LDL levels.

Genetic mapping has provided new information about many biologi-
cal pathways that contribute to human disease. Nonetheless, the mapping 
studies are only in their infancy regarding our advanced understanding 
of biological processes and clinical application of the human genome to 
the treatment of disease. Recent GWASs and next-generation DNA se-
quencing studies have demonstrated the feasibility of identifying a large 
number of novel genetic loci. With the availability of this new informa-
tion database, the primary aim continues to be the identifi cation of all 
cellular pathways in which genetic variation elicits common diseases. The 
next sections of this chapter describe the current knowledge and path 
ahead for many genetic disorders caused by variations in either a single 
gene (monogenic), many genes (polygenic), or mutations in mitochondrial 
DNA.

Single-Gene Disorders

Mode of Inheritance

Single-gene disorders, or monogenic diseases, result from a mutation(s) in a 
single gene occurring in all cells of the body (somatic cells). Inheritance of 
these types of disorders follows a Mendelian segregation pattern. Although 
very rare, such disorders affect millions of people globally. Currently, it is 
estimated that more than 10,000 human diseases are monogenic. These dis-
eases can occur in about 1 out of every 100 births and thus can cause a 
signifi cant loss of life. During the last 20 years, monogenic diseases have 
accounted for up to 40% of the work of hospital-based pediatric practice 
in North America. So-called “pure genetic diseases” are caused by a single 
nucleotide change in a single gene in human DNA. The nature of disease 
depends on the functions performed by the modifi ed gene.

Monogenic diseases can be classifi ed into three main categories: au-

tosomal dominant, autosomal recessive, and X linked (Fig. 3.17). All hu-
mans have two chromosomal copies of each gene or allele, one allele per 
each member of a chromosome pair. Dominant monogenic disorders in-
volve a mutation in only one allele of a disease-related gene. In autosomal 
dominant inheritance, an affected person has at least one affected parent, 
and affected individuals have a 50% chance of passing the disorder on to 
their children. Huntington disease is an example of an autosomal dom-
inant disorder. Recessive monogenic disorders occur due to a mutation 
in both alleles of a disease-related gene. In autosomal recessive inheri-
tance, affected children are usually born to unaffected parents. Parents of 
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affected children usually do not have disease symptoms but carry a single 
copy of the mutated gene. There is an increased incidence of autosomal 
recessive disorders in families in which parents are related. Children of 
parents who are both heterozygous for the mutated gene have a 25% 
chance of inheriting the disorder, and the disorder affects either sex. Cys-
tic fi brosis and sickle-cell anemia are examples of autosomal recessive 
disorders. X-linked monogenic disorders are linked to mutations in genes 
on the X chromosome. The X-linked alleles can also be dominant or re-
cessive. These alleles are expressed in both men and women, more so in 
men, as they carry only one copy of the X chromosome (XY), whereas 
women carry two (XX). Y-linked inheritance would affect only males, the 
affected males would always have an affected father, and all sons of an 
affected man would have the disease. However, no Y-linked diseases have 
ever been discovered. Apart from male infertility, mutations in Y-linked 
genes may not give rise to any disorders.
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Figure 3.17  Patterns of Mendelian inheritance. (A) Autosomal dominant and auto-
somal recessive; (B) X-linked dominant and X-linked recessive; (C) Y linked. The 
key shows main symbols used in pedigrees. Adapted from Strachan and Read, Hu-
man Molecular Genetics (Bios Scientifi c Publishers, Oxford, United Kingdom, 1996). 
doi:10.1128/9781555818890.ch3.f3.17
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The prevalence of some monogenic inheritable disorders is shown in 
Table 3.5. Some of the salient genetic and phenotypic profi les of the most 
common of these disorders are discussed below.

Thalassemia

Disorder and Genetics

Thalassemia is a blood-related genetic disorder that involves either the 
absence of or errors in genes responsible for the production of hemoglo-
bin. Each red blood cell contains 240 million to 300 million molecules of 
hemoglobin. The severity of the disease depends on the gene mutations 
that arise and the manner in which they infl uence each other. Both of the 
hemoglobin α and β subunits are required to bind oxygen in the lungs and 
deliver it to other tissues. Genes on human chromosome 16 encode the α 
subunits, while genes on chromosome 11 encode the β subunits. A lack 
of expression of a particular subunit determines the type of thalassemia; 
e.g., a lack of an α subunit results in α-thalassemia. The lack of subunits 
corresponds to mutations in the genes on the appropriate chromosomes. 
There can be various grades of the disease depending on the gene and the 
type of mutations.

Prevalence

The α- and β-thalassemias are the most common inherited single-gene 
disorders, with the highest prevalence in areas where malaria was or 
still is endemic. The burden of this disorder in many regions is of such a 

Table 3.5  Prevalence of some single-gene inheritable disorders

Disorder Prevalence (approximate)

Autosomal dominant

Familial hypercholesterolemia 1 in 500

Polycystic kidney disease 1 in 1,250

Neurofi bromatosis type I 1 in 2,500

Hereditary spherocytosis 1 in 5,000

Marfan syndrome 1 in 4,000

Huntington disease 1 in 15,000

Autosomal recessive

Sickle-cell anemia 1 in 625

Cystic fi brosis 1 in 2,000

Lysosomal acid lipase defi ciency 1 in 40,000

Tay–Sachs disease 1 in 3,000

Phenylketonuria 1 in 12,000

Mucopolysaccharidoses 1 in 25,000

Glycogen storage diseases 1 in 50,000

Galactosemia 1 in 57,000

X linked

Duchenne muscular dystrophy 1 in 7,000

Hemophilia 1 in 10,000

Adapted from http://www.news-medical.net/health/Single-Gene-Genetic-Disorder.aspx.
Approximate prevalence values are for liveborn infants.

http://www.news-medical.net/health/Single-Gene-Genetic-Disorder.aspx
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magnitude that it represents a major public health concern. In Iran, about 
8,000 fetuses may be affected by thalassemia each year. In some Mediter-
ranean countries, control programs have achieved 80 to 100% prevention 
of disease in newborns.

Diagnosis and Prognosis

Diagnosis of thalassemia can be made as early as 10 to 11 weeks in preg-
nancy using procedures such as amniocentesis and chorionic villus sam-
pling. Individuals can also be tested for thalassemia through routine blood 
counts. Thalassemic patients may have reduced fertility or even infertility. 
Early treatment of thalassemia has been very effective in improving the 
quality of life of patients. Treatments for thalassemias depend on the type 
and severity of the disorder. Carriers or individuals who have mild or 
no symptoms of α- or β-thalassemia need little or no treatment. Three 
types of treatments are used for moderate and severe forms of thalas-
semia. These include blood transfusions, iron chelation therapy (removes 
excess iron in the blood that increases after transfusions), and folic acid 
supplements (vitamin B supports red blood cell growth). Currently, ge-
netic testing and counseling, and prenatal diagnosis, play an increasingly 
important role in informing individual as well as professional decisions 
related to the prevention, management, and treatment of this disease.

Sickle-Cell Anemia

Disorder

Sickle-cell disease is a blood-related disorder resulting from the substitu-
tion of a valine for glutamic acid in the β-globin chain of adult hemoglo-
bin. The mutated sickle hemoglobin undergoes conformational change 
and polymerization upon deoxygenation, leading to red blood cell he-
molysis and deformation (not doughnut shaped) and to pathology due 
to blockage of capillaries. Sickled red blood cells cannot migrate through 
small blood vessels; rather, they cluster and block these vessels, depriving 
organs and tissues of oxygen-carrying blood. This process leads to peri-
odic episodes of pain and ultimately can damage tissues and vital organs 
and lead to other serious medical problems. Normal red blood cells live 
about 120 days in the bloodstream, but sickled red blood cells die much 
more rapidly, after about 10 to 20 days. Since they cannot be replaced fast 
enough, the blood is chronically short of red blood cells, leading to the 
condition of sickle-cell anemia.

Genetics

Hereditary persistence of fetal hemoglobin decreases the severity of 
sickle-cell disease. Thus, induction of fetal hemoglobin in adults has been 
a long-standing goal of therapies for sickle-cell disease. Recently, a GWAS 
for the fetal hemoglobin phenotype revealed a single strong locus, with 
sequence variants in the intron of a transcription factor, B-cell chronic 
lymphocytic leukemia/lymphoma 11A (BCL11A). BCL11A represses fetal 
hemoglobin expression in red blood cells. Inactivation of BCL11A in a 
mouse model of sickle-cell disease not only leads to the induction of fetal 
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hemoglobin expression but also corrects the hematologic and pathologi-
cal defects of the disease. Thus, BCL11A is a potential therapeutic target 
for sickle-cell disease.

Prevalence

Sickle-cell anemia affects millions of people throughout the world. It is 
particularly common among people whose ancestors originate from sub-
Saharan Africa, South America, Cuba, Central America, Saudi Arabia, India, 
and Mediterranean countries (e.g., Turkey, Greece, and Italy). In the United 
States, it affects around 72,000 people, most of whose ancestors come from 
Africa. The disease occurs in about 1 in every 500 African-Americans and 
1 in every 1,000 to 1,400 Hispanic Americans. About 2 million Americans, 
or 1 in 12 African-Americans, carry the sickle-cell allele.

Diagnosis and Prognosis

Sickle-cell disease can be diagnosed by a simple blood test. In many cases, 
sickle-cell anemia is diagnosed when newborns are screened. Vaccines, 
antibiotics, and folic acid supplements are administered in addition to 
painkillers. Blood transfusions and surgery are used in severe cases. The 
only known cure at present is a bone marrow transplant.

Hemophilia

Disorder and Genetics

Hemophilia is a hereditary bleeding disorder resulting from a partial or 
total lack of an essential blood clotting factor. It is a lifelong disorder that 
produces excessive bleeding, and spontaneous internal bleeding occurs 
very frequently. Hemophilia A, the most common form, is caused by a 
defi ciency in clotting factor 8 (factor VIII). Hemophilia B results from a 
defi ciency in clotting factor 9. This disorder is inherited in a sex-linked 
recessive manner.

Prevalence

This disorder occurs more prominently in males than in females. About 
one-third of new diagnoses occur without a family history. It appears 
globally and occurs in all racial groups. In the United Kingdom, about 
6,500 people are affected with hemophilia, with a distribution of about 
5,400 people (83%) with hemophilia A and about 1,100 (17%) with he-
mophilia B.

Diagnosis and Prognosis

Hemophilia can be diagnosed as type A or type B by blood tests in in-
fants after 9 months of age. Administration of clotting factors helps af-
fected individuals to live with the disease. Hemophilia, though a serious 
disease, can be tolerable with proper precautions and therapy, and the 
prospects for children with hemophilia are excellent. Recent studies have 
documented a greatly increased quality of life and life expectancy among 
hemophiliac patients in developed countries. However, it is predicted that 
the number of people with hemophilia in developed countries will in-
crease gradually during the next few decades.
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Cystic Fibrosis

Disorder and Genetics

Cystic fi brosis is a genetic disorder that affects the respiratory, digestive, 
and reproductive systems. This disorder is mediated by the production 
of abnormally thick mucous linings in the lungs, can lead to fatal lung 
infections, and can give rise to obstruction of the pancreas and impair 
digestion. The severity of the condition varies from the mild forms (e.g., 
absence of the vas deferens in men) to the more common severe forms (ep-
ithelial gland dysfunction). Since an individual must inherit two defective 
cystic fi brosis genes, one from each parent, to get the disease, cystic fi bro-
sis is classifi ed as an autosomal recessive disorder. In families in which 
both parents are carriers of the cystic fi brosis gene, there is a 25% chance 
that they will transmit cystic fi brosis to their child, a 50% chance that the 
child will carry the cystic fi brosis gene, and a 25% chance that the child 
will be a noncarrier.

The cystic fi brosis gene encodes a protein known as the cystic fi -
brosis transmembrane regulator (CFTR), and the CFTR gene contains 
27 exons within 250 kb of genomic DNA. The CFTR protein consists 
of 1,480 amino acids distributed in two membrane-spanning domains 
and two ATP-binding domains. The membrane-spanning domains form 
a low-conductance cyclic adenosine monophosphate (cAMP)-dependent 
chloride channel. The ATP-binding domains control channel activity. 
Over 200 different mutations in the CFTR gene result in cystic fi brosis 
disease forms of various degrees of severity. About half of the known 
cystic fi brosis mutations are in the ATP-binding domains, which are crit-
ical for normal function. The most common mutation, a 3-bp deletion at 
codon 508 (ΔF508), results in the loss of a phenylalanine residue from the 
fi rst ATP-binding domain and blocks the transport of the CFTR protein 
to the epithelial cell membrane. This mutation is present in ∼70% of 
northern Europeans with CFTR mutations. The next most common mu-
tation (≤5% of CFTR mutations) is also present in the fi rst ATP-binding 
domain and G551D (glycine at residue 551 is replaced by aspartic acid) in 
exon 11. Both common mutations are associated with a severe form of the 
disease in the homozygous state. Most of the other mutations are present 
at low levels and with much variation in frequency.

Prevalence

Cystic fi brosis is a common cause of death in childhood and the most 
common inherited disease in white populations. The incidence of cystic 
fi brosis varies signifi cantly in different countries: 1 in 2,500 births in the 
United Kingdom, 1 in 2,000 to 3,000 births in Europe, and 1 in 3,500 
births in the United States. Cystic fi brosis can arise in nonwhite popula-
tions, but only very rarely (1 in 100,000 births in African-American and 
East Asian populations).

Diagnosis and Prognosis

Cystic fi brosis patients have many symptoms (salty skin; persistent cough-
ing, wheezing, or shortness of breath; and excessive appetite but poor 
weight gain), and their symptoms may vary due to the >200 mutations 
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of the CFTR gene. A diagnostic sweat test measures the amount of salt 
in sweat of patients with cystic fi brosis (a high salt level indicates cystic 
fi brosis). This test is usually performed in babies older than 3 to 4 weeks 
and can also confi rm the diagnosis in older children and adults. If pan-
creatic enzyme levels are reduced, stool analyses may reveal decreased or 
absent levels of the digestive enzymes (trypsin and chymotrypsin) or high 
levels of fat. If insulin secretion is reduced, blood sugar levels are high. 
Lung function tests may show that breathing is compromised. Genetic 
testing on a small blood sample can help determine whether an individual 
has a defective CFTR gene. During pregnancy, an accurate diagnosis of 
cystic fi brosis in the fetus is possible.

Life expectancy for cystic fi brosis patients has improved gradually 
over the past 25 years, because treatments now delay some of the changes 
that occur in the lungs. About 50% of cystic fi brosis patients live more 
than 28 years, the median age of survival of cystic fi brosis patients is ∼33 
years, and many cystic fi brosis patients even live until >50 to 60 years of 
age. Long-term survival is more common in males, individuals who do 
not have pancreatic problems, and individuals whose initial symptoms are 
restricted to the digestive system.

Due to improved treatments, about 40% of the cystic fi brosis pop-
ulation is currently age 18 and older. Adults may also experience cys-
tic fi brosis-related diabetes, osteoporosis, and male sterility (in >95% of 
men with cystic fi brosis). The improved treatments now enable some men 
to become fathers; although many women with cystic fi brosis can con-
ceive, limited lung function and other health factors make it diffi cult to 
carry a child to term.

Tay–Sachs Disease

Disorder and Genetics

Tay–Sachs disease is an autosomal recessive fatal genetic disorder caused 
by a genetic mutation in the HEXA gene on human chromosome 15, 
which encodes the hexosaminidase A enzyme. This mutation leads to a 
decrease in function of hexosaminidase A, and as a result, harmful quan-
tities of a sphingoglycolipid, termed ganglioside GM2, accumulate in 
brain neurons. HEXA gene mutations are rare and are most frequently 
detected in genetically isolated populations. Tay–Sachs disease can occur 
from the inheritance of either two similar or two unrelated mutations in 
HEXA that cause disease. Many HEXA mutations have been identifi ed, 
and these mutations can reach signifi cant frequencies in certain popula-
tions (see below).

In the most common form of the disease (infantile Tay–Sachs), abnor-
mal hexosaminidase A enzyme activity and the accompanying harmful 
accumulation of cell membrane-associated gangliosides in neurons lead 
to premature neuronal death, paralysis, dementia, blindness, psychoses, 
and even death of the patient. Although the degeneration of the central 
nervous system begins at the fetal stage, the loss of peripheral vision and 
motor coordination are not evident until ∼6 months of age, and death 
usually results by 4 years of age.
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Prevalence

The frequency of Tay–Sachs disease is much higher in Ashkenazi Jews 
(Jews of eastern European origin) than in others. Approximately 1 in 27 
Jews in the United States is a carrier of the Tay–Sachs disease gene. There 
is also a noticeable incidence of Tay–Sachs disease in non-Jewish French 
Canadians, known as Acadians, who originated from France and settled 
in southeastern Quebec. Interestingly, while the French Canadians and 
Ashkenazi Jews carry different HEXA mutations, the Cajuns (people in 
southern Louisiana descended from the Acadians) carry the mutation 
found most frequently in Ashkenazi Jews. The ancestry of carriers from 
Louisiana families traces back to a single non-Jewish founder couple 
that lived in France in the 18th century. The Irish are also at increased 
risk for the Tay–Sachs gene, and among Irish-Americans the carrier rate 
is currently about 1 in 50. By contrast, the carrier rate in the general 
non-Jewish population as well as in Jews of Sephardic (Iberian or Middle 
Eastern) origin in the United States is about 1 in 250.

Diagnosis and Prognosis

Tay–Sachs disease may be diagnosed by a blood test that measures levels 
of the hexosaminidase A enzyme in serum, lymphocytes, or skin fi bro-
blasts. During the past 25 years, carrier screening and genetic counsel-
ing in high-risk populations have greatly reduced the number of children 
born with Tay–Sachs disease in these groups. Thus, a high percentage of 
babies born with Tay–Sachs disease today are born to couples not previ-
ously considered to be at high risk. Prenatal tests of hexosaminidase A 
activity, such as amniocentesis (at 15 to 16 weeks of pregnancy) and cho-
rionic villus sampling (at 10 to 12 weeks of pregnancy), can now diagnose 
Tay–Sachs disease in the fetus.

Fragile X Syndrome

Disorder and Genetics

Fragile X syndrome is caused by a “fragile” site at the end of the long arm 
of the X chromosome. This syndrome is manifested by many changes in 
behavior and cognitive recognition that vary widely in severity among pa-
tients. Fragile X syndrome is the most common cause of inherited mental 
retardation. Although it is an X-chromosome-linked recessive trait with 
variable expression and incomplete penetrance, 30% of all carrier women 
are affected. Penetrance is the proportion of individuals carrying a partic-
ular variant of a gene (allele or genotype) who also express an associated 
trait or phenotype. Full penetrance occurs when all individuals carrying 
a gene express the phenotype. Incomplete penetrance occurs when some 
individuals fail to express the phenotype, even though they carry the vari-
ant allele.

Fragile X syndrome is caused by loss-of-function mutations in the 
fragile X mental retardation 1 (FMR1) gene. FMR1 encodes the FMRP 
protein found in many tissues and at particularly high levels in the brain 
and testes. In the brain, it may play a role in the development of neu-
ronal synapses and cell communication. The synapses can change and 
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adapt over time in response to experience, a characteristic called synaptic 

plasticity. The FMRP protein may help regulate synaptic plasticity and 
thereby control learning and memory.

Fragile X syndrome belongs to a growing class of neurodegenerative 

disorders known as trinucleotide repeat disorders. Among these disor-
ders, 14 affect humans and elicit neurological dysfunction. Trinucleotide 
CGG repeat expansions (200 to more than 1,000 repeats) that inacti-
vate the FMR1 gene are the most common mutations observed at this 
locus. The repeat expansion mutation gives rise to high methylation in 
the FMR1 promoter region that blocks transcription of FMR1. This ex-
pansion mutation is a null mutation, i.e., does not alter the function of 
the protein it codes for. Few conventional mutations occur at this locus 
of FMR1. Array-based sequence analyses showed that missense mutation 
(a single nucleotide change resulting in a codon that encodes a different 
amino acid) in FMR1 is not a common cause of the fragile X syndrome 
phenotype in patients who have normal-length CGG repeat tracts. Thus, 
screening for small deletions of FMR1 may be of clinical benefi t.

In most people who do not have fragile X syndrome, the number of 
CGG repeats ranges from about 1 to 40. This CGG repeat segment is 
typically interrupted several times by a different trinucleotide, AGG. Hav-
ing AGG scattered among the CGG trinucleotides helps to maintain the 
length of the long repeated segment. In patients with fragile X syndrome, 
the CGG trinucleotide is abnormally repeated from 200 to more than 
1,000 times, which makes this region of the gene very unstable. An un-
stable mutation is a mutation that has a high likelihood of reverting to its 
original form. An unstable mutation can also be caused by the insertion of 
a controlling element (e.g., repeat expansion) whose subsequent deletion 
can result in a reversion to the original form of the gene. The inserted re-
peat expansion of the FMR1 gene turns it off, and it therefore makes very 
little or no FMRP protein. A loss or decrease in the level of FMRP expres-
sion disrupts normal neuronal functions, causing severe learning prob-
lems, intellectual disability, and the other features of fragile X syndrome. 
About 1 in 3 of males with an FMR1 gene mutation and the characteristic 
signs of fragile X syndrome also have features of autism spectrum disor-
ders that affect communication and social interaction. Other changes in 
FMR1 account for less than 1% of cases of fragile X syndrome.

Prevalence

Fragile X syndrome is the single most common inherited cause of mental 
impairment, affecting 1 in 3,600 males and 1 in 4,000 to 6,000 females 
worldwide. Approximately 1 in 259 women of all races carry the fragile 
X gene and may pass it to their children, whereas about 1 in 800 men of 
all races and ethnicities are carriers. Carrier females have a 30 to 40% 
chance of giving birth to a mentally retarded male child and a 15 to 
20% chance of having a mentally retarded female child.

Diagnosis and Prognosis

The diagnosis of fragile X syndrome is made by the detection of muta-
tions in the FMR1 gene. Over 99% of individuals have an FMR1 gene 
that expresses all of its known mutants. Tests used for diagnosis include 
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chromosome analysis and various protein tests. Diagnosis is usually made 
when a child is young, and there is no current cure for this illness. Early 
diagnosis of the syndrome may allow for therapeutic interventions such 
as speech therapy, occupational therapy, psychotherapy, and special edu-
cation, which can improve the quality of a patient’s life considerably.

Huntington Disease

Disorder and Genetics

Huntington disease is an autosomal dominant genetic disorder; if one 
parent carriers the defective Huntington disease gene, his or her offspring 
have a 50-50 chance of inheriting the disease. Huntington disease is a 
neurodegenerative brain disorder in which affl icted individuals lose their 
ability to walk, talk, think, and reason. They easily become depressed, lose 
their short-term memory, and may experience a lack of concentration and 
focus. Every individual with the gene for the disease eventually develops 
the disease.

The Huntington disease gene is located on the long arm of human 
chromosome 4 and encodes a protein called huntingtin that is quite vari-
able in its structure. The 5′ end of the Huntington disease gene contains 
many repeats of the CAG trinucleotide (encodes glutamine). A highly vari-
able number of CAG trinucleotide repeats accounts for the Huntington 
disease gene mutation, which leads to the expression of an abnormally 
long polyglutamine tract at the N terminus of the huntingtin protein 
beginning at residue 18. Such polyglutamine tracts increase protein ag-
gregation, which may alter cell function. Thus, like fragile X syndrome, 
Huntington disease is one of 14 trinucleotide repeat disorders that cause 
neurological dysfunction in humans. More specifi cally, Huntington dis-
ease is classifi ed as a polyglutamine disorder. Healthy unaffected persons 
have a CAG repeat count of 9 to 35 (Table 3.6). However, alleles with 
more than 36 CAG repeats give rise to Huntington disease (the highest 
reported repeat length is 250). Incomplete penetrance is found in alleles 
with 36 to 39 CAG repeats. People with 36 to 40 CAG repeats may or 
may not develop Huntington disease, while people with more than 40 
CAG repeats are rather likely to develop the disorder. Alleles with more 
than 60 CAG repeats result in a severe form of Huntington disease known 
as juvenile Huntington disease, and children who get Huntington disease 
may range from 2 to 20 years of age.

Therefore, the number of CAG repeats infl uences the age of onset of 
the disease. No case of Huntington disease has been diagnosed with a 

Table 3.6  Variation in status of Huntington disease is controlled by number of CAG 
repeats in the huntingtin gene

CAG repeat count Disease classifi cation Disease status

<28 Normal Unaffected

28–35 Intermediate Unaffected

36–40 Incomplete penetrance Weakly affected with Huntington disease

>40 Full penetrance All affected with Huntington disease

>60 Full penetrance Affected with juvenile Huntington disease
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CAG repeat count of less than 36. As the altered gene is passed from one 
generation to the next, the size of the CAG repeat expansion can change; 
it often increases in size, especially when it is inherited from the father. 
People with 28 to 35 CAG repeats have not been reported to develop the 
disorder, but their children are at risk of having the disease if the repeat 
expansion increases.

The mass of the huntingtin protein depends mainly on the num-
ber of its glutamine residues. Wild-type (normal) huntingtin consists of 
3,144 amino acids, contains 6 to 35 glutamines, and has a mass of ∼350 
kilodaltons (kDa). In Huntington disease patients, huntingtin contains 
more than 36 glutamines and has an overall higher molecular mass than 
wild-type huntingtin. The function of huntingtin is not known, but in neu-
rons it appears to mediate signaling, cell transport, formation of protein 
complexes, and protection against programmed cell death (apoptosis). 
Huntingtin has no known sequence homology to other proteins, but it 
is required for normal development before birth. It is expressed in many 
tissues in the body, with the highest levels of expression seen in neurons 
and the testes.

Prevalence

Huntington disease affects males and females equally and crosses all eth-
nic and racial boundaries. Usually, Huntington disease begins at age 30 
to 45, but it may occur as early as the age of 2. Children who develop ju-
venile Huntington disease rarely live to adulthood. Everyone who carries 
the gene develops the disease. In the United States, Canada, and western 
Europe, Huntington disease affects about 1 in 20,000 people.

Diagnosis and Prognosis

Currently, there is no treatment or cure for Huntington disease, and a 
Huntington disease patient eventually becomes completely dependent 
on others for daily functioning. Individuals may also die due to other 
secondary complications such as choking, infection, or heart failure. 
Presymptomatic genetic testing is for individuals at risk for Huntington 
disease who do not have symptoms and involves genetic counseling. The 
discovery of the Huntington disease gene in 1993 facilitated the develop-
ment of specialized testing that may help to confi rm the diagnosis of the 
disease in patients with an affected parent or characteristic symptoms of 
the disease. Blood samples are taken from patients, and DNA is directly 
analyzed by PCR for Huntington disease gene mutations to determine 
the number of CAG repeats in the Huntington disease gene region. Addi-
tional blood samples may be obtained from close or fi rst-degree relatives 
(e.g., the mother or father) with Huntington disease to help confi rm the 
results.

Polygenic Disorders and Gene Clustering

Genetic disorders are polygenic if they are causally associated with the ef-
fects of many genes. Such disorders may also be multifactorial, if they are 
infl uenced by several different lifestyles and environmental factors. For 
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most polygenic disorders, while the genetic background of an individual 
is not suffi cient to cause the disorder, it may render an individual more 
susceptible to the disorder. Examples of multifactorial disorders include 
cancer, heart disease, and diabetes. Although such disorders frequently 
cluster in families, these disorders do not have a simple Mendelian pat-
tern of inheritance. Moreover, as many of the factors that cause these 
disorders have not yet been identifi ed, it is rather diffi cult to determine 
the risk of inheritance or transmission of these disorders. Some of these 
diseases (e.g., myocardial infarction, congenital birth defects, cancer, dia-
betes, mental illnesses, and Alzheimer disease) cause both morbidity and 
premature mortality. The clustering of such diseases in families may arise 
from similarities in genome sequence, genome architecture, and environ-
mental triggers that promote the similar gene–gene interactions and gene–
environment interactions in family members. Some principal features of 
the pattern of multifactorial inheritance of a polygenic disease are sum-
marized in Table 3.7.

An individual may not be born with a disease but may be at high risk 
of acquiring it, a condition referred to as genetic predisposition or genetic 

susceptibility. The genetic susceptibility to a particular disease due to the 
presence of a gene mutation(s) in an allele(s) need not lead to disease. In 
cancer, individuals are born with genes that may not be cancer causing by 
themselves but upon alteration by lifestyle habits or exposure to chemi-
cals may elicit cancer, indicating a role for gene–environment interactions 
in the development of cancer. Cancer susceptibility may also involve genes 
that suppress the formation of tumors. If tumor suppressor genes lose 
their function, they promote the development of carcinomas. Cardiovas-
cular disease is generally manifested in ways unique to various communi-
ties (e.g., strokes in African communities and heart attacks among South 
Asians). A greater understanding of genetic predisposition to disease, as 
well as a knowledge of lifestyle modifi cations that exacerbate the condi-
tion or reduce the potential for diseases, is required for the public to make 
more informed choices.

Table 3.7  Characteristics of the inheritance pattern of multifactorial (polygenic) 
diseases

No. Characteristic

1 A simple pattern of inheritance of a polygenic disease does not exist within a family.

2 A lower incidence of a polygenic disease within a population is associated with a higher 
risk of disease in fi rst-degree relatives.

3 The relative risk of a polygenic disease is much lower in second-degree and more dis-
tantly related family members.

4 The risk of recurrence of a polygenic disease in a family is higher when more than one 
family member is affected.

5 The more severe the malformation associated with a polygenic disease, the greater is the 
risk of disease recurrence.

6 If a polygenic disease is more frequent in one sex than the other, the risk is higher for 
relatives of patients of the less susceptible sex.

7 If an increased risk of recurrence of disease occurs when the parents are consanguineous 
(e.g., fi rst-degree relatives), many factors with additive effects may be involved.
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GWAS Strategies To Map Genes for Polygenic Disease

The genome-wide strategies currently used to map polygenic disease loci 
include linkage analyses, association studies, and high-throughput direct 
DNA sequencing. Presently, only linkage and association studies are tech-
nically and fi nancially feasible for most research groups, but genome-wide 
sequencing is becoming a more viable and cost-effective strategy given 
advances in next-generation sequencing technologies and progress in se-
quence annotation, especially for regulatory regions. However, large-scale 
sequencing studies of genetic regions that are closely linked and/or associ-
ated with a disease are currently cost-effective and can be performed with 
next-generation sequencing technology. Genome-wide exon sequencing, 
known as exome sequencing (sequencing of coding DNA regions only), is 
also now being used to map many disease loci.

Linkage analysis is the preferred genome-wide method for map-
ping rare variants with relatively large effect sizes. On average, complex 
polygenic disorders can have hundreds of alleles of genes that are genet-
ically linked to disease susceptibility. Using this approach, loci have been 
mapped for many diseases, including early-onset Alzheimer disease and 
early-onset breast cancer.

Until recently, linkage analysis was the only strategy that could be car-
ried out on a genome-wide basis at an affordable cost. However, the char-
acterization of millions of SNPs and the creation of low-cost genotyping 
platforms made GWASs feasible by the mid-2000s. Hundreds of loci for 
more than 40 polygenic diseases have been mapped using GWASs, and for 
a few diseases new pathogenic mechanisms have been discovered. Despite 
this remarkable progress, it has been estimated that common loci identi-
fi ed to date account for only a small percentage (approximately 2 to 10%) 
of the genetic variance of disease susceptibility. Moreover, most of the 
associated SNPs have no obvious functional effects, and the pathogenesis 
of most polygenic diseases remains unknown. Many, if not most, of the 
associated SNPs are probably in linkage disequilibrium with the actual 
disease-predisposing variant; linkage disequilibrium refers to the nonran-
dom association of alleles at two or more loci on the same chromosome 
or different chromosomes. Resequencing studies are needed to identify 
the disease allele, a strategy that has been successful in a few cases.

Since the “completion” of two reference genomes in 2001, the ge-
nomes of several individuals have been sequenced at relatively high costs. 
The 1000 Genomes Project (http://www.1000genomes.org), which aims to 
characterize human variation of all types by high-throughput and unbiased 
sequencing of more than 1,000 human genomes from diverse populations, 
was initiated to identify less common (about 0.01 to 0.05%) population 
variants, again at relatively high costs. To date, this project has identi-
fi ed about 17 million variants in 742 samples from different populations. 
The end goal is to sequence 2,500 more individuals of diverse populations 
from fi ve geographical areas to identify most of the variation that occurs at 
a frequency 0.1% or greater in the population. The most recent data indi-
cate that this project has identifi ed 38.9 million SNP sites. Notably, many 
of these variants are present in just one or, at most, a very few individuals.

Anticipated advances in high-throughput sequencing may soon permit 
more affordable genome-wide sequencing experiments to be performed 

http://www.1000genomes.org
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with hundreds to thousands of patients. Although some rare disease vari-
ants may be mapped by GWASs using the population SNPs character-
ized by the 1000 Genomes Project, genome-wide sequencing of cohorts 
of individuals with a given disease is required to identify all rare variants 
that contribute to a polygenic disease(s). Advances in the record keeping, 
identifi cation, and prediction of functional variation will be needed to 
take full advantage of sequence data. Distinguishing gene mutations that 
give rise to disease from gene sequence variants that occur vary rarely in 
the population remains a primary challenge for the fi eld. In this regard, 
it is important to consider two factors that may be causally linked to dis-
ease. The fi rst factor is the coinheritance of such rare gene sequence vari-
ants with susceptibility to disease. The second factor is the signifi cantly 
higher frequency of these rare sequence variants in patients with disease 
compared to that found in healthy control individuals of the same ethnic 
background. It is hoped that a more complete understanding of the mech-
anism(s) by which these two factors may alter normal cell physiology and 
function and consequently elicit disease may be obtained from analyses 
of cell function in cultured cells (in vitro) and in animal models (in vivo).

The application of high-throughput methods to capture targeted re-
gions (1 to 30 Mb) of the genome (regions linked to and/or associated with 
disease) and the availability of next-generation sequencing technologies 
have made relatively large-scale resequencing projects (using hundreds to 
thousands of patients) more affordable. Several groups have completed 
such projects, which include large-scale resequencing studies of candidate 
genes and relevant genomic regions (linked or associated). Genome-wide 
linkage and association studies both reveal that common and rare vari-
ants underlie the genetic control of most polygenic disorders. Table 3.8 

Table 3.8  Types of genetic variants associated with complex disorders: methods of detection of variants that predispose to disease

Type of variant Method of detection Comment

Common, small to modest effect size GWAS (500,000–1,000,000 SNPs) with thousands 
of unrelated cases and controls

SNP may be in LD with a disease variant; rese-
quencing may be required

Common, very small effect size GWAS (500,000–1,000,000 SNPs) with tens of 
thousands of unrelated cases and controls

SNP may be in LD with a disease variant; rese-
quencing may be required

Rare, moderate penetrance (∼0.5) Linkage using one large family (≥10 cases) or large 
sample of small multiplex families; resequencing of 
genes in the region of interest

Alleles that are moderately penetrant usually pro-
duce multiplex families (≥2 cases with disease)

Rare, small penetrance (≤0.1) Case or control resequencing of candidate genes or 
genome-wide sequencing when fi nancially feasible: 
GWASs using SNPs from the 1000 Genomes Project 
may detect some loci with frequencies of ∼0.5–1%

Alleles with small penetrance usually detect simplex 
families (1 case with disease)

New CNVs Clonal and SNP arrays, resequencing (for smaller 
CNVs if present)

Usually detects simplex families

Spontaneous germ line mutations Genome-wide sequencing when fi nancially feasible Detects simplex families; e.g., ∼50% of cases of 
neurofi bromatosis arise from spontaneous muta-
tions in neurofi bromatosis gene

No variant (e.g., nongenetic case) Normal genome sequence Detects simplex families in which shared phenotypes 
are not common. The presence of one phenotype 
can mask the evidence of linkage in a given family. 
Case or control studies yield more robust data.

Adapted with permission from Byerley and Badner, Psychiatr. Genet. 21: 173–182, 2011.
Abbreviation: LD, linkage disequilibrium.
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summarizes the types of variants found in complex disorders and the meth-
ods for detecting variants predisposing to illness. Although many com-
mon disease variants were mapped using GWASs, rare variants may also 
contribute signifi cantly to genetic variance in disease susceptibility (e.g., 
developmental and psychiatric disorders, including autism and obsessive-
compulsive disorder). Rare variants with “moderate” penetrance (∼0.5) 
can be mapped using linkage methods. Sequencing strategies will be re-
quired to detect rare variants with low penetrance in families with just one 
child. The recognition that rare variants can have large effects on suscepti-
bility to complex polygenic disorders (e.g., autism, mental retardation, and 
schizophrenia) has rekindled the interest in rare-variant approaches. Re-
cent advances made using such variant approaches in the genetic analyses 
of a selected group of polygenic disorders are presented below.

Breast Cancer

Disorder

Cancer generally results from the sequential acquisition of mutations in 
genes that regulate cell multiplication, cell repair, and the ability of a cell 
to undergo malignant transformation. This multistep process is not an 
abrupt transition from normal to malignant but may take 20 years or more. 
The mutation of critical genes, including suppressor genes, cancer-causing 
genes (oncogenes), and genes involved in DNA repair, leads to genetic in-
stability and to progressive loss of differentiation. Tumors enlarge because 
cancer cells (i) are unable to balance cell division by cell death (apoptosis) 
and (ii) form their own vascular system (angiogenesis). The transformed 
cells lose their ability to undergo cell contact and exhibit uncontrolled 
growth, invade neighboring tissues, and eventually spread through the 
bloodstream or the lymphatic system to distant organs (metastasis).

Genetics

This malignancy is one of the most commonly inherited cancers based on 
observations that (i) 20 to 30% of all patients with breast cancer have a 
family history of the disease and (ii) twin studies show that 25% of breast 
cancer cases are heritable.

Discovery of the breast cancer type 1 susceptibility (BRCA1) and 
BRCA2 genes more than 10 years ago has had a high impact on patient 
care, allowing for early detection and prevention of breast cancer. How-
ever, deleterious mutations in the BRCA1 and BRCA2 genes cause at 
most 3 to 8% of all breast cancer cases. Carrying a deleterious BRCA1 
mutation confers an estimated lifetime risk for developing breast cancer 
of 65%. By the age of 40, carrying a deleterious BRCA1 mutation con-
fers a 20% chance of developing breast cancer, and the risk increases 
with age, with the lifetime risk being 82% by age 80. BRCA2 mutation 
carriers were found to carry a breast cancer risk of 45% by age 70, con-
sistent with the fi nding that BRCA2 mutations give rise to fewer cases of 
familial breast cancer than do BRCA1 mutations. Detection of genomic 
rearrangements in BRCA1 and BRCA2 may identify additional carriers of 
nonfunctional BRCA1 and BRCA2 genes.
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The BRCA1 gene encodes an E3 ubiquitin-protein ligase, a nuclear 
phosphoprotein that both determines genomic stability and functions 
as a tumor suppressor (blocks tumor growth). The E3 ligase specifi -
cally mediates the formation of polyubiquitin chains and plays a central 
role in DNA repair by facilitating cellular responses to DNA damage. 
The E3 ligase also combines with other tumor suppressors, DNA dam-
age sensors, and cell signaling molecules to form a large multisubunit 
protein complex. This complex associates with RNA polymerase II and, 
through the C-terminal domain, also interacts with histone deacetylase 
complexes. Thus, the BRCA1 protein controls gene transcription, DNA 
repair of double-strand breaks, and gene recombination. The BRCA2 
gene belongs to the tumor suppressor gene family, as tumors with BRCA2 
mutations generally do not exhibit heterozygosity of the wild-type allele. 
The BRCA2 protein is found intracellularly, and it mediates the repair of 
chromosomal damage, with an important role in the error-free repair 
of DNA double-strand breaks.

Currently, polygenic mechanisms and high-frequency low-penetrance 
tumor susceptibility genes are thought to account for a greater propor-
tion of familial breast cancers. Such genes are considered to be low pene-
trance since only a small fraction of carriers of these genes develop cancer. 
Candidate low-penetrance breast cancer susceptibility genes identifi ed to 
date include a common variant of the type I transforming growth factor 
β (TGF-β) receptor, TGFBR1*6A (accounts for about 5% of all breast 
cancer cases, like BRCA1 and BRCA2); CHEK2*1100delC; and BRIP1.

TGFBR1*6A
TGF-β has a dual role in cancer development. In normal mammary epi-
thelial and breast carcinoma cells, TGF-β inhibits cell proliferation; how-
ever, as the tumor progresses, TGF-β enhances invasion and metastasis. 
Thus, loss-of-function mutations in the TGF-β signaling pathway in the 
early stages of oncogenesis contribute to tumor growth due to the lack of 
growth inhibitory signals. Gain-of-function mutations contribute to the 
late steps in tumor metastasis. TGFBR1*6A is a common variant of TG-
FBR1, which carries a three-alanine deletion from a nine-alanine tract in 
the receptor’s signal sequence. Importantly, TGFBR1*6A converts TGF-β 
growth-inhibitory signals into growth-stimulatory signals in breast cancer 
cells, suggesting that TGFBR1*6A provides a selective growth advantage 
to cancer cells in the TGF-β-rich tumor microenvironment. TGFBR1*6A 
homozygotes have almost a threefold-increased risk compared to noncar-
riers. Given the high TGFBR1*6A carrier frequency in the general pop-
ulation (14.1%), the risk of breast cancer in TGFBR1*6A homozygotes 
in the general population is ∼4.9%. Several SNPs have been found in the 
TGFB1 gene; however, the association between these SNPs and breast 
cancer remains to be clarifi ed.

CHEK2*1100delC
CHEK2 is a cell cycle checkpoint protein that blocks cell division in 
the presence of ionizing radiation. Inactivating mutations in CHEK2 
would be expected to promote cancerous growth in the presence of 
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radiation-induced DNA damage. The CHEK2*1100delC mutation abol-
ishes the kinase activity of the protein and blocks signaling by CHEK2. 
The CHEK2*1100delC variant is present in 1.1% of the population. In 
comparison, 5.1% of breast cancer patients who are wild type for the 
BRCA genes carry this mutation. Female carriers of CHEK2*1100delC 
have a twofold-increased risk for breast cancer compared to noncarriers. 
The role of CHEK2*1100delC in male breast cancer is controversial.

BRIP1
The BRIP1 gene encodes a helicase that interacts with the BRCA1 gene 
and mediates DNA repair. BRIP1 was mutated in 9 out of 1,212 indi-
viduals (0.74%) with breast cancer who had a family history of breast 
cancer. Five different types of truncating mutations were detected among 
these 9 individuals, who all carried wild-type BRCA genes. In a control 
group of 2,081 people (from a 1958 birth cohort collection in the United 
Kingdom), only 2 people (0.1%) had truncating mutations. Individuals 
with BRIP1 truncated mutations have a twofold increase in the risk of 
breast cancer.

TP53 and PTEN
Rare variants that account for less than 0.1% of breast cancers occur in 
the TP53 and PTEN genes. The TP53 gene encodes the tumor suppressor 
protein p53, which inhibits cell cycle progression in the presence of DNA 
breaks. Although mutations in TP53 are extremely rare in the general 
population, those individuals with the mutation develop cancer. In a study 
of 100 women with breast cancer, 4 women below 31 years of age had 
a mutation in TP53, independent of their BRCA gene mutation status. 
Another study showed that 1 in 5,000 women with breast cancer express 
a TP53 mutation. Thus, in the absence of genomic rearrangements in the 
BRCA1 and BRCA2 genes, TP53 mutation screening should be consid-
ered for women with a strong family history of breast cancer.

PTEN (phosphatase and tensin homolog) encodes a tumor suppres-
sor that inhibits cell growth during the G1 phase of cell cycle by activating 
the cyclin-dependent kinase inhibitor p27(KIP1). More than 70 mutations 
occur in the PTEN gene in people with Cowden syndrome (see below). 
These mutations can be changes in a small number of base pairs or, in 
some cases, deletions of a large number of base pairs. Most of these muta-
tions cause the PTEN gene to make a protein that does not function prop-
erly or does not work at all. The defective protein is unable to stop cell 
division or signal abnormal cells to die, which can lead to tumor growth, 
particularly in the breast, thyroid, or uterus. PTEN mutations are asso-
ciated with a high-penetrance, autosomal dominant (one copy of the al-
tered gene in each cell is suffi cient to cause the disorder) syndrome termed 
Cowden syndrome. Individuals with Cowden syndrome have a high con-
genital risk for developing cancer of the breast, thyroid, and skin. To date, 
three different mutations in PTEN have been found in families with Cow-
den syndrome and early-onset breast cancer. While such mutations are 
found at low frequencies in breast cancer, loss of heterozygosity affecting 
the PTEN chromosomal locus at 10q23 occurs in about 30 to 40% of 
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tumors, and PTEN promoter hypermethylation occurs in approximately 
50% of breast cancers. Frameshift and nonsense mutations (see chap-
ter 1) are located throughout the PTEN gene in tumors, and two missense 
mutations in the phosphatase domain cause amino acid substitutions at 
codons 129 (Gly to Asp) and 134. The loss of PTEN protein in tumors 
results in the accumulation of phosphatidylinositol-3,4,5-trisphosphate 
and, consequently, increased activation of the serine/threonine kinase Akt. 
Despite the frequency with which PTEN function is impaired in breast 
cancer, it is not known whether PTEN loss by itself can activate the phos-
phoinositide 3-kinase pathway and contribute to tumorigenesis.

Five SNPs are also associated with breast cancer risk. CASP8 D302H, 
an aspartic acid-to-histidine mutation at amino acid 302 of the caspase 8 
protein, is associated with a reduced risk of breast cancer in BRCA1 muta-
tion carriers; IGFB3 −202 C → A, a C-to-A SNP at position −202 in the 
promoter of the insulin growth factor-binding protein B3 gene, is associ-
ated with a reduced risk of breast cancer; PGR V660L, a valine-to-leucine 
mutation at residue 660 of the progesterone receptor, is associated with an 
increased risk of breast cancer; SOD2 V16A, a valine-to-alanine mutation 
at residue 16 of the manganese superoxide dismutase, is associated with 
an increased risk of breast cancer; and TGFB1 L10P is a leucine-to-proline 
change at residue 10 of TGF-β. The respective contributions of these sus-
ceptibility genes and candidate SNPs are the focus of several ongoing stud-
ies. These investigations are complicated by the fact that the penetrance 
of tumor susceptibility genes is highly infl uenced by other factors such 
as modifi er genes, response to DNA damage, and environmental factors 
such as exposure to carcinogens, hormonal and reproductive factors, and 
weight. Genetic testing is currently used to determine if individuals with a 
personal and/or family history of breast cancer carry mutations or genomic 
rearrangements in high-penetrance breast cancer susceptibility genes. The 
main aim of such tests is to provide direction about how to monitor these 
high-risk individuals and prevent the occurrence of breast cancer or permit 
early cancer detection.

Prevalence

Cancer is a leading cause of death worldwide, accounting for 7.6 million 
deaths (around 13% of all deaths) in 2008. Lung, stomach, liver, colon, 
and breast cancers cause the most cancer deaths each year. Combined, these 
cancers are responsible for more than 4.2 million deaths annually. Deaths 
from cancer worldwide are predicted to continue rising, with a projected 
13.1 million deaths in 2030. Current epidemiological evidence predicts 
that 1 in 8 women will be diagnosed with breast cancer in her lifetime. In 
2012, it was estimated that about 227,000 new cases and 39,510 deaths 
from breast cancer would occur in women in the United States. Breast can-
cer is the second most common malignancy diagnosed in women and the 
second leading cause of cancer-related deaths. It is a heterogeneous disease 
often characterized by the presence or absence of expression of estrogen 
receptors and human epidermal growth factor receptor 2 (HER2) on tu-
mor cells. These molecular markers used to classify breast cancer subtypes 
may also predict typical responses to targeted therapies.
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Diagnosis and Prognosis

The roles that genes play differ greatly, ranging from completely deter-
mining the disease state (disease genes) to interacting with other genes 
and environmental factors in causing cancer (susceptibility genes). The 
primary determinants of most cancers are lifestyle factors (e.g., smoking, 
dietary and exercise habits, environmental carcinogens, and infectious 
agents) rather than inherited genetic factors. In fact, the proportion of 
cancers caused by high-penetrance genes is low, ∼5% for breast cancer 
and less for most other cancer types, except retinoblastoma in children.

Inherited mutations of the BRCA 1 gene account for a small propor-
tion of all breast cancers, but affected family members have a >70% life-
time risk for developing breast cancer or ovarian cancer. Identifi cation of 
germ line mutations by genetic testing allows for preventative measures, 
clinical management, and counseling. Since the prevalence of germ line 
mutations such as BRCA1 is very low in most societies, the introduc-
tion of mass screening to identify people at risk to develop cancer is not 
recommended.

Differences in the metabolism of chemical carcinogens can explain 
differences in the susceptibility of individuals to cancer, and these dif-
ferences are controlled by mutations in specifi c genes. A major research 
endeavor is under way to characterize these genetic polymorphisms. It 
is already clear that many such polymorphisms exist and are caused by 
genes of low penetrance that do not follow a Mendelian inheritance pat-
tern. However, their potential contribution to the occurrence of cancer 
is large. In the future, it may be possible to identify those individuals at 
special risk of tobacco- or diet-associated cancers and also those people 
susceptible to the effects of environmental contaminants. It is also antic-
ipated that genetic tests will be useful in determining the best course of 
treatment for cancers, which are presently classifi ed as a single disease but 
may ultimately be classifi ed into different types, each best managed by a 
different therapeutic strategy. Thus, genetics will continue to play an im-
portant role in the control of cancer, including (i) the identifi cation of in-
dividuals at risk for a specifi c cancer, leading to preventative or screening 
strategies for an individual or family members, and (ii) the identifi cation 
of the subtype of a cancer so that treatment can be tailored to target that 
specifi c disease.

Alzheimer Disease

Disorder

Alzheimer disease is a devastating neurodegenerative disorder with a re-
lentless progression. The pathogenesis of Alzheimer disease may be trig-
gered by the accumulation of the amyloid β peptide (Aβ), which is due 
to overproduction of Aβ and/or the failure of mechanisms to clear the 
peptide. Aβ self-aggregates into oligomers of various sizes and forms 
diffuse and neuritic plaques in the parenchyma and blood vessels. Aβ 
oligomers and plaques are potent mediators of Aβ toxicity, block pro-
teasome function, inhibit mitochondrial activity, alter intracellular Ca2+ 
levels, and stimulate infl ammatory processes. Loss of normal Aβ function 
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also contributes to neuronal dysfunction. Aβ interacts with the signaling 
pathways that regulate the phosphorylation of the microtubule-associated 
protein tau. Hyperphosphorylation of tau disrupts its normal function in 
regulating axonal transport and leads to the accumulation of neurofi bril-
lary tangles and toxic species of soluble tau. Degradation of hyperphos-
phorylated tau by the proteasome is inhibited by the actions of Aβ. These 
two proteins and their associated signaling pathways therefore represent 
important therapeutic targets for Alzheimer disease.

Abnormalities in Aβ and tau can be measured upon neuropathologi-
cal examination, in cerebrospinal fl uid or by positive emission tomogra-
phy scans. Alzheimer disease is characterized by dementia that typically 
begins with subtle and poorly recognized failure of memory and slowly 
becomes more severe and, eventually, incapacitating. Other common fi nd-
ings include confusion, poor judgment, language disturbance, agitation, 
withdrawal, and hallucinations. Occasionally, seizures, Parkinsonian fea-
tures, increased muscle tone, involuntary muscle twitching, incontinence, 
and a speech disorder occur. Death usually results from one or more of the 
following conditions: general starvation, malnutrition, and pneumonia. 
The typical clinical duration of the disease is 8 to 10 years, with a range 
from 1 to 25 years. The distribution of the causes of Alzheimer disease is 
<1% chromosomal (Down syndrome [trisomy 21]); ∼25% familial (≥2 
persons in a family have Alzheimer disease), of which approximately 15 
to 25% is late onset (age >60 to 65 years) and <2% is early onset (age 
<65 years); and ∼75% unknown. About 1 to 6% of all Alzheimer disease 
is early onset, and about 60% of early-onset Alzheimer disease runs in 
families.

Genetics

Susceptibility to Alzheimer disease is genetically controlled, and about 
13% of Alzheimer disease is inherited as an autosomal dominant disorder. 
However, the precise identity of the risk genes and their relation to Alz-
heimer disease biomarkers (see above) remains unknown. This analysis 
is complicated due in part to the linkage of different types of Alzheimer 
disease to four loci, AD1, AD2, AD3, and AD4 (Table 3.9). Late-onset 

familial Alzheimer disease is a complex polygenic disorder controlled by 
multiple susceptibility genes, and the strongest association is with the 
APOE e4 allele at locus AD2. By an unknown mechanism(s), this AD2 
locus affects the age of onset of late-onset familial Alzheimer disease by 
shifting it toward an earlier age.

Table 3.9  Genetic control of different types of familial Alzheimer disease

Genetic locus Time of onset

% of early-onset 
familial Alzheimer 
disease Gene Protein

Type of test 
available

AD2 Late NA APOE Apolipoprotein E Clinical

AD1 Early 10–15 APP Aβ A4 protein Clinical

AD3 Early 20–70 PSEN1 Presenilin-1 Clinical

AD4 Early rare PSEN2 Presenilin-2 Clinical

Abbreviation: NA, not applicable.



184 C H A P T E R  3

Either 1 or 2 copies of the APOE allele e4 (genotypes e2/e4, e3/e4, 
and e4/e4) are associated with late-onset Alzheimer disease. The associa-
tion between APOE e4 and late-onset Alzheimer disease is greatest when 
the individual has a positive family history of dementia. The strongest 
association between the APOE e4 allele and Alzheimer disease, relative to 
the healthy control population, is with the e4/e4 genotype. This genotype 
occurs in approximately 1% of the healthy control population and in 
nearly 19% of the population with familial Alzheimer disease. In indi-
viduals clinically diagnosed with late-onset Alzheimer disease, the proba-
bility that Alzheimer disease is the correct diagnosis is increased to about 
97% in the presence of the APOE e4/e4 genotype. The increased risk 
of Alzheimer disease associated with one APOE e4 allele or two APOE 
e4 alleles is also found in African-Americans and Caribbean Hispanics. 
Despite these associations of APOE e4 with late-onset Alzheimer disease, 
about 42% of patients with Alzheimer disease do not have an APOE e4 
allele. Thus, APOE genotyping is not specifi c for Alzheimer disease, and 
the absence of an APOE e4 allele does not rule out the diagnosis of Alz-
heimer disease. These fi ndings suggest that other genes may be involved.

In fact, several other potential genes and their human chromosomal 
locations that are associated with late-onset Alzheimer disease are cur-
rently being investigated. This group of genes includes three loci that reg-
ulate susceptibility to early-onset familial Alzheimer disease, known as 
AD1, AD2, and AD4. The relative contribution of each locus and the 
causative gene of each locus are shown in Table 3.9.

Prevalence

Alzheimer disease is the most common cause of dementia in North Amer-
ica and Europe, with an estimate of four million affected individuals in 
the United States. The prevalence of Alzheimer disease increases with age: 
about 10% of persons older than 70 have signifi cant memory loss, and 
more than half of these individuals have Alzheimer disease. An estimated 
25 to 45% of persons over age 85 have dementia.

Diagnosis and Prognosis

A proper diagnosis of Alzheimer disease relies on a clinical neuropatho-
logical assessment. The formation of Aβ plaques and neurofi brillary tan-
gles is thought to contribute to the degradation of the neurons in the 
brain and the subsequent symptoms of Alzheimer disease. A hallmark of 
Alzheimer disease is the accumulation of amyloid plaques between neu-
rons in the brain. Amyloid is a general term for protein fragments that the 
body produces normally. Aβ is a protein fragment cleaved from a larger 
amyloid precursor protein. In a healthy brain, these Aβ protein fragments 
are broken down and eliminated. In Alzheimer disease, the fragments 
accumulate to form hard, insoluble plaques (deposits). The plaques are 
composed of a tangle of protein aggregates that have a fi ber appearance 
and are called amyloid fi bers. Neurofi brillary tangles consist of these in-
soluble twisted amyloid fi bers found inside neurons. These tangles are 
formed primarily by a protein called tau, which forms part of a microtu-
bule that helps to transport nutrients and other substances from one part 
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of a neuron to another. In Alzheimer disease, however, the tau protein is 
abnormal and the microtubule structures collapse. As a result, neurons 
are deprived of certain nutrients and undergo cell death.

The clinical diagnosis of Alzheimer disease, based on signs of slowly 
progressive dementia and fi ndings of gross cerebral cortical atrophy on 
neuroimaging, is correct 80 to 90% of the time. The association of the 
APOE e4 allele with Alzheimer disease is signifi cant; however, APOE ge-
notyping is neither specifi c nor sensitive. While APOE genotyping may 
have an adjunct role in the diagnosis of Alzheimer disease in symptomatic 
individuals, it appears to have little role at this time in predictive testing of 
asymptomatic individuals. Three forms of early-onset familial Alzheimer 
disease caused by mutations in one of three genes—Aβ (A4) precursor 
protein (APP), presenilin 1 (PSEN1), and presenilin 2 (PSEN2)—are rec-
ognized. Molecular genetic testing of the three genes is available in clinical 
laboratories.

Treatment

Treatment is supportive, and each symptom is managed on an individual 
basis. Assisted-living arrangements or care in a nursing home is usually 
necessary. Drugs that increase cholinergic activity by inhibiting the acetyl-
cholinesterase enzyme produce a modest but useful behavioral or cogni-
tive benefi t in a minority of affected individuals. An N-methyl-d-aspartate 
(NMDA) receptor antagonist is also used. Antidepressant medication may 
improve associated depression.

Counseling

Because Alzheimer disease is genetically heterogeneous, genetic counseling 
of persons with Alzheimer disease and their family members must be tai-
lored to be family specifi c. Alzheimer disease is common, and the overall 
lifetime risk for any individual of developing dementia is approximately 
10 to 12%. First-degree relatives of a single individual with Alzheimer 
disease in a family have a risk of developing Alzheimer disease of about 
15 to 30%, which is typically reported as a 20 to 25% risk. This risk is 
approximately 2.5-fold higher than the background risk (about 10.4%).

Type 1 Diabetes

Diabetes is a disease in which the body does not produce or properly use 
insulin. Insulin is a hormone that is needed to convert sugar, starches, and 
other food into energy needed for daily life. The cause of diabetes con-
tinues to be a mystery, although both genetics and environmental factors 
such as obesity and lack of exercise appear to play roles. There are three 
major classes of diabetes: type 1 diabetes, type 2 diabetes, and gestational 
diabetes. Only type 1 diabetes, a representative polygenic autoimmune 
disease, is discussed in this chapter.

Disorder

Type 1 diabetes is an autoimmune disease that presents clinically with hy-
perglycemia resulting from the immune-mediated progressive destruction 
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of insulin-producing pancreatic islet β-cells and associated metabolic 
dysfunction. The resulting insulin defi ciency requires lifelong exogenous 
insulin treatment for survival, and long-term complications can cause 
substantial disability and shorten life span. About 90 to 95% of the β-cell 
mass is already destroyed when symptoms of type 1 diabetes fi rst appear, 
demonstrating that prediction and prevention are high priorities. This dis-
ease affects about 1 in 300 individuals in North America. More than 20 
million people worldwide (mostly children and young adults) are esti-
mated to have type 1 diabetes. A possible mechanism for the development 
of type 1 diabetes is shown in Fig. 3.18.

Genetics

The etiology and pathogenesis of type 1 diabetes are largely accounted 
for by genetic predisposition. In a family with a child affl icted with type 1 
diabetes, the siblings of this child are at a 15-fold-increased risk to get the 
disease relative to the risk in other families in the general population who 
are disease free. Within a pair of monozygotic twins (originating from one 
placenta), if one twin has type 1 diabetes, the probability of the other twin 
becoming a type 1 diabetic is about 40 to 50%. In pairs of dizygotic twins 
(originating from two placentas) in which one twin is type 1 diabetic, the 
probability of the other twin becoming a type 1 diabetic is only about 5 to 
6%. This lower probability of susceptibility to type 1 diabetes is the same 
as that for unrelated children in the general population. These fi ndings 
are consistent with the observed overall global increase in type 1 diabetes 
incidence during the last 20 to 30 years and strongly support the idea that 
environmental factors are also important in the control of susceptibility 
to type 1 diabetes.

The majority of genetic research to date has focused on the heritability 
that predisposes to islet autoimmunity and type 1 diabetes. The evidence 
indicates that type 1 diabetes is a polygenic, common, complex disease, 
with major susceptibility genes located in the HLA complex on human 
chromosome 6 (see chapter 2) and with other smaller effects found in 
non-HLA loci on other chromosomes. Recent advances in DNA technol-
ogy, including high-throughput SNP typing and sequencing and GWASs, 
have advanced our understanding of the immune pathogenesis of type 1 
diabetes.

GWASs have demonstrated that while more than 40 loci are associ-
ated with type 1 diabetes, only a few of these loci have been fi ne mapped 
to a particular gene or variant. Importantly, early studies established that 
there is a strong linkage and association of HLA class I and HLA class II 
gene variants with type 1 diabetes and estimated that almost half of the 
risk for type 1 diabetes is determined by these variants. Among the other 
non-HLA loci that are associated with risk for type 1 diabetes, variants 
in the insulin (INS) gene confer a twofold-increased risk of the disease, 
suggesting that insulin may be a major autoantigen in autoimmune type 
1 diabetes (see chapter 4). An SNP that alters the amino acid sequence of 
protein tyrosine phosphatase nonreceptor type 22 (PTPN22) was found 
in the gene encoding this protein. This SNP confers a relative risk for 
type 1 diabetes similar to that of the SNP in the INS gene. Noncoding 
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Figure 3.18  Effect of genetic variants of disease-associated loci 
on T-cell activation during the development of type 1 diabetes. 
The model presented shows the proposed mechanisms of reg-
ulation of adaptive immunity by proteins encoded by type 1 
diabetes loci as well as the functional effect of known type 1 
diabetes-associated variants. Molecules in green mediate T-cell 
activation via TCR-dependent signaling or downstream events. 
Molecules in red inhibit these signaling events. Arrows in grey 
boxes show the functional effect (increase or decrease) on the 
protein by the type 1 diabetes risk allele in the respective encod-
ing genes. For HLA-encoded proteins, reduced function is likely 
but not yet formally proven. As TCR activation regulates both 
immune tolerance (in the thymus and peripheral tissues) and 
immune attack, type 1 diabetes-associated alleles may impair 
T-cell activation by a loss of function of activators or a gain of 

function of inhibitors. (A) A mild reduction in TCR activation 
may lead to decreased tolerance. (B) If T-cell signaling is im-
paired, T-cell effector functions can still elicit an autoimmune 
attack on insulin-producing pancreatic islet β cells. During in-
fl ammation (insulitis) and an increased concentration in a local 
autoantigen(s) in the pancreas resulting from β-cell apoptosis 
induced by viral infection, a partial loss of function in TCR 
activation may be overcome by stronger signals in T cells that 
previously escaped self-tolerance for the same autoantigen(s). In 
addition, defi cient IL-2 signaling may impair the function of reg-
ulatory T cells (not shown). Only those molecules whose genetic 
modulation of type 1 diabetes is known or suspected are consid-
ered here. Reproduced by permission from Macmillan Publish-
ers Ltd. (Polychronakos and Li, Nat. Rev. Genet. 12: 781–792, 
2011). doi:10.1128/9781555818890.ch3.f3.18
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variants in the genes coding for cytotoxic T-lymphocyte-associated pro-
tein 4 (CTLA4) and IL-2 receptor alpha chain (IL2RA) were also found. 
GWASs of several thousand SNPs revealed type 1 diabetes susceptibility 
to be associated with a coding allele of the interferon-induced helicase c 
domain-containing protein 1 (IFIH1). With the exception of INS, these 
loci and many others identifi ed by GWASs are also associated with other 
autoimmune diseases, indicating common mechanisms and pathways in 
type 1 diabetes and these diseases (see chapter 4). As mentioned above, a 
GWAS identifi es gene regions and not necessarily specifi c “disease causal 
variants” or “disease causal genes.” Disease-associated markers found by 
GWASs may map to blocks of genes (tens to hundreds of kilobase pairs) 
in linkage disequilibrium. The mapping of a gene very close to a variant 
that is strongly associated with a disease does not prove that this gene 
necessarily controls disease susceptibility. Moreover, an SNP detected by a 
GWAS that is the most strongly disease-associated SNP will often only be 
a marker linked to a variant gene. This variant gene may mediate suscep-
tibility to disease but may not actually be the disease-causing gene itself. 
Fine mapping to an SNP within the coding region of a disease-causing 
gene(s) requires that all candidate SNPs be identifi ed, sequenced, and 
mapped.

For type 1 diabetes and other autoimmune diseases that share several 
common loci, the Immunochip, an array of 200,000 SNPs known to be 
associated with autoimmune diseases, was developed as a cost-effi cient 
fi ne-mapping approach. It provides high-density coverage of all replicated 
loci for any autoimmune disease, whether derived from GWASs or from 
candidate gene studies. Presumably, in time, the Immunochip will have to 
be supplemented with SNPs identifi ed more recently from resequencing 
studies. Fine-mapping studies of variants in genes that control suscepti-
bility to type 1 diabetes have confi rmed HLA, INS, IL2RA, and PTPN22 
to be causal genes for type 1 diabetes. A total of 144 genes have been 
mapped to non-HLA type 1 diabetes risk loci and remain to be analyzed.

HLA
Loci in the HLA gene complex (see chapter 2) are most strongly associ-
ated with type 1 diabetes (and most other autoimmune diseases). HLA 
is a 3.6-Mb segment on human chromosome 6p21. Approximately half 
of the 140 protein-coding genes expressed in this complex have known 
immune functions. Most of the genetic susceptibility to type 1 diabetes 
resides in the HLA class II DRB and DQB loci that encode highly poly-
morphic HLA class II DR and DQ β chains, respectively. The haplotypes 
that confer the highest risk of type 1 diabetes are DRB*301–DQB*201 
and DRB*401–DQA*301–DQB*302 (allele numbers are shown after 
the asterisks). Over 90% of children in North America who develop type 
1 diabetes carry at least one copy of these haplotypes. The presence of 
an amino acid other than aspartic acid (Asp) at position 57 of the DQB 
chain contributes signifi cantly to the pathogenesis of type 1 diabetes. 
Conversely, most individuals who express the DQB*602 allele are highly 
protected from type 1 diabetes.
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INS
The type 1 diabetes locus with the second highest effect magnitude maps 
to chromosome 11p15.5 within and just upstream of INS, the gene that 
encodes the preproinsulin peptide. A current model proposes that genetic 
variants that reduce INS expression in a rare subset of thymic medullary 
epithelial cells lead to a relative loss of immune tolerance to insulin and 
a greater susceptibility to the development of type 1 diabetes (see chap-
ter 4). The mechanisms of the INS-dependent loss of tolerance and onset 
of autoimmune type 1 diabetes involved are under investigation.

PTPN22
Recognition of a specifi c antigen by a T-cell antigen receptor (TCR) initi-
ates an immune response that may result in the deletion of autoreactive T 
cells from the thymus, a loss of T-cell-mediated tolerance to self-antigens 
in peripheral tissues (e.g., lymph nodes or spleen), or an autoimmune 
T-cell-mediated attack (see chapter  4). The signaling pathway involved 
begins with tyrosine phosphorylation of the cytoplasmic tail of the TCR. 
The lymphocyte-specifi c tyrosine phosphatase (LYP) is a negative regu-
lator of T-cell kinase signaling, which is essential to the balance between 
host defense and self-tolerance and is encoded by PTPN22 (Fig. 3.18). 
The third strongest association with type 1 diabetes maps to a common 
PTPN22 variant, a mutation of arginine to tryptophan at position 620. 
This allele confers a relative risk of about twofold for type 1 diabetes.

Other Genes Involved in the Adaptive Immune Response
Several other genes that encode proteins that regulate T-cell-mediated 
adaptive immune responses and tolerance have also been associated with 
type 1 diabetes.

IL2RA. The IL-2 receptor α chain (IL-2Rα; also known as CD25) is en-
coded by the IL2RA gene on chromosome 10p15-p14. IL-2 signaling 
through IL-2R is crucial for the function of regulatory T cells and effector 
T cells (Fig. 3.18). IL-2Rα expression is upregulated on the surfaces of 
newly activated effector T cells, but IL-2Rα is constitutively expressed 
at high levels in regulatory CD4+ T cells that maintain self-tolerance (see 
chapter 4). The protective allele of IL2RA is associated with higher ex-
pression of IL2RA mRNA in CD4+ T cells that sustain a memory im-
mune response to an antigen (see chapter 4). Although IL-2 signaling is 
important for both regulatory T-cell and effector T-cell functions, its defi -
ciency can lead to a loss of regulation of self-tolerance.

CTLA4. The CTLA4 gene encodes a T-cell-specifi c transmembrane core-
ceptor which, like LYP, is also an important negative regulator of T-cell 
activation (Fig. 3.18). CTLA4 transduces its inhibitory effect through cy-
toplasmic phosphatases. A type 1 diabetes-associated CTLA4 Ala → Thr 
polymorphism at residue 17 affects glycosylation of the mature CTLA4 
protein. However, its role in the control of susceptibility to type 1 diabe-
tes is unclear, as its genetic effect can be entirely accounted for by more 

TCR
T-cell antigen receptor

LYP
lymphocyte-specifi c tyrosine phosphatase
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strongly associated SNPs in the 3′ fl anking region. It has proven diffi cult 
to replicate this fi nding, and therefore, the status of CTLA4 as a causal 
gene for type 1 diabetes remains controversial.

UBASH3A. Ubiquitin-associated and SH3 domain-containing A 
(UBASH3A) is the only gene in linkage disequilibrium with a block of 
genes that map to a type 1 diabetes risk locus on human chromosome 
21q22.3. UBASH3A is specifi cally expressed in lymphocytes. Like PTPN22, 
UBASH3A is a tyrosine-specifi c phosphatase that decreases the response 
of T cells activated through their TCR (Fig. 3.18). The UBASH3A allele 
confers risk to type 1 diabetes by the increased expression of UBASH3A in 
dividing lymphoid cells, suggesting that UBASH3A may cause the predis-
position to autoimmune disease seen with chromosome 21 trisomy (Down 
syndrome). This predisposition includes a three- to eightfold-increased 
risk of type 1 diabetes and must be due to a 50% increase in the dosage of 
one or more of the estimated 300 genes on chromosome 21.

The effects of these other type 1 diabetes loci on the control of an 
adaptive immune response are consistent with a model in which events 
triggered by TCR signaling are attenuated in type 1 diabetes (Fig. 3.18). 
This attenuation may occur through either a loss-of-function of activating 
signals (e.g., variants in IL2RA) or a gain-of-function of inhibitory sig-
nals (e.g., variants in PTPN22, UBASH3A, and possibly CTLA4), which 
would result in a loss of self-tolerance and potential increase in autoim-
mune disease.

IFIH1 and EBI2 (innate immunity genes). Activation of the TCR in T cells 
in peripheral lymphoid organs may result in either effector (aggressive) 
responses or regulatory (protective) responses, depending on the presence 
or absence of infl ammatory signals in the vicinity (see chapter 4). These 
signals are often provided by the innate immune system (see chapter 4). 
Among genes mapping to type 1 diabetes loci, the gene for interferon 
induced with helicase C domain 1 (IFIH1) is the best studied in this 
category. IFIH1 belongs to a family of helicases that can elicit an inter-
feron response upon sensing viral double-stranded RNA, consistent with 
the notion that enteroviruses have an initiating role in type 1 diabetes 
autoimmunity.

A Thr-to-Ala SNP at position 946 in IFIH1 (IFIH1 T946A) is asso-
ciated with type 1 diabetes. None of the other three genes that map to 
the block of genes in linkage disequilibrium with this SNP has a known 
SNP or has its expression level affected by the IFIH1 polymorphism. Re-
se quencing of both a large number of cases and controls has revealed the 
presence of several low-frequency loss-of-function IFIH1 variants that 
generally lead to protection from type 1 diabetes. This result suggests that 
the predisposing allele of the common IFIH1 SNP is associated with a 
gain of function. Alternatively, the IFIH1 T946A SNP may have a role in 
the regulation of specifi c viral RNAs or the stability, targeting, and other 
functions of IFIH1. In this regard, a type 1 diabetes risk locus related 
to antiviral immunity is linked to the Epstein–Barr virus-induced gene 2 
(EBI2).
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Cardiovascular Disease

Disorder

Major cardiovascular diseases include several subtypes, such as coronary 
heart disease, cerebrovascular disease, heart failure, rheumatic heart dis-
ease, and congenital heart disease. Cardiovascular disease is a leading 
health problem, affecting more than 80 million individuals in the United 
States. In Canada, 1 out of 3 deaths is attributable to cardiovascular 
disease. The major risk factors associated with cardiovascular diseases 
are cigarette smoking, unhealthy diet, physical inactivity, hypertension, 
diabetes, and high blood cholesterol. Cardiovascular diseases may also 
result from a variety of genetic causes, including single-gene mutations, 
interactions between multiple genes, and gene–environment interactions. 
Economic shifts, urbanization, industrialization, and globalization bring 
about lifestyle changes that promote heart disease. In developing coun-
tries, life expectancy is increasing rapidly and is expected to expose people 
to these environmental risk factors for longer periods.

Genetics

For most cardiovascular disease disorders, the relative risk of disease is 
attributable to inherited DNA sequence variants. However, the role of in-
heritance and the magnitude of its effect vary by disease and other factors 
such as age of disease onset and subtype of cardiovascular disease. Most 
cardiovascular disease traits, such as myocardial infarction and concen-
trations of plasma LDL cholesterol, show complex inheritance, sugges-
tive of an interaction between multiple genes and environmental factors. 
GWASs, DNA sequencing, and genotyping technology have enabled anal-
yses of less frequent variants.

Variants associated with polygenic disorders are heterogeneous, as 
they appear with a wide range of frequencies extending from high (greater 
than 1 in 20) to low (1 in 1,000) to very low (less than 1 in 1,000). Based 
on DNA sequence variants, about 50% of variability between individuals 
occurs in their serum or plasma triglyceride levels. This variability tracks 
triglyceride-rich lipoproteins as well as very-low-density lipoprotein par-
ticles (chylomicrons) and their metabolic products. GWASs demonstrated 
that common variants at seven loci control the serum or plasma triglyc-
eride levels. Resequencing identifi ed an excess of rare variants across four 
genes in individuals with high levels of plasma triglycerides compared to 
individuals with low levels of plasma triglycerides.

GWASs for gene variants that control plasma levels of LDL cho-
lesterol, HDL cholesterol, and triglycerides have evaluated more than 
100,000 individuals and have mapped 95 distinct loci genetically asso-
ciated with these variants. About one-third of the loci carry genes that 
regulate lipoprotein metabolism, including fi ve targets of lipid-modifying 
therapies: statins for HMGCR, ezetimibe for Niemann–Pick C1-like 
(NPC1L1) protein that mediates cholesterol absorption, mipomersen for 
apolipoprotein B (APOB), anacetrapib and dalcetrapib for cholesterol es-
ter transfer protein (CETP), and evacetrapib for PCSK9 (regulates LDL 
receptor). Two common variants are found in the introns of HMGCR and 
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NPC1L1, and they confer a small effect on plasma LDL cholesterol levels. 
However, targeting of these genes with statins or ezetimibe, respectively, 
has a much more dramatic effect on plasma LDL cholesterol. Thus, some 
disease genes may be discovered only by analyses of common variants 
that have small effects.

About two-thirds of the 95 loci discovered for plasma lipid traits har-
bor genes not previously considered to infl uence the biology of lipopro-
teins. Manipulation of several such genes at novel loci in mice have led 
to plasma lipid changes similar to those revealed by human genetics. For 
example, the 8q24 locus contains the tribbles homologue 1 (TRIB1) gene. 
TRIB1 is a lipid- and myocardial infarction-associated gene that regu-
lates lipogenesis in the liver and very-low-density lipoprotein production 
in mice. DNA sequence variants downstream of the TRIB1 gene were 
initially associated with plasma lipid levels, with the minor allele linked 
to lower plasma triglycerides, lower plasma LDL cholesterol, and higher 
plasma HDL cholesterol. In addition, the minor alleles of a few other 
genes are involved in lipoprotein regulation and possess lower risk for 
coronary heart disease.

At each disease-linked locus identifi ed by GWASs, our objective is to 
understand the causal variant, causal gene, mechanism of how the vari-
ant affects the function of the gene, and mechanism by which the gene 
affects the phenotype. These key issues have been addressed for the 1p13 
causal locus for plasma LDL cholesterol levels and myocardial infarction 
using fi ne mapping, resequencing, and manipulation of positional candi-
date genes in cell culture and in animal models. However, at most loci, the 
precise variants, genes, and mechanisms are currently unknown due to 
linkage disequilibrium, weak effect size of common variants, small sample 
size, and noncoding variants. The example of the chromosome 9p21.3 
locus and risk for myocardial infarction is informative about noncoding 
variants. About 5 years ago, several independent GWASs identifi ed SNPs 
on chromosome 9p21 as associated with myocardial infarction or coro-
nary artery disease, with ∼50% of the population carrying a risk allele 
and each copy of the risk allele conferring an ∼29% increase in risk for 
myocardial infarction and coronary artery disease. The highest associa-
tions were with noncoding SNPs that were located >100 kb downstream 
of the nearest protein-coding genes, CDKN2B (cyclin dependent kinase 
inhibitor 2B) and CDKN2A (cyclin-dependent kinase inhibitor 2A). Re se-
quencing and fi ne-mapping studies in the gene region subsequently iden-
tifi ed a set of SNPs, but not one of these SNPs was a causal variant. The 
mechanism that enables the risk allele to alter the relevant gene at the 
locus remains to be discovered.

Efforts to identify low-frequency coding variants that associate with 
cardiovascular traits and diseases coupled with the sequencing and rese-
quencing of very rare variants identifi ed three candidate genes that contrib-
ute to plasma HDL cholesterol variation in the population. In particular, 
rare mutations in ABCA1 (ATP-binding cassette, subfamily A, member 1) 
contribute to low HDL cholesterol in the population. Continued analyses 
are being performed to sequence and discover new genes that control ad-
ditional complex traits in cardiovascular disease. These analyses involve 
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the sequencing of about 20,000 genes in exomes and identifi cation of 
single-nucleotide substitutions. The main obstacle to overcome may be a 
statistical one, as rare DNA sequence variants cannot be tested individually 
for association with phenotype. Instead, they need to be clustered with sim-
ilar rare variants to be tested collectively for association with phenotype.

Prevalence

Heart diseases can cross over geographical, gender, and socioeconomic 
differences. Among the estimated 16.6 million deaths attributed to car-
diovascular disease worldwide, 80% of these deaths occur in developing 
countries. Cardiovascular disease is now a leading cause of death in de-
veloping countries. Patients with established coronary heart disease are at 
high risk for subsequent coronary and cerebral events. Survivors of myo-
cardial infarction are at increased risk of recurrent infarction and have an 
annual death rate fi ve to six times higher than that of people of the same 
age who do not have coronary disease.

Diagnosis and Prognosis

Treatments for prevention and control of the cardiovascular disease ep-
idemic involve addressing the major risk factors, including high blood 
pressure, high cholesterol, cigarette smoking, diabetes, poor diet, phys-
ical inactivity, and overweight and obesity. If effectively addressed and 
a reduction of such factors is achieved, these treatments may reduce the 
cardiovascular disease burden by 50% within 5 years. The mapping of 
the human genome has led to a better understanding of the genetic causal 
factors associated with cardiovascular disease. It is anticipated that iden-
tifi cation of these factors will facilitate the development of more effective 
treatments and management of cardiovascular disease in the future.

Mitochondrial Disorders

Disorders

For cells to function normally, they must generate energy in the form of 
ATP. In many types of cells, mitochondrial activity is the prime source of 
ATP. Mitochondria also regulate several other cellular processes, including 
production of heat in response to changes in temperature and diet, ion ho-
meostasis (maintenance of an internal steady state of ions), innate immune 
responses (see chapter 2), production of reactive oxygen species, and pro-
grammed cell death (apoptosis). It follows that if mitochondrial malfunc-
tion occurs and leads to defi cient energy production and the impairment 
of other cellular functions, this may result in a mitochondrial disease(s).

The knowledge that mitochondrial impairment may be involved in 
diseases is relatively new; it was fi rst recognized in an adult in the late 
1960s and then in children in the late 1980s. Mitochondrial dysfunction 
can occur in the cells of many organs and systems in the body; more than 
200 inherited diseases of metabolism can affect mitochondria, and more 
than 40 types of mitochondrial disorders have been reported. The brain, 
heart, muscles, and lungs are the organs that require the most energy, and 
when deprived of energy the functions of these organs begin to fail. The 
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most severe effects of mitochondrial disease occur in the brain and mus-
cles because they are heaviest users of energy. Other commonly affected 
organs include the liver, nervous system, eyes, ears, and kidneys.

Mitochondrial dysfunction is observed in single-gene mitochondrial 
disorders and may also be associated with the pathogenesis of polygenic 
diseases such as Alzheimer disease, Parkinson disease, cancer, cardiac dis-
ease, diabetes, epilepsy, Huntington disease, and obesity. In addition, a 
progressive decline in the expression of mitochondrial genes is a main 
feature of human aging, raising the possibility that an increased under-
standing of the aging process may provide more insight into one or more 
of the above-mentioned polygenic diseases.

Genetics

Mitochondrial dysfunction generally results from a genetic mutation(s). 
Interestingly, mitochondria have their own DNA for 37 genes, 13 mito-
chondrial proteins, 2 rRNAs, and 22 tRNAs. One mitochondrion con-
tains dozens of copies of its mitochondrial genome. In addition, each cell 
contains numerous mitochondria. Therefore, a given cell can contain sev-
eral thousand copies of its mitochondrial genome but only one copy of 
its nuclear genome. Mitochondrial DNA copy number is regulated in a 
tissue-specifi c manner by DNA methylation of the nucleus-encoded DNA 
polymerase gamma A and may vary from 150,000 copies in mature oo-
cytes to about 15,000 copies in most somatic cells and about 100 copies 
in sperm. Although mitochondrial DNA is independent of nuclear DNA, 
the replication, transcription, translation, and repair of mitochondrial 
DNA is controlled by proteins encoded by nuclear DNA.

A mutation that induces a mitochondrial disease may occur in nuclear 
or mitochondrial DNA, and it may either be inherited or arise from a 
spontaneous mutation. Mitochondrial disorders that appear in children 
are usually inheritable. Mitochondrial DNA is less complex than nuclear 
DNA and is not inherited according to Mendelian genetics (inheritance 
of DNA from both parents). Rather, because egg cells but not sperm con-
tribute mitochondria to a developing embryo, only mothers can transmit 
mitochondrial traits to their children. Thus, mitochondrial DNA is inher-
ited only maternally.

Mutations in mitochondrial DNA differ from those in nuclear DNA, 
and many more mutations occur in mitochondrial DNA than nuclear 
DNA. The mutation rate in mitochondrial DNA is 10 times higher than 
in nuclear DNA because mitochondrial DNA is subject to damage from 
reactive oxygen molecules released as a by-product during oxidative 
phosphorylation in cells. In addition, mitochondrial DNA also lacks the 
DNA repair mechanisms found in the nucleus. Mutations in mitochon-
drial DNA are not distributed equally among all mitochondria, such that 
not all the hundreds of mitochondria in a particular cell contain the muta-
tion. Commonly, a mutation in mitochondrial DNA occurs in 0 to 100% 
of mitochondria in an organ or body system. Mitochondrial dysfunction 
may also be caused by environmental factors (e.g., viral infection or drug 
treatment) that interfere with mitochondrial activity.



 The Genetic Basis of Disease 195

Mitochondrial Homeostasis and Parkinson Disease

After Alzheimer disease, Parkinson disease is the second most common 
neurodegenerative disease. Parkinson disease affects about 1% of the 
population that is 60 years of age or older and is characterized by the pro-
gressive reduced capacity to initiate voluntary movements arising mainly 
from the loss of neurons that synthesize the neurotransmitter dopamine. 
Among the many factors that mediate the development of Parkinson dis-
ease, mitochondrial dysfunction is considered to be a major factor in its 
etiology and pathogenesis. The dysfunction of mitochondria in Parkinson 
disease patients may result from one or more of the following conditions: 
deletion of mitochondrial DNA, accumulation of mitochondrial DNA 
mutations, increase in oxidative stress from reactive oxygen species, defi -
cient expression and function of the mitochondrial respiratory chain, and 
abnormal morphology of mitochondria.

Because neurons require considerable energy to maintain their meta-
bolically active state, they rely heavily on the maintenance of mitochon-
dria in a functional state, a property known as mitochondrial homeostasis. 
Mitochondria constitute a population of organelles that require a careful 
balance and integration of many cellular processes, including the regula-
tion of biogenesis, migration throughout the cell, shape remodeling, and 
autophagy (catabolic degradation of unnecessary cellular components 
by lysosomes). These dynamic processes prompt mitochondrial recruit-
ment to critical subcellular compartments, content exchange between 
mitochondria, mitochondrial shape control, and mitochondrial commu-
nication with the cytosol. Mitochondrial homeostasis is the term used to 
refer to a well-maintained balance of these processes. The structure and 
function of the mitochondrial network are dependent on mitochondrial 
homeostasis, which is essential for maintaining the signaling, plasticity, 
and transmitter release of neurons. There are different pathways to main-
tain mitochondrial homeostasis. Thus, neurodegenerative diseases such 
as Parkinson disease are often closely associated with an imbalance of 
mitochondrial homeostasis (Fig. 3.19). The levels of many mitochondrial 
proteins are altered in postmortem samples of brains from persons with 
Parkinson disease. Genetic mutations in the PTEN-induced putative ki-
nase 1 (PINK1), parkin (PARK2), DJ-1, alpha-synuclein (SNCA), and 
leucine-rich repeat kinase 2 (LRRK2) genes are closely linked to the re-
cessive Parkinson disease genes. Moreover, these mutations are associated 
with important functions that maintain mitochondrial homeostasis, which 
include membrane potential, calcium homeostasis, structure of cristae (in-
ternal compartments formed by the inner membrane of mitochondria), 
respiratory activity, mitochondrial DNA integrity, and clearance of dys-
functional mitochondria from cells. The role of genes related to Parkinson 
disease in maintaining mitochondrial homeostasis is addressed below.

PINK1
Recessive mutations in PINK1, a serine/threonine-type protein kinase en-
coded by a nuclear gene, lead to a familial form of early-onset Parkin-
son disease. PINK1 possesses two specialized regions: the fi rst contains 
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Figure 3.19  Parkinson disease is associated with an imbalance in 
mitochondrial homeostasis. Since mitochondria regulate energy 
metabolism, they are essential for the control of neuronal func-
tion. Mitochondria respond to exogenous and endogenous stimuli 
and maintain their homeostasis by undergoing continuous fusion, 
fi ssion, mobility, mitophagy, and biogenesis. (A) Normally, upon 
exposure of mitochondria to a minor stimulus, changes in mito-
chondrial function and morphology occur to activate different 
cellular pathways that help to maintain homeostasis. (B) After 

mitochondria incur damage, changes in mitochondria occur that 
lead to excess reactive oxygen species (ROS) production, reduced 
number and mass, misfolding and/or aggregation of damaged 
proteins, and mitochondrial dysfunction. As a result, an imbal-
ance in mitochondrial homeostasis ensues that may lead to the 
onset of Parkinson disease. Mitophagy is a catabolic process of 
self-degradation of mitochondria in a cell. X indicates a mitochon-
drial dysfunction. Adapted from Sai et al., Neurosci. Biobehav. Rev. 
36: 2034–2043, 2012. doi:10.1128/9781555818890.ch3.f3.19
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a domain highly homologous to the serine/threonine protein kinases of 
the calcium–calmodulin family, and the second contains a mitochondrial 
targeting motif at its N terminus that is essential for its function. PINK1 is 
located in both of the outer and inner mitochondrial membranes. Due to 
its subcellular localization and association with mitochondrial proteins in-
volved in mitochondrial morphogenesis, PINK1 is thought to play a role in 
maintaining mitochondrial homeostasis. PINK1 may promote mitochon-
drial fi ssion and protect neurons against mitochondrial malfunction un-
der conditions of cell stress. Under stressful conditions, PINK1 promotes 
mitochondrial homeostasis by the phosphorylation of mitochondrial pro-
teins that regulate cell respiratory activity and cell signaling pathways. 
Decreased PINK1 production that results from some PINKI mutations 
elicits neuron degeneration accompanied by mitochondrion-related struc-
tural alterations.

PARK2
PARK2 was identifi ed in Japanese patients with autosomal recessive–
juvenile Parkinson disease. The PARK2 gene encodes parkin, an E3 
ubiquitin ligase that adds ubiquitin to aberrant proteins destined for 
destruction by the proteasome or lysosome. The PARK2 gene is ubiqui-
tously transcribed in both neuronal and nonneuronal tissues. The intra-
cellular localization of parkin is controversial, and parkin may be found 
in various cellular localizations, including the Golgi apparatus, synap-
tic vesicle, endoplasmic reticulum, nucleus, and mitochondria. Parkin is 
found in mitochondria of proliferating cells but migrates to the cytoplasm 
in quiescent cells. Parkin can translocate specifi cally to mitochondria to 
induce the clearance of damaged mitochondria from the cell. After the 
translocation of parkin to damaged mitochondria, a PINK1-dependent 
process, parkin can ubiquitinate some substrates destined for degrada-
tion by lysosomes and export from the cell clearance. Thus, parkin may 
function as a key mediator of the clearance of damaged mitochondria, 
which may be causal to neurodegeneration in the brain of a person with 
Parkinson disease.

Parkin may also mediate mitochondrial biogenesis via the transcrip-
tion and replication of mitochondrial DNA. Parkin-induced mitochon-
drial biogenesis occurs preferentially in proliferating cells. Thus, Parkin 
appears to be a multifunctional protein that is involved in the entire spec-
trum of mitochondrial homeostasis from biogenesis to export from a cell.

DJ-1
The DJ-1 protein, also known as Parkinson disease autosomal recessive 
early-onset 7 (PARK7), is encoded by the PARK7 gene on human chro-
mosome 1. DJ-1 is a small multifunctional protein that belongs to the 
peptidase C56 family of proteins. It regulates transcription of androgen 
receptor-dependent genes, cell transformation, molecular chaperone ac-
tivity, and protection of neurons against oxidative stress and cell death. 
Deletions and mutations of DJ-1 mediate the onset of familial Parkin-
son disease. While DJ-1 normally exists as a dimer protein in vivo, the 
stability of dimer formation is decreased in some DJ-1 mutant proteins. 



198 C H A P T E R  3

Generally, DJ-1 is found in the cytosol; however, it is located occasionally 
in the nucleus and mitochondria, where it preferentially partitions to the 
matrix and intermembrane space. Under conditions of oxidative stress, 
DJ-1 is redistributed preferentially to mitochondria, where it acts as a 
neuroprotective intracellular redox sensor.

DJ-1 colocalizes with HSP70 and other proteins in the cytosol and is 
associated with the mitochondrial chaperone Grp75 in neurons exposed 
to oxidative stress, indicating that the translocation of DJ-1 to mitochon-
dria may occur by binding to mitochondrial chaperones. This fi nding 
raises the possibility that DJ-1 infl uences mitochondrial homeostasis. Ad-
ditional studies suggest that DJ-1 regulates mitochondrial homeostasis 
in an oxidative environment in a manner parallel to that of the PINK1/
parkin pathway. Thus, parkin, PINK1, and DJ-1 may cooperate at mul-
tiple levels in the maintenance of mitochondrial integrity and function.

SNCA
The alpha-synuclein protein is encoded by the SNCA gene on human 
chromosome 4. An alpha-synuclein fragment, known as the non-Aβ 
component of Alzheimer disease amyloid, is a fragment of the amyloid 
precursor protein. Alpha-synuclein is a small acidic protein (140 amino 
acids) that has seven incomplete repeats of 11 amino acids with a core 
of KTKEGV at the amino terminus, whereas the carboxyl terminus has 
no known structural elements. Although the function of alpha-synuclein 
is not known, alpha-synuclein is the main structural component of the 
insoluble fi laments that form around a dense core of protein, known 
as the Lewy bodies (abnormal spherical aggregates of protein that de-
velop inside and displace other cell components from neurons) of Par-
kinson disease and dementia. Point mutations in the alpha-synuclein 
gene, such as those yielding an Ala-to-Thr change at position 53 (A53T) 
and Glu to Lys at residue 46 (E46K), are implicated in the pathogene-
sis of Parkinson disease. As the E46K mutation increases the ability of 
alpha-synuclein to aggregate and form fi bers, this mutant may be con-
sidered to be a gain-of-function mutant. However, the effect of the E46K 
mutation on alpha-synuclein fi ber formation is weaker than that of the 
A53T mutation. Nonetheless, the E46K mutant yields widespread brain 
pathology and early-onset Parkinson disease. The substitution of Glu-46 
for an Ala also increased the assembly of alpha-synuclein, but the poly-
mers formed can have different ultrastructures, further indicating that this 
amino acid position has a signifi cant effect on the assembly process. Thus, 
alpha-synuclein is associated closely with the development of Parkinson 
disease and a variety of related neurodegenerative disorders.

Alpha-synuclein is specifi cally upregulated in a discrete population 
of presynaptic terminals of the brain during the rearrangement of syn-
apses. This protein interacts with tubulin, suggesting that alpha-synuclein 
may function as a microtubule-associated protein. Alpha-synuclein may 
also function as a molecular chaperone in the formation of protein com-
plexes that mediate vesicle fusion in cells, in support of recent evidence 
that alpha-synuclein is active in the neuronal Golgi apparatus and during 
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vesicle traffi cking. The activities of mitochondrial proteins induced by 
alpha-synuclein overexpression can be rescued by parkin, PINK1, or DJ-1 
470 coexpression. Thus, there may exist a biological pathway that may 
be coordinately regulated by the different Parkinson disease-linked genes.

LRRK2
LRRK2 is a member of the ROCO family of proteins, which are large 
multidomain proteins that contain a ROC (Ras of complex proteins)/gua-
nosine triphosphatase (GTPase) domain followed by a COR (C-terminal of 
ROC) kinase domain. In a cell, damaged organelles and unused long-lived 
proteins localize in a double-membrane vesicle, called an autophagosome 
or autophagic vesicle, which is ultimately exported from the cell. Autoso-
mal dominant mutations in LRRK2 are associated with both familial and 
late-onset Parkinson disease, and the Gly-to-Ser (G2019S) mutation at 
position 2019 is the most common of 577 mutations in LRRK2. LRRK2 
is the fi rst gene found to be mutated frequently in late-onset autosomal 
dominant Parkinson disease. The evidence that G2019S is pathogenic is 
very strong. This mutation is very frequent in Parkinson disease and is 
extremely rare in healthy individuals: the mutation cosegregates with Par-
kinson disease in large families. The G2019S residue is extremely con-
served in LRRK2 homologues, and the mutation increases the kinase 
activity of the protein.

LRRK2 is present mainly in the cytoplasm but may also localize 
to mitochondria. It is associated with membranes, such as mitochon-
dria, endoplasmic reticulum, and synaptic vesicles, which is similar to 
alpha-synuclein. Parkinson disease patients with the G2019S mutation 
in LRRK2 exhibit reduced mitochondrial membrane potential and total 
intracellular ATP levels accompanied by increased mitochondrial elonga-
tion and interconnectivity.

Current evidence suggests that several Parkinson disease-linked pro-
teins may all directly or indirectly infl uence mitochondrial homeostasis 
(Table  3.10). PINK1 and parkin are linked in a common pathway in-
volved in the protection of mitochondrial homeostasis. Other Parkinson 
disease-associated proteins, such as DJ-1, LRRK2, and alpha-synuclein, 
interact with PINK1 and/or parkin in mammalian cells. These proteins 
may interact in a complex network in mitochondria. Thus, the activities 
of parkin, PINK1, DJ-1, alpha-synuclein, and LRRK2 all have a signifi -
cant impact on mitochondrial homeostasis and function. These results 
further support the notion that mitochondrial dysfunction is a key event 
that underlies the pathogenesis of Parkinson disease.

Prevalence

In the United States, 1 in 4,000 children develops a mitochondrial disease 
by age 10 each year, and since mitochondrial diseases are underrecog-
nized, a more accurate frequency may be 1 in 2,000 children per year. For 
similar reasons, it is not known how many people are affected by adult 
onset.

GTPase
guanosine triphosphatase
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Diagnosis and Prognosis

Diagnosis is very diffi cult because many diseases can result from mito-
chondrial dysfunction in different organs or symptoms, mitochondrial 
diseases can be confused with other disorders or conditions, mitochon-
drial diseases are underrecognized, and there is a lack of screening pro-
cedures and diagnostic biomarkers that are both sensitive and specifi c. 
Diagnosis can be a lengthy process that begins with a general clinical 
evaluation, followed by metabolic screening, brain magnetic resonance 
imaging, and ultimately genetic testing and invasive biochemical and his-
tological analysis. While the identifi cation of some known mitochondrial 
mutations may assist with diagnosis, in many cases the underlying genetic 
mutation can elude detection.

The prognosis for patients with mitochondrial diseases is generally 
poor, due to their progressive deterioration and weakness. Half of those 
affected by mitochondrial disease are children who show characteristic 
systems (weak heart, seizures, failing kidneys, and/or respiratory compli-
cations) before age 5. Children may have strokes, seizures, gastrointesti-
nal problems, swallowing diffi culties, failure to thrive, blindness, deafness, 
respiratory diffi culties, lactic acidosis, immune system problems, and liver 
disease. Many children are misdiagnosed with atypical cerebral palsy (a 
group of nonprogressive disorders of movement and posture caused by 
the abnormal development of, or damage to, motor control centers of 
the brain), various seizure disorders, or other childhood diseases. Volun-
tary movement (e.g., walking and grasping) is accomplished using skeletal 
muscles (attached to bones), whose motion is controlled by the cerebral 
cortex, the largest portion of the brain. “Palsy” means paralysis but may 

Table 3.10  Control of mitochondrial homeostasis by Parkinson disease-related genes

Parkinson disease-related protein
Pathways that maintain mitochondrial 
homeostasis Direct action on mitochondria

PINK1 Mitochondrial biogenesis, mitophagy, mitochondrial 
fi ssion and fusion, mitochondrial transport in axon, 
antioxidant defense

Interacts with proteins that control mitochondrial 
morphogenesis (HtrA2, Drp1, and Opa1/Mfn2), 
mitochondrial complex respiration, and calcium 
homeostasis

Parkin Mitochondrial biogenesis, UPS, mitophagy, antioxi-
dant defense

Controls replication, transcription, and repair of 
mitochondrial DNA by mitochondrial transcription 
factor A

Alpha-synuclein Mitophagy, ROS formation, mitochondrial fusion Binds to mitochondrial membranes and mitochon-
drial complex 1 to control mitochondrial mem-
brane potential and ATP synthesis

DJ-1 Antioxidant defense After association with mitochondrial chaperones 
HSP70 and Grp75 and binding to mitochondrial 
complex 1, DJ-1 functions as a redox-regulated 
chaperone that prevents misfolding and aggregation 
of proteins toxic to mitochondria

LRRK2 Reduces mitochondrial membrane potential and 
total intracellular ATP levels

Adapted from Sai et al., Neurosci. Biobehav. Rev. 36: 2034–2043, 2012.
Abbreviations: UPS, ubiquitin proteasome system; ROS, reactive oxygen species; HtrA2, a mitochondrial serine protease; Drp1, dynamin-related protein 1 (hydro-

lyzes GTP and pinches off membrane vesicles); Opa1, optic atrophy 1 (a nucleus-encoded mitochondrial protein with similarity to dynamin-related GTPases); Mfn2, 
mitofusin-2 (a mitochondrial membrane protein that mediates mitochondrial fusion); HSP70, heat shock protein 70 (a chaperone protein that regulates protein 
folding); Grp75, glucose-related protein 75 (a member of the HSP70 family of chaperones that control protein folding).
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also be used to describe uncontrolled muscle movement. Therefore, cere-
bral palsy encompasses any disorder of abnormal movement and paraly-
sis caused by abnormal function of the cerebral cortex.

In the absence of a suitable treatment or cure, about 80% of children 
with mitochondrial diseases die before the age of 20. Defects in mito-
chondrial function are linked to diseases of aging, including Alzheimer 
disease, Parkinson disease, cardiovascular disease, diabetes, cancer and 
stroke, and neurological conditions such as autism spectrum disorder and 
cerebral palsy. About 50 million people in the United States suffer from 
these degenerative disorders.

Treatment

Currently, a specifi c treatment for any mitochondrial disease does not ex-
ist. Rather, treatment is individualized by patient and is aimed at reducing 
symptoms or at delaying or preventing the progression of the disease. Cer-
tain vitamin and enzyme therapies, along with occupational and physical 
therapy, may help some patients to realize some improvement in fatigue 
and energy levels. Given the central role of imbalanced mitochondrial 
homeostasis in the pathology of Parkinson disease, molecules that help 
to restore a balanced mitochondrial homeostasis may represent possible 
targets for drug therapy in Parkinson disease.

summary

During the last 10 to 15 years, the development of 
DNA-based technologies has transitioned from chromoso-
mal karyotyping to analyses of chromosomal structural and 
numerical abnormalities, the application of array-based and 
GWAS-based projects of common and rare SVs, and human 
genetic mapping studies. These human genomic projects have 
included the Human Genome Project, HapMap Project, se-
quencing of personal genomes, the 1000 Genomes Project, 
and population studies of genome-wide CNVs. Collectively, 
these studies have rapidly advanced our knowledge of chro-
mosome and gene structure as well as gene variation un-
der conditions of health and disease. The success of genetic 
mapping in providing new insights into biology and disease 
etiology and the recent evidence that systematic association 
studies can identify novel chromosomal loci have brought us 
a lot closer to our ultimate goal: the identifi cation of all cel-
lular pathways in which genetic variation contributes to the 
susceptibility and inheritance of common diseases.

Nonetheless, we still face the challenge that none of the 
currently available sequencing technologies can detect and 
assay all of the SVs in a given genome. To overcome this 
problem, the following advances in technology must be real-
ized. First, the length of reads of DNA sequence produced by 
next-generation sequencing technologies must be increased. 

Second, the algorithms for detection of CNVs (deletion, 
duplication, or inversion of a DNA sequence longer than 1 
kb) need to be improved. Third, the assembly of personal 
genomes is required to permit the accurate detection of SVs 
of all sizes and types and with sequence level resolution of 
DNA breakpoints, insertions, and deletions.

Since the first application of exome sequencing to vali-
date a disease gene identifi cation approach in 2009 using 
array-based targeted-capture methodologies, the applica-
tion of whole-exome sequencing has received much greater 
emphasis (Table 3.11). The exome comprises the coding se-
quences of all annotated protein-coding genes (about 23,000) 
and is equivalent to about 1% of the total haploid genomic 
sequence (approximately 30 Mb). Despite the recent increase 
in the useful applications of whole-exome sequencing, this 
methodology assesses nucleotide variation in only about 2% 
of the genome (i.e., 20,000 to 25,000 variants), which may 
be suffi cient to detect highly penetrant disease genes inher-
ited in a Mendelian pattern. However, in these cases, varia-
tion in about 98% of the human genome is not assayed. This 
large amount of undetected variation might prove important 
in analyses of genomic variants associated with complex, 
heterogeneous, or more subtle phenotypes than the fully pen-
etrant Mendelian diseases analyzed to date.

(continued)
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our main objectives in the future is to better understand not 
only the functional impact but also, more importantly, the 
medical signifi cance of genetic variants. The functional im-
pact of variants can be easily determined for fully penetrant 
mutations in known disease genes. In contrast, much more 
work is required to determine the functional and medical sig-
nifi cance of the estimated 20,000 genes for which function 
has not been assigned and phenotypes or associated traits 
have not been elucidated. It is anticipated that whole-genome 
sequencing may guide us to achieve personalized medicine 
more readily in the near future.

summary (continued)

Note that a “healthy” individual is a heterozygous carrier of 
about 40 to 100 highly penetrant deleterious variants that 
can potentially cause a Mendelian disease. Many of these 
represent recessive carrier states. However, this estimate is 
based only on the exons and results from the 5 to 10% of 
genes and diseases are currently understood. Thus, it is pos-
sible that we all carry many more deleterious changes or po-
tentially pathogenic variants than is now predictable.

The above-mentioned limitations of whole-genome and 
-exome sequencing facing us today underscore that one of 

Table 3.11  Comparison of whole-genome sequencing and exome sequencing approaches for 
disease gene identifi cation

Parameter Whole-genome sequencing Exome sequencing

Cost Still expensive but declining rapidly Cost reduced to 10–33% of that of 
whole-genome sequencing

Technical No capture step, automatable Capture step, technical bias

Variation Detects all genetic and genomic varia-
tion (SNVs and CNVs)

Analyzes about 1% of the genome

Determines functional gene coding and 
nonfunctional variation

Restricted to coding and splice site vari-
ants in annotated genes

About 3.5 million variants About 20,000 variants

Disease Suitable for Mendelian and complex 
trait gene identifi cation, as well as 
sporadic phenotypes caused by de novo 
SNVs or CNVs

Suitable for highly penetrant Mendelian 
disease gene identifi cation

Adapted with permission from Gonzaga-Jauregui et al., Annu. Rev. Med. 63: 35–61, 2012.

review questions

1.  What are the defi nitions and genetic signifi cance of karyo-
type, karyogram, and cytogenetics?

2.  What does the term band Xp21.2 represent?

3.  What role does a centromere play in the function of a 
chromosome?

4.  Describe the known types of chromosome disorders, and 
then indicate the types of chromosomal abnormalities and 
syndromes that arise with each type of chromosomal disorder.

5.  What type of chromosomal disorders may arise when a 
chromosomal abnormality occurs on maternally derived 
chromosomes?

6.  What types of genomic rearrangements arise that may al-
ter genome architecture and yield clinical consequences?

7.  Defi ne the terms SVs and SNPs, and describe how these 
terms have proven important for the demonstration of ge-
netic variation in health and disease.

8.  In a population, what is the predicted level of genetic iden-
tity between any two unrelated individuals?

9.  How have the techniques of array-based CGH, SNP ar-
rays, array painting, and next-generation sequencing analyt-
ical methods advanced the characterization of chromosome 
rearrangements in human genomes?

10.  How do chromosome abnormalities happen?
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19.  It is claimed that the main value of genetic mapping 
is not to predict the genetic risk for a given disease, but to 
provide novel insight into the biological mechanisms of in-
duction and treatment of disease. Describe and defend the 
fi ndings that either do or do not support this claim.

20.  Genetic disorders may be classifi ed as either monogenic 
or polygenic or result from mutations in mitochondrial 
DNA. Cite disease-related examples and describe the primary 
features of (i) monogenic disorders, (ii) polygenic disorders, 
and (iii) mitochodrial disorders.

21.  What is a trinucleotide repeat disorder? How does it 
arise, and which diseases result from this type of disorder?

22.  Discuss the two types of genetic variants that are thought 
to generate the architecture of complex disorders, and indi-
cate whether current evidence supports one or both of these 
complex (polygenic) disorders.

23.  What is meant by linkage disequilibrium, and why is 
linkage disequilibrium important in genetic mapping studies?

24.  What are the main characteristics of mitochondrial 
disorders?

25.  How might different factors stimulate an imbalance in 
mitochondrial homeostasis and elicit mitochondrial diseases, 
including Parkinson disease?

review questions (continued)

11.  What are the chromosome array painting, split-read, and 
fi ne-mapping methods, and how may these methods be used 
advantageously to determine chromosomal breakpoints?

12.  What is the relevance of CNVs, and how would you use 
various array-based techniques, including CGH, to identify 
genomic rearrangements and disease susceptibility genes?

13.  What are the steps you would follow to perform an array 
CGH analysis?

14.  What are the HapMap Project and 1000 Genomes 
Project?

15.  What are the advantages and current disadvantages of 
next-generation sequencing technologies?

16.  Describe the paired-end read mapping technique, and 
explain why it is currently the best method to analyze chro-
mosome rearrangements.

17.  Defi ne GWASs, and explain how they have greatly fa-
cilitated the mapping of loci that contribute to common dis-
eases in humans. What are the important messages we have 
learned by using GWASs for the genetic mapping of common 
variants?

18.  What are the main features of the functions and pheno-
typic associations of genes related to common diseases?
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Models of Immune System Lesions

Immunological Tolerance

Our immune system has evolved to respond to a plethora of microbes, 
but remarkably, it generally does not react against our own (self-)anti-
gens. This unresponsiveness to self-antigens, termed immunological toler-

ance, is maintained even though the repertoire of lymphocyte receptors 
expressed is generally not skewed towards receptors that are reactive 
with non-self-antigens. This means that lymphocytes with receptors that 
recognize self-antigens are generated continuously during lymphocyte 
development and maturation. Since many self-antigens are accessible 
to the immune system, unresponsiveness to these antigens is not main-
tained simply by interfering with their recognition by lymphocytes and 
their receptors. Rather, mechanisms exist that suppress immune responses 
to self-antigens. These mechanisms underscore a primary function of 
the immune system—an ability to discriminate between self- and non-
self-antigens (e.g., microbial antigens) under conditions of health, infec-
tion, and disease. If these mechanisms fail, the immune system may attack 
an individual’s own cells and tissues. Such anti-self-responses can lead to 
a state of autoimmunity. Further, the inability to downregulate such auto-
immune responses may result in autoimmune disease. Thus, appropriate 
regulation of autoimmune responses does not lead to a harmful situation 
and usually does not elicit autoimmune disease.

The two main objectives in studying immune tolerance versus autoim-
mune disease in this chapter are (i) to describe the mechanisms which per-
mit the immune system to remain unresponsive (tolerant) to self-antigens 
and (ii) to identify the molecular and cellular factors which promote the 
breakdown of tolerance and the development of autoimmune disease.

Immunological tolerance results from a lack of response to an antigen(s) 
that is induced by exposure of lymphocytes to this antigen(s). Activation of 
lymphocytes with specifi c receptors for a given antigen by this antigen can 
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elicit several different outcomes. First, these lymphocytes may proliferate 
and differentiate into effector cells, which leads to a productive immune 
response. Antigens that stimulate such productive responses are considered 
to be immunogenic. Second, after exposure to antigen, the lymphocytes 
may be functionally inactivated or killed, resulting in tolerance. Antigens 
that induce tolerance are considered to be tolerogenic. Third, the responses 
of antigen-specifi c lymphocytes may not be detectable. This mechanism of 
immunological ignorance is mediated by the capacity of the lymphocytes 
to ignore (i.e., not recognize) the presence of the antigen. Normally, foreign 
microbes are immunogenic and self-antigens are tolerogenic. The choice 
between lymphocyte activation and tolerance is determined by whether 
the antigen-specifi c lymphocytes were previously exposed (antigen-primed 

lymphocytes) or not exposed (naïve lymphocytes) to antigen, as well as by 
the properties of the antigen and how it is presented to the immune system. 
Interestingly, the same antigen may be administered in different forms and/
or by different routes to induce either an immune response or tolerance. 
This fi nding enables an analysis of the factors that determine whether acti-
vation or tolerance develops after an encounter with an antigen.

Self-antigens normally induce tolerance. By learning how tolerance for 
a particular antigen is induced in lymphocytes, we may develop protocols 
to prevent or downregulate undesirable immune reactions. Strategies for 
inducing tolerance have wide application and are currently being tested 
to treat allergic and autoimmune diseases and to prevent the rejection of 
organ transplants. The same strategies may be valuable in gene therapy, to 
prevent responses against products of newly expressed genes or vectors, 
and even for stem cell transplantation if the stem cell donor and recipient 
differ genetically (e.g., at relevant human leukocyte antigen [HLA] loci; 
see chapters 2 and 3).

Two types of immunological tolerance to various self-antigens may 
be induced when developing lymphocytes encounter these antigens at dif-
ferent anatomical sites: fi rst, if this encounter occurs in primary (central) 
lymphoid organs, central tolerance is induced; second, if mature lympho-
cytes encounter self-antigens in peripheral tissues, peripheral tolerance is 
induced (Fig. 4.1). Central tolerance arises only to self-antigens present 
in primary lymphoid organs (e.g., bone marrow and thymus). Tolerance 
to self-antigens that are absent from these organs must be induced and 
maintained by various mechanisms in peripheral tissues (e.g., spleen and 
lymph nodes). Our knowledge of the number and type of self-antigens 
that induce central tolerance or peripheral tolerance or are ignored by the 
immune system is currently limited.

How does a failure to achieve immunological tolerance result in au-
toimmunity? Tolerance in CD4+ T helper (Th) cells is described fi rst here, 
as more is known about how CD4+ T cells mediate tolerance than about 
CD8+ T cells. CD4+ Th cells control most, if not all, immune responses to 
protein antigens. When these cells are made unresponsive to self-protein 
antigens, this is suffi cient to prevent both cell-mediated and humoral im-
mune responses against these antigens. Conversely, failure of tolerance 
in Th cells may result in autoimmunity manifested by T-cell-mediated at-
tack against self-antigens or by the production of autoantibodies against 
self-proteins.

Th cell
T helper cell
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Central tolerance:
primary lymphoid organs
(thymus, bone marrow)

Peripheral tolerance:
peripheral tissues

(e.g., spleen, lymph nodes)

Lymphoid
precursor

Mature
lymphocytes

Immature
lymphocytes

Apoptosis
(deletion)

Change in receptors
(receptor editing: B cells)

Development of
CD4+ Treg cells

Apoptosis
(deletion)

Anergy Suppression

Recognition of self-antigen

Recognition of self-antigen

Figure 4.1  Central and peripheral immunological tolerance to self-antigens. In cen-
tral tolerance, when immature lymphocytes specifi c for self-antigens recognize these 
antigens in the primary lymphoid organs (thymus and bone marrow), they may be de-
leted by negative selection. B cells change their specifi city (receptor editing), and some 
T cells develop into Treg cells. Some lymphocytes that are reactive to self-antigens 
may undergo further maturation and enter peripheral tissues. In peripheral tolerance, 
mature lymphocytes reactive to self-antigens may be inactivated (anergized), deleted, 
or suppressed upon encounter with these self-antigens in peripheral tissues (spleen, 
lymph nodes, etc.). Adapted with permission from Abbas and Lichtman (ed.), Ba-
sic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders 
Elsevier, Philadelphia, PA, 2011). doi:10.1128/9781555818890.ch4.f4.1
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Central Tolerance

The main mechanisms of central tolerance in T cells are apoptosis (cell 
death) and, for CD4+ cells, the generation of T regulatory (Treg) cells 
(Fig. 4.2). The lymphocytes that develop in the thymus consist of cells 
with receptors that recognize both self-antigens and foreign antigens. If 
the receptors on an immature T cell in the thymus (thymocyte) bind with 
high affi nity to a self-antigen displayed as a peptide–major histocompat-
ibility complex (MHC) ligand on an antigen-presenting cell (see chapters 
2 and 3), this T cell will receive a signal(s) that triggers apoptosis and will 
die before it is fully mature. This process is termed negative selection (see 
chapter 2), and it is a major mechanism of central T-cell tolerance.

Immature lymphocytes may interact strongly with an antigen if the 
antigen is present at high concentrations in the thymus and if the lym-
phocytes express receptors that recognize the antigen with high affi nity. 
Antigens that induce negative selection generally include proteins that are 
abundant in the body, such as plasma proteins and common cellular pro-
teins. Interestingly, many self-proteins previously thought to be expressed 
mainly or exclusively in peripheral tissues (e.g., expression of insulin in 
the pancreas) can also be expressed in some epithelial cells of the thymus. 
The AIRE (autoimmune regulator) protein regulates the thymic expression 
of many of these peripheral tissue-restricted protein antigens. Mutations 
in the AIRE gene cause a rare autoimmune disorder, termed autoimmune 

polyendocrine syndrome, which is a recessive genetic disorder in which 

Treg cell
T regulatory cell

MHC
major histocompatibility complex

Figure 4.2  Central T-cell tolerance. High-affi nity binding of self-antigens by im-
mature T cells in the thymus may cause apoptosis (death) of these cells (deletion). 
Self-antigen recognition in the thymus may also elicit the development of Treg cells 
that exit the thymus and enter into peripheral lymphoid tissues. Adapted with per-
mission from Abbas and Lichtman (ed.), Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011). 
doi:10.1128/9781555818890.ch4.f4.2
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the function of many endocrine glands is altered. Autoimmune polyendo-
crine syndrome manifests as a mild immunodefi ciency that yields persis-
tent mucosal and cutaneous yeast infections. In addition, the function of 
the spleen, parathyroid gland, and adrenal gland as well as several other 
more minor glands is diminished. Negative selection affects self-reactive 
CD4+ T cells and CD8+ T cells, which recognize self-peptides presented 
by MHC class II and MHC class I molecules, respectively. The signals that 
induce apoptosis in immature lymphocytes following the recognition of 
antigens with high affi nity in the thymus remain largely unknown. Cur-
rent reasoning suggests that defective negative selection may explain why 
some autoimmunity-prone inbred strains of mice contain abnormally 
large numbers of mature T cells specifi c for various self-antigens in pe-
ripheral organs. However, why such negative selection is defective in these 
mice is not known.

Some immature CD4+ T cells that recognize self-antigens in the thy-
mus do not die but rather develop into Treg cells and enter peripheral 
tissues (Fig. 4.2). What determines whether a T cell in the thymus that 
recognizes a self-antigen will die or become a Treg cell is not known.

Peripheral T-Cell Tolerance

Peripheral tolerance is induced when mature T cells recognize self-antigens 
in peripheral tissues, leading to functional inactivation (termed anergy) or 
death when the function of self-reactive T cells is downregulated by Treg 
cells (Fig. 4.1). Peripheral tolerance is important for preventing T-cell re-
sponses to self-antigens that are present mainly in peripheral tissues and 
not in the thymus. Peripheral tolerance also may provide “backup” mech-
anisms for preventing autoimmunity in situations where central tolerance 
is incomplete.

Anergy

Anergy is defi ned as a state of long-term hyporesponsiveness in T cells 
that is characterized by an inhibition of T-cell antigen receptor (TCR) 
signaling and interleukin-2 (IL-2) expression. Physiologically, anergy is 
the functional inactivation of T cells that occurs when these cells recog-
nize antigens in the absence of an adequate level of surface expression 
of costimulator molecules (second signals) required for maximal T-cell 
activation (Fig. 4.3). As discussed previously (see chapter 2), at least two 
signals are required for optimal naïve T-cell proliferation and differentia-
tion into effector T cells. Signal 1 is delivered by the binding of an antigen 
to the TCR and is considered to be the “antigen-specifi c” signal. Signal 2 
is provided by the binding of CD28 on T cells to the B7 family costimu-
lator proteins CD80 and CD86 expressed on antigen-presenting cells in 
response to microbes and is considered to be an “antigen-nonspecifi c” 
signal. Normally, antigen-presenting cells in tissues and peripheral lym-
phoid organs, including dendritic cells, are in a resting state, in which 
they express only very low levels of CD80 and CD86 on their surfaces 
(see chapter 2). These antigen-presenting cells are constantly processing 
and displaying the self-antigens present in the tissues. T cells with specifi c 
receptors for these self-antigens can recognize the antigens and receive 

TCR
T-cell antigen receptor
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prolonged signals from their antigen receptors (signal 1). Nevertheless, 
the T cells do not receive strong costimulation due to the relative lack of 
surface expression of B7 in the absence of an accompanying innate im-
mune response. Under these conditions, the TCRs may lose their ability 
to transmit activating signals, or the T cells may preferentially engage 
an inhibitory receptor(s) of the CD28 family, termed CTLA-4 (cytotoxic 
T-lymphocyte-associated antigen 4 or CD152) or PD-1 (programmed [cell] 
death protein 1). The net result is long-lasting T-cell anergy (Fig. 4.3). It is 
intriguing that CTLA-4, which is involved in blocking or downregulating 

Naïve
T cell

Effector
T cell

Antigen recognition

Recognition of foreign antigen
with costimulation

Proliferation and
differentiation

Signal 1

Signal 2

Normal T-cell response

APC

B7 CD28

Naïve
T cell

Recognition of self-antigen

Signaling block

Engagement of inhibitory receptors
(e.g., CTLA-4)

Unresponsive
(anergic) T cell

APC

CD28

CTLA-4

Figure 4.3  T-cell anergy. An antigen presented by antigen-presenting cells, which ex-
press suffi cient numbers of costimulator molecules (e.g., B7) on their surfaces, induces 
a normal T-cell response. If T cells recognize an antigen without strong costimulation 
or innate immunity, the TCRs may lose their ability to deliver activating signals. Al-
ternatively, the T cells may engage inhibitory receptors, such as CTLA-4, that block 
activation. Adapted with permission from Abbas and Lichtman (ed.), Basic Immu-
nology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2011). doi:10.1128/9781555818890.ch4.f4.3
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T-cell responses, recognizes the B7 costimulators that bind to CD28 and 
initiate T-cell activation. How T cells choose to use CD28 or CTLA-4, 
with these very different outcomes, is incompletely understood.

Several experimental animal models support the importance of T-cell 
anergy in the maintenance of self-tolerance. Forced expression of high 
levels of the CD80 and CD86 costimulators in tissues from transgenic 
mice results in autoimmune reactions against antigens in that tissue. Thus, 
by artifi cially providing signal 2, anergy is overcome and autoreactive T 
cells are activated. If CTLA-4 molecules are blocked (by treatment with 
antibodies) or deleted (by gene knockout) in a mouse, that mouse devel-
ops vigorous autoimmune reactions against its own tissues that can lead 
to autoimmune disease. These results suggest that the inhibitory receptors 
CTLA-4 and PD-1 function to maintain autoreactive T cells in an inactive 
state. Importantly, polymorphisms in the CTLA4 gene are associated with 
some autoimmune diseases in humans (e.g., type 1 diabetes [T1D]).

Several “factors” that induce and/or maintain the state of anergy in 
lymphocytes were recently identifi ed. The mTOR (mammalian target of 
rapamycin) protein and other related metabolic sensors and regulators 
have expanded our view of anergy-inducing signals (Fig. 4.4). mTOR is 
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Figure 4.4  Costimulation and T-cell 
anergy. The signal 2 paradigm induc-
tion of anergy in T cells was initially de-
scribed as the result of a TCR-dependent 
antigen-specifi c response (signal 1) with-
out concomitant CD28 and IL-2R sig-
naling (signal 2). Recent studies have 
further demonstrated that the T cell 
actively senses its microenvironment, 
through mTOR-dependent and indepen-
dent mechanisms (see text), for available 
energy sources and nutrients, as well as 
additional negative cues resulting from 
hypoxia, e.g., cAMP. This regulates the 
T-cell commitment to switch its metabolic 
machinery and enter the S phase of the 
cell cycle. An inability of a T cell to be-
come fully activated in such cases induces 
anergy (inactivation) and long-term toler-
ance in the T cell. Solid lines represent ac-
tive pathways and dashed lines represent 
blocked pathways during the induction 
of T-cell anergy in an anergic environ-
ment. An X in red indicates a functional 
block in the specifi c pathway. cAMP, 
cyclic AMP; PI3K, phosphatidylinositol 
3-kinase. Adapted with permission from 
Abbas and Lichtman (ed.), Basic Im-
munology: Functions and Disorders of 
the Immune System, 3rd ed. (Saunders 
Elsevier, Philadelphia, PA, 2011).
 doi:10.1128/9781555818890.ch4.f4.4
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a serine/threonine protein kinase enzyme that regulates cell growth, cell 
proliferation, cell motility, cell survival, protein synthesis, and gene tran-
scription. It belongs to the phosphatidylinositol 3-kinase-related kinase 
protein family and also integrates the input from upstream pathways, 
including insulin, insulin growth factors (IGF-1 and IGF-2), and amino 
acids. mTOR also senses cellular nutrient and energy levels and redox 
status. The mTOR pathway may be dysregulated in some human diseases, 
especially certain cancers. Rapamycin is a bacterial product that can in-
hibit the action of mTOR by associating with its intracellular receptor 
FKBP12.

TCR/CD28 costimulation-induced signaling in T cells results in 
IL-2 gene transcription and IL-2 mRNA stability and prevents induc-
tion of anergy. Costimulation also stimulates increases in Ras signal-
ing, cellular metabolism, glucose uptake, and cell survival. Further, IL-2 
signaling through the IL-2 receptor (IL-2R) complex fully activates the 
downstream phosphatidylinositol 3-kinase–mTOR pathway leading to 
entry into the S phase of the cell cycle and consequent cell proliferation. 
In contrast, T-cell activation involving only signal 1 (TCR and antigen) 
leads to defi cient IL-2 transcription and induction that impairs TCR sig-
naling in anergic T cells (Fig. 4.4). Activation of the mTOR-dependent 
pathway is required to induce a switch in T-cell metabolic pathways 
from catabolism to anabolism, via the stimulation of glycolysis and up-
regulation of key nutrient transporters. Anabolism comprises the var-
ious metabolic pathways that construct molecules from smaller units 
and is fueled by catabolism. During catabolism, large molecules are 
broken down, releasing energy that is used to synthesize adenosine tri-

phosphate (ATP) required for many anabolic processes. This switch from 
catabolism to anabolism establishes the basis for the optimal activation, 
proliferation, and differentiation of a T cell. Anergic T cells are blocked 
at the G1/S checkpoint of the cell cycle and are in a metabolically aner-
gic state characterized by a failure to upregulate several nutrient trans-
porters, including glucose transporter 1 (Glut1), and to switch to an 
anabolic state of metabolism. Thus, mTOR functions downstream of 
the IL-2R pathway to regulate tolerance (anergy) versus activation in 
a T cell. In addition, mTOR acts downstream of several energy and 
nutrient-sensing pathways to integrate these pathways in eukaryotic 
cells.

Immunosuppression by Treg Cells

Treg cells develop in the thymus or peripheral lymphoid organs on rec-
ognition of self-antigens and inhibit the activation and effector func-
tions of potentially harmful lymphocytes specifi c for these self-antigens 
(Fig. 4.5). Most Treg cells are CD4+ and express high levels of CD25, the 
IL-2R α chain (IL-2Rα). The development and function of these cells are 
dependent on the activity of the Foxp3 transcription factor. Mutations 
of Foxp3 in humans or knockout of the gene in mice causes a systemic, 
multiorgan autoimmune disease, demonstrating the importance of Treg 
cells for the maintenance of self-tolerance. The survival and function 
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of Treg cells are dependent on IL-2, and this role of IL-2 accounts for 
the severe autoimmune disease that develops in mice in which the gene 
encoding either IL-2, IL-2Rα, or IL-2Rβ is deleted. The transforming 
growth factor β (TGF-β) cytokine also controls the generation of Treg 
cells, in part by stimulating Foxp3 expression. The source of TGF-β for 
inducing these cells in the thymus or peripheral tissues is not defi ned. 
Little is known about the mechanisms of inhibition of immune responses 
in vivo by Treg cells. Some Treg cells produce the IL-10 and TGF-β cy-
tokines that block the activation of lymphocytes and macrophages. Treg 
cells may also interact directly with and suppress other lymphocytes or 
antigen-presenting cells by cell–cell contact-dependent mechanisms. Fi-
nally, there may also exist regulatory cell populations in addition to the 
CD25+ Foxp3+ CD4+ T cells that have been the prime focus of most 
recent investigations.

Current evidence suggests that in some autoimmune diseases in hu-
mans, defective Treg cell function or defective resistance of pathogenic 
T cells to regulation may be an underlying cause of disease. However, 
defi nitive proof for these hypotheses is still lacking, mainly because it has 
proved diffi cult to defi ne the maintenance, heterogeneity, and functions of 
Treg cells in humans.
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Figure 4.5  Suppression of immune re-
sponses by T cells. CD4+ T cells that 
recognize self-antigens may differentiate 
into Treg cells in the thymus or periph-
eral tissues. This process is dependent 
on the transcription factor Foxp3 and 
requires the activity of IL-2. The larger 
arrow from the thymus, compared to 
the one from peripheral tissues, suggests 
that most of these cells presumably orig-
inate in the thymus. These Treg cells in-
hibit the activation of naïve T cells and 
their differentiation into effector T cells, 
by cell contact-dependent mechanisms 
or by the secretion of cytokines that 
inhibit T-cell responses. Adapted with 
permission from Abbas and Lichtman 
(ed.), Basic Immunology: Functions and 
Disorders of the Immune System, 3rd 
ed. (Saunders Elsevier, Philadelphia, PA, 
2011).
 doi:10.1128/9781555818890.ch4.f4.5
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Deletion: Activation-Induced Cell Death

Recognition of self-antigens may trigger pathways of apoptosis that re-
sult in the deletion of self-reactive lymphocytes (Fig. 4.6). This process 
is known as activation-induced cell death, as it occurs after antigen rec-
ognition and activation. Self-antigens may induce T-cell death by two 
mechanisms. First, antigen recognition induces the production of proap-
optotic (mediating apoptosis) proteins in T cells that induce cell death by 
the “mitochondrial pathway,” in which various mitochondrial proteins 
leak out and activate caspases, cytosolic enzymes that induce apoptosis. 
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Figure 4.6  T-cell deletion. Under normal conditions, T cells respond to antigen pre-
sented by antigen-presenting cells by secreting IL-2, expressing equal amounts of 
proapoptotic and antiapoptotic proteins, and then undergoing proliferation and dif-
ferentiation. However, under conditions in which costimulation or innate immunity is 
absent, self-antigen recognition by T cells may lead to an excess of intracellular proap-
optotic proteins that cause cell death. Alternatively, self-antigen recognition may lead 
to expression of death receptors and their ligands, such as Fas and Fas ligand (FasL), 
on lymphocytes. Engagement of the death receptor leads to apoptotic death of the 
cells. Adapted with permission from Abbas and Lichtman (ed.), Basic Immunology: 
Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, Philadel-
phia, PA, 2011). doi:10.1128/9781555818890.ch4.f4.6
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During immune responses to microbes, the activities of proteins that in-
duce apoptosis may be blocked by other proteins activated by costimula-
tion and growth factors. However, self-antigens recognized in the absence 
of strong costimulation do not stimulate the production of antiapoptotic 
proteins, and they stimulate the death of the cells that recognize these an-
tigens. Second, recognition of self-antigens may lead to the coexpression 
of death receptors and their ligands. This ligand–receptor interaction gen-
erates signals through the death receptor that culminate in the activation 
of caspases and apoptosis by the death receptor pathway.

The best-understood death receptor–ligand pair involved in self-
tolerance is comprised of a protein called Fas (CD95) that is expressed on 
many cell types and Fas ligand (FasL), which is expressed mainly on acti-
vated T cells. Binding of FasL to its Fas death receptor induces the apopto-
sis of T and B cells exposed to self-antigens and to mimics of self-antigens 
in experimental animals. Whether Fas has additional functions remains to 
be determined.

Evidence for a role of apoptosis in self-tolerance has emerged from 
genetic studies. Blocking the mitochondrial pathway of apoptosis in mice 
inhibits the deletion of self-reactive T cells in the thymus and peripheral 
lymphoid organs. Mice with mutations in the fas and fasL genes and chil-
dren with mutations in the FAS gene all develop autoimmune diseases 
associated with lymphocyte accumulation. The human disease, called the 
autoimmune lymphoproliferative syndrome, is rare and is the only known 
example of a defect in apoptosis that causes a complex autoimmune phe-
notype in humans.

Analyses of the mechanisms of T-cell tolerance have shown that 
self-antigens differ from foreign microbial antigens in several ways. First, 
whereas self-antigens induce T-cell tolerance, microbial antigens stimulate 
T-cell activation (Table  4.1). Second, self-antigens are expressed in the 
thymus, where they induce deletion and generate Treg cells. In contrast, 
microbial antigens are actively transported to and concentrated in pe-
ripheral lymphoid organs. Third, self-antigens are displayed by resting 
antigen-presenting cells in the absence of innate immunity and costimu-
lation signals, thus favoring the induction of T-cell anergy or death. On 
the other hand, microbes elicit innate immune reactions, leading to the 
expression of costimulators and cytokines that function as second signals 

Table 4.1  Properties of self-antigens and foreign antigens that may determine the outcome of T-cell tolerance versus T-cell 
activation

Property of an antigen
Self-antigens (tissue) that induce tolerance 
(tolerogenic antigens)

Foreign antigens (microbe) that induce an 
immune response (immunogenic antigens)

Presence in primary lymphoid organs Yes: high concentrations of self-antigens induce 
T-cell deletion and Treg cells (central tolerance)

No: microbial antigens are localized to peripheral 
lymphoid organs

Presentation with second signals 
(costimulation and innate immunity)

No: lack of second signals may lead to T-cell 
anergy or apoptosis

Yes: microbial antigens are presented. Second 
signals stimulate the survival and activation of 
lymphocytes.

Persistence Long-lived: prolonged TCR engagement may 
induce anergy and apoptosis

Usually short-lived: immune responses generally 
eliminate microbial antigens

Certain properties of self-protein antigens and foreign (e.g., microbial) protein antigens that determine which self-antigens induce tolerance and which microbial 
antigens stimulate T-cell-mediated immune responses are summarized.
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and promote T-cell proliferation and differentiation into effector T cells. 
Self-antigens are present throughout life and may therefore cause pro-
longed or repeated TCR engagement, again promoting anergy and ap-
optosis. Thus, much of our understanding of the mechanisms of T-cell 
tolerance, and their roles in preventing autoimmunity, originates from 
studies of experimental animal models. Extension of these studies to un-
derstanding T-cell tolerance versus anergy in humans presents an ongoing 
challenge.

Similar to T cells, B cells also undergo mechanisms of central toler-
ance and peripheral tolerance to protein antigens, mediated by receptor 
editing (expression of new antigen receptors) or negative selection (dele-
tion via apoptosis). For the sake of brevity and to avoid duplication, the 
details of the mechanisms of B-cell tolerance are not discussed here.

Failure of Immune Tolerance and Development 
of Autoimmune Disease

Autoimmunity results from an immune response against one’s own (self-)
antigens. It is an important cause of disease, estimated to affect at least 1 
to 2% of persons in developed countries, and with an apparently increas-
ing prevalence. Nonetheless, note that in many cases, diseases associated 
with uncontrolled immune responses are called autoimmune without for-
mal evidence that the responses are directed against self-antigens.

The principal factors that control the development of autoimmunity 
are the inheritance of susceptibility genes and environmental triggers, such 
as viral and bacterial infections (Fig. 4.7). Autoimmunity may elicit the 
production of both T cells and antibodies reactive against self-antigens. 
Using experimental animal models, we have learned much about how 
self-tolerance may fail and how self-reactive lymphocytes may become 
pathogenic. Susceptibility genes seem to both block and activate pathways 
of self-tolerance and promote the persistence of self-reactive T and B cells. 
Working in concert with such susceptibility genes, environmental stimuli 
and tissue injury may further activate these self-reactive lymphocytes.

Despite these fi ndings about autoimmunity, we still do not know the 
etiology of any human autoimmune disease. This lack of understanding 
originates mainly from the following three factors. First, autoimmune dis-
eases in humans usually are heterogeneous and multifactorial. Second, 
the target self-antigens that induce autoimmune diseases are frequently 
unknown. Third, the diseases may present in the clinic long after the initi-
ation of the autoimmune reactions. Recent advances in the identifi cation 
of disease-associated genes, methods of analysis of antigen-specifi c im-
mune responses in humans, and availability of informative animal models 
that can be applied to clinical settings may lead to novel and improved 
treatments of autoimmune disease and to personalized medicine.

Genetic Control of Autoimmunity

Most autoimmune diseases are polygenic (controlled by many genes; see 
chapter 2) and are associated with multiple gene loci, the most critical of 
which are the MHC genes. A signifi cant advance in our knowledge of the 
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genetic control of autoimmune disease emerged when it was noted that if 
an autoimmune disease develops in one of two twins, the probability that 
the same disease develops in the other twin is greater than the probability 
of occurrence of this disease in an unrelated member of the general pop-
ulation. Moreover, this increased incidence is greater among monozygotic 
(identical) twins than among dizygotic (nonidentical, or fraternal) twins.

Genome-wide association studies coupled with breeding studies with 
animals have identifi ed some of the genes that may regulate susceptibil-
ity to different autoimmune diseases. As initially mentioned in chapter 2, 
many autoimmune diseases in humans and in inbred mice are linked to 
particular MHC alleles (Table 4.2). The association between HLA alleles 

Infection, tissue
injury, inflammation

Microbe

APC

Tissue

Activation of
tissue APCs

Recruitment of self-
reactive T cells and
B cells into tissuesSelf-reactive

T cells and B cells

Failure of
self-tolerance

Susceptibility
genes

Chromosomes

Genetic susceptibility Environmental stimuli

Activation of self-
reactive T cells and
B cells

Tissue injury,
autoimmune disease

Figure 4.7  Possible mechanisms of in-
duction of autoimmune disease. (Left) 
In this model of an organ-specifi c T-cell-
mediated autoimmune disease, various 
genetic loci (blue bars) on either the same 
or different chromosomes (see chromo-
some bands) may confer susceptibility to 
an autoimmune disease(s). This control 
of susceptibility may occur by the in-
fl uence of certain genes in these genetic 
loci on the maintenance of self-tolerance. 
(Right) Environmental triggers, such 
as infections and other infl ammatory 
stimuli, promote the recruitment of T 
cells and B cells into tissues. This re-
cruitment is accompanied by the acti-
vation of self-reactive T cells and results 
in tissue injury that may be followed 
by the onset of an autoimmune disease. 
doi:10.1128/9781555818890.ch4.f4.7
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and autoimmune diseases in humans was fi rst appreciated about 40 to 
50 years ago and was one of the fi rst indications that these diseases 
are T-cell mediated. This is because we now know that the function of 
MHC molecules is to present peptide antigens to TCRs on T cells. The 
incidence of a particular autoimmune disease in individuals who inherit 
a particular HLA allele(s) generally exceeds that found in the general 
population. This signifi es an HLA-linked disease association, and this 
increased incidence is called the “relative risk” of an HLA-linked disease 
association. Note that while an HLA allele may increase the genetic risk 
of developing a given autoimmune disease, the HLA allele itself is not 
the cause of the disease. Importantly, the disease never develops in the 
vast majority of people who inherit an HLA allele that is frequently 
associated with such a disease. Particular MHC alleles may contribute 
to the development of autoimmunity because they present self-antigens 
ineffi ciently, which can lead to a decrease in negative selection of T cells 
and an increase in autoreactive T cells in the periphery. Alternatively, 
peptide antigens presented by these MHC alleles may fail to stimulate a 
minimal threshold of Treg cell activity required for active immunosup-
pression. The net outcome would be the trigger of immune responses 
against self-antigens.

Several non-HLA-linked genes also regulate susceptibility to var-
ious autoimmune diseases, as shown in Table  4.3. Recent linkage and 
genome-wide association studies have signifi cantly increased the number 
and diversity of genetic loci associated with various autoimmune diseases. 
In particular, two genes were recently linked to the control of autoimmune 
diseases in humans. One gene encodes the tyrosine phosphatase PTPN22 
(protein tyrosine phosphatase N22), which may regulate T-cell activation 
and is associated with numerous autoimmune diseases, including T1D. The 
other gene is the cytoplasmic microbial sensor NOD-2 (nucleotide-binding 
oligomerization domain-containing protein 2), which may lower resis-
tance to intestinal microbes and mediate the onset of infl ammatory bowel 

Table 4.2  MHC-linked control of autoimmune diseases

Supportive evidence

Examples

Disease MHC allele Relative risk

Relative risk (ratio) of developing an 
autoimmune disease in individuals 
who inherit specifi c HLA alleles 
compared to that in individuals who 
do not express these alleles

Ankylosing spondylitis HLA-B27 90

Rheumatoid arthritis HLA-DR4  4

T1D HLA-DR3/DR4 25

Pemphigus vulgaris HLA-DR4 14

In animal models of autoimmune 
diseases, susceptibility to a disease is 
associated with specifi c MHC alleles

T1D (in the NOD 
mouse strain)

I-Ag7

Genetic susceptibility to certain autoimmune diseases is controlled by specifi c MHC alleles. In humans, 
family and linkage studies show a greater risk of developing certain autoimmune diseases in individuals who 
inherit particular HLA alleles than in individuals who lack these alleles. Individuals who express these spe-
cifi c HLA alleles have a greater “relative risk” of susceptibility to a given disease(s). For example, in people 
who express the HLA-B27 allele, the risk of development of ankylosing spondylitis is about 90 to 100 times 
higher than in B27-negative people. In the other diseases listed, various degrees of association (i.e., relative 
risk) are linked to other HLA alleles. Animal breeding studies have shown that the incidence of some auto-
immune diseases correlates strongly with the inheritance of particular MHC alleles. An example is the 
association of T1D in NOD mice that express the mouse MHC class II allele called I-Ag7.
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disease. Other polymorphisms associated with multiple autoimmune dis-
eases are found in genes encoding the IL-2Rα chain CD25, believed to 
infl uence the balance of effector T cells and Treg cells, and the receptor for 
the cytokine IL-23 (IL-23R), which promotes the development of proin-
fl ammatory Th17-producing T cells. Ongoing attempts to elucidate these 
genetic associations may prove more informative about not only the etiol-
ogy and pathogenesis of such autoimmune diseases but also the prediction 
and treatment of these diseases.

Role of Infections in Autoimmunity

The progressive increase in the incidence of autoimmune T1D in devel-
oped countries during the last 30 years is a major public health concern. 
This increase in incidence has inspired epidemiologists to determine the 
factors that may explain this disturbing trend. The fact that similar epi-
demiological features have been observed for other autoimmune diseases 
(e.g., multiple sclerosis) and allergic diseases (e.g., asthma) suggests that 
a common causal factor(s) underlies these diseases. Epidemiological evi-
dence supports a causal role for both a decrease and increase of infection 
in the higher incidence of T1D. The outcome of disease depends on the 
nature of an infectious agent. A reciprocal relationship between the de-
cline in the incidence of major infectious diseases and an increase in T1D 
implies, but does not formally prove, a causal relationship. Similarly, the 
wide but disparate geographical distribution of T1D presents interesting 
but indirect evidence for a link between increased infection and reduced 
T1D. Socioeconomic status, climate, and diet may also represent impor-
tant factors that impact this relationship.

The best evidence for a causal relationship between decreased infec-
tion and increased autoimmune disease may be found in animal models. 

Table 4.3  Role of some non-MHC genes in genetic susceptibility to autoimmune disease

Gene(s) Disease association(s) Mechanism(s)

AIRE Autoimmune polyendocrine syndrome Defi cient expression of tissue antigens and deletion of 
self-reactive T cells in the thymus

Complement proteins (C2, C4) Lupus-like disease Impaired elimination of immune complexes; reduced 
B-cell tolerance

Fas, FasL lpr and gld mouse strains; human ALPS Defi cient elimination of self-reactive T cells and B 
cells

FcγRIIb Lupus-like disease Reduced feedback inhibition of B-cell activation

Foxp3 X-linked polyendocrinopathy and enteropathy (IPEX) Defi ciency of Treg cells

IL-2; IL-2Rα/β Many autoimmune diseases Defi ciency of Treg cells

NOD-2 Crohn’s disease (infl ammatory bowel disease) Decreased resistance or reduced responses to intesti-
nal microbes

PTPN22 Many autoimmune diseases (e.g., T1D) Impaired tyrosine phosphatase regulation of lympho-
cyte activation

Adapted with permission from Abbas and Lichtman (ed.), Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2011).

Examples of some non-MHC genes that may contribute to the development of autoimmune diseases are shown. The roles of some of these genes are inferred from 
the autoimmune diseases that develop either in humans who carry certain mutations or in mice engineered to express specifi c gene knockouts. However, autoimmune 
diseases caused by single gene mutations are rare, and most human autoimmune diseases are complex multigenic traits (see chapter 3). lpr and gld are the mouse gene 
mutations for lymphoproliferation and generalized lymphoproliferative disease, respectively. ALPS, autoimmune lymphoproliferative syndrome; IPEX, 
immunodysregulation–polyendocrinopathy–enteropathy X-linked syndrome.
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Both the nonobese diabetic (NOD) mouse and the biobreeding rat, which 
spontaneously develop a form of T1D that shares many features with T1D 
in humans, display a much higher incidence of T1D when they are bred 
in specifi c-pathogen-free facilities than in conventional facilities. In addi-
tion, infection of NOD mice housed in conventional facilities augments 
the incidence of T1D. In contrast, infection by various pathogens prevents 
T1D in NOD mice and biobreeding rats. For example, administration of 
complete Freund’s adjuvant (containing heat-killed gram-negative Esch-
erichia coli bacteria) to young NOD mice protects against the onset of 
T1D in these mice. Similarly, treatment of young NOD mice with either 
Mycobacterium bovis BCG, Mycobacterium avium, lymphocytic chorio-
meningitis virus, lactate dehydrogenase-elevating virus, murine hepatitis 
virus, or parasites (e.g., schistosomes) protects NOD mice from T1D.

These and other sets of studies raise the possibility that infections 
may activate and expand self-reactive lymphocytes and thereby trigger 
the development of autoimmune diseases. Clinical manifestations of au-
toimmunity are often preceded by infection or infl ammation that might 
trigger the onset of disease before specifi c symptoms are manifested. This 
association between infection/infl ammation and autoimmune tissue in-
jury has been formally demonstrated in animal models (see above). In-
fections may contribute to autoimmunity in several ways (Fig. 4.8). An 
infection of a tissue may induce a local innate immune response, which 
may result in the increased production of costimulators and cytokines by 
tissue antigen-presenting cells. These activated tissue antigen-presenting 
cells may then stimulate self-reactive T cells that encounter self-antigens 
in the tissue. Thus, infection may “break” T-cell anergy and promote the 
activation of self-reactive lymphocytes.

Some infectious microbes may produce peptide antigens that are 
similar to self-antigens. Recognition of these microbial peptides by 
self-reactive T cells may result in stimulation of an immune response 
against self-antigens. Thus, cross-reactions between T cells reactive with 
microbial antigens or self-antigens can occur via a process known as 
molecular mimicry. Although the contribution of molecular mimicry to 
autoimmunity has been extensively investigated, its actual signifi cance 
in the development of most autoimmune diseases, including T1D, re-
mains unknown. Epidemiological data suggest that cross-reactivity of 
islet autoantigen-reactive T cells with enteroviruses (coxsackie B4 virus) 
may be causal to T1D. However, this causality relationship remains un-
certain, perhaps due to the long lag time between the triggering infec-
tion and clinical onset of T1D. On the other hand, some rare disorders 
exist in which antibodies produced against a microbial protein bind to 
self-proteins. One example is rheumatic fever, in which antibodies against 
streptococcal bacteria cross-react with a myocardial antigen and elicit 
heart disease.

Infections also may injure tissues and release antigens that normally 
are sequestered from the immune system. For example, some sequestered 
antigens (e.g., in immune-privileged sites such as the testis and eye) nor-
mally are not “seen” by the immune system and are ignored. Release of 
these antigens (e.g., by trauma, infection, or infl ammation) may initiate an 
autoimmune reaction against the tissue.

NOD
nonobese diabetic
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As discussed above, some infectious agents may suppress autoim-
mune responses. However, the mechanisms of suppression of such re-
sponses may not result from the induction of an immune response against 
their antigenic constituents. Rather, the stimulation of Toll-like receptors 
(TLRs) may be involved. TLRs belong to a family of proteins (nine TLRs 
exist) that play a key role in the innate immune system and the digestive 
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Figure 4.8  Association of infection with autoimmune disease. (A) Exposure of mature 
T cells to self-antigens presented by resting tissue antigen-presenting cells typically 
results in peripheral tolerance by either anergy or deletion. (B) Microbial antigens may 
activate the antigen-presenting cells to express costimulator molecules (e.g., B7). When 
these antigen-presenting cells present self-antigens, the specifi c T cells are activated in 
lieu of becoming tolerant. (C) Some microbial antigens may cross-react immunolog-
ically with self-antigens via a process known as molecular mimicry. In this manner, 
immune responses initiated by the microbes may become targeted toward one’s own 
cells and tissues. While this fi gure illustrates concepts that apply to T cells, molecular 
mimicry may also apply to self-reactive B cells. doi:10.1128/9781555818890.ch4.f4.8



224 C H A P T E R  4

system. They are single, membrane-spanning, noncatalytic receptors that 
mediate infection by recognition of different structurally conserved mole-
cules derived from microbes. Once these microbes have breached physical 
barriers such as the skin or intestinal tract mucosa, they are recognized 
by TLRs, which activate immune cell responses. TLR stimulation acti-
vates the innate immune system and enhances the production of proin-
fl ammatory cytokines that can accelerate the development of T1D. The 
development of T1D in mice may be signifi cantly reduced in NOD mice 
previously treated with various TLR4 agonists (e.g., bacterial lipopolysac-
charide [LPS]) and TLR9 agonists (e.g., the CpG oligonucleotide). These 
observations in experimental T1D are similar to those made in experi-
mental colitis, where the protective effect of probiotics is not observed in 
TLR9−/− knockout mice.

Other mechanisms may be operable here, as suggested by the appear-
ance of immunosuppression observed upon infection with the hepatitis A 
virus, measles virus protein, or various parasites. Thus, some infections 
appear to paradoxically confer protection from autoimmune diseases.

Immune Surveillance against Tumors

During immune responses against tumors, the immune system responds 
to cells perceived to be foreign. The antigens that designate tumors as for-
eign may be expressed in malignant transformed cells. Thus, special mech-
anisms exist to induce immune responses against various tumor cell types. 
An important mechanism of tumor destruction is killing by cytotoxic T 
lymphocytes (CTLs). In this section, the major concepts to be discussed 
are as follows:

• Recognition of tumor antigens as foreign by the immune system
• Response to tumors by the immune system
• Manipulation of immune responses to tumors to enhance tumor 

rejection

Since the 1950s, it has been thought that a physiological function of 
the adaptive immune system is to prevent the growth of transformed cells 
and/or to destroy these cells before they become harmful tumors. This rec-
ognition of tumors by the immune system is called immune surveillance. 
The immune system patrols the body to recognize and destroy both in-
vading pathogens and host cells that give rise to cancer. Current evidence 
suggests that cancer cells develop frequently throughout life, but these 
cells are killed by the immune system rapidly after they appear. There is 
also evidence that the immune system mounts an attack against estab-
lished cancers, although it often fails.

Considerable evidence indicates that immune surveillance against 
tumors is important for the prevention of tumor growth (Table  4.4). 
However, since common malignant tumors develop in individuals with 
functioning immune systems, immune responses against tumors are con-
sidered to be much weaker than immune responses against infectious mi-
crobes. In fact, antimicrobial responses may be reduced in the face of 
rapidly growing tumors. A rational approach to enhance tumor immunity 

LPS
lipopolysaccharide

CTL
cytotoxic T lymphocyte
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and suppress the rapid growth of tumors is to identify the structure of 
tumor antigens recognized by the immune system and then devise novel 
strategies to enhance antitumor immunity.

Characteristics of Tumor Antigens

Various types of proteins expressed by malignant tumors may be recog-
nized as foreign antigens by T cells of the immune system (Table 4.5). If 
a person’s immune system can react against a tumor in that individual, 
then the tumor must express antigens seen as foreign by that individual’s 
immune system. In experimental tumors, e.g., those induced by chemical 

Table 4.4  Immune system responses to tumor antigens

Findings Consequence(s)

Histopathological and clinical data: lym-
phocytic infi ltrates around some tumors and 
enlargement of draining lymph nodes cor-
relate with better prognosis

Immune responses against tumor antigens 
inhibit tumor growth.

Experimental data: tumor transplants are 
rejected by animals previously sensitized to 
that tumor; immunity to tumor transplants 
may be transferred by lymphocytes from a 
tumor-bearing animal

Tumor rejection displays features of adaptive 
immunity (specifi city and memory) and is 
mediated by lymphocytes (see chapter 2).

Clinical and experimental data: individuals 
who are immunodefi cient have an increased 
incidence of certain types of tumors.

The immune system protects against the 
growth of tumors. This property is known as 
immune surveillance.

Adapted with permission from Abbas and Lichtman (ed.), Basic Immunology: Functions and Disorders 
of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).

Much experimental and clinical evidence supports the notion that the immune system reacts against 
tumors and that tumor immunity is a mechanism that is pivotal to the eradication of tumors. In particular, 
defense against tumors involves T-cell recognition of tumor antigens by activated antigen-presenting cells.

Table 4.5  T-cell recognition of various types of tumor antigens

Type of tumor antigen 
presented by self-MHC T-cell response Examples of tumor antigens

Normal self-protein None NA

Mutated self-protein Tumor-specifi c CD8+ T cells Mutant proteins in carcinogen- 
or radiation-induced animal 
tumors; mutated proteins in 
human melanoma tumors

Product of oncogene or 
mutated tumor suppressor 
gene

Tumor-specifi c CD8+ CTLs Oncogene products: mutated 
Ras, Bcr/Abl fusion proteins
Tumor suppressor gene prod-
ucts: mutated p53 protein

Overexpressed or aberrantly 
expressed self-protein

Tumor-specifi c CD8+ CTLs Tyrosinase, gp100, and can-
cer/testis antigens in various 
tumors

Oncogenic virus Virus-antigen specifi c CD8+ 
CTLs

Human papillomavirus E6 
and E7 proteins in cervical 
carcinoma; EBNA proteins in 
EBV-induced lymphomas

Tumor antigens that are recognized by tumor-specifi c CD8+ T cells may comprise either mutated forms 
of normal self-proteins, products of oncogenes or tumor suppressor genes, overexpressed or aberrantly 
expressed self-proteins, or products of oncogenic viruses. Tumor antigens may also be recognized by CD4+ 
T cells, since CD4+ T cells provide help to tumor-specifi c CD8+ T cells that have CTL activity against the 
tumors. EBNA, Epstein–Barr virus nuclear antigen; EBV, Epstein–Barr virus; gp100, glycoprotein of 100 
kDa; NA, not applicable.
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carcinogens or radiation, a self-protein may be mutated to produce an al-
tered tumor antigen. Essentially, while any gene may be mutated randomly 
in different tumors, it is important to note that most of the mutated genes 
do not play any role in the generation of a tumor (tumorigenesis). Such 
mutants of diverse cellular self-proteins arise much more infrequently in 
spontaneous human tumors than in experimentally induced tumors.

Some tumor antigens are protein products of mutated or translocated 
cancer-causing genes (oncogenes) or tumor suppressor genes that medi-
ate malignant transformation. Interestingly, in several human tumors, the 
antigens that promote immune responses appear to be normal proteins 
that are overexpressed. Alternatively, normal proteins whose expression 
is restricted to certain tissues or to particular stages of development may 
be dysregulated in tumors. While these normal self-antigens generally do 
not stimulate immune responses, their aberrant expression may trigger 
such responses. For example, self-proteins that are expressed only in em-
bryonic tissues (e.g., carcinoembryonic antigen) may not induce tolerance 
in adults, so the same proteins expressed in tumors may be recognized 
as foreign by the immune system. In tumors derived by oncogenic virus 
transformation, tumor antigens are commonly products of viral genes 
(e.g., E6 and E7 proteins of the human papillomavirus that causes cervi-
cal cancer; see chapter 5).

Immune Mechanisms of Tumor Rejection

The main mechanism of immune-mediated tumor destruction is the kill-
ing of tumor cells by CTLs specifi c for tumor antigens. A majority of 
tumor antigens that induce immune responses in tumor-bearing individ-
uals are endogenously synthesized cytosolic proteins presented on the 
surfaces of tumor cells as peptide–MHC class I complexes. These com-
plexes are recognized by MHC class I-restricted CD8+ CTLs that kill the 
antigen-producing target tumor cells. The role of CTLs in tumor rejection 
has been convincingly demonstrated in mouse models in which trans-
planted tumors were destroyed upon transfer of tumor-specifi c CD8+ T 
cells to the tumor-bearing mice.

CTL responses against tumors frequently result from the recognition 
of tumor antigens on host antigen-presenting cells, which phagocytose 
(internalize) tumor cells or their antigens and present the antigens to T 
cells (Fig.  4.9). Any nucleated cell type may be transformed into a tu-
mor cell. Such tumor cells display MHC class I-associated peptides, as 
all nucleated cells in the body express MHC class I molecules. However, 
the tumor cells frequently do not express costimulators or MHC class II 
molecules. Nonetheless, the activation of naïve CD8+ T cells to prolifer-
ate and differentiate into active CTLs requires the recognition of antigen 
(MHC class I-bound peptide) and costimulation and/or help from MHC 
class II-restricted CD4+ T cells (see chapter 2).

How do tumors of different cell types stimulate CTL responses? In ex-
perimental mouse models, following the phagocytosis (ingestion) of tumor 
cells by host dendritic cells, tumor antigens are enzymatically processed 
and presented by MHC class I and MHC class II molecules on the surfaces 
of host dendritic cells. In this manner, tumor antigens, like other protein 
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antigens, may activate both CD8+ T cells and CD4+ T cells. During T-cell 
activation and interaction with dendritic cells, these dendritic cells express 
the costimulator molecules (CD80 and CD86, etc.) that provide “second 
signals” for T-cell activation. This process is called cross-presentation or 
cross-priming, because one cell type (dendritic cells) presents antigens of 
another cell (tumor cell) and activates (or primes) T cells specifi c for the 
second cell type (tumor cell). Following the differentiation of naïve CD8+ 
T cells into effector CTLs, the CTLs can kill target tumor cells that express 
the relevant antigens in the absence of costimulation or T-cell help. Thus, 
CTL differentiation may be induced by cross-presentation of tumor anti-
gens by host antigen-presenting cells, but importantly, the CTLs react only 
against the tumor itself. The latter specifi city of activated CTLs for only 
tumor cells is a primary objective of tumor immunity.

Antitumor CD4+ T-cell responses and antitumor antibodies have also 
been detected in patients. However, it is still questionable whether these 
responses actually protect individuals against tumor growth. Experimen-
tal animal model studies have shown that activated macrophages and 
natural killer (NK) cells can destroy tumor cells in vitro, but again, the 
protective role of these effector mechanisms in tumor-bearing individuals 
remains to be determined. Further experimentation is required to solve 
these issues.
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Figure 4.9  Induction of CD8+ CTLs against tumors. CD8+ T-cell responses to tu-
mors may be induced by cross-presentation of tumor antigens that are taken up by 
dendritic cells, processed, and presented by self-MHC molecules to T cells. In certain 
cases, B7 costimulators expressed by these antigen-presenting cells provide the sec-
ond signals for the differentiation of the activated CD8+ T cells into tumor-specifi c 
CD8+ CTLs. The antigen-presenting cells may also stimulate CD4+ Th cells, which 
provide signals and cytokines for CTL development. Differentiated CTLs kill tu-
mor cells without a requirement for costimulation of CD4+ Th cells. Adapted with 
permission from Abbas and Lichtman (ed.), Basic Immunology: Functions and Dis-
orders of the Immune System, 3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011). 
doi:10.1128/9781555818890.ch4.f4.9
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Figure 4.10  Mechanisms of immune evasion by tumors. Immune responses against 
tumors (antitumor immunity) develop when T cells recognize tumor antigens and are 
activated. Tumor cells may evade immune responses by reducing the expression of tu-
mor antigens or MHC molecules, expressing mutated MHC molecules, or producing 
cytokines and inhibitory cell surface proteins (ligands and receptors) that suppress an 
immune response against the tumor cells. Adapted with permission from Abbas and 
Lichtman (ed.), Basic Immunology: Functions and Disorders of the Immune System, 
3rd ed. (Saunders Elsevier, Philadelphia, PA, 2011).
 doi:10.1128/9781555818890.ch4.f4.10
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Immune Evasion by Tumors

Two outcomes might impair immune surveillance and tumor destruction. 
First, immune responses are frequently ineffective or too weak to perform 
immune surveillance. Second, tumors have evolved effective mechanisms 
to evade immune attack. This presents a huge challenge to the immune 
system to effectively destroy malignant tumors, because these tumors can 
grow rapidly and all tumor cells must be destroyed to prevent the forma-
tion and spread of new tumors (metastasis). Often, our immune defense 
mechanisms are overwhelmed by the growth of the tumor. In addition, 
immune responses against tumors may be ineffective because many tumor 
antigens are only weakly immunogenic, possibly due to their structural 
similarities to self-antigens.

Growing tumors also develop several mechanisms for evading im-
mune responses (Fig.  4.10). In some tumors, called “antigen loss vari-
ants,” the expression of antigens targeted by the immune attack is 
arrested. If the lost antigens are not required to maintain the malignant 
properties of the tumor, the variant tumor cells may continue to grow 
and metastasize. Other tumors terminate expression of MHC class I mol-
ecules and/or molecules involved in antigen processing, blocking their 
ability to display antigens to CD8+ T cells. NK cell receptors recognize 
their ligands expressed by tumor cells, but not by normal cells, and are 
activated when their target cells lack MHC class I molecules. Therefore, 
NK cells may provide a mechanism for killing MHC class I-negative tu-
mors. Still other tumors may secrete immunosuppressive cytokines, such 
as TGF-β, which inhibits tumor responses. Finally, some tumors engage 
normal T-cell-inhibitory pathways, such as those mediated by CTLA-4 or 
PD-1, and thus suppress antitumor responses.

Infl ammation and Immune Hypersensitivity Disorders

Although immune responses generally defend a host against infection and 
infl ammation, immune responses may also infl ict tissue injury and disease. 
Such pathogenic immune responses are termed immune hypersensitivity 

reactions, a term derived from the concept that an immune response to 
an antigen elicits a sensitivity to a secondary challenge with that antigen. 
Thus, hypersensitivity reactions represent excessive or aberrant immune 
responses, and they may occur in two main situations. First, responses to 
foreign antigens may be dysregulated (uncontrolled) and lead to infl am-
mation and tissue injury. Second, immune responses against self-antigens, 
such as those that occur in autoimmune disease, may result from a failure 
of self-tolerance.

This section highlights the important features of hypersensitivity 
reactions; the infl ammation, tissue injury, and diseases they cause; and 
their pathogenesis. The main points discussed are mechanisms of different 
types of hypersensitivity reactions; major infl ammatory, pathological, and 
clinical features of diseases caused by these reactions; and treatment of 
such diseases.
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Types of Infl ammation and Associated 
Immune Hypersensitivity Reactions

Hypersensitivity reactions are classifi ed based on the primary immune 
mechansism responsible for tissue injury and disease (Table 4.6). Imme-
diate hypersensitivity, or type I hypersensitivity, is caused by the release 
of mediators from mast cells. The type I reaction involves the production 
of immunoglobulin E (IgE) antibody against environmental antigens and 
the binding of IgE to mast cells in various tissues. IgM and IgG anti-
bodies may cause diseases in two ways: such antibodies directed against 
cell or tissue antigens can damage these cells or tissues or impair their 
functions. These diseases are antibody mediated and represent type II hy-
persensitivity. When complexes are formed between IgM and IgG anti-
bodies and target soluble antigens, these immune complexes may deposit 
in blood vessels in various tissues, causing infl ammation and tissue in-
jury. Such diseases are called immune complex diseases and represent type 
III hypersensitivity. Finally, some diseases result from T-cell reactivity to 
self-antigens in tissues, such as CD4+ delayed-type hypersensitivity and 
CD8+ T-cell-mediated cytolysis. These T-cell-mediated diseases represent 
type IV hypersensitivity.

Immediate Hypersensitivity

Immediate hypersensitivity is a rapid, immunoglobulin E (IgE) antibody- 
and mast cell-mediated vascular and smooth muscle reaction. This reac-
tion is often followed by infl ammation that occurs in some individuals 
who encounter certain foreign antigens to which they have been exposed 
previously. Immediate hypersensitivity reactions are also called allergy, 
or atopy, and individuals with a strong propensity to develop such reac-
tions are “atopic.” These reactions may affect various tissues and occur 
with variable severities in different individuals. Common types of imme-
diate hypersensitivity reactions include hay fever, food allergies, bronchial 
asthma, and anaphylaxis.

IgE
immunoglobulin E

Table 4.6  Types of hypersensitivity reactions

Type of hypersensitivity Mediators of immune pathology Mechanisms of tissue injury and disease

Type I (immediate hypersensitivity) Th2 cells, IgE antibody, mast cells, eosinophils Mast cell-derived mediators (vasoactive amines, lipid 
mediators, and cytokines)

Type II (antibody-mediated diseases) Antibodies (IgM and IgG) against target 
cell surface antigens or extracellular matrix 
antigens

Antibodies bind to Fc receptors on infl ammatory cells 
(neutrophils and macrophages) and then fi x comple-
ment; complement and Fc receptors mediate recruit-
ment and activation of infl ammatory cells
Phagocytosis of infl ammatory cells
Defi cient cell function (e.g., hormone receptor signaling)

Type III (immune complex-mediated 
diseases)

Neutrophils, immune complexes of circu-
lating antigens and IgM or IgG antibodies; 
deposition of these complexes in the basement 
membrane of a blood vessel wall

Complement and Fc receptor mediated recruitment and 
activation of infl ammatory cells (e.g., mast cells and 
neutrophils)

Type IV (T-cell-mediated diseases) DTH: CD4+ T cells, macrophages, cytokines
T cell-mediated cytolysis: CD8+ CTLs, 
cytokines

DTH: macrophage activation and cytokine-mediated 
infl ammation
Direct target cell lysis, cytokine-mediated infl ammation

The four main types of immune hypersensitivity reactions and their different immune effector molecules and mechanisms of tissue injury and disease are summa-
rized. Ig, immunoglobulin; DTH, delayed-type hypersensitivity.
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Allergies are the most frequent disorders of the immune system, es-
timated to affect about 20% of the population. The sequence of events 
in the development of immediate hypersensitivity reactions consists of 
the production of IgE antibodies in response to an antigen, binding of 
IgE to Fc receptors of mast cells, antigen-induced cross-linking of mast 
cell-bound IgE, and release of mast cell mediators (Fig. 4.11). Some mast 

First exposure
to allergen
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Th2 cells and stimulation
of IgE class switching
in B cells

IgE production

IgE-secreting B cell

Mast cell

IgE

IgE binding to 
FcεRI on mast cells

Allergen-induced
cross-linking of IgE
bound to FcεRI

Mediators

Vasoactive amines,
lipid mediators

Cytokines

Immediate hypersensitivity
reaction (minutes after

repeat exposure to allergen)

Late-phase reaction
(6–24 hours after repeat

exposure to allergen)

FcεRI

Repeat exposure
to allergen

Activation of mast cell:
release of mediators

Th2 cellB cell

Allergen Figure 4.11  Development of an imme-
diate hypersensitivity reaction. Exposure 
of an individual to an allergen stimulates 
Th2 cell activation that results in IgE an-
tiallergen antibody production. These 
events catalyze immediate hypersensitiv-
ity reactions, during which the IgE anti-
bodies bind to Fc receptors (FcεRI) on 
mast cells, a process known as sensitiza-
tion. Subsequent exposure to the aller-
gen activates mast cells to secrete several 
mediators, such as amines, lipid media-
tors, and cytokines. The actions of these 
various mediators and cytokines induce 
the immune pathology of immediate hy-
persensitivity reactions that occur either 
early (minutes) or later (6 to 24 h) after 
exposure to the allergen. These reactions 
may result in upper respiratory infec-
tions, hay fever, food allergies, bronchial 
asthma, and anaphylaxis.
 doi:10.1128/9781555818890.ch4.f4.11
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cell mediators elicit a rapid increase in vascular permeability and smooth 
muscle contraction, leading to many symptoms of these reactions. This 
vascular and smooth muscle reaction generally occurs within minutes of 
exposure of a previously sensitized individual to antigen—i.e., immediate 
hypersensitivity. Other mast cell mediators are cytokines that recruit neu-
trophils and eosinophils to the site of infl ammation over several hours. 
The latter infl ammatory component is called a late-phase reaction, which 
accounts for the tissue injury consequent to repeated episodes of immedi-
ate hypersensitivity.

Production of IgE Antibody

In allergic but not healthy individuals, exposure to some antigens can ac-
tivate Th2 cells and IgE antibody production (Fig. 4.11). Upon encounter 
of antigens such as proteins in pollen, certain foods, insect venoms, or ani-
mal dander or exposure to certain drugs such as penicillin, a vigorous Th2 
cell response ensues. An atopic individual may be allergic to one or more 
of these antigens. Immediate hypersensitivity follows Th2 cell activation 
in response to protein antigens or chemicals that bind to proteins. Anti-
gens that stimulate immediate hypersensitivity (allergic) reactions are usu-
ally called allergens. Two cytokines secreted by Th2 cells, IL-4 and IL-13, 
stimulate allergen-specifi c B cells to develop further into IgE-producing 
plasma cells. Therefore, atopic persons produce large amounts of IgE an-
tibodies in response to antigens that do not elicit IgE responses in most 
(nonallergic) people. The preference toward Th2 development, IgE pro-
duction, and immediate hypersensitivity is genetically controlled, and 
many different genes (polygenic control) contribute to these outcomes.

Activation of Mast Cells and Secretion of Mediators

IgE antibody produced in response to an allergen binds to high-affi nity Fc 
receptors specifi c for the ε H chain expressed on mast cells (Fig. 4.12). In 
an atopic individual, mast cells are coated with IgE antibody specifi c for 
the antigen(s) to which the individual is allergic. This coating of mast cells 

A IgE-coated resting mast cell B Antigen-activated mast cell

Mast cell degranulation

FcεRI

Mast cell

Antigen cross-linked
IgE–FcεRI

Figure 4.12  Mast cell activation. (A) The binding of antiallergen IgE antibod-
ies to FcεRI receptors on mast cells sensitizes the mast cells to become acti-
vated upon repeat exposure to the allergen. (B) The binding of the allergen to IgE 
cross-links the FcεRI receptors and activates the mast cells to become degranulated. 
doi:10.1128/9781555818890.ch4.f4.12
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with IgE is known as “sensitization,” because coating with IgE specifi c 
for an antigen renders mast cells sensitive to subsequent stimulation by 
that antigen. In healthy individuals, mast cells may carry IgE molecules of 
several different specifi cities, because many antigens may elicit weak IgE 
responses that do not provoke immediate hypersensitivity reactions. Mast 
cells are present in all connective tissues, and selection of those mast cells 
activated by cross-linking of allergen-specifi c IgE often depends on the 
route of entry of the allergen. Inhaled allergens activate mast cells in the 
submucosal tissues of the bronchus in the lung, whereas orally ingested 
allergens activate mast cells in the wall of the intestine. The high-affi nity 
Fcε receptor, FcεRI, consists of three chains, one of which binds the Fc 
portion of the ε H chain very strongly, with a Kd (dissociation constant) 
of ∼10−11 M. Note that the IgE concentration in plasma is ∼10−9 M, so 
even in healthy individuals, mast cells are always coated with IgE bound 
to FcεRI. The other two chains of FcεRI are signaling proteins. The same 
FcεRI also is present on basophils, the circulating counterpart of mast 
cells, but the role of basophils in immediate hypersensitivity is not as well 
understood as that of mast cells.

Immediate hypersensitivity reactions occur after initial exposure to an 
allergen elicits specifi c IgE production and repeat exposure activates sen-
sitized mast cells. Thus, after IgE-sensitized mast cells are exposed to an 
allergen, the mast cells are activated to secrete their mediators (Fig. 4.11 
and 4.12). Mast cell activation results from binding of an allergen to two 
or more IgE antibodies on the mast cell. IgE and bound FcεRI molecules 
are cross-linked, and this triggers many signals downstream of FcεRI. The 
signals lead to three types of responses in the mast cell: rapid release of 
granule contents (degranulation), synthesis and secretion of lipid media-
tors, and synthesis and secretion of cytokines.

The key mediators produced by mast cells are vasoactive amines and 
proteases released from granules, products of arachidonic acid metabo-
lism, and cytokines (Fig. 4.13). The major amine, histamine, dilates small 
blood vessels, increases vascular permeability, and stimulates transient 
smooth muscle contraction. Proteases may cause damage to local tissues. 
Arachidonic acid metabolites include prostaglandins that lead to dilation 
of blood vessels and leukotrienes that stimulate prolonged contraction of 
smooth muscle. Cytokines induce local infl ammation (the late-phase reac-
tion). As mast cell mediators elicit acute blood vessel and smooth muscle 
reactions and infl ammation, they comprise the primary biomarkers of im-
mediate hypersensitivity.

The late-phase reaction is mediated by cytokines that are secreted 
by mast cells and recruit leukocytes, including eosinophils, neutrophils, 
and Th2 cells (Fig. 4.11). Mast cell-derived tumor necrosis factor (TNF) 
and IL-4 promote neutrophil- and eosinophil-dependent infl ammation, 
respectively (Fig. 4.13). Chemokines released from mast cells and epithe-
lial cells in the tissues recruit leukocytes to these sites of infl ammation. 
The recruited eosinophils and neutrophils secrete proteases that cause tis-
sue damage, which may be further enhanced by the elevated production 
of cytokines by the recruited Th2 cells. Eosinophils are activated by IL-5 
produced by Th2 cells and mast cells.

TNF
tumor necrosis factor
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Therapy for Immediate Hypersensitivity

The pathology of immediate hypersensitivity may vary widely in tissues 
according to the levels of mediators released by mast cells (Table 4.7). 
Mild reactions commonly seen in hay fever, e.g., allergic rhinitis and si-
nusitis, are reactions to inhaled allergens, such as ragweed pollen protein, 
dust, animal dander, and insect venom. Sinusitis results from an infl amma-
tion of the sinuses that occurs with an infection from a virus, bacterium, 
or fungus. Histamine is synthesized by mast cells in the nasal mucosa, and 
IL-13 is a product of Th2 cells. These two mediators stimulate the ele-
vated production of mucus, which may lead to prolonged infl ammation. 
In food allergies, ingested allergens trigger mast cell degranulation, and 
the released histamine causes increased peristalsis. Bronchial asthma is a 
form of respiratory allergy in which inhaled allergens stimulate bronchial 
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Figure 4.13  Signaling in activated mast cells. Cross-linking of IgE on mast cells by 
an allergen activates (phosphorylates) proteins of the FcεRI signaling complex. As 
a result of this activation, many downstream signaling pathways are stimulated. 
These pathways further promote the release of various components from mast cell 
granules (vasoactive amines and proteases) as well as the synthesis of metabolites 
of arachidonic acid, such as lipid mediators that stimulate the secretion of pros-
taglandins and leukotrienes. The net result of these pathways is the dilation of blood 
vessels (vasoactive) and contraction of smooth muscles. An additional pathway ele-
vates the synthesis of several cytokines, such as TNF, which mediates the recruitment 
of neutrophils and macrophages to sites of infl ammation in target tissues and cells. 
doi:10.1128/9781555818890.ch4.f4.13
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mast cells to release mediators, including leukotrienes, which result in re-
current bronchial constriction and airway obstruction. In chronic asthma, 
there are large numbers of eosinophils in the bronchial mucosa and exces-
sive secretion of mucus in the airways, and the bronchial smooth muscle 
becomes hyperreactive to various stimuli. Some cases of asthma are not 
associated with IgE production, although all are caused by mast cell acti-
vation. In some affected persons, asthma may be triggered by cold or exer-
cise, but the associated mechanisms of mast cell activation are unknown.

The most severe form of immediate hypersensitivity is anaphylaxis, a 
systemic reaction characterized by edema (abnormal accumulation of fl uid 
in locations beneath the skin or in one or more cavities of the body; presents 
clinically as swelling) in many tissues, including the larynx, accompanied 
by a fall in blood pressure. This reaction is caused by widespread mast cell 
degranulation in response to a systemic antigen, and it is life threatening 
because of the sudden fall in blood pressure and airway obstruction.

Therapies for immediate hypersensitivity reactions target the inhibi-
tion of mast cell degranulation, block the effects of mast cell mediators, 
and reduce infl ammation (Table 4.8). The most commonly used drugs are 
antihistamines for hay fever, drugs that relax bronchial smooth muscles 
for asthma, and epinephrine for anaphylaxis. Corticosteroids are used to 
inhibit the infl ammation associated with asthma. Repeated treatment with 
small doses of allergens is referred to as desensitization. Many patients 

Table 4.7  Clinical syndromes of immediate hypersensitivity

Clinical syndrome(s) Clinical symptoms and pathology

Allergic rhinitis, sinusitis (hay fever) Increased secretion of mucus; infl ammation of upper airways and sinuses

Food allergy Increased involuntary constriction and relaxation (peristalsis) of muscles in the intestine due 
to the contraction of these muscles

Bronchial asthma Bronchial hyperresponsiveness due to the contraction of smooth muscles and restricted 
breathing; infl ammation and tissue injury elicited by a late-phase reaction

Anaphylaxis (may result from an administered 
drug, bee sting, or food ingestion)

Low blood pressure stimulated by the dilation of blood vessels; obstruction of airways due 
to swelling of the larynx caused by accumulation of body fl uids at or near the site of infl am-
mation

The clinical symptoms of some common immediate hypersensitivity responses are summarized. Immediate hypersensitivity may also be manifested by a skin allergy 
that leads to the development of skin infl ammation and lesions, such as urticaria (hives or rash) and eczema (scaly and itchy rashes).

Table 4.8  Treatment of immediate hypersensitivity

Disorder Therapy Mechanism(s)

Anaphylaxis Epinephrine Elicits contraction of smooth muscles surrounding blood vessels; 
stimulates cardiac output (to counter shock); blocks mast cell 
degranulation

Bronchial asthma Corticosteroids Decrease infl ammation

Phosphodiesterase inhibitors Relax bronchial smooth muscles

Different allergic diseases Desensitization (repeated treatment with low 
doses of allergens)

Unknown; may block IgE production and increase synthesis of 
different subclasses of antibodies (e.g., IgG and IgM)

Anti-IgE antibody (clinical trials) Neutralizes and eliminates IgE

Antihistamines Inhibit the action of histamine on blood vessels and smooth muscles

Cromolyn Inhibits mast cell degranulation

Cardiac output is the rate at which blood is pumped out by the heart into the circulation. Inhalation of the drug cromolyn prevents the release of mediators from 
infl ammatory mast cells in the lungs that cause asthma symptoms.
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can derive benefi t from this treatment, which may work by reducing Th2 
responses and/or by inducing tolerance (anergy) in allergen-specifi c T 
cells. Despite this potential benefi t, additional studies are required to de-
termine why common environmental antigens elicit the activation of Th2 
cells and mast cells that can cause considerable tissue damage.

Antibody- and Antigen–Antibody Complex-Induced Disease

Chronic immunological diseases in humans frequently result from 
antibody-mediated hypersensitivity reactions mediated by IgM and IgG 
but not IgE antibodies (Fig. 4.14). IgM and IgG antibodies against cells 
or extracellular matrix components deposit in all tissues that express the 
relevant target antigen(s). Tissue resident antibody-bound activated neu-
trophils and macrophages may elicit tissue injury. IgG1 and IgG3 antibodies 
bind to neutrophil and macrophage Fc receptors and activate these leuko-
cytes to elicit infl ammation (see chapter 2). Both IgG and IgM antibodies 
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Figure 4.14  Types of antibody-mediated diseases. (A) Tissue injury results from ac-
tion of antitissue antibodies. The binding of IgM and IgG antibodies to their target 
antigens on cells and extracellular matrix may cause type II hypersensitivity reactions 
that lead to tissue injury and disease. (B) Tissue injury results from the deposition of 
antibody–antigen immune complexes. IgM and IgG antibodies to target antigens on 
cells and extracellular matrix may form immune complexes in the blood circulation 
that deposit primarily in blood vessels. These deposits cause local type III hypersensi-
tivity reactions at sites of infl ammation in the vessels, an outcome known as vasculitis. 
doi:10.1128/9781555818890.ch4.f4.14
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activate the complement system and yield complement by-products that 
recruit leukocytes and induce infl ammation. When leukocytes are acti-
vated at sites of antibody deposition, these cells release substances such as 
reactive oxygen species and lysosomal enzymes that damage the adjacent 
tissues. If antibodies bind to cells, such as erythrocytes and platelets, the 
cells may be ingested and destroyed by host macrophages.

Antibodies bound to cells may also cause disease by forming immune 
complexes that deposit in blood vessels at sites of infl ammation (branches 
of vessels) or high pressure (kidney glomeruli and synovium). Thus, im-
mune complex diseases can affect the whole body and function in wide-
spread infl ammation, such as vasculitis, arthritis, and nephritis.

The antibodies that cause these types of infl ammation and disease 
frequently are autoantibodies against self-antigens. Autoantibodies may 
bind to self-antigens in tissues or form immune complexes with circulating 
self-antigens. On the other hand, antibodies may also be produced against 
foreign (e.g., bacterial) antigens, and these antibodies usually appear dur-
ing the late stages of infections. Some individuals produce antibodies 
against streptococcal bacterial antigens that cross-react with an antigen 
in heart muscle. Accumulation of these antibodies in the heart may trigger 
an infl ammatory disease called rheumatic fever. Other individuals make 
antistreptococcal antibodies that accumulate in kidney glomeruli and give 
rise to poststreptococcal glomerulonephritis. Some immune complex dis-
eases arise from complexes formed between antimicrobial antibodies and 
microbial antigens, e.g., in patients with chronic viral (Epstein–Barr virus) 
or parasitic (malaria) infections.

Some antibodies may cause disease without directly inducing tissue 
injury. Antibodies against hormone receptors may inhibit receptor func-
tion. An example of this occurs in myasthenia gravis, in which antibod-
ies against the acetylcholine receptor inhibit neuromuscular transmission 
and lead to paralysis. Other antibodies may directly activate receptors. 
In Graves disease, a form of hyperthyroidism, antibodies against the 
thyroid-stimulating hormone receptor stimulate thyroid cells even in the 
absence of thyroid-stimulating hormone.

Therapy for Antibody-Induced 
Hypersensitivity-Mediated Diseases

Antitissue antibodies (Table  4.9) and immune complexes (Table  4.10) 
may be causal to several hypersensitivity-mediated diseases in humans. 
Two animal models have been particularly informative about the patho-
genesis of immune complex diseases. The fi rst model is serum sickness, 
which in mice is induced by systemic administration of a protein antigen 
that triggers an antibody response followed by the formation of circulat-
ing immune complexes. In humans, serum sickness may occur in a person 
who is injected with serum from another individual or animal, e.g., after 
treatment of snakebite or exposure to rabies virus. The second model is 
induced by subcutaneous administration of a protein antigen to a previ-
ously immunized animal. This leads to the formation of immune com-
plexes at the site of antigen injection and a local infl ammation of blood 
vessels (vasculitis).
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Therapy for these diseases is directed at blocking infl ammation and 
injury with drugs such as corticosteroids. In severe cases, plasmapheresis 
(plasma removal and exchange) is used to reduce levels of circulating an-
tibodies or immune complexes. Treatment of patients with an antibody 
specifi c for CD20, a protein antigen expressed on the surface of mature 
B cells, depletes B cells and may be applied clinically to treat antibody- 
and immune complex-mediated diseases. Current efforts in clinical trials 
are being devoted to (i) the inhibition of production of autoantibodies 
by treatment with anti-CD40 antibodies that block CD40–CD154 inter-
action and inhibit Th-cell-dependent B-cell activation (blockade of the 
CD40–CD154 signaling pathway is an effective strategy to induce im-
munosuppression and tolerance) and (ii) the induction of tolerance to 
autoantigens in diseases in which their structure is known.

Table 4.9  Human diseases caused by antibodies

Disease Target antigen(s) Mechanism(s) Clinical outcome(s)

Acute rheumatic fever Streptococcal cell wall antigen; 
antibody cross-reacts with heart 
muscle antigen

Infl ammation; macrophage acti-
vation

Myocarditis, arthritis

Autoimmune hemolytic anemia Erythrocyte membrane proteins 
(e.g., Rh blood group antigens)

Opsonization and phagocytosis of 
erythrocytes

Hemolysis, anemia

Autoimmune thrombocytopenic 
purpura

Platelet membrane proteins (gpIIb/
IIa integrin)

Opsonization and phagocytosis of 
platelets

Bleeding

Graves disease (hyperthyroidism) TSH receptor Antibody-mediated stimulation of 
TSH receptors

Hyperthyroidism

Myasthenia gravis Acetylcholine receptor Antibody blocks binding of acetyl-
choline to its receptor

Muscle weakness, paralysis

Pemphigus vulgaris Proteins in intercellular junctions 
of epidermal cells (e.g., cadherin)

Antibody-mediated activation of 
proteases, disruption of intercellu-
lar adhesins

Skin vesicles

Pernicious anemia Intrinsic factor of gastric parietal 
calls

Neutralization of intrinsic factor; 
decreased absorption of vitamin 
B12

Abnormal erythropoiesis, anemia

Adapted with permission from Abbas and Lichtman (ed.), Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2011).

Some human diseases in which antibodies are causal to disease onset are presented. In most of these diseases, the role of antibodies is implicated by the detection 
of antibodies in the blood or tissue lesions. Alternatively, the role of antibodies is based on data obtained by the ability of antibodies to transfer disease from one 
animal to another in experimental animal model studies. TSH, thyroid-stimulating hormone.

Table 4.10  Human diseases caused by immune complexes

Disease Antibody specifi city Clinical outcome(s)

Arthus reaction (experimental) Different protein antigens Cutaneous vasculitis

Polyarteritis nodosa Hepatitis B virus surface 
antigen

Vasculitis

Poststreptococcal glomerulone-
phritis

Streptococcal cell wall 
antigen(s)

Nephritis

Serum sickness (clinical and exper-
imental)

Different protein antigens Systemic vasculitis, nephritis, 
arthritis

Systemic lupus erythematosus DNA, nucleoproteins, etc. Nephritis, arthritis, vasculitis

Some human diseases and two diseases detectable in experimental animal models in which antigen–
antibody immune complexes are causal to disease onset are presented. Immune complexes are detected in the 
blood circulation or locally at sites of injury in various tissues. Complement- and Fc receptor-mediated 
infl ammation is causal to injury encountered in all of these diseases.
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T-Cell-Mediated Diseases

The pathogenic roles of T cells in human tissue injury and immunological 
diseases are now better understood. This is due mainly to the fact that 
methods to identify and isolate these T cells from lesions have improved, 
and animal models of human diseases have been developed in which a 
pathogenic role of T cells may be established experimentally.

T-cell-mediated hypersensitivity reactions are caused by auto-
immune reactions and by responses to environmental antigens. The 
T-cell-mediated autoimmune reactions usually are directed against 
cellular antigens that possess a restricted tissue distribution. Contact 
sensitivity to chemicals found in plants (e.g., poison ivy) is T-cell medi-
ated. Tissue injury also may accompany T-cell responses to microbes. In 
tuberculosis, a T-cell-mediated chronic immune response against My-
cobacterium tuberculosis develops and leads to an infection that is dif-
fi cult to overcome. The resultant infl ammation causes injury to normal 
tissues at the site of infection. In hepatitis virus infection, the virus itself 
may not be toxic to cells, but the CTL response to infected hepatocytes 
may cause liver injury. The activation of many T-cell clones by toxins 
produced by some bacteria and viruses can lead to the production of 
large amounts of infl ammatory cytokines, causing a syndrome similar to 
septic shock. These toxins are called superantigens, because they stimu-
late the proliferation of a high percentage (about 10 to 30%) of T cells. 
Superantigens yield these high responses because they bind to invari-
ant regions of both MHC class II antigens on antigen-presenting cells 
and TCRs on many different clones of T cells, independent of antigen 
specifi city.

In different T-cell-mediated diseases, tissue injury is caused either by a 
delayed-type hypersensitivity reaction mediated by CD4+ T cells or by the 
killing of host cells by CD8+ CTLs (Fig. 4.15). The mechanisms of tissue 
injury are identical to those used by T cells to eliminate cell-associated mi-
crobes. CD4+ T cells may react against cell or tissue antigens and secrete 
cytokines that induce local infl ammation and activate macrophages. Dif-
ferent diseases may be associated with the activation of pathogenic Th1 
and Th17 cells. Th1 cells secrete γ-interferon (IFN-γ), which activates 
macrophages, and Th17 cells recruit leukocytes, including neutrophils. 
The actual tissue injury in these diseases is caused by the macrophages 
and neutrophils. CD8+ T cells specifi c for antigens on host cells may di-
rectly kill these cells. In T-cell-mediated autoimmune diseases, CD4+ T 
cells and CD8+ T cells specifi c for self-antigens may both contribute to 
tissue injury.

Therapy for T-Cell-Mediated Hypersensitivity Disorders

Many organ-specifi c autoimmune diseases in humans are caused by T 
cells, based on the identifi cation of these cells in lesions and similarities 
with animal models in which the diseases are T-cell mediated (Table 4.11). 
These disorders are typically chronic and progressive, in part because 
T-cell–macrophage interactions amplify the reaction. Tissue injury ac-
companied by the release and modifi cation of self-proteins may result in 

IFN-𝛄
γ-interferon



240 C H A P T E R  4

reactions against these proteins by a process known as epitope spreading. 
During such reactions, an initial immune response against one or a few 
epitopes (e.g., epitopes 1 to 3) on a self-protein antigen may expand to 
include responses against many more epitopes (e.g., epitopes 4 to 10) on 
this self-antigen. Thus, as an autoimmune disease develops, immune re-
sponses targeted against epitopes 1 to 3 may spread to responses against 
epitopes 4 to 10.

Therapies for T-cell-mediated hypersensitivity disorders are designed 
to reduce infl ammation by the use of corticosteroids and antagonists 
against cytokines, such as TNF. The development of rheumatoid arthritis 
and infl ammatory bowel disease has been blocked or reduced in individ-
uals treated with TNF antagonists. Intervention of such T-cell-mediated 
hypersensitivity disorders may also be achieved with immunosuppressive 
drugs, e.g., cyclosporine. Many novel agents are now being developed to 
inhibit T-cell responses, including those that block costimulators (e.g., B7) 
and antagonists against receptors for cytokines (e.g., IL-2). Future clini-
cal trials will use such agents in attempts to induce immune tolerance in 
pathogenic T cells.
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Figure 4.15  T-cell-mediated tissue injury. There are two mech-
anisms by which T cells may elicit tissue injury. (A) The fi rst 
mechanism is mediated by delayed-type hypersensitivity reac-
tions, which may be stimulated by CD4+ and CD8+ T cells. 
In this case, activated macrophages and infl ammatory cells 
promote the onset of tissue injury. (B) The second mechanism 
is mediated by CD8+ CTL-directed killing of target cells in 
tissues. doi:10.1128/9781555818890.ch4.f4.15
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Immunodefi ciency Disorders and Defects 
in Development of the Immune System

Developmental and functional defects in the immune system may severely 
impair the health of an individual. Such defects may increase susceptibil-
ity to infections and reactivate latent infections (e.g., cytomegalovirus and 
Epstein–Barr virus infections and tuberculosis) that may be suppressed 
but not eradicated during normal immune responses. The incidence of 
certain cancers may also be increased. These consequences of defective 
immunity occur because the immune system normally defends individuals 
against infections and some cancers. Disorders that arise from defective 
immunity are called immunodefi ciency diseases. Those diseases that re-
sult from genetic abnormalities in one or more components of the im-
mune system are called primary immunodefi ciencies. Other defects in the 
immune system may result from infections, nutritional abnormalities, or 
medical treatments that cause loss of or inadequate function of various 
components of the immune system. These defects are called secondary 

immunodefi ciencies.
In this section, the following points are addressed: mechanisms by 

which immune defects give rise to primary immunodefi ciency diseases; 
mechanisms by which secondary immunodefi ciencies, such as human 

immunodefi ciency virus (HIV) infection, cause acquired immunodefi -

ciency syndrome (AIDS); and therapeutic treatments of immunodefi ciency 
diseases.

HIV
human immunodefi ciency virus

AIDS
acquired immunodefi ciency syndrome

Table 4.11  T-cell-mediated diseases

Disease T-cell specifi city Susceptibility locus Clinical outcome(s)

Chronic infections (e.g., tuberculosis) Microbial proteins Chronic infl ammation (granulomatous)

Contact sensitivity (e.g., poison ivy 
reaction)

Modifi ed skin proteins DTH reaction in skin, rash

Infl ammatory bowel disease Unknown antigens in intestinal 
microbes

NOD-2 Infl ammation of bowel wall; abdominal 
pain, diarrhea, hemorrhage

Multiple sclerosis Myelin proteins CD25 Demyelination of neurons in the central 
nervous system, sensory and motor neuron 
dysfunction

Rheumatoid arthritis Unknown antigens in joints PTPN22 Infl ammation of synovium and destruction 
of cartilage and bone in joints

Superantigen-mediated disease (e.g., 
toxic shock syndrome)

Polyclonal–microbial superanti-
gens activate a high percentage of 
T cells of many different antigen 
specifi cities

Fever, shock elicited by systemic infl amma-
tory cytokine release

T1D Pancreatic islet antigens Insulin, PTPN22 Altered glucose metabolism, vascular (blood 
vessel) disease

Viral hepatitis (HBV, HCV) Virally encoded proteins (EBNA) CTL-mediated lysis of hepatocytes; liver 
dysfunction; fi brosis

Adapted with permission from Abbas and Lichtman (ed.), Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2011).

Several diseases in which the onset of injury is mediated by either T cells, antibodies, or immune complexes are listed. Most of these diseases are T-cell mediated. 
Multiple sclerosis, rheumatoid arthritis, T1D, and infl ammatory bowel disease are autoimmune diseases. Infl ammatory bowel disease is mediated by infl ammatory 
responses to self-antigens in intestinal microbes. The other diseases shown are elicited by infl ammatory responses against foreign antigens (microbial or environmental). 
The respective roles of pathogenic T cells and their specifi cities in the various diseases were detected in humans by the activity of isolated T cells against microbial and 
tissue antigens or by adoptive cell transfer studies in some experimental animal models of disease. The genetic susceptibility loci in the autoimmune diseases shown 
are derived from genome-wide associated studies of genetic linkage (see chapter 3). CD25, IL-2Rα; DTH, delayed-type hypersensitivity; EBNA, Epstein–Barr virus 
nuclear antigen; HBV, hepatitis B virus; HCV, hepatitis C virus.
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Primary Immunodefi ciencies

Primary immunodefi ciencies are caused by genetic defects that lead to 
blocks in the maturation or function of different components of the im-
mune system. About 1 in 500 individuals in North America and Europe 
suffers from primary immunodefi ciencies (Table 4.12). Some of these defi -
ciencies may result in increased susceptibility to infections that may occur 
soon after birth and may be fatal unless the immunological defects are 
corrected. Other disorders give rise to mild infections and may be detected 
and more easily resolved in adult life.

Defects in Lymphocyte Maturation

Many primary immunodefi ciencies result from genetic changes that im-
pair the maturation of B cells, T cells, or both B cells and T cells (Fig. 4.16 
and Table 4.13). When defects in both B-cell and T-cell development oc-
cur, these disorders are termed severe combined immunodefi ciency (SCID) 
disorders. SCID patients do not have any T cells or B cells, and thus, the 
function of their immune system is severely compromised.

About half of the genetic changes that cause SCID disorders affect 
only male children; i.e., these changes are X linked. About 50% of the 
cases of X-linked SCID are caused by mutations in the subunit of a re-
ceptor for cytokines that mediates cell signaling. This subunit is called the 
recombinase enzyme (γc), because it is a component commonly found in 
the receptors of several cytokines, including IL-2, IL-4, IL-7, IL-9, and IL-
15. When the function of the γc chain is defective, immature lymphocytes 
are unable to proliferate in response to IL-7, the major growth factor 
for these cells. Thus, the survival and maturation of these lymphocyte 
precursors are signifi cantly impaired. In humans, the defect blocks T-cell 
maturation primarily, resulting in a signifi cant decrease in the numbers of 
mature T cells, defi ciency in cell-mediated immunity, and a reduction in 
antibody production (a decrease in Th cells reduces the amount of anti-
body production in B cells).

SCID
severe combined immunodefi ciency

Table 4.12  Immunodefi ciency diseases

Immunodefi ciency Histology and pathology observation(s) Consequent infections

B-cell defi ciency Decreased number (or absence) of follicles and germinal 
centers in lymphoid tissues (see chapter 2)

Pyrogenic bacterial infections

Reduced serum Ig concentration

T-cell defi ciency Reduced T-cell zones in lymphoid tissues Viral and other intracellular microbial infections 
(e.g., mycobacterial and fungal)

Fewer DTH reactions to common antigens

Lower T-cell proliferative responses to protein antigens Virus-associated malignancies (e.g., EBV-associated 
lymphomas)

Innate immune defi ciencies Variable, depending on the innate immunity component 
that is defective

Variable; pyrogenic bacterial infections

Adapted with permission from Abbas and Lichtman (ed.), Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders Elsevier, 
Philadelphia, PA, 2011).

The relevant diagnostic features and consequent infections of various groups of immune defi ciencies that are detectable in the clinic are summarized. In each group, 
different diseases and, moreover, different patients with the same disease may show much variation in clinical outcome. Reduced numbers of circulating B cells or T 
cells are frequently detected in some of these diseases. A pyrogenic reaction is a side effect caused by the infusion of a solution that is contaminated with a virus and 
commonly manifested by cold, chills, and fever. DTH, delayed-type hypersensitivity; EBV, Epstein–Barr virus; Ig, immunoglobulin.
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In those cases (about 50%) in which SCID is not X linked, i.e., au-

tosomal SCID, mutations occur in the gene that encodes the adenosine 

deaminase (ADA) enzyme, which catalyzes the breakdown of purines. A 
defi ciency in ADA activity can lead to the accumulation of toxic purine 
metabolites in cells (e.g., lymphocytes) that are dividing and actively syn-
thesizing DNA. As a result, these activated lymphocytes lose their func-
tion. ADA defi ciency blocks T-cell maturation more effectively than B-cell 
maturation.

Autosomal SCID may also be generated by mutations in the purine 
nucleotide phosphorylase enzyme, which regulates cell signaling by the 
cytokine receptor γc chain, and in either of the RAG1 and RAG2 genes, 

ADA
adenosine deaminase

Stem cell

Stem cell

B-cell maturation

T-cell maturation

Mature B cell

Mature T cell
(CD4+ or CD8+)

Immature B cell

Btk deficiency
(X-linked agammaglobulinemia)

Immature T cell
(CD4+ CD8+)

Pre-B cell

Pre-T cell

Pro-B cell

Pro-T cell

RAG deficiency
(autosomal SCID)

ADA or PNP deficiency
(autosomal SCID)

γ chain deficiency
(X-linked SCID)

Lack of thymus
(DiGeorge syndrome)

Figure 4.16  Defects in B- and T-cell maturation elicit primary immunodefi ciencies. 
The general pathways of B- and T-cell maturation are illustrated. Note that at the 
pre-B and pre-T-cell stages, the IgM μ chain on a pre-B cell and the TCR β chain on 
a pre-T cell, respectively, are fi rst expressed. PNP, purine nucleotide phosphorylase; 
RAG, recombination-activating gene; γ chain, common γ chain of many cytokine 
receptors; X-linked SCID, X-chromosome-linked SCID disorders that affect only 
male children; autosomal SCID, non-X-linked SCID disorders. DiGeorge syndrome is 
caused by an incomplete development of the thymus and a block in T-cell maturation. 
Pro-B cells are precursors of pre-B cells, pre-B cells are precursors of immature and 
mature B cells, pro-T cells are precursors of pre-T cells, and pre-T cells are precursors 
of immature and mature T cells. Adapted with permission from Abbas and Lichtman 
(ed.), Basic Immunology: Functions and Disorders of the Immune System, 3rd ed. 
(Saunders Elsevier, Philadelphia, PA, 2011). doi:10.1128/9781555818890.ch4.f4.16
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which encode the VDJ recombinase enzyme required for Ig and TCR 
gene recombinations and maturation in lymphocytes (see chapter 2). The 
cause of about 50% of both X-linked and autosomal cases of SCID is not 
known.

The most common clinical disorder caused by a block in B-cell mat-
uration is X-linked agammaglobulinemia. In this disorder, precursor B 
(pre-B) cells in the bone marrow do not mature beyond this stage, giving 
rise to the relative absence of mature B cells and serum immunoglobulins. 
Mutations in the B-cell tyrosine kinase (BTK) gene result in a loss of func-
tion in this enzyme and consequent disease. In pre-B cells, Btk is activated 
by the pre-B-cell receptor and delivers biochemical signals that promote 
B-cell maturation. Because the BTK gene is located on the X chromo-
some, women who carry a BTK mutant allele on one X chromosome are 
disease carriers. Male children who inherit the abnormal X chromosome 
are affected.

Defects in T-cell maturation are rare. The most frequent of these is 
DiGeorge syndrome, which results from incomplete development of the 
thymus and a block in T-cell maturation. Patients with this disease may 
improve with age, as the small amount of thymic tissue that does develop 
can support some T-cell maturation.

Treatment of primary immunodefi ciencies that affect lymphocyte 
maturation varies with the disease. SCID is fatal in early life unless the pa-
tient’s immune system is reconstituted by bone marrow transplantation. 
In this scenario, careful matching of donor and recipient is important to 
avoid rejection of the transplanted marrow cells. For B-cell defi ciencies, 
patients may be administered pooled serum immunoglobulin from healthy 
donors to provide passive immunity. Serum immunoglobulin replacement 
therapy is quite benefi cial in patients with X-linked agammaglobulinemia. 

Table 4.13  Characteristics of primary immunodefi ciencies

Disease Functional defi ciency(ies) Mechanism(s) of defi ciency

SCID

X-linked SCID Decreased number of T cells; normal or increased 
number of B cells; reduced level of serum Ig

Cytokine receptor common γc chain gene 
mutations; defective T-cell maturation due to 
impaired IL-7 signaling

Autosomal recessive SCID due to ADA 
and PNP defi ciency

Progressive decrease in number of T cells and B 
cells; reduced serum Ig in ADA defi ciency, normal B 
cells and serum Ig in PNP defi ciency

ADA or PNP defi ciency elicits accumulation of 
toxic metabolites in lymphocytes.

Autosomal recessive SCID Decreased number of T cells and B cells, reduced 
serum Ig concentration

Defective maturation of T and B cells; genetic 
basis unknown in most cases; may be muta-
tions in RAG genes

B-cell immunodefi ciency

X-linked agammaglobulinemia Reduced concentration of all serum Igs; reduced 
numbers of B cells

Block in maturation beyond pre-B cells due to 
mutation in Btk gene

T-cell immunodefi ciency

DiGeorge syndrome Deceased number of T cells; normal number of B 
cells; normal or decreased levels of serum Ig

Impaired development of 3rd and 4th branchial 
pouches, leading to thymic hypoplasia

Shown are the most common primary immunodefi ciencies in which the genetic blocks and their net effects are known. Ig, immunoglobulin; PNP, purine nucleotide 
phosphorylase; RAG, recombination-activating gene; branchial pouch, a pouch of embryonic endodermal tissue that develops into epithelial tissues and organs (e.g., 
the thymus and thyroid glands); hypoplasia, abnormal defi ciency of cells.
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A more desirable treatment for primary immunodefi ciencies is replace-
ment gene therapy (see chapter 10). To date, successful gene therapy has 
been reported for X-linked SCID patients, who received their own bone 
marrow cells after transfection with a normal γc chain gene to achieve 
B-cell reconstitution. However, in some of these patients, T-cell leukemia 
developed because the transfected gene was inserted near an oncogene 
that was then activated. In all patients with immunodefi ciencies, infec-
tions can occur frequently; therefore, treatment with antibiotics is gener-
ally required.

Secondary Immunodefi ciencies

Secondary immunodefi ciencies acquired during life can become quite seri-
ous, such as in the case of HIV infection (Table 4.14). The most frequent 
causes of secondary immunodefi ciencies are cancers arising from bone 
marrow and other therapies. Cancer treatment with chemotherapeutic 
drugs and irradiation may damage proliferating cells, including bone mar-
row cell precursors and mature lymphocytes, and result in immunodefi -
ciency. Treatments to prevent rejection of transplants and infl ammatory 
diseases are designed to suppress immune responses. Thus, immunodefi -
ciency is a frequent complication of such therapies.

AIDS

Since the detection of AIDS in the 1980s, it has become a devastating 
disease. AIDS is caused by infection with HIV. Globally, more than 42 
million people (about 70% in Africa and 20% in Asia) are HIV infected, 
and more than 22 million deaths are attributable to this disease at a rate 
of about 3 million deaths per year. The infection continues to spread, 
and in some countries in Africa, more than 30% of the people are HIV 
infected.

Human Immunodefi ciency Virus

HIV is a retrovirus that infects cells of the immune system, mainly CD4+ 
T cells, and causes the progressive destruction of these cells. An infectious 
HIV particle consists of two RNA strands in a protein core, surrounded 
by a lipid envelope derived from infected host cells but containing viral 

Table 4.14  The most common causes of several acquired secondary 
immunodefi ciencies and how they may modulate normal immune responses

Cause Modulation of immune response

HIV infection Depletion of CD4+ Th cells

Irradiation and chemotherapy treatments 
for cancer

Reduced bone marrow precursors for all 
leukocytes

Transformed bone marrow cells in cancer 
(e.g., leukemia)

Reduced leukocyte development

Reduced protein and calorie intake, mal-
nutrition

Metabolic changes block lymphocyte matu-
ration and function

Removal of spleen Decreased phagocytosis of microbes
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proteins (Fig. 4.17). The viral RNA encodes structural proteins, various 
enzymes, and proteins that regulate transcription of viral genes and the 
viral life cycle (see chapter 5).

The life cycle of HIV consists of the following sequential steps: in-
fection of cells, production of viral DNA and its integration into the host 
genome, expression of viral genes, assembly of viral particles, and release 
of infectious virions (Fig. 4.18). HIV infects cells using its major envelope 
glycoprotein, gp120 (for 120-kilodalton [kDa] glycoprotein), to bind to 
CD4 and some chemokine receptors (CXCR4 on T cells and CCR5 on 
macrophages; see chapter 2) on human cells. Therefore, HIV infects only 
cells that express CD4 and these chemokine receptors.

T-cell plasma membrane

HIV virion

Lipid bilayer

Integrase

CD4+ T cell

Protease

Reverse
transcriptase

gp120

p24 capsid

CD4 CD4

Chemokine receptor
(e.g., CCR5)

RNA

p17 matrix

gp41

Figure 4.17  HIV. An HIV-1 virion is positioned near a T-cell surface. HIV-1 consists 
of two identical RNA strands (viral genome) and associated enzymes. The enzymes 
include reverse transcriptase, integrase, and protease packaged in a cone-shaped core. 
The core is composed of a p24 capsid protein encompassed by a p17 protein ma-
trix, and is surrounded by a phospholipid membrane envelope derived from the host 
cell (see chapter 5). HIV-1-encoded membrane proteins gp41 and gp120 are bound 
to the envelope. CD4 and chemokine receptors (e.g., CCR5) on the cell surface are 
receptors for HIV-1. Adapted with permission from Abbas and Lichtman (ed.), Ba-
sic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders 
Elsevier, Philadelphia, PA, 2011). For the structure of the HIV-1 genome, see chap-
ter 5. doi:10.1128/9781555818890.ch4.f4.17
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Figure 4.18  Life cycle of HIV-1. The various steps of HIV reproduction are numbered 
1 to 8. These steps begin with the infection of a host cell by HIV and progress to the 
assembly and release of a new HIV particle (virion). Although numerous virions are 
synthesized and released by an infected host cell, note that the steps involved in the 
production and release of a single virion are shown here. The virions released by an 
infected cell can each infect a neighboring host cell and in this way elicit the rapid 
spread of an HIV-1 infection. doi:10.1128/9781555818890.ch4.f4.18
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The major cell types that are infected by HIV are CD4+ T cells, mac-
rophages, and dendritic cells. After binding to cellular receptors, the viral 
membrane fuses with the host cell membrane, and the virus enters the 
cell’s cytoplasm. Here the virus is uncoated by viral protease and its RNA 
is released. A DNA copy of the viral RNA is synthesized by the virus’s 
reverse transcriptase enzyme (characteristic of all retroviruses), and the 
DNA integrates into the host cell’s DNA by the action of the integrase en-
zyme. The integrated viral DNA is called a provirus. When infected T cells, 
macrophages, and dendritic cells are infected by a microbe such as HIV, 
they respond by transcribing specifi c genes, including several that lead to 
cytokine production. An undesirable caveat is that cytokines and cellular 
activation may also activate the provirus, which stimulates the production 
of viral RNAs and viral proteins. The viral core structure is assembled and 
migrates to the cell membrane, acquires a lipid envelope from the host, 
and is shed as an infectious viral particle, ready to infect another cell. The 
integrated HIV provirus may remain latent (dormant or inactive) within 
infected cells for months or years, hidden from the patient’s immune sys-
tem (and even from antiviral therapies). Most cases of AIDS are caused 
by HIV type 1 (HIV-1), which establishes a latent HIV infection in T cells, 
macrophages, or dendritic cells that may reactivate these cells to make 
more virus that becomes infectious. This increase in infectious virus can 
lead to the death of infected and uninfected lymphocytes, as well as sub-
sequent immunodefi ciencies and clinical AIDS (Fig. 4.19).

Pathogenesis of AIDS

HIV infection is acquired by sexual intercourse, sharing contaminated 
needles used by intravenous drug users, transplacental transfer, or trans-
fusion of infected blood or blood products. Acute viremia may result after 
infection when the virus is present in blood, and the host may respond 
as in any mild viral infection. The virus infects CD4+ T cells, dendritic 
cells, and macrophages at sites of entry through epithelia in various lymph 
nodes and in the blood circulation. In mucosal tissues at the sites of en-
try, many infected T cells may be destroyed. Because most lymphocytes, 
especially memory T cells, reside in these tissues, local T-cell destruction 
may give rise to a functional defi cit that is not refl ected in the presence 
of infected cells in the blood or the depletion of circulating T cells. Den-
dritic cells may capture the virus as it enters through mucosal epithelia 
and transport it to peripheral lymphoid organs, where it infects T cells. 
Rare individuals with CCR5 mutations that do not permit HIV entry into 
macrophages can remain disease free for years after HIV infection, indi-
cating the importance of macrophage infection in the progression toward 
AIDS. The integrated provirus may be activated in infected cells and lead 
to the production of viral particles and spread of the infection. During the 
course of HIV infection, the major source of infectious viral particles is 
activated CD4+ T cells; dendritic cells and macrophages are reservoirs of 
infection.

The number of T cells lost during the progression to AIDS is much 
greater than the number of infected cells. The mechanism of this T-cell loss 

HIV-1
human immunodefi ciency virus type 1
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Figure 4.19  Pathology of HIV disease. 
A widespread HIV infection throughout 
the body develops (steps 1 to 5) from 
the progression of an infection at an 
initial site of infection to many sites dis-
tributed in peripheral lymphoid tissues. 
The host immune response mediated by 
CD4+ T-cell–dendritic cell interaction in 
lymphoid tissues initially contains and 
regulates the fi rst acute infection by pro-
viding partial control of viral replication. 
Unfortunately, this response does not 
prevent the subsequent establishment 
and transmission of a chronic infection 
of cells in lymphoid tissues. Cytokines 
produced in response to HIV and other 
microbial infections stimulate HIV rep-
lication and progression to the stage of 
full-blown AIDS, which manifests by de-
struction of lymphoid tissues and signifi -
cant depletion of CD4+ T cells.
 doi:10.1128/9781555818890.ch4.f4.19
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is not well defi ned. One possibility is that T cells are chronically activated, 
perhaps by infections that are common in these patients, and the chronic 
stimulation elicits apoptosis by the pathway called activation-induced cell 
death. Other infected cells, such as dendritic cells and macrophages, may 
also die, resulting in destruction of the architecture of lymphoid organs. 
In addition to T-cell depletion, immunodefi ciency results from functional 
defects in T cells, dendritic cells, and macrophages. The signifi cance of 
these defects is not known; however, the loss of T cells coupled with the 
blood CD4+ T-cell count remains the most reliable indicator of disease 
progression.

Clinical Features of HIV Infection and AIDS

The clinical course of HIV infection is characterized by several phases that 
result in immunodefi ciency (Fig. 4.20). Early after HIV infection, patients 
may experience a mild acute illness with fever and malaise, correlating 
with the initial viremia (spread of virus in the blood). This illness subsides 
in a few days, and the disease becomes latent, during which time there is 
a progressive loss of CD4+ T cells in lymphoid tissues and destruction of 
the architecture of the lymphoid tissues. The blood CD4+ T-cell count 
declines, and when it is less than 200 per mm3 (the normal level being 
about 1,500 cells per mm3), patients become susceptible to infections and 
suffer from AIDS.
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Figure 4.20  Clinical course of HIV disease. The presence of HIV in the blood (plasma 
viremia) may be detected soon after infection (about 6 weeks) and may give rise to 
local symptoms typical of acute HIV infection. The virus spreads to lymphoid organs, 
but plasma viremia decreases to very low levels (detectable by reverse transcriptase 
PCR) and remains at these levels for many years. During this “clinical latency” period, 
CD4+ T-cell counts decline gradually due to elevated viral replication as well as T-cell 
destruction (apoptosis) and loss of architecture of lymphoid tissues. As the count of 
CD4+ T cells decreases further, increases in the risk of opportunistic infection and 
other clinical facets of AIDS are manifested and culminate in severe immunodefi ciency 
and ultimately death. Adapted with permission from Abbas and Lichtman (ed.), Ba-
sic Immunology: Functions and Disorders of the Immune System, 3rd ed. (Saunders 
Elsevier, Philadelphia, PA, 2011). doi:10.1128/9781555818890.ch4.f4.20
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The pathology and clinical profi le of full-blown AIDS result mainly 
from an increased susceptibility to infections and some cancers, due to 
immunodefi ciency. Patients are frequently infected by intracellular mi-
crobes, including viruses, the Pneumocystis jirovecii fungus, and atypical 
mycobacteria. Normally, these microbes are eliminated by T-cell-mediated 
immunity. Many of these microbes are present in the environment, but 
they do not infect healthy persons with intact immune systems. Because 
these infections are seen in immunodefi cient individuals, in whom the mi-
crobes have an opportunity to establish infection, these types of infections 
are regarded as “opportunistic.” Many such opportunistic infections are 
caused by viruses, e.g., cytomegalovirus. Patients with AIDS display de-
fective CTL responses to viruses, even though HIV does not infect CD8+ 
T cells. CTL responses are defective likely because CD4+ Th cells (the 
main targets of HIV) are required to help CD8+ T cells to achieve maxi-
mal CTL responses against many viral antigens (see chapter 2). Patients 
who have AIDS are at increased risk for infections by extracellular bacte-
ria, probably because of impaired Th-cell-dependent antibody responses 
to bacterial antigens. Patients also become susceptible to cancers that 
are caused by oncogenic viruses (Epstein–Barr virus, which causes B-cell 
lymphomas, and a herpesvirus that causes Kaposi’s sarcoma [tumor of 
small blood vessels]). The clinical course of the disease has been dramat-
ically changed by effective antiretroviral drug therapy. With appropriate 
treatment, patients exhibit much lower progression of the disease, fewer 
opportunistic infections, and greatly reduced incidence of cancers.

The immune response to HIV does not control viral spread and its 
pathological effects very effectively. Infected individuals produce anti-
bodies and CTLs against viral antigens, and these responses limit the 
early acute HIV syndrome. But these immune responses usually do not 
prevent chronic progression of the disease. Antibodies against gp120 
may be ineffective because the virus rapidly mutates the region of gp120 
that is the target of most antibodies. CTLs often are ineffective in killing 
infected cells because the virus inhibits the expression of MHC class I 
molecules by the infected cells. Immune responses to HIV may actually 
promote spread of the infection. Antibody-coated viral particles may 
bind to Fc receptors on macrophages and follicular dendritic cells in 
lymphoid organs, thus increasing virus entry into these cells and creating 
additional reservoirs of infection. If CTLs are able to kill infected cells, 
the dead cells may be cleared by phagocytosis, resulting in spread of the 
virus to macrophages. By infecting and interfering with the function of 
immune cells, the virus is able to evade immune attack and prevent its 
own eradication.
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summary

The control of immune pathogenesis by various immune 
mechanisms, including immunological tolerance and autoim-
munity, immune responses against tumors, hypersensitivity, 
and immunodefi ciency diseases, is presented in this chapter.

Immunological tolerance is the result of specifi c unrespon-
siveness to an antigen induced by previous exposure of 
lymphocytes to that antigen. All individuals are generally 
unresponsive to their own self-antigens. This tolerance may 
be induced by treatment with an antigen in a way that may 
prevent or reduce the frequency and/or severity of immuno-
logical diseases and the rejection of transplanted organs or 
tissues. Central tolerance may be induced by the death of 
immature lymphocytes that encounter antigens in primary 
lymphoid organs (thymus and bone marrow). Central tol-
erance of T cells is the result of high-affi nity recognition of 
antigens in the thymus. Some of these self-reactive T cells die 
(negative selection), thereby eliminating potentially danger-
ous T cells that express high-affi nity TCRs for self-antigens. 
This skews the repertoire of TCR specifi cities of T cells that 
exit the thymus into peripheral lymphoid tissues (periphery) 
towards determinants present on foreign (e.g., microbial) 
antigens. Peripheral tolerance results from the recognition 
of antigens by mature T and B cells in the periphery (e.g., 
lymph nodes and spleen). In T cells, peripheral tolerance 
is induced by several mechanisms, including the activity of 
CD4+ Treg cells that suppress self-reactivity in peripheral 
lymphoid tissues. Self-reactive Treg cells suppress potentially 
pathogenic T cells. Deletion (death by apoptosis) may occur 
when T cells encounter self-antigens. Another mechanism 
known as functional inactivation or anergy arises when 
antigens are recognized in the absence of innate immunity 
and expression of costimulator molecules (second signals). 
Anergy is elicited by a block in TCR signaling that is accom-
panied by the engagement of inhibitory receptors, such as 
CTLA-4 and PD-1.

In B cells, central tolerance occurs when immature cells rec-
ognize self-antigens in the bone marrow. During maturation, 
some developing B cells change their receptors (receptor ed-
iting), and others die by apoptosis (negative selection, or de-
letion). Peripheral tolerance is induced when mature B cells 
recognize self-antigens in the absence of T-cell help, and this 
results in the anergy and death of the B cells.

Autoimmune diseases result from a failure of self-tolerance. 
Multiple factors contribute to these diseases, including the 
inheritance of susceptibility genes and environmental trig-
gers such as infections. In humans, the strongest associations 
between genetic susceptibility and the development of auto-
immune disease are those between HLA genes and various 
T-cell-mediated autoimmune diseases. Particular HLA class 
II alleles may elicit autoimmune disease because they pre-
sent self-antigens ineffi ciently. This defi cient presentation 

decreases the negative selection of T cells and increases the 
number and activity of autoreactive T cells in the periphery. 
Alternatively, antigens presented by these HLA alleles may 
not stimulate suffi cient Treg cell activity to induce immuno-
suppression, enabling immune responses against self-antigens 
to occur. Infections may predispose to autoimmune disease 
by causing infl ammation and stimulating the expression of 
costimulator molecules (e.g., CD28, CD80, and CD86), or 
because of T-cell recognition of cross-reactive microbial and 
self-antigens.

Eradication of tumors and prevention of new tumor growth 
are two essential functions of the immune system. Tumor an-
tigens may be products of oncogenes or tumor suppressor 
genes, mutated cellular proteins, or overexpressed or aber-
rantly expressed molecules or products of oncogenic viruses. 
Tumor rejection is mediated primarily by CTLs that recog-
nize peptides derived from tumor antigens. Induced CTL re-
sponses against tumor antigens require the internalization of 
tumor cells or their antigens by dendritic cells and the pro-
cessing and presentation of these antigens to T cells.

Tumors may evade immune responses by reducing expres-
sion of their antigens, downregulating the expression of 
MHC (class I and class II) molecules or molecules involved in 
antigen processing, and secreting cytokines that suppress im-
mune responses. The object of immunotherapy for cancer is 
to enhance antitumor immunity by transferring immune ef-
fector T cells to patients or by actively boosting the patient’s 
own effector T cells. This boosting may include vaccination 
with tumor antigens or with tumor cells engineered to ex-
press certain costimulator molecules and cytokines that will 
result in the lysis and elimination of tumors.

Hypersensitivity reactions emerge from immune responses 
that elicit tissue injury and give rise to hypersensitivity dis-
eases or immune-mediated infl ammatory diseases. Such re-
actions may arise from dysregulated or abnormal responses 
to foreign antigens or autoimmune responses against 
self-antigens.

Hypersensitivity reactions are classified according to the 
mechanism of tissue injury. Immediate hypersensitivity (type 
I, or allergy) is caused by the sequential production of IgE 
antibodies against environmental antigens or drugs (aller-
gens), binding of IgE antibodies to mast cells (sensitization), 
and degranulation of the mast cells on subsequent encounter 
with the allergen. The clinical and pathological outcomes of 
immediate hypersensitivity are due to the actions of media-
tors secreted by mast cells. These include amines, which di-
late blood vessels and contract smooth muscles; arachidonic 
acid metabolites, which also contract muscles; and cytokines, 
which induce infl ammation, the hallmark of the late-phase 
reaction. The primary aim of various treatments of allergies 
is to antagonize the actions of mediators and to counteract 
their effects on target organs.
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other defects in lymphocyte maturation. Selective B-cell 
maturation defects are seen in X-linked agammaglobuline-
mia, caused by abnormalities in the Btk enzyme involved in 
B-cell maturation. Certain T-cell maturation defects are seen 
in DiGeorge syndrome-bearing patients that do not develop 
a normal thymus.

Some immunodeficiency diseases are caused by defects in 
lymphocyte activation and function, although lymphocyte 
maturation occurs normally. The X-linked hyper-IgM syn-
drome is caused by mutations in the CD40 ligand, and as a 
result, Th-dependent B-cell responses (e.g., immunoglobulin 
heavy-chain class switching) and T-cell-dependent macrophage 
activation are defective. AIDS is caused by HIV, a retrovirus. 
HIV infects CD4+ T cells, macrophages, and dendritic cells 
by using an envelope protein (gp120) to bind to CD4 and 
chemokine receptors (e.g., CCR5). The viral DNA integrates 
into the host genome, where it may be activated to produce 
more infectious virus. HIV-induced death of cells of the im-
mune system is the principal mechanism by which the virus 
causes immunodefi ciency. The clinical course of HIV infection 
typically consists of an acute viremia, a period of clinical la-
tency during which there is a progressive destruction of CD4+ 
T cells and lymphoid tissues. Ultimately AIDS develops, with 
severe immunodefi ciency, opportunistic infections, some can-
cers, weight loss, and occasionally dementia. Treatment of HIV 
infection is designed to interfere with the life cycle of the virus. 
This approach is being adopted in many ongoing clinical trials 
in attempts to develop a much more effective HIV vaccine.

summary (continued)

Antibodies against cell and tissue antigens may provoke tis-
sue injury and disease (type II hypersensitivity). IgM and IgG 
antibodies may promote the phagocytosis of cells to which 
they bind, induce inflammation by complement- and Fc 
receptor-mediated leukocyte recruitment, and interfere with 
the functions of cells by binding to essential molecules and 
receptors. Antibodies may bind to circulating antigens to 
form immune complexes, which deposit in vessels and cause 
tissue injury (type III hypersensitivity). Injury is due mainly to 
leukocyte recruitment and infl ammation. T-cell-mediated dis-
eases (type IV hypersensitivity) are caused by Th1-mediated 
delayed-type hypersensitivity reactions or Th17-mediated in-
fl ammatory reactions, or by the killing of host cells by CD8+ 
CTLs.

Immunodefi ciency diseases are caused by defects in the im-
mune system that give rise to increased susceptibility to 
infections and some cancers. Primary immunodeficiency 
diseases are caused by inherited genetic abnormalities. Sec-
ondary immunodefi ciencies result from infections, cancers, 
malnutrition, or treatments for other conditions that ad-
versely affect the cells of the immune system. Some primary 
immunodefi ciency diseases are due to mutations that block 
lymphocyte maturation. SCID may be caused by mutations 
in the cytokine receptor common γc chain that reduce the 
IL-7-driven proliferation of immature lymphocytes, by mu-
tations in enzymes involved in purine metabolism, or by 

review questions

1.  What is immunological tolerance, and why is it important 
for the regulation of immune responses?

2.  What is central tolerance, and how is it induced in T cells 
and B cells?

3.  What is the AIRE protein, and how does it regulate immu-
nological tolerance?

4.  What is the defi nition of anergy, and how is induced in T 
cells?

5.  Explain how the escape of T cells from a state of anergy 
can mediate the development of autoimmune disease.

6.  What are the molecular and cellular factors that promote 
the breakdown of tolerance and the development of autoim-
mune disease?

7.  Discuss why and how in some autoimmune diseases in hu-
mans, defective Treg cell function or defective resistance of 

pathogenic T cells to regulation may be an underlying cause 
of disease.

8.  Indicate some of the genes that contribute to autoimmu-
nity. Discuss, using examples, such as autoimmune type 1 di-
abetes, the role of MHC genes in the control of susceptibility 
to autoimmune diseases.

9.  Discuss an important ligand–receptor interaction that 
generates signals through the death receptor and activates 
caspases and apoptosis by the death receptor pathway.

10.  What are some possible mechanisms by which infections 
promote the development of autoimmunity?

11.  What are the types of tumor antigens that the immune 
system reacts against? Explain why surveillance against tu-
mors is considered to be an immunological phenomenon.

12.  How do CD8+ T cells recognize tumor antigens, and how 
are these cells activated to differentiate into effector CTLs?

(continued)
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20.  Which diseases may be caused by IgG or IgM antibodies 
or immune complexes? Describe their pathogenesis and their 
principal clinical and pathological manifestations.

21.  Which diseases may be caused by T cells? Describe their 
pathogenesis and their principal clinical and pathological 
manifestations.

22.  What are the main clinical and pathological features of 
primary and secondary immunodefi ciency diseases?

23.  How do immune defects elicit primary immunodefi-
ciency diseases?

24.  What are features of the SCID and DiGeorge syndrome 
disorders?

25.  Describe the mutations and their clinical and pathologi-
cal features that block T- and B-cell maturation. Also describe 
the mutations and their clinical and pathological features that 
inhibit the activation or effector functions of CD4+ T cells.

26.  How does HIV infect cells and replicate inside infected 
cells?

27.  What are the principal clinical manifestations of HIV in-
fection, and what is the pathogenesis of these manifestations?

review questions (continued)

13.  Discuss the mechanisms by which tumors may evade an 
immune response.

14.  What are some strategies for enhancing host immune 
responses to tumor antigens that result in increased tumor 
immunity?

15.  What types of antigens induce immune responses that 
elicit hypersensitivity reactions? What types of hypersensitiv-
ity reactions can arise?

16.  What events mediate a typical immediate hypersensitiv-
ity reaction? Describe how a late-phase reaction occurs and 
what cells and mediators cause such a reaction.

17.  Describe some examples of immediate hypersensitivity 
disorders, and include a discussion of the basis of their patho-
genesis and forms of treatment.

18.  What mechanisms induce asthma, allergies, and anaphy-
laxis? Which therapies and drugs are commonly used to treat 
these immune reactions?

19.  How do antibodies cause tissue injury and disease? What 
are some of the differences in the manifestations of diseases 
caused by antibodies against extracellular matrix proteins 
and by immune complexes that deposit in tissues?
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Introduction

We are constantly exposed to microorganisms in water, air, soil, and the 
food we ingest and from other animals, especially other humans, that we 
come in contact with. Fortunately, most are harmless. However, some bac-
teria, viruses, and eukaryotic microorganisms (fungi and protists) are hu-
man pathogens, that is, they are capable of colonizing (infecting) humans 
and causing disease. Moreover, new pathogens can emerge when normally 
benign strains acquire genes that confer pathogenicity, the ability to cause 
disease. Some microorganisms are considered opportunistic pathogens

because they cause disease only when a host’s defenses are compromised. 
In addition, pathogenic microorganisms differ in their virulence (degree 
of pathogenicity). Fewer cells of the highly virulent bacterium Streptococ-
cus pneumoniae are required to produce a lethal infection when injected 
into mice than of the less virulent pathogen Salmonella enterica serovar 
Typhimurium. Although infections with most human pathogens are rel-
atively rare, some cause a great deal of suffering. For example, the pro-
tist Plasmodium caused over 200 million cases of malaria in 2010, and 
665,000 deaths, mostly in young children. In the same year, 2.7 million 
people were newly infected with human immunodefi ciency virus (HIV), 
which can lead to acquired immunodefi ciency syndrome (AIDS), and 8.8 
million with Mycobacterium tuberculosis, the bacterium that causes the 
res pi ratory illness tuberculosis.

Contact with microorganisms occurs through our tissues that are ex-
posed to the external environment, that is, our skin, eyes, ears, and res-
pi ratory, digestive, and urogenital tracts. In fact, our skin, nose, mouth, 
colon, urethra, and vagina are normally colonized by large numbers of 
microbes that are usually harmless and may actually provide some bene-
fi t. Problems can arise, however, when internal tissues that are normally 
sterile are inadvertently exposed to microorganisms, for example, through 
wounds and surgery.
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We present a formidable, hostile barrier to pathogen infection of in-
ternal tissues. As discussed in chapter 2, our innate and adaptive immune 
systems recognize and respond to pathogens and protect us from infec-
tion. Nevertheless, pathogens can successfully breach these protective 
barriers and establish infections. How do they do this? In this chapter, 
the mechanisms of bacterial and viral infection are summarized, with an 
emphasis on the molecular interactions (molecules and processes) that 
are potential targets for biotechnological strategies to prevent or treat 
infectious diseases.

Bacterial Infections

Why do bacteria infect humans? What do they gain from it? Like all other 
organisms, bacteria must survive and reproduce. Despite our elaborate 
and effi cient defense systems, in many ways, we present an optimal envi-
ronment for some bacteria. We can provide a steady and fairly abundant 
supply of nutrients, for example, dead skin, dietary nutrients, and mucosal 
secretions such as glycogen and glycoproteins (e.g., mucin). We can also 
provide a protective environment, especially for intracellular pathogens, 
with a constant temperature and reduced competition.

Although many human tissues support large numbers of bacteria, for 
most healthy individuals, the colonizing bacteria rarely cause extensive 
tissue damage. Pathogens may damage tissues directly by secreting toxins 
that disrupt vital host cell processes, such as protein synthesis, or by grow-
ing to high cell densities that may disrupt normal host tissue function. 
Pathogens may also damage tissues indirectly by stimulating an infl amma-
tory response. Especially serious is a systemic infl ammatory response that 
may occur when cell wall fragments from lysed gram-negative bacteria 
induce systemic release of infl ammatory cytokines. Molecules produced 
by pathogens that contribute to their ability to cause disease are known as 
virulence factors. Virulence factors facilitate colonization, proliferation, 
and dissemination in a host; they include toxins and mechanisms used by 
pathogens to evade host defenses.

Attachment to Host Cells

Many of the tissues that are potential sites for initial colonization of 
pathogens are vulnerable to fl ushing activities that can remove loosely 
attached bacteria. For example, the force of urine moving through the 
urethra and the fl ow of the food through the small intestines help to pre-
vent urinary and intestinal tract infections, respectively. To avoid expul-
sion, bacteria must attach fi rmly to the epithelia that line these tissues. 
Attachment usually requires very specifi c molecular interactions between 
surface molecules present on the bacterium known as adhesins and spe-
cifi c host cell surface receptors or components of the host extracellular 
matrix. The specifi city of this interaction determines the host and tissues 
that the pathogen can infect, a phenomenon referred to as tissue or host 

tropism. Attachment can also involve less specifi c interactions with the 
sticky polysaccharide capsule that surrounds some bacterial cells.

HIV
human immunodefi ciency virus

AIDS
acquired immunodefi ciency syndrome
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Fimbriae and pili are protein appendages that extend from the bacte-
rial cell envelope and bind to specifi c receptors on the surface of host cells. 
Although the terms are often used interchangeably, pili (singular, pilus) 
and fi mbriae (singular, fi mbria) can be differentiated by the size of the 
protrusion, with pili being longer and thicker than fi mbriae. Thousands 
of subunits of a single polypeptide known as pilin polymerize to form a 
helical fi lament that can be as much as 10 times the length of the cell. The 
fi laments of most fi mbriae and pili are anchored in the outer membrane 
of gram-negative bacteria during synthesis by a specifi c secretion appa-
ratus known as the chaperone–usher system (Fig. 5.1). Pilin subunits are 
transported to the periplasm via a general secretion pathway where each 
subunit interacts with a chaperone protein. Interaction with chaperones 
in the periplasm ensures correct folding of the pilin polypeptides and pre-
vents aggregation and degradation of the pilin subunits in the periplasm. 
The chaperones deliver the pilin subunits to a protein complex in the 
outer membrane known as the usher system for assembly and export. 
The pili of gram-positive bacteria, which lack an outer membrane, are at-
tached to the peptidoglycan cell wall. The cell membrane-bound enzyme 
sortase catalyzes the polymerization of the secreted pilin subunits and the 
formation of a covalent bond between the pilus and peptidoglycan that 
anchors the assembled pilus in the cell wall (Fig. 5.2).

The specifi city of the interaction between pilus and host receptor re-
sides in the protein at the tip of the fi lament. The tip protein recognizes 
specifi c carbohydrate polymers on host membrane glycoproteins or gly-
colipids. The remarkable specifi city is well illustrated by the preferred ad-
hesion sites for different strains of uropathogenic Escherichia coli (UPEC). 

UPEC
uropathogenic Escherichia coli

General secretory pathway

Usher system

Pilus

Chaperones

Periplasm

Cytoplasm

Pilin subunits

Inner membrane

Outer membrane

Figure 5.1  Chaperone–usher system for pilus synthesis in gram-negative bacteria. 
doi:10.1128/9781555818890.ch5.f5.1
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Some UPEC strains produce a type I pilus made up of a helical polymer of 
the pilin FimA and the FimH tip protein. The FimH adhesin specifi cally 
binds to mannose residues on the glycoprotein uroplakin on the surface 
of human bladder epithelial cells. This strain of E. coli is therefore respon-
sible for bladder infections. Another strain of UPEC produces a P pilus 
made up of the PapA protein that is essential for establishing more serious 
kidney infections. The PapG tip protein on the P pilus specifi cally attaches 
to a galactose-containing glycolipid on kidney epithelia. The presence of 
a receptor for a specifi c pilus tip protein therefore contributes to the sus-
ceptibility of a host to a particular pathogen.

Many bacteria possess surface proteins that bind to proteins of the 
host extracellular matrix such as fi bronectin, fi brinogen, and collagen. 
Streptococcus pyogenes, a causative agent of pharyngitis (strep throat) 
and other more serious human diseases, produces M proteins that form 
thin hair-like fi laments (fi brils) on the cell surface. The M proteins bind to 
the glycoprotein fi bronectin found on the surface and in the extracellular 
matrix of many host cells. Infection with S. pyogenes can lead to rheu-
matic fever, an autoimmune disease, because the M protein contains an 
epitope that is similar in structure to an epitope of a human heart protein. 
In some cases, this can stimulate the production of self-reactive antibodies 
(autoantibodies) that damage heart tissue.

Adhesins and other bacterial surface structures are known as pathogen-

associated molecular patterns (PAMPs) and are recognized by host phago-
cytes (macrophage, dendritic cells, and neutrophils) that elicit an adap-
tive immune response (see chapter 2). However, some bacteria can change 
the structure of their adhesins to avoid recognition by the host immune 
system. This change is known as antigenic variation. An example is the 
ability of the sexually transmitted pathogen Neisseria gonorrhoeae to al-
ter the protein composition of its pilus through genetic recombination. 
Pilin is produced from the pilE gene (Fig. 5.3); however, the genome of 

PAMP
pathogen-associated molecular pattern

General
secretory
pathway

Sortase
Cytoplasm

Cell membrane

Pilin subunits

Pilus

Peptidoglycan

Figure 5.2  Sortase-catalyzed pilus assembly in gram-positive bacteria.
 doi:10.1128/9781555818890.ch5.f5.2
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N. gonorrhoeae carries several additional copies of the pilin gene that are 
not expressed. Rather, the pilin gene copies, which differ from the pilE se-
quence in some variable regions, serve as a reservoir of genetic variation. 
Although the sequences of pilE and the pilin gene copies are not identical, 
they contain regions of suffi cient sequence homology that they can un-
dergo recombination (Fig. 5.3). This process, known as gene conversion, 
results in a pilus composed of a variant pilin protein that is not recognized 
by existing host antibodies.

The importance of adhesins in the initial stages of infection and their 
immunogenicity makes them good candidates for subunit vaccines (chap-
ter 11). Antibodies directed against adhesins could block pathogen attach-
ment and thereby prevent bacterial colonization. Purifi ed FimH adhesin 
from the type I pili of UPEC induced production of specifi c anti-FimH 
antibodies when injected into mice and protected immunized mice and 
monkeys from subsequent infection with the pathogen. However, the ap-
proach was not successful in preventing urinary tract infections in hu-
mans. Moreover, FimH contains an epitope that is similar to an epitope 
of a human protein found in the membrane of many different cells and 
therefore can trigger the production of autoantibodies. Antigenic varia-
tion may also reduce the effectiveness of adhesin vaccines that elicit pro-
duction of antibodies that do not recognize a variant protein.

Invasion and Dissemination

Although attachment to a host cell does not necessarily result in disease, 
in some cases, pathogens attached to the epithelium cause serious disease 
without further invasion. Noninvasive pathogens can damage tissues by 
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Figure 5.3  Recombination (crossed lines) between conserved regions (black boxes) 
in pilE and pilin gene copies in the N. gonorrhoeae genome results in production of 
a pilus composed of variant PilE protein subunits that are not recognized by host 
antibodies. ppilE, promoter for pilE gene expression; variable regions of pilE and the 
pilin gene copy are shown in color. Adapted with permission from Hill and Davies, 
FEMS Microbiol. Rev. 33: 521–530, 2009. doi:10.1128/9781555818890.ch5.f5.3
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secreting toxins or by stimulating an infl ammatory response that disrupts 
tissue function. Other pathogens can penetrate the protective epithelium 
and proliferate within host cells or disseminate to tissues beyond the site 
of initial infection. How do bacteria penetrate the barriers that protect 
us from invasion? Of course, some pathogens are introduced opportunis-
tically by wounds, medical procedures, and insect bites; however, other 
pathogens have evolved mechanisms to gain access to deeper tissues.

Tissues exposed to the external environment such as the res pi ratory, 
urogenital, and intestinal tracts are protected from bacterial invasion by 
a mucous layer consisting of a mixture of heavily glycosylated proteins 
(mucins), a tightly packed layer of epithelial cells that are bound to each 
other by adhesion proteins (mucosal epithelium), and an underlying layer 
of proteinaceous connective tissue (basal lamina) (Fig. 5.4). This protec-
tive surface is known as the mucosa. The viscous mucin layer traps bac-
teria and impedes their penetration; however, pathogens may contact the 
underlying epithelium in regions where the mucin is thin or may produce 
proteases that degrade mucin components. For example, proteases pro-
duced by S. pneumoniae digest secretory immunoglobulin A molecules 
that are secreted into mucus by nearby B lymphocytes to trap the bacteria 
(see chapter 2). Once they reach the epithelium, successful invaders use 
two general strategies to breach this formidable barrier: (i) they produce 
enzymes that degrade the connections that hold the cells together, or (ii) 
they induce phagocytosis by host cells.

Bacterial proteins that degrade host defenses are generally referred 
to as invasins. Production of enzymes that degrade components of the 
host extracellular matrix enables some pathogens to migrate between 
cells of the epithelial layer and contributes to dissemination to deeper tis-
sues. The enzyme hyaluronidase, produced by streptococci, staphylococci, 
and some clostridia, degrades hyaluronic acid, a polysaccharide in the 
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Figure 5.4  Mucous membrane. Tightly packed epithelial cells present a barrier to mi-
crobial invasion of deeper tissues. Heavily glycosylated proteins (mucin) secreted by 
goblet cells (blue) form a viscous mucous layer on the surface of the epithelium that 
traps microorganisms. Secretory immunoglobulin A (“Y” shapes) is secreted by B lym-
phocytes to help trap bacteria in the mucous layer.
 doi:10.1128/9781555818890.ch5.f5.4
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connective tissue between cells. Clostridium perfringens produces colla-
genase, which digests collagen, a fi brous protein found in the basal lamina 
and other connective tissues. Fibrin clots that form following wounding 
isolate microorganisms at the wound site. However, streptococci produce 
the enzyme streptokinase, which digests fi brin, enabling dissemination of 
the bacteria.

Attachment to host cell receptors via pili often triggers changes in 
both host and attached bacterial cells that lead to uptake of the bacte-
rium by the host cell. For example, S. enterica serovar Typhimurium, a 
common food-borne pathogen, binds to specialized M (microfold) cells in 
the epithelium of the small intestine by interaction of pili and other sur-
face proteins with host receptors (Fig. 5.5A). Attachment induces expres-
sion of bacterial virulence proteins, such as those that make up a type III 

secretion system. The secretion apparatus includes a protein needle that 
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Figure 5.5  S. enterica serovar Typhi-
murium invades the intestinal epithelial 
barrier via M (microfold) cells. (A) S. 
enterica serovar Typhimurium attaches 
to M cell. (B) Effector proteins (red) se-
creted through a type III secretion system 
(Fig.  5.6) induce formation of pseudo-
pods (membrane ruffl ing) that eventually 
engulf the bacterium. (C) Bacterial cells 
are released from the vacuole to the un-
derlying tissues.
 doi:10.1128/9781555818890.ch5.f5.5
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inserts directly into the host cell membrane, connecting the cytoplasms 
of the pathogen and host cells (Fig. 5.6). Several bacterial proteins, re-
ferred to as effector proteins, are secreted through this structure into the 
host cytoplasm in an ATP-dependent manner. Salmonella effector proteins 
alter M cell gene expression and ion movement and induce rearrange-
ment of the M-cell cytoskeleton. Recruitment and assembly of actin at 
the site of bacterial attachment leads to the formation of pseudopods that 
eventually engulf the bacterial cell (Fig. 5.5B). The pseudopods give the 
appearance of a membrane ruffl e around the attached bacterium. Engulf-
ment takes up the pathogen into the host cell, where it replicates within a 
protected vacuole. Survival of Salmonella within the vacuole depends on 
blocking fusion of the vacuole with a lysosome that would release toxic 
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Figure 5.6  Salmonella type III secretion system. The type III secretion system is made 
up of about 20 different proteins that form a continuous channel through the inner 
and outer membranes of gram-negative bacteria and the host cell membrane. A similar 
apparatus is used by many different bacterial pathogens to secrete effector proteins 
into host cells. Adapted with permission from Marlovits and Stebbins, Curr. Opin. 
Microbiol. 13: 47–52, 2010. doi:10.1128/9781555818890.ch5.f5.6
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compounds to destroy the bacteria. Secreted Salmonella effector proteins 
prevent phagosome–lysosome fusion. From the infected M cell, the bacte-
ria are released to the underlying tissues (Fig. 5.5C). Many other intestinal 
pathogens, such as Listeria monocytogenes and Shigella fl exneri, and res-
pi ratory pathogens, such as Legionella pneumophila and M. tuberculo-
sis, use similar invasion strategies. L. monocytogenes and S. fl exneri can 
move laterally within the intestinal epithelium by acquiring actin tails. 
Host actin fi laments assemble on a surface protein (ActA) at one end of 
L. monocytogenes cells (Fig. 5.7). This tail is used to propel the pathogen 
into adjacent epithelial cells.

Production of a type III secretion system and effector proteins is typi-
cal of many bacterial pathogens. Not only is the type III secretion system 
an effi cient protein delivery mechanism, but also it avoids eliciting anti-
bodies against the secreted bacterial proteins. Although some strains of 
E. coli are not invasive pathogens, they may produce a type III secretion 
system and effector proteins that induce changes in the host cell cytoskel-
eton. One of the proteins secreted into the host cell is the translocated 
intimin receptor (Tir), which is uploaded into the host cell membrane 
and functions as a receptor for the bacterial adhesion protein intimin 
(Fig. 5.8). In effect, pathogenic E. coli provides its own receptor, which it 
uses to establish an intimate interaction with the host epithelial cell. In-
duced actin rearrangement results in the formation of a pedestal beneath 
the attached pathogen (Fig. 5.8). Pedestal formation disrupts nutrient ab-
sorption by the small intestine and triggers an infl ammatory response that 
further erodes intestinal function.

Once a pathogen breaches the protective epithelium, access to other 
regions of the body is facilitated. The cells of the endothelia that line the 
external surface of the blood circulatory system and lymphatic system are 
not as tightly packed and therefore are easier to penetrate. These systems, 
then, provide a highway for pathogen transport that can lead to systemic 

infections. Puerperal sepsis (commonly known as childbirth sepsis) is a 
severe invasive infection caused by group A Streptococcus (Streptococcus 
species are grouped according to their cell wall antigens). Historically a 

Actin

Figure 5.7  Actin tails enable some patho-
gens to move laterally between epithelial 
cells. Host cell actin polymerizes on a 
bacterial surface protein such as ActA in 
L. monocytogenes.
 doi:10.1128/9781555818890.ch5.f5.7
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Figure 5.8  Pathogenic E. coli secretes the Tir protein into host epithelial cells via 
a type III secretion system. Tir acts as a receptor for the bacterial adhesin intimin. 
Tir also induces rearrangement of the host cytoskeleton that leads to formation of a 
pedestal beneath the bacterium. doi:10.1128/9781555818890.ch5.f5.8
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much-feared disease among pregnant women, it is still the most frequent 
cause of postpartum death (75,000 deaths per year worldwide). Group 
A Streptococcus can be introduced into the uterus from the vagina dur-
ing delivery or through an incision during Cesarean section. The initial 
infection may occur in the uterine wall after separation of the placenta; 
however, the bacterium produces several invasins that enable rapid pro-
gression, within hours or days, to sepsis, the presence of the bacterium 
in the blood. In addition to hyaluronidase and streptokinase, group A 
Streptococcus produces proteases (exotoxin B and C5a peptidase), deox-
yribonucleases (DNases), and several cytolytic toxins (streptolysins) that 
contribute to its rapid spread and tissue destruction.

Evasion of Host Defenses and Proliferation

The human body can be a dangerous place for a bacterium. Cells of the 
innate immune system (phagocytes and natural killer cells) constantly sur-
vey for foreign intruders by recognizing PAMPS and mount a defensive 
response (see chapter 2). To survive and proliferate, bacteria must evade, 
or neutralize, the host immune system.

Intracellular pathogens may avoid the immune system by replicating 
within endocytic vesicles; however, they must prevent recognition by nat-
ural killer cells that attack infected host cells and fusion with lysosomes. 
Lysosomes produce enzymes, such as lysozyme, proteases, and nucleases, 
and toxic oxygen and nitrogen species, such as hydrogen peroxide and 
nitric oxide, that kill bacterial cells. Following phagocytosis by alveolar 
macrophages, L. pneumophila proliferates intracellularly within a vac-
uole that is disguised as rough endoplasmic reticulum (Fig. 5.9). From 
within the phagosomal vacuole, this pathogen secretes about 300 different 
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Figure 5.9  L. pneumophila replicates 
within a vacuole in a host macrophage. 
The vacuole membrane is studded with 
ribosomes that were recruited from 
the rough endoplasmic reticulum (ER). 
Adapted with permission from Isberg et 
al., Nat. Rev. Microbiol. 7: 13–24, 2009. 
doi:10.1128/9781555818890.ch5.f5.9
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proteins through a type IV secretion system to manipulate the host cell 
(Fig. 5.10). Type IV secretion systems are found in wide range of bacteria, 
in which they mediate cell-to-cell transfer of proteins or nucleoprotein 
complexes. This includes conjugative transfer of plasmid DNA between 
bacteria and protein transfer from a bacterium to a eukaryotic host. In 
addition to preventing lysosomal fusion, the secreted L. pneumophila ef-
fector proteins recruit vesicles containing proteins from the endoplasmic 
reticulum to the vacuole that provide nutrients for the replicating bacte-
rial cells (Fig. 5.9). Other intracellular pathogens manage to escape from 
the phagosome before lysosome fusion. L. monocytogenes, for example, 
produces a protein (listeriolysin) that forms a pore in the phagosome. 
Listeriolysin disrupts the phagosome membrane, and the bacterium is re-
leased into the host cytosol, where it replicates (Fig. 5.11).
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Figure 5.10  L. pneumophila type IV 
secretion system for translocation of ef-
fector proteins into host cells. The com-
ponents of the type IV secretion system 
are homologues of proteins in the conju-
gative DNA transfer apparatus. Adapted 
with permission from Isberg et al., Nat. 
Rev. Microbiol. 7: 13–24, 2009.
 doi:10.1128/9781555818890.ch5.f5.10
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L. monocytogenes Figure 5.11  L. monocytogenes is taken 
up into a host cell by phagocytosis. 
The bacterium escapes the phagosome 
before lysosome fusion by secreting 
the protein listeriolysin, which forms a 
pore in the phagosome membrane. As a 
consequence, the phagosome lyses and 
the bacterium escapes into the cytosol, 
where it replicates.
 doi:10.1128/9781555818890.ch5.f5.11
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Some extracellular pathogens have evolved effective mechanisms to 
evade immune surveillance. Several strategies are used by different patho-
gens to achieve this. Some pathogens alter the composition of their surface 
proteins to avoid detection by antibodies. Others, such as Staphylococcus 
aureus, coat their cells with the Fc portion of host antibodies to prevent 
recognition by phagocytic cells. S. aureus also produces coagulase, which 
causes fi brin clots to form around the site of infection. The clots protect 
the bacteria from attack by host cells. The res pi ratory pathogen M. tu-
berculosis is inhaled in aerosols in the environment and proliferates in 
lung tissue within nodules (granulomas) called tubercles. This bacterium 
produces mycolic acid, a waxy cell wall material that cloaks the cell as 
it moves beyond the res pi ratory epithelium. M. tuberculosis infects alve-
olar macrophages, which induce an infl ammatory response that recruits 
other phagocytes and lymphocytes. However, rather than destroy infected 
macrophages, host immune cells aggregate around infected cells to form 
a tubercle (Fig. 5.12). Release of cytokines by the immune cells induces 
chronic infl ammation that damages lung tissue. M. tuberculosis prolifer-
ates slowly within the tubercle, which may eventually rupture, dissemi-
nating the pathogen.

Many bacteria produce an extracellular capsule composed of a net-
work of polysaccharides and/or proteins that are loosely attached to the 
cell wall (Fig. 5.13). Capsule composition varies among bacteria. Encase-
ment within this protective layer prevents uptake by phagocytes, inhibits 
binding of host complement proteins that lead to bacterial cell lysis, and, 
in some cases, disguises the bacterium from host immune cells by mim-
icking the host. For example, the capsule of S. pyogenes consists of the 

Macrophage Fibrous cuff
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Lymphocytes

Figure 5.12  M. tuberculosis can persist for extended periods within a protective tu-
bercle. Infected macrophages are surrounded by uninfected macrophages, lympho-
cytes, and a fi brous cuff of proteins such as collagen. Adapted with permission from 
Russell, Nat. Rev. Microbiol. 5: 39–47, 2007. doi:10.1128/9781555818890.ch5.f5.12
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polysaccharide hyaluronic acid, which is also a component of the host 
extracellular matrix. Despite the protective role of capsules, capsular 
polysaccharides are immunogenic. Vaccines consisting of capsular poly-
saccharides from Haemophilus infl uenzae, Neisseria meningitidis, and S. 
pneuomoniae are administered to children to prevent meningitis, an in-
fection of the protective membranes covering the brain and spinal cord 
(meninges) commonly caused by these strains.

Bacteria that adhere to the surface of host tissues often form bio-

fi lms that are protected from immune attack by an extracellular matrix 
(Fig. 5.14). The matrix is a thick, viscous composition of polysaccharides, 

A B

Figure 5.13  Capsule of S. pneumoniae viewed by scanning (A) and transmission (B) 
electron microscopy. Arrow indicates capsule. Bars = 0.5 μm. Reprinted with permis-
sion from Hammerschmidt et al., Infect. Immun. 73: 4653–4667, 2005.
 doi:10.1128/9781555818890.ch5.f5.13
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Figure 5.14  Biofi lms are communities of bacteria attached to a surface and embedded 
in a dense extracellular matrix made up of polysaccharides, proteins, and DNA. Fluid 
channels provide access to nutrients and removal of waste.
 doi:10.1128/9781555818890.ch5.f5.14
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proteins, and DNA that is diffi cult for immune cells, antibiotics, and other 
antimicrobial agents to penetrate. Thus, biofi lms are signifi cant reservoirs 
for recurring infections. It is estimated that 65% of human infections 
involve biofi lms. These are often chronic, intractable infections such as 
otitis media, prostatitis, chronic obstructive pulmonary disease, and res-
pi ratory infections in individuals with cystic fi brosis. Biofi lms form on 
surfaces that are bathed in fl uids and are particularly notable on medical 
implants such as catheters, heart valves, prosthetic joints, pacemakers, 
contact lenses, and intrauterine devices. For example, there is a >50% 
risk of a biofi lm forming on a heart assist device (a mechanical device that 
helps the heart to pump blood) within 2 to 3 days of implantation. Com-
mon implant colonizers include Staphylococcus, Enterococcus, Strepto-
coccus, and E. coli. The implant biofi lms are responsible for persistent 
infections and can lead to malfunctioning of the implant and to systemic 
infections due to “planktonic showering” when large numbers of cells 
leave the biofi lm and disseminate. Pseudomonas aeruginosa biofi lms in 
the lungs of patients with cystic fi brosis are well studied. Production of 
copious amounts of the exopolysaccharide (extracellular polysaccharide) 
alginate by P. aeruginosa contributes not only to persistent res pi ratory in-
fections but also to the blockage of airways that makes breathing diffi cult 
for individuals with cystic fi brosis.

Quorum sensing systems regulate the formation of bacterial biofi lms 
and other cell density-dependent activities. They enable cells to monitor 
the environment for other bacteria and to alter their behavior in response 
to changes in bacterial cell density. For example, they coordinate the pro-
duction of virulence factors that would be ineffective when the patho-
gen population is low. In gram-negative bacteria, quorum sensing signals 
(also known as autoinducers) are acyl-homoserine lactones, while in 
gram-positive bacteria, they are small linear or cyclic peptides (Fig. 5.15). 
These molecules are secreted, and therefore, the external concentration 
increases as cell density increases. When extracellular levels reach a crit-
ical threshold, a response is triggered in neighboring bacteria that leads 
to changes in gene expression. P. aeruginosa has two quorum sensing 
systems called Las and Rhl. LasI and RhlI are acyl-homoserine lactone 
synthases that produce the signal (Fig. 5.16). Acyl-homoserine lactones 
diffuse across the cell membrane, and within a cell, bind to and activate 
transcription factors LasR and RhlR. The LasR and RhlR regulons (sets 
of genes controlled by a transcription factor) include genes involved in 
biofi lm formation and production of extracellular proteins (elastases and 
exotoxins) that are important virulence factors. Because of their central 
role in regulating virulence factor production, quorum sensing systems 
are attractive targets for antimicrobial therapies.

Although most biofi lms form on tissue surfaces, in some cases, they 
can form inside cells. For example, UPEC forms intracellular biofi lm-like 
communities (IBCs). UPEC binds via type I pili to mannose residues on 
the glycoprotein uroplakin on the surface of bladder epithelial cells (facet 
cells). Binding promotes exfoliation of the bladder epithelium, which is 
three to four cells thick. This enables the bacteria to invade more deeply 
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Figure 5.16  Las and Rhl quorum 
sensing systems of P. aeruginosa. Acyl-
homoserine lactone (AHL) synthases 
LasI and RhlI catalyze the synthesis of 
the AHLs that diffuse out of the cell. 
When the extracellular concentration 
reaches a certain level, some of the sig-
naling molecules enter cells and activate 
transcription factors LasR and RhlR. 
Genes required for biofi lm formation 
and production of virulence factors are 
expressed.
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into the tissue. Binding also stimulates host actin rearrangement and en-
gulfment of the attached bacterial cells. Within host bladder epithelial cells, 
E. coli proliferates rapidly and forms a biofi lm in a polysaccharide-rich 
matrix. As the IBC grows, the bacterial mass pushes against the host cell 
membrane and produces a characteristic pod-like structure protruding 
from the surface of the bladder. The pathogen is protected within the cell 
by the impermeable uroplakin protein. The IBCs are a reservoir for recur-
ring urinary tract infections.

Within a host, pathogens, which are mainly chemoheterotrophs, must 
acquire nutrients for growth. Damaged host cells provide organic mole-
cules that serve as carbon and nitrogen sources and vitamins and other 
growth factors for bacterial biosynthetic processes. Iron is also an essen-
tial nutrient for bacterial (and host) growth, and mechanisms used by 
pathogens to acquire iron are considered to be virulence factors. Acquisi-
tion of iron is a competitive process. Host tissues produce iron-chelating 
molecules such as lactoferrin and transferrin to obtain iron for their own 
use and to limit iron availability for infecting microbes. However, many 
bacteria produce structurally diverse, iron-chelating molecules known as 
siderophores (Fig. 5.17A). When the external concentration of iron is low, 
as it is in host tissues, bacteria secrete siderophores that bind iron with a 
very high affi nity. Enterobactin, the siderophore produced by E. coli and 
S. enterica serovar Typhimurium, has the highest affi nity for ferric iron 
among known siderophores, with an association constant of 1052 M−1 
(Fig. 5.17A). The iron–siderophore complex is taken up into the cell via 
specifi c receptors in the outer membrane (Fig. 5.17B). An ABC transporter 
then transports the iron–siderophore complex across the inner membrane, 
and then iron is released from the siderophore following reduction to the 
ferrous state or cleavage of the siderophore. Other bacteria compete di-
rectly with transferrin and lactoferrin for iron. N. gonorrhoeae does not 
produce siderophores, but receptors present in the outer membrane bind 
and remove iron complexed with transferrin or lactoferrin. The surface 
exposure and essential role in N. gonorrhoeae growth make the iron re-
ceptor an attractive candidate for a subunit vaccine.

Damage to Host Tissues

Infectious disease manifests as damage to host tissues that disrupts their 
function. Tissue damage can result from the host immune response to 
the presence of the pathogen or from secretion of toxins by the patho-
gen that manipulate and/or inhibit normal host cell function. The effec-
tor proteins secreted through type III and IV secretion systems, discussed 
in the previous section, are examples of toxins that are secreted directly 
into host cells. Other toxins are secreted into the extracellular fl uid, from 
which they can damage host cells. Often toxins target particular types of 
host cells by interaction with specifi c cell surface receptors. By killing host 
cells, toxins release nutrients that provide the pathogen with substrates 
for survival and growth or protect bacteria from attack by immune cells.

The bacterial cell envelope is composed of peptidoglycan and, in 
the case of gram-negative bacteria, an outer membrane that contains 
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Figure 5.17  Bacterial siderophores. (A) 
Structures of the siderophores en-
terobactin produced by E. coli and S. 
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USA 100: 3584–3588, 2003.
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lipopolysaccharides. One of the components of the lipopolysaccharide 
membrane is lipid A (Fig. 5.18). Lipid A is known as an endotoxin because 
it is a component of the cell and exerts a toxic effect when fragments of 
the cell envelope are released following cell lysis in the host. Lipid A binds 
to host phagocytes via Toll-like receptors and stimulates the release of in-
fl ammatory cytokines. Infl ammatory cytokines (such as interleukin-1 and 
-6 and tumor necrosis factor alpha) induce fever, increase the permeability 
of blood vessels (which reduces blood pressure), and activate blood clot-
ting proteins that obstruct capillaries and decrease blood fl ow to tissues. 
Similarly, fragments of cell wall peptidoglycan are released from lysed 
bacterial cells and can stimulate an immune response. When there is a 
large number of infecting bacterial cells (i.e., a high bacterial load), lysis 
by phagocytes or following antibiotic treatment releases large amounts 
of lipid A and peptidoglycan into the host. This stimulates a massive in-
fl ammatory response known as endotoxic shock. For example, release of 
cell wall fragments following treatment of septic (blood) N. meningitidis 
infections with bacteriolytic antibiotics stimulates endotoxic shock that 
can lead rapidly to patient death. Successful antibiotic treatment of septic 
infections, especially those caused by gram-negative bacteria, must be ac-
companied by treatments to suppress an infl ammatory response.

Protein toxins synthesized by some pathogens are either secreted di-
rectly into a host cell by a type III or IV secretion system, as described 
above, or released into the extracellular fl uid. Toxins released extra-
cellularly are known as exotoxins and are of three general types: (i) 
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Figure 5.18  The cell wall of a gram-negative bacterium consists of a thin layer of 
peptidoglycan and an outer membrane containing lipopolysaccharides. The lipid 
A component of the lipopolysaccharide is a disaccharide of N-acetylglucosamine 
phosphate covalently linked to short fatty acid chains. Lipid A is an endotoxin 
that is toxic to animal cells when fragments are released during bacterial cell lysis.
doi:10.1128/9781555818890.ch5.f5.18
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pore-forming toxins, (ii) A–B toxins, and (iii) superantigen toxins. These 
may act locally, at the site of infection, or may disseminate to damage 
distant tissues.

Pore-forming toxins are proteins that insert into the host cell mem-
brane and form a channel that disrupts osmoregulation. Ions are trans-
ported through the pore and water enters the cell, rupturing the weakened 
membrane. An example of a pore-forming toxin is the alpha toxin pro-
duced by S. aureus. Seven subunits of the secreted alpha toxin form a 
transmembrane channel in the target cell (Fig. 5.19A). Sodium and cal-
cium ions and other small molecules rapidly enter the cell through the 
pore. The consequent infl ux of water causes the cells to lyse. The toxin is 
a hemolysin that lyses red blood cells, which can be visualized as zones 
of clearing around S. aureus colonies on blood agar plates (Fig. 5.19B).

The A–B exotoxins are so called because they have two different 
components, the A domain, which has toxin activity, and the B domain, 
which binds to a host cell receptor. The A and B domains may be part of 
a single polypeptide or may be distinct polypeptides. While the general 
structures are similar among A–B toxins, the toxic A components differ-
ent greatly in their activities. The res pi ratory pathogen Corynebacterium 
diphtheriae produces a single polypeptide A–B toxin that is cleaved to 
separate the A and B domains, which initially are connected by a disulfi de 
bond. The B domain interacts specifi cally with a transmembrane receptor 
(the heparin-binding epidermal growth factor-like growth factor) on the 
host cell (Fig. 5.20A). Binding of the toxin to the host receptor stimulates 
endocytosis and internalization of the toxin within an endocytic vesicle 
(Fig. 5.20B). The B domain remains bound to the vesicle; however, the A 
domain is released into the host cytosol by reduction of the disulfi de bond 
that joins it to the B domain (Fig. 5.20C). The A domain of the diphtheria 
toxin is an adenosine diphosphate (ADP)-ribosyltransferase that adds an 
ADP-ribosyl group specifi cally to elongation factor 2 (EF2), a component 
of eukaryotic ribosomes (Fig. 5.20D). Modifi cation of the ribosome in-
hibits protein synthesis, and the cell dies. Death of tissues in the throat, 
the primary site of C. diphtheriae infection, results in production of a 
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Figure 5.19  Pore-forming alpha-hemolysin toxin produced by S. aureus. (A) Structure 
of the heptameric pore; (B) zone of clearing around hemolysin-producing colonies 
of S. aureus on sheep blood agar. Panel B is reprinted with permission from Herbert 
et al., Infect. Immun. 78: 2877–2889, 2010. doi:10.1128/9781555818890.ch5.f5.19
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pseudomembrane consisting of host and bacterial cells. The condition can 
be lethal when the pseudomembrane obstructs the airways, and the dis-
ease was often referred to as “the strangler” during epidemics that swept 
through Europe in the 17th century.

The enterotoxin (an exotoxin that acts specifi cally on the intestines) 
produced by the intestinal pathogen Vibrio cholerae is an example of a 
multisubunit A–B toxin with ADP-ribosylation activity. Five B subunits 
of the secreted AB5 cholera toxin form a binding site that is specifi c for 
the GM1 glycolipid in the membrane of host intestinal epithelial cells 
(Fig. 5.21). After endocytosis, the B subunits remain in the endocytotic 
vesicle; however, the A subunit is released into the cytosol. Similar to the 
diphtheria toxin, the cholera toxin A subunit is an ADP-ribosyltransferase; 
however, in this case, the ADP-ribosyl group is transferred to the host 
enzyme adenylate cyclase, thereby activating it (Fig. 5.21). Adenylate cy-
clase catalyzes the synthesis of the signal molecule cyclic adenosine mono-
phosphate (cAMP), which, among other activities, controls ion transport 
systems in the small intestine. Increasing adenylate cyclase activity and 
therefore cAMP levels results in secretion of abnormally elevated levels 
of ions into the lumen of the intestine. Water follows the fl ow of ions, 
disrupting nutrient absorption and causing diarrhea.
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Figure 5.20  A–B exotoxin produced by C. diphtheriae. (A) The secreted toxin binds 
to a specifi c receptor on the host cell via the toxin B domain (blue oval). (B) Toxin 
binding stimulates endocytosis of the toxin. (C) The B domain remains bound to 
the endocytotic vesicle, and the A domain (red oval) is released into the host cyto-
plasm by reduction of disulfi de bonds between the A and B domains (-SH, sulfhydryl 
group). (D) The A domain is an ADP-ribosyltransferase that catalyzes the transfer of 
ADP-ribosyl from nicotinamide adenine dinucleotide (NAD) (E) to EF2on the host 
ribosome. ADP-ribosylation disrupts protein synthesis and destroys the host cell.
 doi:10.1128/9781555818890.ch5.f5.20
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Figure 5.21  V. cholerae enterotoxin. The AB5 cholera toxin binds to the GM1 glyco-
lipid in the membrane of host intestinal epithelial cells (A) and is taken up into the 
cell by endocytosis (B). The B domain (blue ovals) remains bound to the endocytotic 
vesicle, and the toxin A domain is released into the host cytosol (C). The A domain 
catalyzes the transfer of ADP-ribosyl from NAD to the host enzyme adenylate cy-
clase (D). Activation of adenylate cyclase by the enterotoxin increases levels of cAMP, 
which stimulates ion secretion and loss of large amounts of water into the intestinal 
lumen (E). Diarrhea and dehydration ensue. doi:10.1128/9781555818890.ch5.f5.21
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Not all A–B toxins have ADP-ribosyltransferase activity. Entero-
hemorrhagic E. coli is not an invasive pathogen; however, it produces an 
invasive A–B toxin. The Shiga-like toxin (so named because it is similar to 
the toxin produced by the pathogen Shigella) is released into the intestinal 
epithelium and travels through the bloodstream to the kidney. The A sub-
unit is a glycosidase that specifi cally cleaves an adenine base from the 28S 
rRNA. Disruption of protein synthesis in endothelial cells of the kidney’s 
blood vessels can lead to failure of kidney function (hemolytic-uremic 
syndrome), a condition that can be fatal. The tetanus neurotoxin released 
by Clostridium tetani is an A–B toxin that acts specifi cally on inhibitory 
interneurons. These neurons normally release glycine, which stops ace-
tyl choline release from motor neurons, thereby allowing muscles to relax 
(Fig. 5.22A). The A component of the tetanus toxin, released following re-
ceptor binding and endocytosis, is an endopeptidase that cleaves proteins 
required for release of neurotransmitters at nerve synapses. Specifi cally, 
tetanus toxin blocks release of glycine, thereby preventing inhibition of 
motor neurons. This leads to uncontrolled muscle contraction (Fig. 5.22B). 
If res pi ratory muscles are affected, asphyxiation results. C. tetani is intro-
duced by puncture wounds, and as a precautionary measure, a tetanus 
toxoid is injected to stimulate production of antibodies that neutralize 
toxin activity. Toxoids, which are purifi ed, inactivated toxin proteins, are 
often effective vaccines (see chapter 11).

Superantigen toxins are peptides secreted by some pathogenic bac-
teria that activate large numbers of T cells. Normally, macrophages 
present antigens on their surfaces in a membrane complex called major 
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Figure 5.22  Normal release of inhibitory neurotransmitters (glycine) from inhibitory 
interneurons (A) is prevented by the tetanus neurotoxin secreted by C. tetani (B). As a 
consequence, motor neurons continue to release acetylcholine into the neuromuscular 
synapse, which stimulates muscle contraction.
 doi:10.1128/9781555818890.ch5.f5.22
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histocompatibility complex class II (MHC-II). Recognition of the antigen 
and the MHC-II complex stimulates a small number of T helper cells to 
produce cytokines that alert the host to the presence of a foreign invader 
(Fig. 5.23A). However, superantigen toxins bind to both T-cell receptors 
and MHC-II even in the absence of an antigen (Fig. 5.23B). Loss of spe-
cifi c recognition of antigen-presenting macrophages leads to indiscrimi-
nate activation of large numbers of T helper cells (a 2,000-fold increase) 
and therefore release of massive amounts of cytokines that stimulate an 
extensive systemic infl ammatory response. Fever, diarrhea, vomiting, host 
tissue damage, and systemic shock result; hence, this disease is referred 
to as toxic shock syndrome. Highly virulent strains of S. pyogenes and S. 
aureus carry genes for superantigen toxins on prophage (integrated bac-

teriophage) in their genomes.

Identifi cation of Bacterial Virulence Factors

Using traditional biochemical approaches, protein exotoxins were among 
the fi rst virulence factors to be identifi ed. Firstly, they are secreted pro-
teins and therefore relatively easy to isolate and purify from bacterial 
cultures. Secondly, many toxins obviously damage or alter the function of 
host tissue, and therefore, isolated bacterial proteins with toxin activity 
can be assayed by introducing the toxin into animal models or cultured 
tissues and observing expected disease symptoms. The diphtheria A–B 
toxin is an example of an exotoxin that was characterized using this ap-
proach. Genetic approaches such as molecular cloning and mutagenesis 
have also contributed to our understanding of virulence factors. Cloning 
genes isolated from pathogens and introducing them into avirulent strains 
that consequently become virulent have led to the identifi cation of genes 
encoding adhesins, invasins, and toxins. Similarly, targeted mutagenesis 
has revealed pathogen genes that are essential for host colonization and 
production of virulence factors.
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Figure 5.23  T cells are normally stimulated to produce cytokines by antigens pre-
sented by antigen-presenting cells such as macrophages (A). Superantigen toxins can 
activate large numbers of T cells by binding to both T cells and antigen-presenting 
cells, even in the absence of an antigen (B). doi:10.1128/9781555818890.ch5.f5.23
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The traditional approaches have contributed a wealth of knowledge 
about the mechanisms used by bacteria to cause disease. However, they 
require a priori identifi cation of candidate gene or protein targets. On the 
other hand, whole-genome approaches have greatly facilitated the identi-
fi cation of novel factors that contribute to virulence. The genomes of most 
human-pathogenic bacteria have been sequenced. As new variants of the 
pathogens arise, their genomes are often sequenced and compared to ref-
erence sequences for identifi cation of novel virulence traits. Comparative 
genomics has also been used to identify genes that are present in patho-
genic but not nonpathogenic strains of a bacterial species and therefore 
may contribute to virulence.

Defi nitively, virulence factors are produced during infection, and 
therefore, functional genomic approaches can be used to identify the 
genes that are expressed when the bacterium has infected a host. Gene 
expression levels during an infection may be quantifi ed relative to expres-
sion levels in vitro. Some of the functional genomic technologies were 
introduced in chapter 1. For example, microarray analysis and RNA se-
quencing are used to compare RNA produced by bacteria growing in 
vivo and in vitro. Proteomic approaches such as two-dimensional poly-
acrylamide gel electrophoresis and protein microarrays have been used to 
qualitatively and quantitatively compare proteins expressed by bacteria in 
a host and in culture media. Other whole-genome approaches that have 
led to identifi cation of genes in several human pathogens that are ex-
pressed only during infection include in vivo-induced-antigen technology, 
signature-tagged mutagenesis, and in vivo expression technology.

In vivo-induced-antigen technology identifi es proteins produced by 
microbial pathogens specifi cally during animal or human infections by 
screening genomic expression libraries with antibodies from infected in-
dividuals (Fig. 5.24). These proteins may be immunogenic, and therefore, 
the serum from patients infected with the pathogen contains antibodies 
that are directed against antigens produced by the pathogen. The serum 
is the source of the primary antibodies that are used to screen a genomic 
expression library. However, also present in the serum are antibodies that 
bind to proteins that are produced by the pathogen during growth both in 
vivo in the patient and in vitro. These are removed by incubating (adsorb-
ing) the serum with pathogen cells (intact and lysed) that were cultured in 
vitro in laboratory medium. Antibodies that bind to proteins that are only 
produced during infection remain in the serum and are used to screen the 
library. Positive clones reveal genes encoding virulence factors that are 
produced in vivo or antigens that can be used for vaccine development. 
This approach has been used to identify vaccine candidates to protect 
against infections by uropathogenic and enterohemorrhagic strains of E. 
coli, M. tuberculosis, and S. pyogenes (Fig. 5.25). Potential antigens are 
further tested by immunizing animals and subsequently challenging them 
with the live pathogen.

Transposon mutagenesis of a pathogenic bacterium generates a library 
of random mutants that can be screened for loss of virulence. Transposons 
are small mobile DNA elements that are excised from a donor site at in-
verted terminal repeat sequences by the enzyme transposase and inserted 
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Figure 5.24  In vivo-induced-antigen technology to identify pathogen proteins produced 
during infection. doi:10.1128/9781555818890.ch5.f5.24
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Figure 5.25  Identifi cation of proteins (antigens) produced by UPEC during urinary 
tract infections using in vivo-induced-antigen technology. Serum was collected from 
mice infected with UPEC and adsorbed against whole and lysed pathogen cells and 
library host E. coli cells cultured in vitro. (A and B) UPEC colonies probed with serum 
antibodies before (A) and after (B) adsorption. Serum dilutions are indicated. (C) 
Library host E. coli cells probed with adsorbed sera. (D and E) Antibodies remain-
ing in the serum after adsorption were used to probe a UPEC genomic DNA library 
expressed in host E. coli cells. Arrows indicate colonies that expressed proteins from 
cloned UPEC genes that reacted with the serum antibodies collected from the infected 
mice. More than 400 serum-reactive clones were identifi ed in the initial screen, and 
83 of these were confi rmed positive in a second screen. Mutagenesis confi rmed that 
one of the positive proteins contributed to virulence of UPEC in bladder and kidney 
infections. Reprinted with permission from Vigil et al., Infect. Immun. 79: 2335–2344, 
2011. doi:10.1128/9781555818890.ch5.f5.25

into a new recipient site in a DNA molecule (Fig. 5.26). For random trans-
poson mutagenesis, the transposon is introduced into the bacteria on a 
plasmid that carries the transposase gene outside of the transposon se-
quence and that cannot replicate in the recipient bacterium (Fig. 5.27). 
Transposase expressed from the plasmid gene catalyzes the transfer of the 
transposon from the plasmid into a random site in the bacterial genome. 
Because the plasmid is not maintained in the culture, the transposase gene 
is lost and the transposon is stably maintained in the recipient genome. 
Inclusion of an antibiotic resistance gene between the inverted terminal 
repeats of the transposon allows selection of cells carrying a transposon. 
Each mutant in the library carries a transposon in a different sequence of 
the genome that likely disrupts the function of that sequence. To identify 
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Figure 5.26  General features of transposable elements and transposition. (A) A sim-
ple transposable element known as an insertion sequence consists of a gene encoding 
transposase (tnpA) fl anked by inverted terminal repeats (yellow boxes with black ar-
rows). (B) Transposons are more complex transposable elements that carry additional 
genes such as genes encoding resistance to antibiotics. (C) Composite transposons 
carry additional genes between insertion sequence elements. (D) During transposi-
tion, the transposable element is excised from the donor DNA and inserted into a 
random site in the recipient DNA. Transposase excises the transposable element at 
the inverted terminal repeats and makes a staggered cut at a target site in the recip-
ient DNA. After insertion of the transposable element, gaps fl anking the insertion 
site in the recipient DNA are replicated (red lines), resulting in duplicated sequences. 
doi:10.1128/9781555818890.ch5.f5.26
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virulence genes, thousands of mutants are tested for loss of the ability to 
cause disease in animal models or cultured tissues. The site of transposon 
insertion is determined in avirulent mutants to identify genes that are 
essential for virulence. Although this approach has been used extensively, 
screening of the library for mutants that no longer cause disease can be 
time-consuming.

Signature-tagged mutagenesis is a modifi ed transposon mutagenesis 
approach for identifi cation of genes that are essential for growth in a host 
animal. Mutants that carry a transposon in an essential gene will not be 
recovered from an infected host. These mutants are identifi ed by compar-
ing mutants that are recovered from the infected host with mutants that 
were present in the initial inoculum (mixture of mutants that was used to 
infect the host). To facilitate mutant identifi cation, short signature tags 
consisting of random sequences of about 40 base pairs (bp) are inserted in 
the transposon (Fig. 5.28A). This generates a mixture of transposons with 
different signature tags that is transformed en masse into the pathogen to 
generate a library of mutants. Each mutant has a unique signature tag that 
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Figure 5.27  Transposon mutagenesis. The transposon is introduced into a bacterium 
on a plasmid that carries the transposase gene (tnpA) outside of the inverted termi-
nal repeats. The bla gene encodes β-lactamase for selection of cells transformed with 
the plasmid by their resistance to ampicillin. Transposase catalyzes the transfer of 
the transposon into a random site in the bacterial genome. After transposition, the 
plasmid is not maintained in the culture because it cannot be replicated. The antibi-
otic resistance gene carried on the transposon enables selection of bacteria that have 
acquired the transposon. doi:10.1128/9781555818890.ch5.f5.27
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Figure 5.28  Signature-tagged mutagenesis to identify bacterial 
genes that are essential for survival in a host. (A) Generation of 
a library of signature-tagged transposon mutants. Signature tags 
are random sequences of approximately 40 bp. See Fig.  5.26 
and 5.27 for descriptions of transposons and transposition. (B) 
Screening of the mutant library for genes that are essential in 
vivo. Mutants on the membrane that do not hybridize to the in 

vivo tags (amplifi ed from mutants recovered from the host) rep-
resent strains that did not survive. The transposon in this mu-
tant potentially disrupts a gene that is essential for survival in 
vivo. bla, β-lactamase gene that confers resistance to ampicillin; 
tnpA, transposase gene; npt, neomycin phosphotransferase gene 
for selection of transposon mutants on the antibiotic kanamy-
cin. doi:10.1128/9781555818890.ch5.f5.28
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corresponds to the site of genome insertion. The entire library is used to 
inoculate a host animal, and after an infection has been established, the 
bacteria are recovered from the host (Fig. 5.28B). Genomic DNA purifi ed 
from the recovered bacteria is used as a template for PCR amplifi cation of 
the signature tags. The mixture of PCR amplifi ed tags is labeled and used 
as a probe to screen colonies of mutants in the initial inoculum, which are 
arrayed on a membrane, for signature tags that hybridize to probe. The 
goal is to identify mutants in the initial inoculum that do not hybridize 
to the probe and therefore represent mutants that are not present in the 
mixture of strains recovered from the infection. The region fl anking the 
transposon in the nonhybridizing mutants is sequenced to identify genes 
that are essential for growth in vivo. Further testing is required to confi rm 
the result. This procedure has been used extensively to identify virulence 
genes in many different human pathogens for which a suitable animal 
model is available (often a mouse or a pig).

Identifi cation of virulence genes by cloning has also been improved 
in a procedure known as in vivo expression technology. In this strategy, 
bacterial genes that are induced during infection are identifi ed by testing 
for promoters that are activated in vivo. A genomic library is generated by 
inserting fragments of pathogen genomic DNA into an appropriate vector 
upstream of a gene that is essential for bacterial growth in an animal host 
(for example, a gene required for purine biosynthesis) (Fig. 5.29). The pro-
moterless copy of the essential gene on the vector replaces the chromoso-
mal copy, which was previously deleted. The clone library is then injected 
into a model animal. Survival in the host animal depends on expression 
of the vector-borne essential gene from an active promoter on a cloned 
genomic fragment. Surviving bacteria are recovered from the animal, and 
the cloned promoters are tested for constitutive expression. A second re-
porter gene (e.g., lacZ) is included downstream from the essential gene 
on the vector such that it is in the same operon as the essential gene. This 
enables differentiation of promoters that are induced in vivo (those with 
low reporter gene activity on plates containing rich media) from those 
that are constitutively expressed (those with high reporter gene activity on 
plates). In vivo-induced genes are then identifi ed by sequencing the region 
downstream of the promoter in the bacterial genome.

Evolution of Bacterial Pathogens

Where do pathogens come from? How do new pathogens arise? These 
are compelling questions that intrigue microbiology researchers. Compar-
ative analysis of the genome sequences of pathogens and closely related 
nonpathogens not only has revealed genes encoding virulence factors but 
also has provided some insight into the evolution of pathogens. Changes 
in the nucleotide sequence of a bacterial genome may occur by mutations 
such as single nucleotide changes (point mutations) or sequence deletions, 
duplications, or rearrangements that alter the function or regulation of 
genes. Slow accumulation of mutations over time can lead to exploitation 
of new habitats, including new hosts, or enhanced resilience, for example, 
against host immune attack. Genome sequence analysis has also revealed 
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Figure 5.29  In vivo expression technology (IVET) to identify genes that are expressed 
in a host. To generate an IVET library, fragments of bacterial genomic DNA are in-
serted into the multiple-cloning site (MCS) of an IVET plasmid upstream of a pro-
moterless essential gene (EG) that is required for growth in an animal host. The IVET 
library is introduced into a strain of pathogenic bacteria in which the essential gene 
was previously disrupted (EG−). Recombination (broken lines) between the cloned 
genomic DNA fragment and the homologous sequence in the bacterial genome results 
in integration of the IVET plasmid into the genome of the EG− strain (cointegrant). 
The library of EG− cointegrants, each with the IVET plasmid integrated at a different 
site in the genome, is introduced into a host animal. Cointegrant strains that carry 
an active promoter upstream of the integrated IVET plasmid or within the cloned 
fragment express a functional EG and therefore may survive in the host. Bacteria are 
recovered from the animal and then plated on a rich medium (i.e., contains essential 
nutrients that the bacterium cannot synthesize because the EG has been disrupted). 
Recovered strains that do not express the reporter gene (RG) in vitro (white colonies) 
are of interest, as these carry a promoter upstream of the integrated EG that is only 
induced during infection. Blue colonies carry cloned fragments with promoters that 
drive constitutive expression of EG and RG. doi:10.1128/9781555818890.ch5.f5.29
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that pathogen genomes often carry clusters of genes, sometimes several 
gene clusters, that are not present in avirulent strains. These gene clusters 
are known pathogenicity islands because they carry virulence genes en-
coding adhesins, toxins, capsules, and other virulence-associated proteins. 
Pathogenicity islands have some characteristic features that aid in their 
identifi cation and suggest that they have been acquired from other organ-
isms (Fig. 5.30). Although rare, acquisition of foreign DNA sequences, 
also known as horizontal (or lateral) gene transfer, can result in rapid 
attainment of new traits.

Integration of foreign DNA into a genome is suggested by the differ-
ences in GC/AT ratio between the pathogenicity island and the rest of the 
genome sequence. In addition, pathogenicity islands contain sequences 
that indicate horizontal transmission via bacteriophage, transposons, or 
plasmids (Fig.  5.30). Bacteriophage-mediated transfer (transduction) is 
revealed by the presence of sequences for viral integration and by linkage 
to tRNA genes, which are often sites for bacteriophage insertion. Some 
bacteriophage have life cycles with two phases, a lysogenic and a lytic 
phase (Fig. 5.31A). During the lysogenic phase, viral DNA injected into 
the bacterium is integrated into the bacterial genome (referred to as a pro-
phage) by the enzyme integrase (Fig. 5.31A). Integrase coding sequences 
are often apparent in pathogenicity islands. The bacteriophage DNA may 
remain in the bacterial genome for long periods, during which virulence 
genes may be expressed, or permanently if mutations occur that block 
prophage excision and progression to the lytic phase. Integrated bacterio-
phage can introduce toxin genes. For example, virulent strains of Coryne-
bacterium diphtheriae carry a prophage that encodes the diphtheria toxin, 
while avirulent strains do not.

During the lytic phase of a bacteriophage life cycle, viral DNA is ex-
cised from the genome and packed into viral capsids (Fig. 5.31A). Rarely, 
the viral DNA is imperfectly excised, and the packaged DNA includes 
fragments of fl anking bacterial DNA. When the packaged, aberrant phage 
is released following lysis of the host cell, it may infect and integrate its 
DNA into the genome of another bacterial cell, thereby transferring 
the bacterial DNA to a new host. This process is known as specialized 
transduction (Fig.  5.31B). During generalized transduction, fragments 
of bacterial DNA are mistakenly packaged into viral capsids instead of 
bacteriophage DNA (Fig. 5.31C). When the mispackaged phage infects a 
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Figure 5.30  General features of pathogenicity islands. Several features suggest that 
these sequences were acquired by horizontal gene transfer via bacteriophage, trans-
posons, plasmids, or recombination. These include a G+C content that is different 
from that of the rest of the genome, insertion within a tRNA gene, direct repeat se-
quences (DR), a sequence homologous to bacteriophage integrase (int) genes, and in-
sertion sequences (IS). Pathogenicity islands carry genes that encode virulence factors 
such as adhesins, invasins, or toxins. Adapted with permission from Schmidt and Hen-
sel, Clin. Microbiol. Rev. 17: 14–56, 2004. doi:10.1128/9781555818890.ch5.f5.30
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Figure 5.31  Some bacteriophages, such 
as bacteriophage lambda, which infects 
E. coli, have life cycles with a lytic phase 
and a lysogenic phase (A). During the 
lytic phase, the virus reproduces and 
releases new viruses by lysing the host 
cell. During the lysogenic phase, the ge-
nome of the virus is integrated into the 
host genome and is replicated with the 
host DNA. An integrated bacteriophage 
genome is referred to as a prophage. 
The prophage may excise from the ge-
nome and initiate the lytic cycle to re-
lease new progeny. Rarely, excision of 
the prophage is imprecise and host DNA 
fl anking the prophage may be packaged 
into the new viruses (B). Following their 
release at the end of the lytic cycle, the 
aberrant viruses may infect new host 
cells and introduce the bacterial genes 
acquired from the previous host. This 
phenomenon, known as specialized 
transduction, transfers a limited num-
ber of genes adjacent to the prophage 
insertion site between bacterial cells. 
During the lytic cycle, host DNA may 
be erroneously packaged into the new 
viruses instead of viral DNA (C). When 
the aberrant viruses infect a new host, 
they transfer the DNA from the previous 
bacterial host. The transferred bacterial 
DNA may be integrated into the genome 
of the new host by recombination. This 
process, known as generalized transduc-
tion, can transfer any gene(s) between 
bacterial cells.
 doi:10.1128/9781555818890.ch5.f5.31
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new host, recombination between homologous regions on the transferred 
DNA and the host genome can result in integration of new sequences.

The presence of transposon insertion sequence elements and direct 
repeats fl anking the pathogenicity island may indicate acquisition by 
transposition (Fig. 5.30). Insertion sequence elements are mobile genetic 
elements that are delineated by terminal inverted repeat sequences and 
carry a gene encoding transposase that binds to the inverted repeats and 
mediates transfer of the transposon to a new site (Fig. 5.26). Larger trans-
posons often carry additional genes such as toxin or antibiotic resistance 
genes (Fig. 5.26). The latter contribute to the rapid spread of antibiotic 
resistance among organisms. The direct repeats fl anking the pathogenic-
ity island arise as a consequence of transposition. During transposition, 
transposase makes a staggered cut in each DNA strand at a random in-
sertion site in the recipient genome (Fig. 5.26). After the transposon is 
inserted at the new site, the single-stranded gaps adjacent to the insertion 
site are fi lled in by replication, resulting in duplicated fl anking sequences.

Most pathogen genomes carry one or more pathogenicity islands. The 
genome of the intestinal pathogen S. enterica carries two large patho-
genicity islands. Each encodes a type III secretion system and several 
effector proteins that enable Salmonella to invade and survive within 
host intestinal epithelial cells (M cells). The effector proteins expressed 
from Salmonella pathogenicity island 1 (SPI-1) induce membrane ruf-
fl ing and engulfment following attachment of the bacterium to M cells 
(Fig. 5.5). After the bacterium has been taken up in a phagosome, effec-
tor proteins encoded on SPI-2 are secreted through the type III secretion 
apparatus into the host cytosol to prevent phagosome–lysosome fusion. 
Toxin genes are often found on pathogenicity islands, for example, the 
genes encoding the Shiga-like toxin produced by enterohemorrhagic E. 
coli, the botulinum neurotoxin produced by Clostridium botulinum, and 
the diarrhea-inducing cholera toxin produced by V. cholerae. Analysis of 
pathogen genome sequences has revealed that horizontal transfer of these 
toxin genes has likely contributed to emergence of new pathogens.

Plasmids are another source of virulence traits that can be readily 
transferred among bacteria by conjugation (see chapter 1). If a newly ac-
quired plasmid can be maintained in a recipient host, the genes encoded 
on the plasmids may enable the bacterium to adapt to new environments, 
such as the host environment. Virulence plasmids found in many human 
pathogens carry genes encoding virulence factors. For example, plasmid 
genes may confer enhanced ability to obtain nutrients or resist antibiotics, 
or they may encode adhesins, invasins, or toxins. Bacillus anthracis, the 
causative agent of anthrax disease, carries two plasmids that are essen-
tial for virulence. One plasmid, pXO1, carries genes encoding a potent 
A–B toxin, and a second plasmid, pXO2, carries capsule biosynthesis 
genes. Plasmids similar to pXO1 and/or pXO2 have been found in clin-
ical isolates of the closely related but relatively benign species Bacillus 
cereus. Patients harboring the plasmid-carrying B. cereus strains exhib-
ited symptoms of anthrax disease. Although pXO1 and pXO2 are not 
self-transmissible, they can be mobilized into new host bacteria by other, 
natural plasmids that carry transfer functions.

SPI-1
Salmonella pathogenicity island 1
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Treatment of Bacterial Infections

Fortunately, chemotherapeutic agents have been developed to control 
bacterial infections that were previously often fatal (Milestone 5.1). An-

tibiotics are diverse, secondary metabolites secreted by some soil fungi 
and bacteria (mainly actinomycetes). They are produced naturally in soils 
to kill or inhibit growth of bacteria that compete for limited nutrients. 
Today, prescribed antibiotics are more likely to be synthetic derivatives 
of those original natural products that carry novel functional groups that 
confer broader toxicity, increased stability, or resistance to degradation. 
An important property of a useful antibiotic is selective toxicity: the an-
tibiotic kills (bacteriocidal agents) or inhibits (bacteriostatic agents) the 
pathogen but does not harm the host. Selectively toxic antibiotics target 
specifi c structures or proteins that are unique to bacteria and disrupt their 
function.

Common bacterial cell targets that are disrupted by these antibiotics 
are ribosomes, cell wall synthesis enzymes, and, to a lesser extent, enzymes 
required for nucleic acid synthesis such as RNA polymerase and DNA gy-
rase. Bacterial and eukaryotic ribosomes differ in their structures, as they 
are comprised of different proteins and RNAs. Many antibiotics inhibit 
ribosomal function and thereby protein synthesis, which is essential for 

The fi rst commercial antibiotic 
used to treat infectious dis-
ease in humans was penicillin, 

produced by the fungus Penicillium. In 
1928, the Scottish physician Alexander 
Fleming discovered, by accident, that 
Penicillium secreted a compound that 
inhibited the growth of S. aureus in 
laboratory cultures. We now know 
that penicillin structurally resembles 
the terminal dipeptide in the side chain 
of peptidoglycan, the major compo-
nent of the bacterial cell wall. As a 
structural analogue of the natural sub-
strate, penicillin binds to the enzyme 
transpeptidase and prevents it from 

catalyzing the formation of peptide 
bonds between adjacent peptide side 
chains in peptidoglycan. By prevent-
ing peptide cross-linking, penicillin 
weakens the cell wall and renders the 
bacterium susceptible to lysis. Bacteria 
have a unique cell wall composition 
that is not present in humans, and 
therefore, penicillin meets the crite-
rion of selective toxicity. Although 
Fleming is credited with the discovery 
of penicillin, he did not show that it 
was an effective treatment for human 
infections. In 1939, Howard Florey 
and Ernst Chain of Oxford University 
extracted penicillin from the fungus 

and injected it into mice that were 
infected with S. pyogenes, S. aureus, 
or Clostridium septicum. The mice 
survived. This was followed by clinical 
trials in the early 1940s that proved its 
effectiveness in humans, and penicillin 
began to be produced on a large scale 
in 1944. There was strong motiva-
tion for the rapid development of 
this drug because infections were the 
leading cause of death of soldiers in 
the battlefi elds of World War II. Since 
the discovery of penicillin, many other 
antibiotics have been discovered that 
are effective against human pathogens.

THE DISCOVERY OF PENICILLIN

On the Antibacterial Action of Cultures of a Penicillium, with Special 
Reference to Their Use in the Isolation of B. infl uenzae
A. Fleming
Br. J. Exp. Pathol. 10:226–236, 1929

Penicillin as a Chemotherapeutic Agent
E. Chain, H. W. Florey, A. D. Gardner, N. G. Heatley, M. A. Jennings, 
J. O. Ewing, and A. G. Sanders
Lancet ii: 226–228, 1940

milestone
5.1
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cell survival. For example, tetracycline binds to the 16S rRNA of the bac-
terial small ribosomal subunit and blocks binding of tRNA (Fig. 5.32A). 
Erythromycin binds to the 23S rRNA in the large ribosomal subunit and 
blocks translocation of peptidyl-tRNAs during translation (Fig. 5.32B). 
Penicillin and other structurally similar antibiotics bind to the enzyme 
transpeptidase and prevent cross-linking of peptidoglycan, which weak-
ens the bacterial cell wall (Milestone 5.1). In addition to penicillin, gly-
copeptides, such as vancomycin, and several other antibiotics inhibit 
different steps in bacterial cell wall synthesis. Some peptide antibiotics 
target the cell membrane, for example, polymyxin produced by Paeni-
bacillus polymyxa. Peptide antibiotics form holes in the membrane that 
permit leakage of cell contents. Unregulated ion movement across the 
membrane disrupts membrane potential that is essential for cell processes 
such as nutrient transport and ATP synthesis. Membrane-disrupting an-
tibiotics are restricted to topical use, as they also target human cell mem-
branes and therefore are not selectively toxic. As our understanding of 
virulence mechanisms increases, new targets for antibacterial agents can 
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be identifi ed. Some promising targets that are currently being explored are 
quorum sensing systems that control the expression of virulence factors 
and toxin secretion systems.

Infectious disease remains a signifi cant cause of human mortality in 
underdeveloped countries. In highly developed regions (e.g., North Amer-
ica, Western Europe, and Australia), microbial infections are no longer a 
leading cause of death, due in large part to the availability of antibiotics, 
as well as improvements in sanitation, health care, and immunizations. 
The emergence of pathogen strains that are resistant to multiple antibiot-
ics, however, is a serious threat to our ability to treat bacterial infections. 
Antibiotic resistance is a natural phenomenon, but it is amplifi ed and ac-
celerated by the overuse and misuse of antibiotics. Bacteria exposed to 
antibiotics must adapt or die, and therefore, the use of antibiotics selects 
for antibiotic-resistant strains.

There are three general mechanisms by which bacteria may acquire 
resistance to an antibiotic (Fig. 5.33). (i) A mutation may occur that alters 
the bacterial structure that is the target for the antibiotic. For example, 
mutations may alter the structure of RNA polymerase such that the anti-
biotic rifampin no longer binds but the ability of the enzyme to catalyze 
RNA synthesis is unaffected. (ii) The antibiotic may be enzymatically de-
graded or modifi ed by addition of a functional group (a methyl, acetyl, or 
phosphoryl group), thereby inactivating it. β-Lactamase is an example of 
an enzyme secreted by some bacteria that cleaves the β-lactam ring of pen-
icillin and cephalosporins. Synthetic derivatives of these antibiotics that 

1 Antibiotic
 target is altered

2 Enzyme degrades or
 inactivates antibiotic

3 Antibiotic is pumped
 out of the cell

Antibiotic

Figure 5.33  Mechanisms of antibiotic resistance.
 doi:10.1128/9781555818890.ch5.f5.33
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are more resistant to degradation were developed in response to the rise 
in β-lactamase-producing bacteria; however, strains resistant to the new 
antibiotics often appear within a few years of introduction. (iii) The anti-
biotic may be prevented from reaching its target by blocking of antibiotic 
transport across the cell membrane or by removal of the antibiotic from 
the cell by an effl ux pump. Drug effl  ux pumps are specialized membrane 
proteins that continuously export the antibiotic from the cell. Often one 
pump can remove several different antibiotics. Enzymes that degrade or 
modify antibiotics and proteins that form drug effl ux pumps are often 
encoded on mobile genetic elements such as plasmids or transposons that 
are acquired by horizontal gene transfer. This can lead to rapid spread of 
antibiotic resistance among bacteria, a growing public health concern.

Emerging antibiotic resistance is most evident in the bacterial patho-
gens that cause most human infections, for example, bacteria that cause 
diarrheal diseases, res pi ratory tract infections, meningitis, and sexually 
transmitted infections. Antibiotic resistance typically develops within a 
few years of introduction of a new antibiotic, and some strains of patho-
gens are resistant to all antibiotics commonly used to treat the disease. 
This renders fi rst-line antibiotics, which are cheaper and less toxic, in-
effective. Multidrug-resistant strains of S. aureus illustrate this point. In 
1946, when penicillin was fi rst in widespread use, all isolates of S. aureus 
were sensitive to the drug. By the late 1940s, hospital-acquired strains be-
gan to show resistance to penicillin, and the synthetic penicillin derivative 
methicillin was then introduced to treat S. aureus infections. Within a de-
cade of introduction of methicillin, clinical isolates resistant to methicillin 
and all derivatives of penicillin began to emerge. Community-associated 
methicillin-resistant S. aureus is now common. Very few drugs are effec-
tive against this pathogen. So far, strains resistant to the “last resort” an-
tibiotic (given when other treatments have failed) vancomycin are rare.

Viral Infections

Almost all organisms—plants, animals, fungi, protists, and bacteria—can 
be infected with viruses. Viruses are noncellular particles (virions) that 
contain genetic material but cannot replicate their genomes outside of 
a host cell. They carry genes but require host cell machinery to produce 
proteins. That is, they are obligate parasites. Although they are small and 
simple (the smallest known virus carries genes for two proteins), once 
they infect a host, they reproduce very effi ciently. They have a devastating 
impact on human health, and a vast number of viruses can infect humans. 
Most of us are familiar with the symptoms of rhinoviruses and other vi-
ruses that cause the common cold and infl uenza virus, which causes the 
res pi ratory disease of the same name. Other common viral diseases are 
chicken pox (varicella-zoster virus), cold sores (herpes simplex virus 1 
[HSV-1]), and warts (human papillomavirus). More serious diseases are 
caused by hepatitis virus (liver infections), HIV (AIDS), rabies virus, po-
liovirus, and many others. Viruses that infect bacteria (bacteriophage) can 
also have a great impact on human health, as these often introduce genes 
for production of toxins when integrated into the bacterial genome. Some 

HSV-1
herpes simplex virus 1
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human viruses can integrate their genomes into ours. The human genome 
contains a large number of sequences of ancient viral origin that have 
likely infl uenced human evolution (Box 5.1). Viruses that can integrate 
into the genomes of humans are being explored as gene delivery vehicles 
to replace inherited, defective genes.

The basic structure of a virus is nucleic acid contained within a pro-
tein coat (capsid). This is referred to as a nucleocapsid. A capsid, which is 
composed of protein subunits called capsomers, may be a simple helical 
structure that wraps around and protects the nucleic acid genomes of fi la-
mentous viruses (Fig. 5.34A), or it may take the shape of an icosahedron, 
a structure with 20 faces made up of equal-size triangles (Fig.  5.34B). 
Icosahedral capsids can be constructed from a minimum number of pro-
tein subunits, enabling effi cient use of limited resources to synthesize 
many virions. Enveloped viruses additionally have a membrane that is 
derived from a host membrane as the viruses are leaving the cell and is 
often studded with membrane-bound (spike) proteins (Fig. 5.34C). The 

HERVs
human endogenous retroviruses

box 5.1
Viruses: Are They All Bad?

Most of us have experienced 
at least the relatively mild 
discomfort of some viral 

infections, such as those that cause the 
common cold or chicken pox. Other 
viral infections are devastating. But 
have humans derived any benefi t from 
viral infections? The sequence of the 
human genome has revealed that more 
than 8% of our DNA is of viral origin. 
About 100,000 DNA segments carry 
the remnants of ancient viral infections. 
This is likely an underestimate, as these 
sequences have been identifi ed because 
they bear some resemblance to existing 
viruses. These viruses, specifi cally ret-
roviruses, infected our ancient ances-
tors millions of years ago and became 
permanently integrated into the genome 
when mutations were acquired that pre-
vented the virus from reproducing. The 
infected cells were germ cells (reproduc-
tive cells), and hence, the viral sequences 
were passed to subsequent generations 
and have persisted in our genomes. The 
viral sequences are known as human 
endogenous retroviruses (HERVs).

Both ends of the retroviral genomes 
carry LTRs that enable insertion of 

the double-stranded viral DNA, which 
was generated from the single-stranded 
RNA retroviral genome by reverse 
transcriptase, into a host chromosome. 
In addition, the LTRs carry promoters 
that drive expression of viral genes. 
The LTRs were used to identify HERVs 
in human genomic sequences and to 
estimate when they were inserted by 
comparing sequences of LTRs among 
endogenous retroviruses in the ge-
nomes of other vertebrates (ERVs are 
found in every class of vertebrate but 
appear to be restricted to vertebrates). 
The promoter of an integrated LTR 
can also drive expression of host genes 
when inserted into a 5′ untranslated 
region. In fact, these ancient sequences 
have been major drivers of human 
evolution. They control expression of 
some genes (for example, genes that 
are expressed in reproductive tissue or 
genes that are controlled by the tumor 
suppressor protein p53), have provided 
alternate splice sites when inserted into 
protein coding sequences, and have 
caused chromosomal rearrangements 
by recombination between integrated 
viral sequences. Rearrangements led 

to gene duplications and deletions that 
have affected the development of im-
portant human functions. For example, 
HERV-mediated duplications have 
contributed to the multigene families 
that encode components of the human 
immune system (MHC and T-cell 
receptors).

In many cases, viral proteins have 
been co-opted by the host and have 
novel functions in human reproduction 
and development. In fact, it seems that 
we owe our ability to reproduce to one 
such viral protein. Many enveloped vi-
ruses gain entry to host cells by fusion 
of viral and host cell membranes, a 
process that is often initiated by a viral 
protein. This was likely the original 
function of the protein syncytin, en-
coded on a HERV. In humans, syncytin 
is responsible for fusion of the placenta 
that surrounds a developing fetus 
with the mother’s uterus. This fusion 
is essential for transport of nutrients 
to support the fetus. A similar protein 
is encoded in the genomes of other 
primates, suggesting that the retro-
virus likely infected an ancestor that 
was common to all primates. Thus, 
while viruses are well known to cause 
disease, they have also contributed 
to important innovations in primate 
evolution.
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nucleocapsids may or may not contain accessory proteins, such as special-
ized polymerases that initiate viral genome replication following infection.

The nucleic acid genomes may be RNA or DNA, single or double 
stranded, linear or circular, and whole or segmented. Viral single-stranded 
RNA genomes may be positive stranded or negative stranded. Positive-sense 

RNA is the same sense as mRNA and can be directly translated into pro-
teins by host ribosomes, while negative-sense RNA must fi rst be copied to 
produce a positive-sense strand before translation can occur. Poliovirus is 
an example of a virus with one linear, single-stranded, positive-sense RNA 
chromosome enclosed within an icosohedral capsid. Infl uenza virus car-
ries eight negative-sense RNA molecules within an enveloped capsid. Hu-
man papillomavirus has a single, circular, double-stranded DNA genome. 
The structure of the genome determines the mechanism by which the viral 
genes are expressed and the viral genomes are replicated, and it is the basis 
for the major viral classifi cation scheme known as the Baltimore classifi ca-
tion system after virologist David Baltimore, who fi rst proposed it.

All viruses require a host cell for reproduction. A basic viral infection 
cycle consists of recognition and attachment to a host cell, entry into the 
host cell, and utilization of host enzymes and resources to produce viral 
proteins and to replicate the viral genome (Fig. 5.35). The genetic material 
and capsids are then assembled to produce virions that leave the cell and 
infect new host cells.

Attachment and Entry

The fi rst step in a viral infection cycle is the binding of a virion to a host 
cell. Virus attachment requires specifi c interaction between a protein on 
the surface of the virus and a receptor on the surface of the host cell. The 
interaction occurs by random collision, as viruses are nonmotile. Host 

Figure 5.34  Basic viral structure. (A) Nucleocapsid of a fi lamentous virus; (B) nucle-
ocapsid of an icosahedral virus; (C) an enveloped virus.
 doi:10.1128/9781555818890.ch5.f5.34
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surface receptors are often carbohydrate groups on glycolipids or glyco-
proteins that function in important cellular processes such as signaling 
or adhesion. Viruses exploit these surface proteins as attachment and en-
try sites. The molecular interaction is very specifi c and determines which 
hosts and host cell types the virus can infect (host tropism). For example, 
the envelope of infl uenza A virus contains a spike protein known as he-

magglutinin that interacts with a sialic acid residue on a glycoprotein in 
the membranes of secretory cells, especially those of the res pi ratory tract. 
Hemagglutinin in the envelope of avian infl uenza A virus specifi cally 
binds to α(2,3)-linked sialic acid on bird receptors (Fig. 5.36A), whereas 
human infl uenza A virus interacts with the α(2,6)-linked sialic acid resi-
dues on human proteins (Fig. 5.36B). Mutations that change the structure 
of the sialic acid-binding pocket of hemagglutinin can enable infl uenza 
viruses to infect different hosts (Box 5.2). The nonenveloped rhinovirus 
interacts with a host receptor via its capsid protein. The capsomer forms 
a depression (“canyon”) into which fi ts the host membrane glycoprotein 
intercellular adhesion molecule 1 (ICAM-1).

Following attachment, the next step in the infection cycle is host cell 
penetration. In this step, the virus enters the host cell and the protective 

ICAM-1
intercellular adhesion molecule 1

1 Recognition and attachment

2 Entry

3 Protein
 synthesis

4 Genome
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 transmission

Figure 5.35  Basic steps in a viral life cycle. (1) Attachment of a virion to a host cell is 
mediated by a specifi c protein on the surface of the virus and a receptor on the host 
cell. (2) The nucleic acid of the virus is released from the capsid into the host cell. 
Uncoating of the nucleic acid may occur during or after entry of the virion. (3) Viral 
genes are expressed to produce large quantities of proteins that assist in replication of 
viral nucleic acids or are viral structural proteins. (4) Viral nucleic acids are replicated 
to produce many copies of the viral genome. (5) Viral capsids and genomes are assem-
bled within the host cell to generate new virions. (6) Infectious virions are released and 
may be transmitted to new cells. doi:10.1128/9781555818890.ch5.f5.35
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capsid is removed, exposing the viral genome for replication and ex-
pression of viral genes. Release of viral nucleic acid from the capsid is 
known as uncoating. Viral entry into animal cells occurs by one of 
two general mechanisms: (i) fusion of viral and host membranes or (ii) 
receptor-mediated endocytosis.

After binding to host surface receptors, some enveloped viruses may 
penetrate by fusion of their membranes with the membrane of the host 
cell (Fig. 5.37). Membrane fusion is promoted by specifi c proteins pres-
ent in the viral envelope or in the host cell membrane and releases the 
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Figure 5.37  Viral penetration of host cells by membrane fusion. Nucleocapsids enter 
the host cell by membrane fusion and are uncoated in the host cytoplasm (A) or at the 
nucleus (B). doi:10.1128/9781555818890.ch5.f5.37
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nucleocapsid into the cytoplasm. Uncoating may take place in the cyto-
plasm, as in the case of HIV (Fig. 5.37A), or after the nucleocapsid reaches 
the nucleus by traveling along the actin and microtubule cytoskeleton, as 
for herpesvirus (Fig. 5.37B).

Both enveloped and nonenveloped viruses may be taken up via endo-
cytosis. Viruses attach to specifi c receptors and migrate to regions in the 
host membrane that are lined on the cytoplasmic face with the protein 
clathrin (Fig. 5.38). Migration to clathrin-coated pits concentrates the vi-
ral particles and triggers further invagination of the membrane, which 

box 5.2
Why Was the Spanish Flu of 1918 So Deadly?

Many infectious diseases have 
had an enormous impact on 
human history. The bubonic 

plague, caused by the bacterium Yer-
sinia pestis, had a great socioeconomic 
impact on medieval European societies. 
In the 1300s, one-third of Europe’s 
population succumbed to the disease, 
causing serious labor shortages that 
resulted in unharvested fi elds, sky-
rocketing food prices, and a starving 
population. Smallpox virus, introduced 
to the indigenous peoples of North 
America by European explorers and 
settlers, wiped out much of the native 
population and likely facilitated Euro-
pean conquest and expansion in that 
continent. The 1918 infl uenza pan-
demic, the so-called “Spanish fl u,” is 
considered to be the most devastating 
event in human history.

Contemporary seasonal infl uenza A 
virus infections kill tens of thousands 
of people every year, mainly young 
children, the elderly, and immunocom-
promised individuals. However, tens 
of millions of people died during the 
1918 infl uenza pandemic, which lasted 
3 years and infected nearly 30% of the 
world’s population. Most of the victims 
were young adults. The infections were 
also unusually severe. Within days of 
the fi rst symptoms, infected individuals 
experienced massive bleeding of the 
lungs. The infection progressed rapidly, 
and victims typically fell to the disease 
within 5 days. Why was the 1918 
strain of infl uenza virus so virulent?

Nearly a century later, researchers at 
the U.S. Armed Forces Institute of Pa-
thology were able to obtain samples of 
this extinct virus from the lung tissues 
of victims of the 1918 pandemic, from 
preserved autopsy material and from 
an individual buried in the Alaskan 
permafrost (Taubenberger et al., 1997; 
Reid et al., 1999). Although the viral 
RNA was somewhat degraded, they 
determined the sequence of several key 
genes and eventually the entire genome 
sequence of the 1918 infl uenza virus 
extracted from these preserved samples 
(Taubenberger et al., 2005). Compar-
ison of the gene sequences to those 
of contemporary strains of avian and 
human infl uenza virus revealed that the 
1918 strain was probably derived from 
an avian infl uenza virus strain (H1N1; 
“H” and “N” indicate the alleles of 
the hemagglutinin and neuraminidase 
genes, respectively). The strain had 
acquired mutations in the viral surface 
receptor hemagglutinin which enabled 
it to attach to and infect human respi-
ratory cells. After careful consideration 
of the public health benefi ts that would 
be gained from understanding the 
unusual virulence of the pathogen and 
instatement of stringent biosafety and 
containment regulations, the virus was 
reconstructed (Tumpey et al., 2005). In 
macaque infection models, the levels 
of the reconstructed 1918 virus were 
higher in both the upper and lower 
respiratory tracts than the levels of a 
contemporary human strain that was 

found only in the upper respiratory 
tract and normally replicates poorly in 
the lower lungs. Infection triggered a 
strong host infl ammatory response that 
damaged respiratory tissue and caused 
severe hemorrhaging. Compared to 
contemporary human infl uenza strains, 
the 1918 virus also had signifi cant 
differences in the sequence of its 
RNA-dependent RNA polymerase 
that likely contributed to its ability to 
reproduce more effi ciently. Together, 
these mutations in hemagglutinin and 
the RNA polymerase complex led to 
human adaptation of an avian infl u-
enza virus that killed its victims rapidly 
and that spread effectively from human 
to human. Transmission was facilitated 
by the miserable conditions endured by 
the underfed and overexposed soldiers 
on the battlefi elds of World War I.

Infl uenza pandemics subsequent 
to 1918, most notably in 1957, 1968, 
and 2009, have been due to emergence 
of descendants of the 1918 strain. It 
appears that the human-adapted avian 
strain was transferred from humans 
to pigs and has since been main-
tained in pigs. The H1N1 strain that 
caused the global pandemic of 2009 
arose following reassortment of the 
eight segments of the infl uenza RNA 
genome from humans, pigs, and birds 
that led to new combinations of viral 
alleles. The animal in which these were 
combined into a human infectious 
virus is unknown. Global surveillance 
programs for emerging infl uenza virus 
strains and an aggressive immunization 
campaign against the 2009 strain may 
have preempted a devastating pan-
demic in a population that otherwise 
lacks immunity.
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eventually pinches off to form an endocytotic vesicle (endosome). Endo-
cytosis may also occur independently of clathrin. An advantage of entry 
via endocytosis is that the entire virus is internalized, and therefore, viral 
molecules are not left outside the cell to alert an immune response.

Most viral genomes are released from the endosome before it binds to 
the lysosome, which contains nucleases, among other digestive enzymes, 
that would otherwise destroy the viral nucleic acids. Viral genomes may 
be released by fusion of viral and endosomal membranes in the case 
of enveloped viruses or by disruption of the endosome by nonenvel-
oped viruses (Fig.  5.39). Infl uenza virus, for example, enters host cells 
via clathrin-dependent endocytosis. Acidifi cation of the endosome (via a 
proton pump) induces a conformational change in hemagglutinin which 
brings the viral and endosomal membranes close enough for the mem-
branes to fuse (Fig. 5.39A). Protons also enter the interior of the virion via 
an ion channel formed by the infl uenza virus M2 protein. This destabilizes 
the virion and results in release of the viral RNA genome. The RNA mol-
ecules, with associated proteins (including a viral RNA polymerase), are 
imported into the nucleus via the nuclear pore complex. The nucleocapsids 
of other viruses that are released from the endosome via membrane fusion 
may be uncoated by interactions between the capsomers and cytoplasmic 
ribosomes that result in capsid disassembly. The RNA of Semliki Forest 
virus is released into the cytoplasm in this way and is then translated by 
the ribosomes to produce viral proteins. Nonenveloped viruses that enter 
the cell via endocytosis may be released by disrupting the endosome. For 
example, conformational changes in poliovirus capsid proteins (as a con-
sequence of binding to host cell receptors) expose hydrophobic residues 
that insert in the endosomal membrane. This forms a pore through which 
poliovirus RNA is secreted into the host cytoplasm (Fig. 5.39B).
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Figure 5.38  Entry of viruses by endocytosis. The virus binds to a specifi c receptor on 
the surface of a host cell and migrates to regions of the host membrane that are lined 
with the protein clathrin. The host membrane invaginates and eventually engulfs the 
virion, forming an endosome. doi:10.1128/9781555818890.ch5.f5.38
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Viral Gene Expression and Replication

Viral reproduction requires synthesis of large quantities of viral proteins, 
encoded by viral genes, and viral genomes, which are then assembled into 
new virions. Viruses use stealth and molecular mimicry to manipulate the 
host cell machinery to produce these. The mechanism by which this is 
achieved is determined by the nature of the viral genetic material, that 
is, whether the viral genome is made of DNA or RNA and is single or 
doubled stranded. After entry into the host cell, the next step in the viral 
infection cycle is the presentation of mRNA to the host ribosomes for 
viral protein synthesis. Viral proteins assist in the replication of the viral 
genomes, control viral and host gene expression, and are structural com-
ponents of capsids and envelopes.
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Figure 5.39  Viral genomes may be released from the endosome by fusion of viral and 
endosomal membranes as for infl uenza virus (A) or by disruption of the endosome as 
for the nonenveloped poliovirus (B). doi:10.1128/9781555818890.ch5.f5.39
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DNA Viruses

The genetic material of double-stranded DNA viruses is similar to that of 
the host, and therefore, the virus can use cellular replication and protein 
synthesis machinery. DNA replication and gene transcription of viral DNA 
genomes generally take place in the nucleus, where appropriate cellular 
enzymes are available. Viral mRNA produced in the nucleus is exported 
to the cytoplasm, where translation occurs on cytoplasmic or endoplasmic 
reticulum-bound ribosomes. Viral proteins that are synthesized on cyto-
plasmic ribosomes are transported back to the nucleus for virion assembly, 
while viral spike proteins are transported via the endoplasmic reticulum to 
membranes that will eventually comprise the viral envelope.

The nuclear membrane presents a barrier to entry of viral particles. 
Viral DNA may be packaged into the nucleus during cell division when 
the nuclear membrane disintegrates and then reforms around newly repli-
cated chromosomes. Infections of this type occur only in cells that divide. 
Viral genomes may also enter the nucleus by exploiting the pathway used 
by cells to import proteins into the nucleus. Host proteins are targeted to 
the nucleus by a short sequence of mostly basic amino acids that com-
prise the nuclear localization signal. With the assistance of specifi c cyto-
plasmic receptor proteins, cellular proteins carrying a nuclear localization 
signal dock onto a complex of proteins that form the nuclear pore and 
are translocated into the nucleus. The nucleocapsids of adenoviruses and 
herpesviruses dock onto the nuclear pore complex via a capsid protein 
and release their DNA genomes (Fig. 5.40). The empty capsids of these 
viruses are too large to enter the nucleus and either disintegrate or remain 
bound to the pore complex.

Regulation of transcription initiation is a major mechanism of control 
of viral gene expression. RNA polymerase II, the major enzyme complex 
that catalyzes host mRNA synthesis, transcribes genes encoded in viral 
DNA genomes. Viral promoter sequences that are recognized by RNA 
polymerase II are therefore similar to those of host protein coding genes. 
Typically, genes of DNA viruses are expressed in a specifi c temporal or-
der (a transcriptional cascade) that is controlled at the transcriptional 
level by viral and host regulatory proteins. Genes that are transcribed fi rst 
(“early” genes) are those encoding proteins that participate in replication 
of the viral genomes and regulate viral gene expression, at the expense 
of host gene expression. Production of large numbers of viral genomes 
(often tens of thousands per cell) and early viral proteins that participate 
in this process places a huge demand on a host cell’s resources. To avoid 
disruption of viral DNA replication, synthesis of viral structural proteins 
is delayed. Genes encoding capsid and envelope proteins are therefore 
transcribed later in the infection cycle (“late” genes), after initiation of vi-
ral genome replication. This ensures that all viral components are present 
for production of large numbers of functional virions.

The small simian virus 40 (SV40) that infects monkeys and humans 
provides a simple example of coordinated temporal regulation of viral 
genes. The DNA genome of SV40 is 5,243 bp and contains two transcrip-
tional units, one controlled by an early promoter and the other by a late 
promoter (Fig. 5.41). The early mRNA encodes two proteins (the small-t 

SV40
simian virus 40
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and large-T antigens) that initiate viral DNA replication and prevent host 
cell apoptosis (programmed cell death). In addition, the large-T antigen 
suppresses production of early mRNA and activates transcription of late 
genes encoding three capsid proteins.

Although HSV-1 has a much larger genome (152,000 bp) than 
SV40, the temporal coordination of gene expression is generally similar. 
The fi rst HSV-1 genes to be expressed immediately following infection 
(immediate-early, or alpha, genes) are activated by interaction between 
the viral matrix protein which entered the nucleus with the viral genome, 
cellular transcription factors, and an enhancer sequence adjacent to the 
viral immediate-early gene promoters. The HSV-1 matrix protein is a 
strong transcriptional activator that, by activating expression of viral and 
host genes, enables the virus to replicate in inactive host cells such as non-
dividing cells of the central nervous system. Three of the immediate-early 
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Figure 5.40  Adenovirus nucleocapsids travel along microtubules to the nuclear pore 
complex, where viral DNA is released into the nucleus. Viral mRNA produced by host 
RNA polymerase in the nucleus is exported to the cytoplasm for protein synthesis on 
cytoplasmic ribosomes. The viral proteins return to the nucleus for virion assembly. 
doi:10.1128/9781555818890.ch5.f5.40
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proteins are transcriptional activators that induce subsequent expres-
sion of early viral proteins required for viral genome replication. Pro-
teins encoded by early genes include a replication initiation protein, DNA 
polymerase, a helicase–primase complex, proteins that increase levels of 
deoxyribonucleotides, and DNA repair enzymes. After replication of the 
viral genome has been initiated, expression of early genes is repressed and 
late genes encoding structural components are activated. The herpesvirus 
genome, which is circularized following introduction into the host nu-
cleus, is replicated by rolling-circle replication (Fig. 5.42). Replication not 
only provides genomes for new virions but also increases the number of 
copies of viral genes from which large numbers of late viral mRNAs and 
proteins can be produced.

Positive-Sense RNA Viruses

The genomes of RNA viruses may be double or single stranded, and in 
the latter case, the RNA molecule may be in the positive or negative sense. 
Positive-sense RNA genomes have the same polarity (5′ to 3′) as mRNA 
and therefore can be presented directly to host ribosomes for transla-
tion (Fig. 5.43A). In contrast, negative-sense RNA genomes have polar-
ity opposite (3′ to 5′) that of mRNA and must fi rst be transcribed to 
produce a complementary mRNA molecule for translation by ribosomes 
(Fig. 5.43B). The genomes of some positive-sense RNA viruses carry a 5′ 
7-methylguanosine cap and/or 3′ poly(A) tail that are characteristic of eu-
karyotic mRNA. For example, the single positive-sense RNA molecule of 
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Figure 5.41  Map of the SV40 genome showing early (pE) and late (pL) promoters that 
control transcription of early (red) and late (blue) mRNA, respectively. The small-t an-
tigen (t-Ag) encoded on the early mRNA initiates viral DNA replication at the origin 
of replication (ori; 0) on the circular SV40 genome.The large-T antigen (T-Ag), also 
encoded on the early mRNA, binds to the control region (black boxes) and activates 
transcription from the late promoter to produce capsid proteins (VP1, VP2, and VP3). 
doi:10.1128/9781555818890.ch5.f5.41
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Figure 5.42  Replication of the herpesvi-
rus genome by rolling-circle replication. 
Following introduction into the host 
cell nucleus, the herpesvirus genome is 
circularized. During replication, one of 
the two strands of the double-stranded 
DNA genome is nicked. Extension of 
the nicked strand by a viral DNA poly-
merase generates a linear concatemer 
(solid line) that carries multiple copies 
of the viral genome. The other end of 
the same strand is displaced as DNA 
synthesis progresses around the circular 
template and serves as a template for 
synthesis of the complementary strand 
(broken line). During virion assembly, 
viral genomes are excised at specifi c se-
quences (*) by packaging proteins asso-
ciated with a preassembled capsid, and 
each capsid receives a complete genome. 
Arrows indicate direction of DNA 
synthesis.
 doi:10.1128/9781555818890.ch5.f5.42
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Figure 5.43  Production of mRNA and genomic RNA molecules in single-stranded 
positive-sense (A) and negative-sense (B) RNA viruses requires an RNA-dependent 
RNA polymerase (RNAP). doi:10.1128/9781555818890.ch5.f5.43
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the poliovirus genome has a poly(A) tail but is capped at the 5′ end with a 
viral protein (VPg) (Fig. 5.44). In contrast, the yellow fever virus genome 
has a 5′ 7-methylguanosine cap but not a 3′ poly(A) tail.

A problem for RNA viruses is that eukaryotic cells begin mRNA 
translation near the 5′ end of the molecule and generally do not recognize 
internal translation initiation sites. Therefore, production of multiple viral 
proteins from a single viral genomic RNA molecule requires a mechanism 
to produce either monocistronic RNA molecules each encoding one pro-
tein from the polycistronic genome encoding several different proteins, 
or individual proteins from a single polyprotein. Poliovirus, for exam-
ple, generates a single polyprotein from its positive-sense RNA genome. 
Poliovirus RNA has a long leader sequence between the 5′ end of the 
molecule and the translation initiation codon. Intrastrand complemen-
tary base-pairing in the leader sequence forms a structure that mediates 
binding of ribosomes to the RNA. Translation results in the production 
of a single large protein that is the precursor for all of the poliovirus pro-
teins (Fig. 5.44). A specifi c region within the polyprotein has proteolytic 
activity, and initially, the polyprotein undergoes self-cleavage to produce 
three smaller polyproteins. One of the smaller polyproteins contains the 
capsid proteins, and the other two contain proteases for further cleavage 
of the polyproteins into individual proteins and an RNA-dependent RNA 

polymerase for replication of the genome.
Some other positive-sense RNA viruses are polycistronic, encoding 

more than one polypeptide. However, only the protein encoded at the 5′ 
end of the genomic RNA molecule can be translated directly because ri-
bosomes are released from the RNA when they reach the fi rst translation 
stop signal and do not recognize internal start codons. In togaviruses, 

N C

N N N CCC

AAAA5'

Polyprotein

Cleavage

Cleavage

Cleavage

Positive-sense RNA genome

VPg

P2P1 P3

Proteins required for replication and
protein synthesis and processing

Capsid proteins

Figure 5.44  Proteolytic cleavage of the 
poliovirus polyprotein.
 doi:10.1128/9781555818890.ch5.f5.44
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the protein encoded at the 5′ end of the RNA is a replicase that can 
synthesize RNA from an RNA template. The enzyme catalyzes the syn-
thesis of a negative-sense RNA molecule that is complementary to the 
positive-sense RNA genome (Fig.  5.45). Using the negative-sense RNA 
as a template, two different mRNA molecules are transcribed by the viral 
replicase. One is equivalent to the full-length genome, and the second 
is a truncated mRNA that is transcribed from an internal initiation site 
and represents the 3′ end of the genome (Fig.  5.45). Translation from 
the full-length mRNA produces more replicase, and translation from the 
truncated mRNA generates a polyprotein that is cleaved to produce the 
capsid proteins.

In addition to protein synthesis, production of progeny viruses requires 
production of many copies of the positive-sense RNA genome from the 
original RNA template. While cellular organisms have a DNA-dependent 

RNA polymerase for producing mRNA from a DNA template during tran-
scription, animal cells are not capable of producing RNA from an RNA 
template. RNA-dependent RNA polymerases (RNA replicases) that rec-
ognize an RNA template are encoded in the genomes of RNA viruses. The 
replication of single-stranded RNA genomes fi rst requires production of a 
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Figure 5.45  Protein synthesis from the polycistronic positive-sense RNA genome of 
togaviruses. Translation of the positive-sense RNA genome terminates at the fi rst stop 
codon (red box) to produce a replicase. Replicase is an RNA-dependent RNA poly-
merase that catalyzes the synthesis of negative-sense RNA that is complementary to 
the positive-sense genome. The negative-sense RNA molecule serves as a template for 
the synthesis of full-length and truncated positive-sense RNA molecules. The trun-
cated RNA is synthesized from an internal initiation site and encodes the capsid struc-
tural proteins. Arrows indicate initiation sites for transcription of the complementary 
RNA strand. doi:10.1128/9781555818890.ch5.f5.45
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complementary RNA (antigenomic RNA) that serves as a template for syn-
thesis of many molecules of the genome. In the case of positive-sense RNA 
viruses, the complementary copy is a negative-sense molecule generated 
by an RNA-dependent RNA polymerase (Fig. 5.43A). The negative-sense 
RNA is a template for synthesis of positive-sense RNA genomes by the 
RNA-dependent RNA polymerase. In addition to serving as a template 
for genome synthesis, the negative-sense RNA may be a template for tran-
scription of mRNA encoding “late” (structural) viral proteins as described 
above for togaviruses.

Negative-Sense RNA Viruses

Many important human viruses have negative-sense RNA genomes 
that have polarity opposite that of mRNA. Negative-sense RNA viruses 
cause a variety of human diseases, such as infl uenza, measles, mumps, 
and rabies. Infl uenza A virus has a segmented genome made up of eight 
negative-sense RNA molecules encoding 11 proteins in total. The se-
quence of negative-sense RNA is complementary to that of mRNA, and 
therefore, the genomic RNAs are not directly translated by host ribosomes 
to produce viral proteins. A positive-sense copy (i.e., mRNA) must be syn-
thesized before translation can occur (Fig. 5.43B). Negative-sense RNA 
viruses carry an RNA-dependent RNA polymerase within their capsid to 
transcribe mRNA once a host cell has been infected. In addition to mRNA 
synthesis, these enzymes catalyze the synthesis of a positive-sense RNA 
antigenome (complementary to the genomic RNA sequence) that serves 
as a template for synthesis of new negative-sense RNA genomes that are 
subsequently packaged into new virions (Fig. 5.43B).

In contrast to the case for most other RNA viruses that are re-
produced in the host cytosol, the infl uenza A virus genome is tran-
scribed and replicated in the host nucleus and, in addition to the viral 
RNA-dependent RNA polymerase, requires host factors for transcription. 
The viral RNA polymerase was prepackaged in the capsid, along with 
genomic RNA, in the previous host (Fig.  5.39A). To initiate transcrip-
tion, 5′ 7-methylguanosine-capped RNA primers are acquired by cleaving 
the fi rst 10 to 13 nucleotides with attached cap from host pre-mRNA in 
a process known as cap snatching. During transcription, the viral RNA 
polymerase reaches a short polyuridine tract near the 5′ end of the tem-
plate RNA which causes it to slip and reread the template in this region. 
“Stuttering” results in the addition of a poly(A) tail to the viral mRNA. 
The capped and tailed mRNA is then transported to the cytoplasm for 
translation. Proteins destined for the viral envelope enter the endoplasmic 
reticulum for processing by the Golgi apparatus and are then inserted into 
the host cell membrane that will eventually coat newly synthesized viral 
capsids as they exit the cell. Other infl uenza virus proteins, such as RNA 
polymerase and nucleocapsid protein, that carry a nuclear localization 
signal are transported back to the nucleus, where they participate in the 
synthesis of viral RNA genomes. An RNA primer does not initiate syn-
thesis of the positive-sense antigenome, nor does stuttering add a poly(A) 
tail. Full-length positive-sense RNA provides a template for synthesis of 
negative-sense genomic RNA.



308 C H A P T E R  5

Double-Stranded RNA Viruses

The reoviruses are double-stranded RNA viruses that infect humans and 
include rotaviruses, which are a major cause of infant gastroenteritis. Re-
ovirus contains two concentric capsid shells, one (the outer shell) of which 
is degraded by lysosomal enzymes following uptake by endocytosis and 
fusion of the endosome with a lysosome. Transcription takes place within 
the intact inner capsid, which contains all of the viral enzymes required 
for synthesis and capping of mRNA. The RNA-dependent RNA poly-
merase is part of the inner capsid and is activated by proteolysis when the 
outer capsid is degraded. One of the two RNA strands (the negative-sense 
strand) serves as a template for mRNA synthesis. The mRNAs are released 
from the capsid for translation in the host cytoplasm (Fig. 5.46). For ge-
nome replication, the mRNAs that are assembled in new capsids are the 
templates for synthesis of the negative-sense strand, which remains asso-
ciated with the complementary mRNA to regenerate the double-stranded 
RNA genome (Fig. 5.46).

Retroviruses

Retroviruses are positive-sense RNA viruses that produce a double-
stranded DNA copy of their genome which is inserted into the host ge-
nome for expression of viral proteins. HIV, the causative agent of AIDS, is 
a well-studied example of a human retrovirus. Retroviruses release their 
nucleocapsids into the host cell cytoplasm following fusion of viral and 
host cell membranes. In addition to the RNA genome, the capsids contain 
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Figure 5.46  Replication cycle of a double-stranded RNA virus.
 doi:10.1128/9781555818890.ch5.f5.46
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the enzymes reverse transcriptase and integrase. In the infected cell, re-
verse transcriptase, which is an RNA-dependent DNA polymerase, cata-
lyzes the synthesis of DNA using the RNA genome as a template. Reverse 
transcriptase is prone to making errors and is responsible for the high 
mutation rate of retroviruses, which makes it diffi cult to develop effective 
vaccines. DNA synthesis is primed with a tRNA that was packaged into 
virions produced in the previous host. The tRNA primes the synthesis of 
a small fragment of DNA at the 5′ end of the RNA genome (Fig. 5.47A). 
The DNA fragment, which remains bound to the tRNA, then hybridizes 
to the 3′ end of the RNA genome (note that the 5′ and 3′ ends of the 
retroviral genome contain repeat sequences) and primes the synthesis of a 
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Figure 5.47  Retroviral DNA synthesis by reverse transcriptase. (A) A tRNA (blue 
arrow) primes the synthesis of a short DNA primer at the 5′ end of the positive-sense 
RNA genome. (B) The tRNA-DNA primer binds to a complementary sequence at 
the 3′ end of the viral genome and provides a 3′ OH for synthesis of a DNA strand 
complementary to the genomic RNA by reverse transcriptase. (C) Following DNA 
synthesis, the RNA template is degraded by RNase H, a component of the reverse 
transcriptase complex. (D) Reverse transcriptase synthesizes a second DNA strand 
that is complementary to the fi rst DNA strand. (E) The double-stranded DNA circu-
larizes and is translocated into the host nucleus. (F) The viral DNA is integrated into a 
host chromosome by the viral protein integrase. Three polyproteins are produced and 
are cleaved by proteases to yield individual proteins.
 doi:10.1128/9781555818890.ch5.f5.47
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DNA strand that is complementary to the genomic RNA (Fig. 5.47B). As 
the DNA strand is synthesized, the RNA template behind it is degraded by 
the ribonuclease component (RNase H) of the reverse transcriptase com-
plex (Fig. 5.47C). Finally, reverse transcriptase synthesizes a second DNA 
strand that is complementary to the newly synthesized DNA template to 
produce double-stranded DNA (Fig. 5.47D). The DNA circularizes and 
is translocated into the nucleus through the nuclear pore, facilitated by 
accessory proteins (Fig. 5.47E). Only some retroviruses (i.e., lentiviruses) 
that produce specifi c accessory proteins for entry into the nucleus are 
able to replicate in nondividing cells. Other retroviruses gain entry into 
the nucleus during cell division when the nuclear envelope temporarily 
dissolves. Once in the nucleus, viral DNA is integrated into a random site 
in the host cell genome by recombination, which is mediated by the viral 
integrase protein (Fig. 5.47F). The integrated virus is referred to as a pro-

virus. The host cell replication machinery does not discriminate between 
proviral and cellular DNAs, and the proviral DNA is replicated along 
with the host chromosomes.

If the integrated proviral genes are not expressed, new virions are not 
produced and the provirus may remain dormant in the genome for many 
years. However, when appropriate cellular transcription factors are avail-
able, as determined by the host cell type and external stimuli, proviral genes 
are activated and new virions produced. Host RNA polymerase transcribes 
the entire proviral sequence beginning at the left-hand long terminal re-
peat (LTR) and continuing to the right-hand LTR (Fig. 5.48). Some of the 
transcripts serve as mRNA for protein synthesis, and some are assembled 
(as dimers) into new virions as positive-sense RNA genomes. In addition 
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Figure 5.48  Retroviral protein synthesis. The entire integrated retroviral DNA se-
quence is transcribed beginning at the left-hand LTR and continuing to the right-hand 
LTR. In addition to full-length mRNA, several smaller mRNA are generated by alter-
nate splicing of internal sequences. The mRNAs are capped at 5′ end and polyadeny-
lated at the 3′ end (An), and they are then exported from the nucleus to the cytoplasm, 
where they are translated by host ribosomes. doi:10.1128/9781555818890.ch5.f5.48
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to production of a full-length transcript, some of the primary transcripts 
are spliced to yield several smaller mRNAs. The mRNAs are capped at the 
5′ end and polyadenylated at the 3′ end, and they are then exported from 
the nucleus to the cytoplasm, where they are translated by host ribosomes. 
Three polyproteins are produced that are cleaved by proteases to yield 
individual proteins (Fig. 5.48). The gag sequence encodes capsid, matrix, 
and nucleocapsid proteins; pol encodes reverse transcriptase, integrase, 
and a protease; and env encodes envelope spike proteins. The Gag and 
Pol polyproteins are synthesized from the full-length mRNA, and the Env 
polyprotein and regulatory proteins are encoded on spliced mRNA.

Virus Assembly and Release

Viruses hijack host cell machinery to produce thousands of copies of viral 
genomes and proteins in a single cell. These are then assembled within the 
host cell to generate new virions that are released to infect new cells. Con-
sidering that virions are assembled from prefabricated parts, how are they 
assembled in an ordered fashion? How is the genetic material packaged? 
How do enveloped viruses acquire membranes containing spike proteins? 
Virions may be assembled in the nucleus or cytoplasm. The fi nal assembly 
of enveloped viruses frequently occurs at the cell membrane, where the 
virus “picks up” a portion of the host membrane as it exits the cell, al-
though viral envelopes may also be acquired from other endomembrane 
structures.

DNA viruses, exemplifi ed by papillomavirus and adenovirus, are typ-
ically assembled in the nucleus, where viral genome replication occurs. 
An exception is the poxviruses, whose life cycle occurs completely in the 
cytoplasm. For nuclear assembly, capsid proteins that were translated in 
the cytoplasm are transported along the cytoskeletal fi laments to the nu-
cleus. Similar to cellular proteins that function in the nucleus, these viral 
proteins must carry nuclear localization signals that are recognized by the 
nuclear import apparatus. In some cases, capsid subunits are imported as 
partially assembled protein complexes; at least one of the proteins in the 
complex must carry the importation signal.

For many RNA viruses, the entire life cycle, including production of 
viral proteins and genomes and their assembly, occurs in the cytoplasm. 
Notable exceptions are infl uenza viruses, whose genomes are transcribed 
in the nucleus, and the retroviruses, which integrate double-stranded pro-
viral DNA into the host genome as part of their life cycle. The mRNA and 
genomic RNA molecules transcribed from the infl uenza virus genome and 
from retrovirus proviral DNA are exported from the nucleus for transla-
tion of mRNA on ribosomes in the cytoplasm and endoplasmic reticulum 
and for packaging of genomes into virions. Infl uenza virus genomes are 
coated with nucleocapsid proteins and bind to viral RNA polymerase, 
matrix protein, and nonstructural proteins that carry a nuclear export sig-
nal before leaving the nucleus (Fig. 5.49). All of these viral proteins were 
imported into the nucleus after synthesis in the cytoplasm. Another inter-
esting exception is poliovirus, which replicates within virus-induced vesi-
cles derived from the host endoplasmic reticulum. The newly synthesized 
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positive-sense RNA is translocated to the cytoplasm for synthesis of viral 
proteins and packaging into capsids.

Viral nucleocapsids self-assemble via specifi c protein–protein and 
protein–nucleic acid interactions. Many of these interactions have been 
demonstrated in vitro with purifi ed viral components. The high concen-
tration of nucleocapsid subunits typically produced within a host cell in-
creases the likelihood that the components will interact and ensures that 
the assembly process proceeds effi ciently. Generation of capsid proteins 
from polyproteins also facilitates association of structural proteins. Ex-
tensive interactions among capsomers, sometimes including nucleic acids, 
stabilize the structure. Final capsid assembly may involve cleavage, chemi-
cal modifi cation, or conformational changes in capsid proteins to increase 
capsid stability.
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Figure 5.49  Infl uenza virus negative-sense RNA genomes enter the nucleus, where 
an RNA-dependent RNA polymerase (RNAP) produces mRNA and more copies 
of the RNA genome (1). The mRNA is exported from the nucleus (2), and RNAP, 
nucleocapsid protein (NP), and matrix proteins (M1) are synthesized on cytoplas-
mic ribosomes (3). These proteins are imported into the nucleus, where they bind 
to genomic RNA to form nucleocapsids (4). The nucleocapsids are transported 
back to the cytoplasm (5) for fi nal assembly. A membrane and envelope proteins 
are acquired as the virion is released from the host cell by budding. An, poly(A) tail. 
doi:10.1128/9781555818890.ch5.f5.49
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The capsomers of fi lamentous viruses assemble around the nucleic 
acid, while the capsids of many icosahedral viruses are assembled fi rst 
and then fi lled with the nucleic acids. In some cases, the nucleic acid may 
fi rst interact with structural proteins to form an initiation complex. For 
example, in retroviruses such as HIV, interactions between genomic RNA 
and the viral polyprotein Gag are required for assembly. The genomes of 
some single-stranded RNA viruses may contain double-stranded regions 
due to base-pairing between complementary regions within the molecule. 
Intramolecular base-pairing forms secondary structures such as hairpin 
loops that may be recognized by proteins to initiate virion assembly. Al-
ternatively, viral proteins may act as scaffolding proteins to ensure ap-
propriate protein interactions during capsid assembly. HSV-1 produces a 
protein scaffold around which the capsid assembles. A viral protease then 
degrades the scaffold proteins so that the genomic DNA molecules can be 
packaged in the capsid.

During packaging, viral nucleic acids are distinguished from cellular 
DNA or RNA by the presence of unique sequences. Many viral nucleic 
acid packaging signals consist of short repeat sequences that are recog-
nized by specifi c viral proteins. Bound proteins direct the nucleic acid to 
capsid entry sites. Replication of circular viral DNA by rolling-circle rep-
lication results in the formation of long concatemers containing multiple 
copies of genomic DNA (Fig. 5.42). Individual genomes are cleaved at 
specifi c nucleotide sequences as they are packaged such that each capsid 
contains a complete genome. The size of the capsid determines the size of 
the viral nucleic acid that can be packaged.

How are the genomes of segmented viruses packaged to ensure that 
each virion contains a complete complement of genes? One mechanism 
is serial packaging, in which the packaging of a nucleic acid molecule 
depends on the prior packaging of another molecule of the segmented 
genome. Alternatively, packaging may be random. Most of the resultant 
viral particles would not contain a complete genome and therefore would 
not be infectious. For example, the infl uenza virus genome is made up of 
eight different molecules of RNA. If eight viral RNA strands were ran-
domly packaged, then only one in about 400 virions would be infectious. 
If more than eight molecules were packaged per virion, then the proba-
bility of acquiring a complete set of genes would increase. Infl uenza virus 
virions with more than eight genome molecules have been isolated. How-
ever, recent evidence indicates that infl uenza virus RNAs contain specifi c 
sequences required for effi cient packaging, suggesting that the process is 
not entirely random.

Animal viruses are released to the external environment either by lysis 
of the host cell or by budding from the membrane, a special form of exo-
cytosis. Naked viruses without membrane envelopes mainly exit by host 
cell lysis, as do some enveloped viruses such as poxviruses. Viruses may 
lyse cells directly by degrading host structures, for example, by cleaving the 
host cytoskeletal proteins. Viruses may also destroy host cells indirectly by 
inducing apoptosis or by blocking production of essential host proteins.

During budding, the nucleocapsid is wrapped in a membrane that 
pinches off to release an enveloped virion (Fig.  5.50). Enveloped vi-
ruses acquire their membranes from host cell membrane or from the 
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endomembrane system, i.e., from the nucleus, endoplasmic reticulum, or 
Golgi apparatus. The site of envelope acquisition is determined by the 
presence of viral envelope proteins that have been localized to a particular 
site via the cellular secretory pathway. Viral membrane proteins are synthe-
sized on ribosomes associated with the endoplasmic reticulum (Fig. 5.50). 
Within the lumen of the endoplasmic reticulum, the proteins are properly 
folded, may begin to form complexes with other viral proteins, and may 
be chemically modifi ed. Modifi cations may include formation of disulfi de 
bonds between pairs of cysteine residues and/or addition of oligosaccha-
rides (glycosylation). Note that these modifi cations are catalyzed by host 
enzymes in the endoplasmic reticulum in a manner similar to that of host 
protein modifi cation. Viral spike proteins are commonly glycosylated, and 
the oligosaccharides are important for proper protein folding, for host 
recognition, and for the virus to evade host immune responses. Once they 
are properly folded, viral proteins are transported within membrane ves-
icles to the cell membrane via the Golgi apparatus (Fig. 5.50). Other vi-
ral proteins mediate binding of assembled nucleocapsids to viral integral 

Figure 5.50  Enveloped viruses are released from the host cell by budding. Viral spike 
proteins are synthesized on ribosomes associated with the endoplasmic reticulum (ER) 
and are transported to the cell membrane via the Golgi apparatus. At the cell mem-
brane, assembled nucleocapsids are wrapped in membrane containing the spike pro-
teins as they leave the cell. doi:10.1128/9781555818890.ch5.f5.50
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membrane proteins. For example, the matrix proteins of infl uenza virus 
interact with nucleocapsids and direct these to glycosylated hemaggluti-
nin and neuraminidase spike proteins that have been transported to the 
cell membrane. These protein interactions initiate the formation of a bud 
that eventually encloses the nucleocapsid. In this manner, many enveloped 
viruses acquire their membranes and spike proteins by budding from the 
cellular membrane (Fig. 5.50).

Once released, infectious virions may be transmitted to other cells 
within the same individual or to new hosts. Virions may infect cells near 
those from which they were released or may travel to distant sites to in-
fect new tissues. However, extracellular virions are exposed for potential 
destruction by the host defense system (see chapter 2). Some viruses avoid 
this by moving directly from cell to cell, a process that exploits normal 
cell–cell junctions. For example, herpesvirus can be transferred between 
epithelial cells via tight junctions or at synaptic contacts between neurons. 
Other viruses stimulate the formation of specialized connections between 
cells for intercellular transfer.

General Patterns of Viral Infections of Humans

Like pathogenic bacteria, most viruses show some specifi city for the types 
of cells that they infect. Tissue specifi city (tropism) is determined by the 
accessibility of susceptible cells and the availability of specifi c receptors 
on a host cell. Viral infections of animal cells may be acute, with rapid 
reproduction that leads to the release of large numbers of infectious par-
ticles and effi cient transmission. Host cells may or may not be destroyed 
by an acute infection. Recovery from the infection requires that the virus 
be effi ciently eliminated (cleared) from the host. Alternatively, a viral in-
fection may be chronic, persisting for long periods, sometimes the lifetime 
of the host, with low reproduction rates. Some viruses may remain latent 
(dormant) in a host for long periods. Initially, the infection may cause 
host cell lysis, but upon release, virions may infect a different cell type, in 
which they are latent. During the latent phase of infection, infectious par-
ticles are not produced. However, the viral genome remains inactive in the 
host cell and may be reactivated to produce virions that can reestablish 
a lytic infection. In some persistent infections, the viruses transform host 
cells into tumor cells. These viruses are referred to as oncogenic viruses.

Acute Infections

Viruses that cause acute infections typically take over the host cell ma-
chinery to reproduce rapidly. The symptoms tend to be of short duration, 
and the viruses are destroyed by the host adaptive immune system within 
a few days. Often, the host acquires immunity to subsequent infections by 
the same virus. Although host cell destruction may be an obvious indica-
tion of an acute infection, characteristic early changes are apparent in the 
infected cell as a consequence of the burden of producing massive quan-
tities of viral nucleic acids and proteins. These may include a reduction in 
growth of the infected cell or morphological changes such as fusion of ad-
jacent cells (syncytia) from coronavirus infection, shrinking of the nucleus 
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from poliovirus infection, or formation of vacuoles in the cytoplasm from 
papovavirus infection. During many acute infections, the virus directly 
inhibits production of host proteins. Translation of host mRNAs may 
be inhibited by outcompetition for ribosomes by the more abundant vi-
ral mRNAs, blockage of host mRNA transport from the nucleus, host 
mRNA degradation, prevention of translation initiation protein complex 
formation, or inactivation of translation factors.

Many different viruses cause acute, lytic infections, including cold 
viruses (rhinoviruses, coronaviruses, and adenoviruses), infl uenza virus, 
and smallpox virus. Infl uenza virus causes localized infections of tissues 
of the upper res pi ratory tract, mainly the nose, throat, bronchi, and, more 
rarely, the lungs, and is transmitted by aerosols generated by coughing 
and sneezing, as well as by direct contact. Infl uenza virus has a rapid 
life cycle, releasing new infectious virions 6 to 8 h after the initial infec-
tion. Although infections are generally mild and cleared effi ciently, there 
are three to fi ve million severe cases annually, with 250,000 to 500,000 
deaths. Infl uenza viruses exhibit great genetic variability. As for many 
RNA viruses, mutations occur frequently, in large part due to the lack of 
proofreading activity of the viral RNA polymerase, which makes errors 
in the incorporation of nucleotides into genomic RNA during replica-
tion. This has led to the generation of many different subtypes (strains) 
of infl uenza viruses with slightly different structures of the spike proteins 
hemagglutinin and neuraminidase (Box 5.2). As a consequence, existing 
antibodies do not recognize these surface protein variants (antigenic drift) 
and do not protect an individual against new infections. The packaging 
of multiple genome segments into a single capsid also contributes to the 
genetic variability of infl uenza virus. If a host cell is simultaneously in-
fected with more than one strain of infl uenza virus, random packaging 
of the eight viral RNA molecules that make up the complete genome can 
result in release of virions containing RNA molecules from each strain. 
This phenomenon, known as reassortment, causes major genetic changes 
(antigenic shift) and can generate highly virulent strains when the new 
virions contain genome segments of animal and human infl uenza virus 
strains and can replicate in humans (Box 5.2). These strains can spread 
rapidly through a population that lacks immunity.

Viruses that cause acute infections followed by clearing and immunity 
will eventually become extinct when there are no more susceptible hosts. 
An example is the smallpox virus. A deadly and much-feared disease for 
thousands of years, smallpox was eradicated as a consequence of an ag-
gressive immunization program. In contrast to the localized infections of 
infl uenza virus, smallpox caused systemic infections. The initial infection 
was in the lungs; however, the virus traveled via the lymphatic and blood 
circulatory systems to the skin epithelia, where it replicated and erupted 
in painful blisters often covering the whole body.

Persistent Infections

Viral infections that are not effi ciently cleared may persist with no or low 
levels of disease. Infected cells are not destroyed but rather continuously 
or intermittently produce relatively low numbers of virions. Persistent 
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infections that are eventually cleared are known as chronic infections, 
while those that persist for the lifetime of the host are known as latent 
infections. Some examples of viruses that establish persistent infections 
include adenovirus, which persists in adenoids, tonsils, and lymphocytes; 
hepatitis C virus, which persists in the liver; HIV, which persists in T cells 
and macrophages; and papillomavirus, which persists in epithelial cells. 
Persistent infections may occur when the immune system of a host is in-
effective, for example, in tissues where there is poor immune surveillance, 
such as tissues of the central nervous system, or when cells of the immune 
system are the targets of infection, such as HIV-infected T cells.

During the latent phase of an infection, the virus stops reproducing 
and remains dormant. The host is asymptomatic and virions are not de-
tectable, although antibodies against the virus may be detectable. The vi-
ral genome persists as a nonreplicating chromosome in nondividing cells 
such as neurons or as a replicating chromosome in dividing cells, or it 
is integrated into a host chromosome. The viral genome may be reacti-
vated and direct the production of infectious virions and a subsequent 
lytic infection. Latency is a characteristic of the herpesvirus family of 
double-stranded DNA viruses. Several herpesviruses cause disease in hu-
mans. HSV-1 is a causative agent of blisters of the mouth and lips known 
as cold sores, HSV-2 causes lesions in the genital epithelium, and infection 
with Epstein–Barr virus may result in mononucleosis and, more rarely, 
nasopharyngeal carcinoma. Varicella–zoster virus causes chicken pox, a 
lytic infection common in childhood that may emerge after a lengthy dor-
mant period to cause painful skin lesions known as shingles.

HSV-2 is transmitted via sexual contact (anal or vaginal). Initially, a 
lytic infection occurs in epithelial cells of genitals, with lesions appearing 
6 days after exposure. The virus replicates in epithelial cells, producing 
infectious virions. The released virions infect the ends of nearby dorsal 
root neurons and travel through the cytoplasm of the axon to the cell 
bodies (ganglia) located at the base of the spine (Fig. 5.51). HSV-2 DNA 
enters the nucleus of the ganglion through the nuclear pore complex and 
the DNA circularizes, forming an episome. Viral latency-associated tran-
scripts repress expression of viral genes required for a lytic infection. In-
tercourse, menstruation, and a variety of stresses can reactivate viral gene 
transcription and production of virions that travel along axons to emerge 
at the epithelium. The virus is transmitted to surrounding tissue, again 
establishing lytic infections in epithelial cells. Recurring, secondary lytic 
infections are generally less severe than the primary infection and dimin-
ish with age. HSV-2 can also be transmitted to new hosts, for example, 
by sexual contact. Transmission from mothers to infants in utero (5% of 
cases), during birth (85%), or after birth (10%) causes serious infections 
in the infants. The infants may develop lesions of the skin and eyes and 
may have damage in the central nervous system, lungs, and liver.

Another type of persistent infection may transform host cells into 
cancer cells. Most cancers arise from genetic mutations that lead to loss 
of regulation of cell reproduction. Abnormal new cell growth (neoplasia) 
forms a mass of cells (a tumor). Malignant (cancerous) tumor cells are 
invasive and spread to other tissues (metastases), eventually impairing the 
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normal function of those tissues or organs. Epidemiologists estimate that 
15 to 20% of human cancers arise from viral infections. Members of sev-
eral different virus families are known to cause cancers in humans. The 
RNA viruses hepatitis B virus and hepatitis C virus cause 80% of liver 
cancers, and the retrovirus T-cell lymphotropic virus has been implicated 
in some leukemias (cancer of the blood or bone marrow). Some human 
papillomaviruses are associated with cervical cancer, and herpesvirus 8 
can cause Kaposi’s sarcoma (cancer of the connective tissue), especially 
in immunocompromised individuals such as those with AIDS. These 
cancer-causing viruses, or oncoviruses, disrupt the normal cell cycle of 
the host cell. Cancer may not develop until months or years after the viral 
infection.

There are two general mechanisms by which a virus may induce tu-
morigenesis. The genomes of oncoviruses may carry oncogenes encoding 
proteins that disrupt normal cell cycle control, or the viral genomes may 
integrate into a host chromosome and alter expression of host proteins 
that regulate the cell cycle. In the latter case, the site of integration into 
the host genome is important, because transcriptional regulatory signals 
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Figure 5.51  Latency in HSV-2. Virions 
released following a lytic cycle in genital 
epithelial cells infect nearby neurons (1) 
and migrate through the axonal cyto-
plasm to the cell body of a dorsal root 
neuron (2). The viral DNA genome is re-
leased via the nuclear pore complex into 
the nucleus, where it circularizes to form 
an episome (3). During latency, expres-
sion of viral genes is repressed and new 
virions are not produced. Stress can re-
activate expression of viral genes and the 
production of new virions (4) that travel 
back along the axons to emerge at the ep-
ithelium (5). Secondary lytic infections of 
the epithelial cells (6) produce vesicular 
lesions that are characteristic of HSV-2 
infections.
 doi:10.1128/9781555818890.ch5.f5.51
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(promoters or enhancers) present on the inserted viral DNA activate the 
expression of adjacent cellular genes. For cell transformation, the virus 
must integrate adjacent to cellular genes that control cell cycling, and 
therefore, because integration is random, the probability of transforma-
tion is low.

When the viral genome encodes an oncogene, tumor induction can 
occur regardless of whether the genome is maintained in the nucleus as 
an episome or the viral DNA is integrated into the host chromosome. 
Viral oncogenes are derivatives of cellular genes that control the cell cy-
cle. They were acquired from the genome of an infected cell by ancestral 
viruses during rare mispackaging events (Fig. 5.31). Acquisition of cel-
lular genes often renders the virus unable to replicate; however, when a 
host cell is coinfected with a replication-competent virus that supplies 
missing viral proteins, the viruses can be propagated. Most characterized 
viral oncogenes encode proteins that activate cellular signal transduction 
pathways to promote cell proliferation or proteins that regulate cell cycle 
progression. They are homologues of cellular genes that encode growth 
factors or growth factor receptors, G proteins and protein kinases that 
transduce signals, and transcription factors that control gene expression. 
Human oncoviruses may also encode proteins that inactivate tumor sup-

pressor genes. For example, the retinoblastoma (Rb) tumor suppressor 
protein normally prevents cellular transcription factors (EF2 family of 
transcription factors) from activating expression of proteins required for 
cell cycle progression (Fig. 5.52A). Interaction of Rb with a protein (E7) 
encoded by the oncogenic human papillomaviruses leads to inactivation 
of Rb (Fig. 5.52B). Consequently, proteins are expressed that enable cells 
to pass through the cell division checkpoint (G1-to S-phase transition). 
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Figure 5.52  Human papillomavirus 
(HPV) oncogenic proteins stimulate ab-
normal proliferation of infected cells. In 
uninfected cells, retinoblastoma tumor 
suppressor Rb prevents transcription of 
cell cycle genes by blocking the activity 
of transcription factor E2F (A). Interac-
tion with HPV protein E7 inactivates Rb 
(B). As a consequence, Rb releases E2F, 
which induces expression of genes that 
initiate DNA replication and progres-
sion of the cell cycle from G1 phase to 
S phase. In response to DNA damage or 
viral infection, tumor suppressor pro-
tein p53 normally activates expression 
of proteins (e.g., p21 and Bax) that ar-
rest the cell cycle and induce the death 
of damaged or infected cells (C). How-
ever, in HPV-infected cells, viral proteins 
E6 and E6AP bind to p53 and stimu-
late its degradation (D). As a result, in-
fected cells do not undergo apoptosis, 
and new HPV virions are produced. 
doi:10.1128/9781555818890.ch5.f5.52
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When cells are inappropriately stimulated to divide, such as during a viral 
infection, the apoptotic pathway is normally activated to destroy the dam-
aged cells. However, papillomaviruses produce another protein (E6) that 
inactivates a second tumor suppressor, p53. Protein p53 is a transcription 
factor that normally activates expression of proteins that arrest cell cy-
cling and initiate apoptosis in response to DNA damage (Fig. 5.52C). The 
gene encoding p53 is commonly mutated in human tumor cells. Infection 
by papillomaviruses blocks the apoptotic response and leads to loss of cell 
checkpoint control and propagation of damaged cells in which the virus 
can proliferate (Fig. 5.52D). Despite the devastation caused by oncogenic 
viruses, they have provided an opportunity to understand the molecular 
mechanisms of cell transformation.

Targets for Treatment of Viral Infections

Vaccination is the most effective method to protect individuals and pop-
ulations against viral infections (see chapter 11). It is a preventative strat-
egy that induces immunity to infection by administering a viral antigen 
that is not capable of causing disease. Immunized individuals produce 
antibodies against the antigen that prevent the subsequent development 
of the disease.

Once a viral infection has been established, there are two general 
treatment strategies. One is to stimulate the body’s natural defenses 
against viruses, while the second directly targets a specifi c stage of a vi-
rus’s life cycle to prevent its proliferation in the host. Viral infection, for 
example, the presence of double-stranded RNA, induces infected cells to 
produce interferons (a type of cytokine) that inhibit viral replication and 
activate an immune response (macrophages, NK cells, and cytotoxic T 
cells). Interferons are secreted proteins that induce a protective response 
in uninfected neighboring cells. Of the two major types of interferons, 
type I interferons generally mediate the response to viral infections. They 
stimulate cells to produce endonucleases to degrade mRNA and inhibit ri-
bosome activity, thus preventing production of viral proteins. Type I inter-
feron also induces infected cells to undergo apoptosis, which limits viral 
spread. Although it was initially thought that treatment with interferons 
could reduce viral infections, these proteins are toxic in large quantities. 
They are produced naturally in very small quantities and act only on cells 
neighboring the producing cell.

Developing antiviral drugs is more diffi cult than developing antibiot-
ics to treat bacterial infections. This is because viruses proliferate within 
a host cell using host machinery for synthesis of viral components. There-
fore, chemotherapeutic agents that inhibit viral proliferation may also be 
toxic for the host cell. The challenge is to develop antiviral drugs that 
have selective toxicity. This requires identifi cation of antiviral drug targets 
that are unique to the virus and do not inhibit host cell activity. There 
have been some successes with this approach that were founded on a de-
tailed understanding of the molecular events in a viral life cycle.

Some antiviral drugs prevent viral entry into or exit from host cells. 
Examples are drugs used to treat infl uenza virus infections. Recall that 
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infl uenza virus infection begins with attachment of the envelope protein 
hemagglutinin to glycoprotein receptors on host res pi ratory cells. This 
triggers uptake of the virus by endocytosis. Acidifi cation of the endosome 
and subsequently the virion leads to release of the viral RNA genome 
into the host cytoplasm following fusion of viral and endosomal mem-
branes. Acidifi cation of the virion is mediated by the infl uenza virus M2 
ion channel protein (Fig. 5.39). The drugs amantadine and rimantadine 
specifi cally inhibit the activity of the M2 ion channel and thereby prevent 
uncoating of infl uenza A virus (Fig.  5.53). To be effective, these drugs 
must be administered early in the infection cycle. Drugs have also been 
developed to prevent infl uenza virus virions from leaving the host cell in 
which they were produced and spreading to other cells or to new hosts. 
Neuraminidase, another infl uenza virus membrane spike protein, medi-
ates viral release, and the drugs oseltamivir (Tamifl u) and zanamivir spe-
cifi cally inhibit this protein and thereby prevent release of viral particles 
(Fig. 5.53). These drugs reduce the duration and severity of the infections. 
However, infl uenza viruses reproduce rapidly and mutate frequently, and 
unfortunately, misuse of these drugs has selected for resistant strains.

Other common targets for antiviral drugs are the proteins required 
for viral genome synthesis. Although many of the proteins that participate 
in this process are host proteins, some viruses require specifi c viral DNA 

Figure 5.53  Antiviral drugs used to treat infl uenza virus infections. Amantadine 
and rimantadine inhibit the activity of the infl uenza virus M2 ion channel pro-
tein, thereby preventing virion acidifi cation and release of the viral genome into 
the host cell cytoplasm. Oseltamivir (Tamifl u) and zanamivir are neuraminidase 
inhibitors that prevent release of new virions from the host cell. Ac, acetyl group. 
doi:10.1128/9781555818890.ch5.f5.53
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synthesis proteins. Structurally, the agents that inhibit DNA polymerases 
or reverse transcriptases (Fig. 5.54A) are similar to the natural substrates 
for these enzymes, that is, DNA nucleosides (Fig. 5.54B). However, when 
the triphosphorylated form of a nucleoside analogue is added to a grow-
ing DNA strand, DNA replication is terminated because the synthetic nu-
cleoside lacks a 3′ OH group and therefore cannot form a phosphodiester 
bond with another nucleotide. Of course, these are effective only for DNA 
viruses or retroviruses that produce a DNA copy of their genomes. The 
viral polymerases are more permissive to binding the synthetic nucleosides 
than the normal cellular polymerases, and therefore these drugs are selec-
tively toxic to viruses. In addition, to be used as a substrate for DNA poly-
merases, the nucleoside analogue must be triphosphorylated. This requires 
a specifi c viral enzyme, such as thymidine kinase produced by herpesvi-
ruses. Examples of inhibitors of viral genome synthesis are the G and T 
nucleoside analogues acyclovir (acycloguanosine) and zidovudine (azido-
thymidine [AZT]), respectively (Fig. 5.54A). Acyclovir inhibits viral DNA 
polymerase and is commonly used to treat herpesvirus infections, and 
AZT inhibits reverse transcriptase and is a treatment for HIV infections.
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Figure 5.54  The antiviral drugs acyclovir and zidovudine (A) are analogues of natural 
DNA nucleosides deoxyguanosine and deoxythymidine, respectively, (B) that prevent 
DNA synthesis. The synthetic nucleosides are triphosphorylated and added to a grow-
ing strand of DNA by DNA polymerase but inhibit subsequent nucleotide additions 
because they lack a 3′ OH group. doi:10.1128/9781555818890.ch5.f5.54
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Many viruses make effi cient use of a small genome by producing 
polyproteins that are cleaved by specifi c proteases to produce functional 
viral proteins. The proteases are potential antiviral targets to prevent viral 
proliferation. Protease inhibitors have been used effectively against a spe-
cifi c HIV protease that cleaves polyproteins. Although this is a powerful 
strategy for reducing infectious HIV particles, resistance often develops, 
as mutations occur frequently in this rapidly proliferating virus. To pre-
vent resistant strains from arising, treatments for HIV and other viruses 
often consist of combinations of protease and DNA synthesis inhibitors.

summary

Many microorganisms are capable of infecting humans and 
causing disease. Pathogenic bacteria bind to specifi c human 
cell surface receptors via proteinaceous structures such as 
pili. Some bacteria may not invade any further than the epi-
thelial barrier of surface-exposed tissues. Rather, noninvasive 
pathogens may secrete toxins that disrupt host cell functions 
such as protein synthesis or may stimulate an infl ammatory 
response that disrupts tissue function. Invasive pathogens 
may secrete proteins (invasins) that disrupt connections be-
tween host cells, enabling them to disseminate to deeper tis-
sues, while others induce phagocytosis and are taken up into 
epithelial cells in membrane-enclosed vesicles. Using a type 
III or IV protein secretion system, some intracellular patho-
gens secrete proteins into the host cytoplasm that manipulate 
the host cell and prevent fusion of the phagocytic vesicle with 
the lysosome that would otherwise release digestive enzymes 
to destroy the invading pathogen. These bacteria, such as Le-
gionella pneumophila, proliferate within the endocytic ves-
icle and can invade neighboring cells or underlying tissues. 
Several features of invasive pathogens enable them to evade 
the host immune response.

In their quest for nutrients, pathogenic bacteria may dam-
age host tissues, the manifestation of infectious disease. En-
dotoxins, comprised of the lipid A molecules of the outer 
membrane of gram-negative bacteria, stimulate fever and 
infl ammation when fragments of the bacterial envelope are 
released following cell lysis in the host. Exotoxins, proteins 
secreted by a bacterium that directly block normal host cell 
functions, are of three general types: (i) cytolytic toxins, (ii) 
A–B toxins, and (iii) superantigen toxins. As the name sug-
gests, cytolytic toxins are proteins that form a pore in the 
host cell membrane that causes host cell lysis. Secreted A–B 
toxins bind to specifi c host cell receptors via the B domain 
and are taken into the host cytoplasm within an endocytic 
vesicle from which the toxin, or A domain, is released into 
the host cytoplasm. The A domains of some toxins are 
glycosidases that cleave a specifi c nitrogenous base from 
rRNA, thereby disrupting host protein synthesis. The A 

domains of other A–B toxins have ADP-ribosyltransferase 
activity which results in ADP-ribosylation of host proteins. 
Transfer of an ADP-ribosyl group from NAD to ribo-
somal proteins or adenylate cyclase disrupts protein syn-
thesis or increases cAMP levels, respectively. In the latter 
case, increased ion transport into the intestinal lumen, and 
therefore water excretion, causes diarrheal illnesses from 
enterotoxigenic E. coli and V. cholerae infections. Super-
antigen toxins are peptides that promote interaction be-
tween T helper cells and antigen-presenting cells, even in 
the absence of an antigen, and stimulate massive release 
of cyto kines and an extensive infl ammatory response that 
damages host tissues.

Many bacteria have acquired virulence factors that promote 
attachment, invasion, dissemination, and damage to host tis-
sues, as well as evasion of host defenses, by horizontal gene 
transfer. Evidence for this is the clustering of genes encoding 
virulence factors on pathogenicity islands. Pathogenicity is-
lands typically have GC/AT contents different from the rest 
of the bacterial genome, coding sequences for viral proteins 
that mediate integration of viral sequences into the bacterial 
genome, and/or transposon insertion sequence elements and 
direct repeat sequences that indicate acquisition by transpo-
sition. Plasmid-encoded virulence traits may also be trans-
ferred among bacteria by conjugation. Virulence factors can 
be identifi ed by determining the genes that are expressed in 
a host (in vivo expression technology), that are required for 
host colonization (signature-tagged mutagenesis), or that en-
code proteins that induce production of host antibodies (in 
vivo-induced-antigen technology).

Bacterial infections may be treated with selectively toxic anti-
biotics that target structures that are unique to bacterial cells, 
such as the bacterial peptidoglycan cell wall or bacterial ri-
bosomes. However, many bacteria have acquired resistance 
to antibiotics by mutating antibiotic targets or by produc-
ing enzymes that inactivate the antibiotics or that pump the 
antibiotic from the cell. Often, the genes encoding antibiotic 
resistance mechanisms are carried on plasmids.

(continued)
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Viruses that cause acute infections reproduce rapidly and 
then are cleared by the host immune system. In contrast, 
viruses that cause persistent infections are not effi ciently 
cleared and may remain in a host with no or low levels of 
disease for years. In one type of persistent infection, latent 
viruses, such as those of the herpesvirus family, do not repro-
duce and may remain dormant in nondividing cells, often as 
extrachromosomal DNA elements (episomes), for long peri-
ods. Once reactivated, they may resume a lytic cycle to pro-
duce large numbers of new virions. Retroviruses, and some 
DNA viruses, integrate into the host chromosome and may 
disrupt normal regulation of gene expression. If genes that 
control the host cell cycle are unregulated, oncogenesis (can-
cer) may result.

Because viruses utilize host cell machinery for reproduction, 
treatment strategies that block reproduction may also be 
toxic for the host. Thus, antiviral drugs target specifi c viral 
enzymes such as reverse transcriptase or those that mediate 
virion release. Vaccination, which is the introduction of a 
viral antigen to induce immunity, is an effective strategy to 
protect against viral infections.

summary (continued)

Many different viruses can infect human cells and cause a 
variety of mild to serious diseases. In contrast to bacteria, vi-
ruses are not cellular. Rather, they consist of genetic material, 
either DNA or RNA, within a capsid protein coat. These 
structures, known as nucleocapsids, may be enclosed within 
a membrane, which contains spike proteins, for enveloped vi-
ruses. Viruses are obligate parasites; they require a host cell 
to replicate their genomes and express proteins. Viruses at-
tach to host cells via specifi c surface receptors and must enter 
the host cells, uncoat, and release their genomes to produce 
new infectious virions. The strategy a virus employs to repli-
cate its genetic material and produce large quantities of viral 
proteins is determined mainly by whether its genome consists 
of DNA or RNA. In general, DNA viruses replicate in the 
host nucleus, while most RNA viruses replicate in the cyto-
plasm. RNA viruses carry genes encoding RNA-dependent 
RNA polymerases to produce copies of their genomes be-
cause host cells do not possess enzymes for producing RNA 
molecules from an RNA template. Viral genomes and capsid 
proteins are assembled into new virions and are released to 
infect new cells.

review questions

1.  What is a pathogen? What is an opportunistic pathogen?

2.  Defi ne and list some virulence factors.

3.  What is an adhesin? Describe the molecular interactions 
that enable bacteria to attach to host cells. Consider the inter-
actions that determine host specifi city.

4.  How are fimbriae (pili) assembled on the surface of 
gram-negative and gram-positive bacteria?

5.  What is antigenic variation, and how does it contribute 
to infection? How might it reduce the effi cacy of adhesin 
vaccines?

6.  Describe the human mucosa that presents a barrier to bac-
terial invasion. Is bacterial invasion beyond the epithelium 
always required for disease?

7.  Describe some of the strategies used by bacterial patho-
gens to invade the host epithelium.

8.  What is the function of the bacterial type III secretion sys-
tem in pathogenesis?

9.  Outline some of the strategies used by bacterial pathogens 
to evade the host immune system.

10.  Describe some of the ways in which bacterial pathogens 
manipulate host cells that enable intracellular survival.

11.  Why are bacterial biofi lms often responsible for persis-
tent or recurring infections?

12.  What is the function of bacterial quorum sensing 
systems?

13.  How do bacteria compete for iron in host tissues?

14.  What is an endotoxin, and how does it cause host 
damage?

15.  Describe the general activities of the three major classes 
of exotoxins. Contrast the activities of different A–B toxins.

16.  How has comparative genomics contributed to the iden-
tifi cation of bacterial virulence factors?

17.  Explain how each of the following approaches is 
used to identify new bacterial virulence factors: (i) in 
vivo-induced-antigen technology, (ii) transposon mutagene-
sis, (iii) signature-tagged mutagenesis, and (iv) in vivo expres-
sion technology.

18.  In the experiment using in vivo-induced-antigen tech-
nology shown in Fig. 5.25, why did the researchers probe 
the UPEC (grown in vitro) and untransformed host E. coli 
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29.  How do some human viruses solve the problem of pro-
ducing several different proteins from a single genomic RNA 
molecule?

30.  Describe the infection cycle of infl uenza virus.

31.  Describe how a DNA copy of the retroviral RNA ge-
nome is produced and integrated into the host chromo-
some. Following integration, how are the retroviral genomes 
and proteins that will be assembled into infectious virions 
produced?

32.  Where in the host cell are DNA viruses typically assem-
bled? How are the newly synthesized viral genomes and pro-
teins localized to that compartment for assembly?

33.  How do enveloped viruses acquire their membranes and 
spike proteins?

34.  How are animal viruses released from host cells?

35.  Define acute, persistent, chronic, and latent viral 
infections.

36.  What are the general mechanisms by which oncogenic 
viruses cause cancer?

37.  What is an oncogene? Describe the activity of the pro-
teins encoded by some viral oncogenes.

38.  What genetic changes in the infl uenza virus genome re-
sult in antigenic drift and antigenic shift?

39.  How do interferons protect against viral infections?

40.  Why are antiviral drugs more diffi cult to develop than 
antibacterial drugs? Describe the antiviral activity of some 
of the therapeutic agents that are currently available to treat 
viral infections.

review questions (continued)

colonies with adsorbed serum (panels A to C) prior to prob-
ing the UPEC expression library (panels D and E)?

19.  What are some of the characteristic features of patho-
genicity islands found in bacterial genomes? What are the 
mechanisms by which these sequences may have been ac-
quired by a bacterium?

20.  What are antibiotics? What are some of the common tar-
gets for antibiotics in bacterial cells? Why is selective toxicity 
important?

21.  Describe the three general mechanisms of bacterial anti-
biotic resistance.

22.  Describe the basic structure of a virus, including an en-
veloped virus.

23.  What are the basic steps in a viral infection cycle?

24.  In general, what determines the host tropism of a virus?

25.  What are the two general mechanisms by which viruses 
enter host cells?

26.  Describe the diverse structures of viral genomes. Explain 
how the structure of a viral genome determines the process 
by which the viral genes are expressed and the viral genomes 
are replicated.

27.  What are the substrates and products of DNA-dependent 
RNA polymerase, RNA-dependent RNA polymerase, and 
RNA-dependent DNA polymerase? Which organisms (i.e., 
human host and/or viruses) possess the genes encoding these 
proteins? Why are they important for that organism(s)?

28.  What are the general functions of the proteins that are 
typically encoded by “early” and “late” viral genes? Why is 
the temporal regulation of these genes important?
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The major objective  of gene cloning for biotechnological applica-
tions is the expression of a cloned gene in a selected host organism. 
In addition, for many purposes, a high rate of production of the 

protein encoded by the cloned gene is needed. To this end, a wide range 
of expression vectors that provide genetic elements for controlling tran-
scription and translation of the cloned gene as well as enhanced stability, 
facilitated purifi cation, and facilitated secretion of the protein product of 
the cloned gene have been constructed. There is not one single strategy 
for obtaining maximal protein expression from every cloned gene. Rather, 
there are a number of different biological parameters that can be manip-
ulated to yield an optimal level of expression.

The level of foreign gene expression also depends on the host organ-
ism. Although a wide range of both prokaryotic and eukaryotic organisms 
have been used to express foreign genes, initially, many of the commer-
cially important proteins produced by recombinant DNA technology 
were synthesized in Escherichia coli. The early dependence on E. coli as a 
host organism occurred because of the extensive knowledge of its genet-
ics, molecular biology, biochemistry, and physiology (Milestone 6.1). To 
date, recombinant proteins have been produced using different strains of 
bacteria (including E. coli), yeasts, and mammalian cells grown in culture 
and transgenic plants (Table 6.1). Each of these systems has its particular 
advantages and disadvantages, so, again, there is no universal optimal 
host for the expression of recombinant proteins, even those that will even-
tually be used as therapeutic agents or vaccines. Thus, for example, E. coli
cells may be engineered to produce high levels of foreign proteins; how-
ever, these proteins are not glycosylated and are sometimes misfolded. On 
the other hand, with mammalian cells in culture, recombinant proteins 
are correctly glycosylated and folded, although the yield of proteins is 
much lower than in E. coli. Notwithstanding the very large differences 
between organisms, the strategies that have been elaborated for E. coli, in 
principle, are applicable to all systems.
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Manipulating Gene Expression in Prokaryotes

A large number of factors affect the level of expression of a foreign gene 
in a prokaryotic host. These include the transcriptional promoter regulat-
ing the expression of the target gene, the translational regulatory region 
that is upstream of the coding region of every gene, the similarity of the 

In 1972, Paul Berg and his co-
workers (Jackson et al., 1972) 
demonstrated that fragments of 

bacteriophage λ DNA could be spliced 
into SV40. They reported, for the fi rst 
time, that fragments of DNA could be 
covalently joined with other DNA mol-
ecules. This joining of “unrelated DNA 
molecules to one another” by Jackson 
et al. is arguably the fi rst demonstra-
tion of the possibility of recombinant 
DNA technology. However, while SV40 
was at the time thought to be safe in 
humans, the prospect of an altered 
form of the virus spreading unchecked, 
through the common bacterium E. coli, 
caused Berg to delay a portion of his 
research program. Thus, contrary to his 
original plan, Berg did not insert the 
recombinant virus into bacterial cells.

Soon after Berg published the 
results of his experiments, Stanley 
Cohen and Herbert Boyer and their 
colleagues (at Stanford University and 

the University of California at San 
Francisco) showed that a recombinant 
DNA molecule could be created with-
out the use of viruses. They demon-
strated that foreign DNA could be 
inserted into plasmid DNA and subse-
quently perpetuated in E. coli. As they 
state in the abstract to their research 
article, “The construction of new plas-
mid DNA species by in vitro joining 
of restriction endonuclease-generated 
fragments of separate plasmids is 
described. Newly constructed plasmids 
that are inserted into Escherichia coli 
by transformation are shown to be bio-
logically functional replicons that pos-
sess genetic properties and nucleotide 
base sequences from both of the parent 
DNA molecules. Functional plasmids 
can be obtained by reassociation of 
endonuclease-generated fragments of 
larger replicons, as well as by joining 
of plamid DNA molecules of entirely 
different origins.”

With the publishing of this article, 
recombinant DNA technology had 
truly arrived. The technology spread, 
fi rst slowly to a few labs and then 
to dozens and, eventually, to tens of 
thousands of labs worldwide. In the 
40 years since the groundbreaking 
experiments of Cohen and Boyer and 
their colleagues, more than 200 new 
drugs produced by recombinant DNA 
technology have been used to treat 
over 300 million people for a wide 
range of human diseases. In addition, 
today more than 400 additional drugs 
produced using this technology are in 
various stages of clinical trials, with 
many expected to be on the market 
within the next 5 to 10 years. Today, 
Cohen and Boyer are widely regarded 
as the founders of the scientifi c 
revolution that has become modern 
biotechnology.

Construction of Biologically Functional Bacterial 
Plasmids In Vitro
S. N. Cohen, A. C. Y. Chang, H. W. Boyer, and R. B. Helling
Proc. Natl. Acad. Sci. USA 70: 3240–3244, 1973

milestone
6.1

Table 6.1  Production of recombinant human proteins in various biological hosts

Parameter Bacteria Yeast
Mammalian 
cell culture Transgenic plants

Glycosylation None Incorrect Correct Generally correct; 
small differences

Multimeric proteins 
assembled

Limited Limited Limited Yes

Production costs Low-medium Medium High Very low

Protein folding accuracy Low Medium High High

Protein yield High Medium-high Low-medium Medium

Scale-up capacity High High Low Very high

Scale-up costs High High High Low

Time required Low Low-medium Medium-high High

Skilled workers required Medium Medium High Low

Acceptable to regulators Yes Yes Yes Not yet
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codons used by the host organism and the target gene, the stability of both 
the recombinant protein and its mRNA, the metabolic functioning of the 
host cell, and the localization of the introduced foreign gene as well as the 
protein that it encodes.

Promoters

The minimum requirement for an effective gene expression system is 
the presence of a strong and regulatable promoter sequence upstream 
from a cloned gene. A strong promoter is one that has a high affi nity 
for the enzyme RNA polymerase, with the consequence that the adjacent 
downstream region is frequently transcribed. The ability to regulate the 
functioning of a promoter allows the researcher to control the extent of 
transcription.

The rationale behind the use of strong and regulatable promoters is 
that the expression of a cloned gene under the control of a continuously 
activated (i.e., constitutive) strong promoter would likely yield a high level 
of continual expression of a cloned gene, which is often detrimental to 
the host cell because it creates an energy drain, thereby impairing essential 
host cell functions. In addition, all or a portion of the plasmid carrying a 
constitutively expressed cloned gene may be lost after several cell division 
cycles, since cells without a plasmid grow faster and eventually take over 
the culture. To overcome this potential problem, it is desirable to control 
transcription so that a cloned gene is expressed only at a specifi c stage in 
the host cell growth cycle and only for a specifi ed duration. This may be 
achieved by using a strong regulatable promoter. The plasmids constructed 
to accomplish this task are called expression vectors.

For the production of foreign proteins in E. coli cells, a few strong 
and regulatable promoters are commonly used, including those from the 
E. coli lac (lactose) and trp (tryptophan) operons; the tac promoter, which 
is constructed from the −10 region (i.e., 10 nucleotide pairs upstream 
from the site of initiation of transcription) of the lac promoter and the 
−35 region of the trp promoter; the leftward and rightward, or pL and pR, 
promoters from bacteriophage λ; and the gene 10 promoter from bacte-
riophage T7. Each of these promoters interacts with regulatory proteins 
(i.e., repressors or inducers), which provide a controllable switch for ei-
ther turning on or turning off the transcription of the adjacent cloned 
genes. Each of these promoters is recognized by the major form of the E. 
coli RNA polymerase holoenzyme. This holoenzyme is formed when a 
protein, called sigma factor, combines with the core proteins (i.e., two α, 
one β, and one β′ subunit) of RNA polymerase. The sigma factor directs 
the binding of the holoenzyme to promoter regions on the DNA.

One commonly used expression system utilizes the gene 10 promoter 
from bacteriophage T7 (Fig. 6.1). This promoter is not recognized by E. 
coli RNA polymerase but, rather, requires T7 RNA polymerase for tran-
scription to occur. For this system to work in E. coli, the gene encoding 
T7 polymerase is often inserted into the E. coli chromosome under the 
transcriptional control of the E. coli lac promoter and operator. The E. 
coli host cells must also contain the E. coli lacI gene, which encodes the 
lac repressor. The lac repressor forms a tetramer that binds to the lac 
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operator and prevents T7 RNA polymerase from being made before it 
is needed. Following transformation of the host E. coli cells with a plas-
mid containing the cloned target gene under the transcriptional control 
of the T7 promoter, the compound isopropyl-β-d-thiogalactopyranoside 
(IPTG) is added to the growth medium. Under these conditions, IPTG 
binds to the lac repressor, thereby removing it from the lac operator and 
permitting the lac promoter to be transcribed so that T7 RNA polymerase 
can be synthesized. The T7 RNA polymerase binds to the T7 promoter 
and transcribes the gene of interest. To ensure that synthesis of the target 
protein does not interfere with cellular metabolism, potentially depleting 
cellular resources, in the absence of IPTG, the lac operator is often in-
serted between the T7 promoter and the target gene so that expression of 
the target gene is also negatively controlled by the lac repressor. With this 

IPTG
isopropyl-β-D-thiogalactopyranoside

plac olac T7 RNA
polymerase gene

T7 RNA
polymerase Target protein

TT pT7 olac Target gene TT

TTplacI lacI gene

lac repressor

mRNA

mRNA

Figure 6.1  Regulation of gene expression controlled by the promoter for gene 10 from 
bacteriophage T7 (pT7). In the absence of the inducer IPTG, the constitutively pro-
duced lac repressor, the product of the lacI gene, which is under the control of the lacI 
promoter, placI, represses the transcription of the T7 RNA polymerase and the target 
gene, which are both negatively regulated by the binding of four molecules of the lac 
repressor to the lac operator (olac). In the absence of T7 RNA polymerase, the target 
gene, which is under the transcriptional control of pT7, is not transcribed. When lac-
tose or IPTG is added to the medium, it binds to the lac repressor, thereby preventing 
it from repressing the transcription of the T7 RNA polymerase gene directed by the 
lac promoter (plac) and the target gene directed by pT7. In the presence of T7 RNA 
polymerase, the target gene is transcribed. TT, transcription termination sequence. 
doi:10.1128/9781555818890.ch6.f6.1
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arrangement of regulatory regions, there is no synthesis of the target gene. 
However, following the addition of IPTG, and after a delay of about 1 h, 
a large burst of synthesis of the target protein occurs. While the features 
of the DNA constructs may vary when other strong and regulatable pro-
moters are used, the experimental design is similar and includes the entry 
of the host cells into a growth phase, when the target protein is not ex-
pressed, which is followed by an induction phase when the target protein 
is expressed at a high level.

A problem with the T7 expression system is that with the very high 
rate of transcription of the T7 RNA polymerase compared to that of the 
native E. coli enzyme (the T7 enzyme transcribes DNA into mRNA eight 
times faster), the recombinant protein may not fold properly and hence 
form insoluble inclusion bodies. In addition, when the target protein is a 
membrane protein, very high levels may be toxic to the cell. To avoid these 
problems, it is possible to downregulate (attenuate) the activity of the T7 
RNA polymerase by producing the inhibitor T7 lysozyme. Moreover, the 
amount of T7 lysozyme in the cell can be fi nely regulated by placing the 
gene encoding this enzyme under the transcriptional control of the prhaBAD 
promoter (Fig. 6.2). This promoter is regulated by a wide range in the con-
centration of (the deoxy sugar) l-rhamnose (i.e., 10 to 2,000 μM). Thus, 
by decreasing the amount of T7 RNA polymerase, the maximum amount 
of a target protein may be synthesized without the production of inclusion 
bodies for soluble proteins or host toxic levels for membrane proteins.

E. coli is not necessarily the microorganism of choice for the expres-
sion of all foreign proteins. However, an understanding of the genetics 
and molecular biology of most other microorganisms is not nearly as well 
developed. Moreover, there is no one vector or promoter-repressor system 
that gives optimal levels of gene expression in all bacteria, or even in all 
gram-negative bacteria. Fortunately, most of the strategies that have been 
developed for E. coli are also useful with a wide range of microorganisms 
as well as other host cells.

plac olac T7 RNA
polymerase gene

T7 RNA
polymerase Target protein

TTTT pT7 olac Target gene TTprhaBAD T7 lysozyme gene

T7 lysozyme

mRNA

Figure 6.2  Attenuation of the activity of T7 RNA polymerase by the inhibitor T7 
lysozyme. The amount of T7 lysozyme is controlled by the level of l-rhamnose added 
to the system (which activates the prhaBAD promoter). TT, transcription termination 
sequence. doi:10.1128/9781555818890.ch6.f6.2
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Translational Regulation

Placing a cloned gene under the control of a regulatable, strong promoter, 
although essential, may not be suffi cient to maximize the yield of the 
cloned gene product. Other factors, such as the effi ciency of translation 
and the stability of the newly synthesized cloned gene protein, may also 
affect the amount of product.

In prokaryotic cells, various proteins are not necessarily synthesized 
with the same effi ciency. In fact, they may be produced at very different 
levels (up to several hundredfold) even if they are encoded within the 
same polycistronic mRNA. Differences in translational effi ciency and in 
transcriptional regulation enable the cell to have hundreds or even thou-
sands of copies of some proteins and only a few copies of others.

The molecular basis for differential translation of bacterial mRNAs is 
the presence of a translational initiation signal called a ribosome-binding 

site which precedes the protein-coding portion of the mRNA. A 
ribosome-binding site is a sequence of six to eight nucleotides in mRNA 
that can base-pair with a complementary nucleotide sequence on the 16S 
RNA component of the small ribosomal subunit. Generally, the stronger 
the binding of the mRNA to the rRNA, the greater the effi ciency of trans-
lational initiation.

Thus, many E. coli expression vectors have been designed to ensure 
that the mRNA of a cloned gene contains a strong ribosome-binding 
site. Inclusion of an E. coli ribosome-binding site just upstream from the 
protein-coding open reading frame ensures that heterologous prokaryotic 
and eukaryotic genes can be translated readily in E. coli. However, certain 
conditions must be satisfi ed for this approach to function properly. First, the 
ribosome-binding sequence must be located within a short distance (gen-
erally 2 to 20 nucleotides) from the translational start codon of the cloned 
gene. At the RNA level, the translational codon is usually AUG (adenosine, 
uridine, and guanidine). In DNA, the coding strand contains the ATG se-
quence (where T is thymidine) that functions as a start codon, and the 
complementary noncoding strand is a template for transcription. Second, 
the DNA sequence that includes the ribosome-binding site through the fi rst 
few codons of the gene of interest should not contain nucleotide sequences 
that have regions of complementarity and can fold back (form intrastrand 
loops) after transcription (Fig. 6.3), thereby blocking the interaction of the 
mRNA with the ribosome. The local secondary structure of the mRNA, 
which can either shield or expose the ribosome-binding site, determines the 
extent to which the mRNA can bind to the appropriate sequence on the 
ribosome and initiate translation. Thus, for each cloned gene, it is impor-
tant to ensure that the mRNA contains a strong ribosome-binding site and 
that the secondary structure of the mRNA does not prevent its access to the 
ribosome. However, since the nucleotide sequences that encode the amino 
acids at the N-terminal region of the target protein vary from one gene to 
another, it is not possible to design a vector that will eliminate the possi-
bility of mRNA fold-back in all instances. Therefore, no single optimized 
translational initiation region can guarantee a high rate of translation ini-
tiation for all cloned genes. Consequently, the optimization of translation 
initiation needs to be on a gene-by-gene basis.
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Figure 6.3  Example of secondary struc-
ture of the 5′ end of an mRNA that 
would prevent effi cient translation. In 
this example, the ribosome-binding site 
is GGGGG, the initiator codon is AUG 
(shown in red), and the fi rst few codons 
are CAG-CAU-GAU-UUA-UUU. The 
mRNA is oriented with its 5′ end to 
the left and its 3′ end to the right. Note 
that in addition to the traditional A⋅U 
and G⋅C base pairs in mRNA, G can 
also base-pair to some extent with U. 
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Codon Usage

While the genetic code for amino acids, on average, includes about three 
different codons (any particular amino acid may have from one to six 
codons), these codons are used to different extents in various living or-
ganisms. Any organism, e.g., E. coli, produces cognate tRNAs for each 
codon in approximately the same relative amount as that particular co-
don is used in the production of its proteins. Various organisms prefer-
entially use different subsets of codons (Table 6.2) and contain various 
amounts of the cognate amino acyl-tRNAs for the synthesis of proteins 
encoded by their mRNAs. Thus, expressing a foreign gene in a particular 
host organism may result in a cellular incompatibility that can interfere 
with effi cient translation when a cloned gene has codons that are rarely 
used by the host cell. For example, AGG, AGA, AUA, CUA, and CGA 
are the least-used codons in E. coli. When a foreign protein is expressed 

Table 6.2  Genetic code and codon usage in E. coli and humans

Codon Amino acid

Frequency of use in:

Codon Amino acid

Frequency of use in:

E. coli Humans E. coli Humans

GGG Glycine 0.13 0.23 UAG Stop 0.09 0.17

GGA Glycine 0.09 0.26 UAA Stop 0.62 0.22

GGGU Glycine 0.38 0.18 UAU Tyrosine 0.53 0.42

GGC Glycine 0.40 0.33 UAC Tyrosine 0.47 0.58

GAG Glutamic acid 0.30 0.59 UUU Phenylalanine 0.51 0.43

GAA Glutamic acid 0.70 0.41 UUC Phenylalanine 0.49 0.57

GAU Aspartic acid 0.59 0.44 UCG Serine 0.13 0.06

GAC Aspartic acid 0.41 0.56 UCA Serine 0.12 0.15

GUG Valine 0.34 0.48 UCU Serine 0.19 0.17

GUA Valine 0.17 0.10 UCC Serine 0.17 0.23

GUU Valine 0.29 0.17 AGU Serine 0.13 0.14

GUC Valine 0.20 0.25 AGC Serine 0.27 0.25

GCG Alanine 0.34 0.10 CGG Arginine 0.08 0.19

GCA Alanine 0.22 0.22 CGA Arginine 0.05 0.10

GCU Alanine 0.19 0.28 CGU Arginine 0.42 0.09

GCC Alanine 0.25 0.40 CGC Arginine 0.37 0.19

AAG Lysine 0.24 0.60 AGG Arginine 0.03 0.22

AAA Lysine 0.76 0.40 AGA Arginine 0.04 0.21

AAU Asparagine 0.39 0.44 CAG Glutamine 0.69 0.73

AAC Asparagine 0.61 0.56 CAA Glutamine 0.31 0.27

AUG Methionine 1.00 1.00 CAU Histidine 0.52 0.41

AUA Isoleucine 0.07 0.14 CAC Histidine 0.48 0.59

AUU Isoleucine 0.47 0.35 CUG Leucine 0.55 0.43

AUC Isoleucine 0.46 0.51 CUA Leucine 0.03 0.07

ACG Threonine 0.23 0.12 CUU Leucine 0.10 0.12

ACA Threonine 0.12 0.27 CUC Leucine 0.10 0.20

ACU Threonine 0.21 0.23 UUG Leucine 0.11 0.12

ACC Threonine 0.43 0.38 UUA Leucine 0.11 0.06

UGG Tryptophan 1.00 1.00 CCG Proline 0.55 0.11

UGU Cysteine 0.43 0.42 CCA Proline 0.20 0.27

UGC Cysteine 0.57 0.58 CCU Proline 0.16 0.29

UGA Stop 0.30 0.61 CCC Proline 0.10 0.33
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at high levels in E. coli, the host cell may not produce enough of the 
aminoacyl-tRNAs that recognize these rarely used codons, and either the 
yield of the cloned gene protein is much lower than expected or incorrect 
amino acids may be inserted into the protein. Any codon that is used 
less than 5 to 10% of the time by the host organism may cause prob-
lems. Particularly detrimental to high levels of expression are regions of 
mRNA where two or more rarely used codons are close or adjacent to, or 
appear in, the sequence encoding the N-terminal portion of the protein. 
Fortunately, there are several experimental approaches that can be used 
to alleviate this problem. First, if the target gene is eukaryotic, it may be 
cloned and expressed in a eukaryotic host cell. Second, a new version of 
the target gene containing codons more commonly used by the host cell 
may be chemically synthesized (i.e., codon optimization). Third, a host E. 
coli cell engineered to overexpress several rare tRNAs may be employed. 
In fact, some E. coli strains have been transformed with plasmids that 
encode genes that lead to the overproduction of some tRNAs which are 
specifi c for certain rare E. coli codons. These transformed E. coli cell lines 
are available commercially and can often facilitate a high level of expres-
sion of foreign proteins that use these rare E. coli codons (Fig. 6.4). For 
example, with one of the commercially available E. coli cell lines, it was 
possible to overexpress the Ara h2 protein, a peanut allergen, approxi-
mately 100-fold over the amount that was synthesized in conventional 
E. coli cells. With this approach, it should be possible to produce large 
quantities of a variety of heterologous proteins that are otherwise diffi cult 
to express in different hosts.

Protein Stability

The expression of some foreign proteins in E. coli host strains, which 
are typically grown at 37°C, often results in the formation of inclusion 
bodies of inactive protein. This occurs because the foreign protein mis-
folds when it cannot attain its native active conformation. A variety of 
strategies have been developed, albeit with limited success, to circumvent 
this problem. Cultivation of recombinant strains at lower temperatures 
sometimes facilitates slower, and hence proper, protein folding, often sig-
nifi cantly increasing the amount of recoverable active protein. However, 
mesophilic bacteria like E. coli grow extremely slowly at low tempera-
tures. In one study, the chaperonin 60 gene (cpn60) and the cochaperonin 
10 gene (cpn10) from the psychrophilic bacterium Oleispira antarctica 
were introduced into a host strain of E. coli, with the result that the E. 
coli strain gained the ability to grow and to express foreign proteins at 
a high rate at temperatures of 4 to 10°C (Fig. 6.5). It has been suggested 
that at temperatures below around 20°C, E. coli cells are unable to grow 
to any appreciable extent as a consequence of the cold-induced inactiva-
tion of several E. coli chaperonins that normally facilitate protein folding 
in this bacterium. Thus, transforming E. coli with chaperonins from a 
cold-tolerant bacterium allowed the introduced proteins to perform the 
functions at low temperature that E. coli proteins perform at higher tem-
peratures. Although very high levels of expression of the cloned gene were 
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Figure 6.4  Schematic representation of two commer-
cially available plasmids that may be used to increase 
the pool of certain rare tRNAs in E. coli. Plasmid 
pSJS1244 carries 3 and plasmid pRARE carries 10 
rare E. coli tRNA genes. p15A represents the repli-
cation origins of these plasmids. Spectinomycin and 
chloramphenicol are the antibiotics for which resis-
tance genes are carried within these plasmids (A). The 
expression of foreign proteins in a typical E. coli host 
cell is also shown; the concentration of rare tRNAs 
is shown schematically (B) and in an E. coli host cell 
that has been engineered (by introduction of one of the 
plasmids shown in panel A) to overexpress several rare 
tRNAs (C). doi:10.1128/9781555818890.ch6.f6.4
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not attained, this work is an important fi rst step in the development of 
expression systems for proteins that are sensitive to high temperatures 
and might otherwise be diffi cult to produce. The next logical step in the 
development of this system would likely be the construction of an E. coli 
host cell that contains stably integrated copies of these chaperonin genes 
in the chromosome.

Fusion Proteins

Occasionally, foreign proteins are found in smaller-than-expected amounts 
when they are produced in heterologous host cells. This apparent low level 
of expression may be due to degradation of the foreign protein within the 
host cell. One solution is to engineer a DNA construct encoding a target 
protein in frame with DNA encoding a stable host protein (Fig. 6.6). The 
combined, single protein that is produced is called a fusion protein, and 
it protects the cloned foreign gene product from attack by host cell pro-
teases. In general, fusion proteins are stable because the target proteins 
are fused with proteins that are not especially susceptible to proteolysis.

Fusion proteins are constructed by ligating a portion of the DNA 
coding regions of two or more genes. In its simplest form, a fusion vector 
system entails the insertion of a target gene into the coding region of a 
cloned host gene, or fusion partner (Fig. 6.6). The fusion partner may be 
positioned at either the N- or C-terminal end of the target gene. Knowl-
edge of the nucleotide sequences of the various coding segments joined at 

Nontransformed E. coli

No growth
below 20°C

Transformed E. coli

Significant growth
below 20°C

cpn10 cpn60

Figure 6.5  The ability of nontransformed E. coli and E. coli transformed to express 
plasmid-borne chaperonin genes cpn10 and cpn60, which were isolated from a psy-
chrophilic bacterium, and consequently grow at low temperatures. 
 doi:10.1128/9781555818890.ch6.f6.5
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the DNA level is essential to ensure that the ligation product maintains 
the correct reading frame. If the combined DNA has an altered reading 
frame, i.e., a sequence of successive codons that yields either an incom-
plete or an incorrect translation product, then a functional version of the 
protein encoded by the cloned target gene will not be produced.

When the protein encoded by the cloned gene is intended for human 
use, it is generally necessary to remove the fusion partner from the fi nal 
product. This is because fusion proteins require more extensive testing 
before being approved by regulatory agencies, such as the U.S. Food and 
Drug Administration (FDA). Therefore, strategies have been developed to 
remove the unwanted amino acid sequence from the target protein. One 
way to do this is to join the gene for the target protein to the gene for 
the stabilizing fusion partner with specifi c oligonucleotides that encode 
short stretches of amino acids that are recognized by a particular non-
bacterial protease. For example, an oligonucleotide linker encoding the 
amino acid sequence Ile-Glu-Gly-Arg may be joined to the cloned gene. 
Following synthesis and purifi cation of the fusion protein, a blood coag-
ulation factor called Xa can be used to release the target protein from the 
fusion partner, because factor Xa is a specifi c protease that cleaves peptide 
bonds uniquely on the C-terminal side of the Ile-Glu-Gly-Arg sequence 
(Fig. 6.7). Moreover, because this peptide sequence occurs rather infre-
quently in native proteins, this approach can be used to recover many 
different cloned gene products.

The proteases most commonly used to cleave a fusion partner from 
a target protein interest are enterokinase, tobacco etch virus protease, 
thrombin, and factor Xa. However, following this cleavage, it is neces-
sary to perform additional purifi cation steps in order to separate both 

FDA
U.S. Food and Drug Administration

P RBS Fusion partner TTTarget protein gene

Figure 6.6  Schematic representation of a DNA construct encoding a fusion protein. A 
plasmid carrying such a construct would also contain a selectable marker gene. P, tran-
scriptional promoter; RBS, ribosome-binding site; TT, transcriptional terminator. The 
arrow indicates the direction of transcription. doi:10.1128/9781555818890.ch6.f6.6
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. . . Thr-Ala-Glu-Gly-Gly-Ser-Ile-Glu-Gly-Arg-Val-His-Leu . . .
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Figure 6.7  (A) Proteolytic cleavage of a fusion protein by blood coagulation factor 
Xa. The factor Xa recognition sequence (Xa linker sequence) lies between the amino 
acid sequences of two different proteins. A functional cloned gene protein (with Val at 
its N terminus) is released after cleavage. (B) Schematic representation of a tripartite 
fusion protein including a stable fusion partner, a linker peptide, and the cloned target 
protein. doi:10.1128/9781555818890.ch6.f6.7
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the protease and the fusion protein from the protein of interest. Unfortu-
nately, sometimes proteases also cleave the protein of interest. When this 
occurs to any signifi cant extent, it is necessary to change either the linker 
peptide or the digestion conditions.

In addition to reducing the degradation of cloned foreign proteins, 
a number of fusion proteins have been developed to simplify the purifi -
cation of recombinant proteins (Table 6.3). This approach is useful for 
purifi cation of proteins expressed in either prokaryotic or eukaryotic host 
organisms. For example, a vector that contains the human interleukin-2 

(IL-2) cytokine gene joined to DNA encoding the fusion partner (marker 
peptide) sequence Asp-Tyr-Lys-Asp-Asp-Asp-Asp-Lys serves the dual 
function of reducing the degradation of the expressed IL-2 gene prod-
uct and facilitating the purifi cation of the product. Following expression 
of this construct, the secreted fusion protein can be purifi ed in a single 
step by immunoaffi nity chromatography, in which monoclonal antibodies 
directed against the marker peptide have been immobilized on a solid 
support and act as ligands to bind the fusion protein (Fig. 6.8). Because 
this particular marker peptide is relatively small, it does not signifi cantly 
decrease the amount of host cell resources that are available for the pro-
duction of IL-2; thus, the yield of IL-2 is not compromised by the con-
comitant synthesis of the marker peptide. In addition, while the fusion 
protein has the same biological activity as native IL-2, as mentioned 
above, to more readily satisfy the government agencies that regulate the 

IL-2
interleukin-2

Table 6.3  Some protein fusion systems used to facilitate the purifi cation of foreign 
proteins in E. coli and other host organisms

Fusion partner Size Ligand Elution conditions

ZZ 14 kDa Immunoglobulin G Low pH

Histidine tail 6–10 amino acids Ni2+ Imidazole

Strep tag 10 amino acids Streptavidin Iminobiotin

Pinpoint 13 kDa Streptavidin Biotin

Maltose-binding 
protein

40 kDa Amylose Maltose

GST 26 kDa Glutathione Reduced glutathione

Flag 8 amino acids Specifi c MAb EDTA or low pH

Polyarginine 5–6 amino acids SP-Sephadex High salt at pH 
>8.0

c-myc 11 amino acids Specifi c MAb Low pH

S tag 15 amino acids S fragment of RNase A Low pH

Calmodulin-binding 
peptide

26 amino acids Calmodulin EGTA and high salt

Cellulose-binding 
domain

4–20 kDa Cellulose Urea or guanidine 
hydrochloride

Chitin-binding domain 51 amino acids Chitin SDS or guanidine 
hydrochloride

SBP tag 38 amino acids Streptavidin Biotin

ZZ, a fragment of Staphylococcus aureus protein A; Strep tag, a peptide with affi nity for streptavidin; 
Pinpoint, a protein fragment that is biotinylated and binds streptavidin; GST, glutathione S-transferase; Flag, 
a peptide recognized by enterokinase; EDTA, ethylenediaminetetraacetic acid; c-myc, a peptide from a pro-
tein that is overexpressed in many cancers; S tag, a peptide fragment of ribonuclease (RNase) A; EGTA, 
ethylene glycol-bis(β-aminoethyl ether)-N,N,N′,N′-tetraacetic acid; SBP (streptavidin-binding protein), a 
peptide with affi nity for streptavidin; SP-Sephadex, a cation-exchange resin composed of sulfopropyl groups 
covalently attached to Sephadex beads; SDS, sodium dodecyl sulfate.
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use of pharmaceuticals, it is necessary to remove the marker peptide if the 
product is intended for human use.

Alternatively, it has become popular to generate a fusion protein 
containing six or eight histidine residues attached to either the N- or 
C-terminal end of the target protein. The histidine-tagged protein, along 
with other cellular proteins, is then passed over an affi nity column of 
nickel–nitrilotriacetic acid. The histidine-tagged protein, but not the other 
cellular proteins, binds tightly to the column. The bound protein may be 
eluted from the column by the addition of imidazole (the side chain of 
histidine). With this protocol, some cloned and overexpressed proteins 
have been purifi ed up to 100-fold with greater than 90% recovery in a 
single step.

Metabolic Load

The introduction and expression of foreign DNA in a host organism often 
change the metabolism of the organism in ways that may impair normal 
cellular functioning (Fig. 6.9). This biological response is due to a meta-

bolic load (metabolic burden, metabolic drain) imposed upon the host by 
the presence and expression of foreign DNA. A metabolic load can occur 
as the result of a variety of conditions, including the following.

• Increasing plasmid copy number and/or size requires increasing 
amounts of cellular energy for plasmid replication and maintenance.

• The limited amount of dissolved oxygen in the growth medium is 
often insuffi cient for both host cell metabolism and plasmid main-
tenance and expression (see the section on overcoming oxygen lim-
itation below).

• Overproduction of both target and marker proteins may deplete 
the pools of certain aminoacyl-tRNAs (see the section on codon 
usage above) and/or drain the host cell of its energy (in the form of 
ATP or guanosine 5′-triphosphate [GTP]).

GTP
guanosine 5′-triphosphate

BA

Marker
peptide Interleukin-2 Other proteins

Marker peptide/interleukin-2
fusion protein bound to specific
antibodies on a column

Figure 6.8  Immunoaffi nity chromatographic purifi cation of a fusion protein that in-
cludes a marker protein and IL-2. A monoclonal antibody that binds to the marker 
peptide of the fusion protein (anti-marker peptide antibody) is attached to a solid 
matrix support. The secreted proteins (A) are passed through the column containing 
the bound antibody. The marker peptide portion of the fusion protein is bound to 
the antibody (B), and the other proteins pass through. The immunopurifi ed fusion 
protein can then be eluted from the column by the addition of pure marker peptide. 
doi:10.1128/9781555818890.ch6.f6.8
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• When a foreign protein is overexpressed and then exported from 
the cytoplasm to either the cell membrane, the periplasm, or the 
external medium, it may “jam” membrane export sites and thereby 
prevent the proper localization of other, essential, host cell proteins.

• A foreign protein may sometimes interfere with the functioning of 
the host cell, for example, by converting an important and needed 
metabolic intermediate into a compound that is irrelevant, or even 
toxic, to the cell.

One of the most commonly observed consequences of a metabolic 
load is a decrease in the rate of cell growth after introduction of foreign 
DNA. Sometimes, a metabolic load may result in plasmid-containing cells 
losing all or a portion of the plasmid DNA. This is especially problematic 
during the large-scale growth of a transformed host because this step is 
usually carried out in the absence of selective pressure. Since cells growing 
in the presence of a metabolic load generally have a decreased level of 
energy for cellular functions, energy-intensive metabolic processes such 
protein synthesis are invariably adversely affected by a metabolic load. 
A metabolic load may also lead to changes in the host cell size and shape 
and to increases in the amount of extracellular polysaccharide produced 
by the bacterial host cell. This additional extracellular carbohydrate may 
cause the cells to stick together, making harvesting, e.g., by cross-fl ow mi-
crofi ltration procedures, and protein purifi cation more diffi cult.

When a particular aminoacyl-tRNA becomes limiting, as is often the 
case when a foreign protein is overexpressed in E. coli, there is an in-
creased probability that an incorrect amino acid will be inserted in place 

Nontransformed E. coli
Cellular building
blocks and energy

Transformed E. coli

Introduced plasmid DNA Recombinant protein
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Figure 6.9  Schematic representation of 
nontransformed E. coli cells containing 
a high level of cellular building blocks 
and energy and E. coli cells transformed 
with plasmid DNA (circle) that encodes 
the synthesis of a foreign protein (shown 
in blue), thereby depleting the host cell 
of much of its cellular building blocks 
and energy. The overexpression of a for-
eign protein prevents the cell from ob-
taining suffi cient energy and resources 
for its growth and metabolism, so it is 
less able to grow rapidly and attain a 
high cell density.
 doi:10.1128/9781555818890.ch6.f6.9
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of the limiting amino acid. In addition, translational accuracy, which de-
pends upon the availability of GTP as part of a proofreading mechanism, 
is likely to be further decreased as a consequence of a metabolic load from 
foreign protein overexpression. In one instance, a high level of expres-
sion of mouse epidermal growth factor in E. coli caused about 10 times 
the normal amount of incorrect amino acids to be incorporated into the 
recombinant protein. This increase in error frequency can dramatically 
diminish the usefulness of the target protein as a therapeutic agent.

The extent of the metabolic load can be reduced by using a 
low-copy-number rather than a high-copy-number plasmid vector. An 
even better strategy might be to avoid the use of plasmid vectors and in-
tegrate the introduced foreign DNA directly into the chromosomal DNA 
of the host organism (see the section below on integrating foreign genes 
into the host chromosomal DNA). In this case, plasmid instability will not 
be a problem. With an integrated cloned gene, without a plasmid vector, 
the transformed host cell will not waste its resources synthesizing un-
wanted and unneeded antibiotic resistance marker gene products. The use 
of strong but regulatable promoters is also an effective means of reduc-
ing metabolic load (see the section on promoters above). In this case, the 
production-scale fermentation process may be performed in two stages. 
During the fi rst, or growth, stage, the promoter controlling the transcrip-
tion of the target gene is turned off, while during the second, or induction, 
stage, this promoter is turned on.

When the codon usage of the foreign gene is different from the codon 
usage of the host organism, depletion of specifi c aminoacyl-tRNA pools 
may be avoided by either completely or partially synthesizing the target 
gene to better refl ect the codon usage of the host organism (see the sec-
tion on codon usage above). In one study, it was found that levels of the 
protein streptavidin were 10-fold higher in E. coli when expression was 
directed by a synthetic gene with a G+C content of 54% than when it 
was directed by the natural gene with a G+C content of 69%.

Although it may at fi rst seem counterintuitive, one way to increase the 
amount of foreign protein produced during the fermentation process is to 
accept a modest level of foreign gene expression—perhaps 5% of the total 
cell protein—and instead focus on attaining a high host cell density. Thus, 
for example, an organism with a 5% foreign protein expression level and 
a low level of metabolic load that can be grown to a density of 40 g (dry 
weight) per liter produces more of the target protein than one with a 15% 
expression level for the same protein and a cell density of only 5 to 10 g 
(dry weight) per liter.

Chromosomal Integration

As a consequence of metabolic load, a fraction of the cell population often 
loses its plasmids during cell growth. In addition, cells that lack plasmids 
grow faster than those that retain them, so plasmidless cells eventually 
dominate the culture. After a number of generations of cell growth, the 
loss of plasmid-containing cells diminishes the yield of the cloned gene 
product. Plasmid-containing cells may be maintained by growing the cells 
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in the presence of either an antibiotic or an essential metabolite that en-
ables only plasmid-bearing cells to thrive. But the addition of either anti-
biotics or metabolites to industrial-scale fermentations can be extremely 
costly, and it is imperative that anything that is added to the fermentation, 
such as an antibiotic or a metabolite, be completely removed prior to cer-
tifying the product fi t for human use. For this reason, cloned DNA is often 
introduced directly into the chromosomal DNA of the host organism. 
When DNA is part of the host chromosomal DNA, it is quite stable and 
can be maintained indefi nitely in the absence of selective agents.

For integration of DNA into a chromosomal site, the input DNA 
must share some sequence similarity, usually at least 50 nucleotides, with 
the chromosomal DNA, and there must be a physical exchange (recom-
bination) between the two DNA molecules. To integrate DNA into the 
host chromosome, it is fi rst necessary to identify a desired chromosomal 
integration site, i.e., a segment of DNA on the host chromosome that can 
be disrupted without affecting the normal functions of the cell. Once the 
chromosomal integration site has been isolated and spliced onto a plas-
mid, a marker gene is inserted in the middle of the cloned chromosomal 
integration site (Fig. 6.10). The DNA on the plasmid can base-pair with 
identical sequences on the host chromosome and subsequently integrate 
into the host chromosome as a result of a host enzyme-catalyzed double 

Chromosomal DNA 

Chromosomal DNA 
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Figure 6.10  Insertion of a foreign gene 
into a unique predetermined site on a bac-
terial chromosome. In step 1, a marker 
gene is integrated into the host cell chro-
mosomal DNA by homologous recom-
bination. In step 2, the selectable marker 
gene is replaced by the target gene.
 doi:10.1128/9781555818890.ch6.f6.10
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crossover. In this case, transformants are selected for the acquisition of the 
marker gene (often an antibiotic resistance gene). Then, the target gene, 
under the control of a regulatable promoter, is inserted in the middle of 
the cloned chromosomal integration site on a different plasmid. This plas-
mid construct is used to transform host cells that contain the marker gene 
integrated into its chromosome, and following a host enzyme-catalyzed 
double crossover, the target gene and its transcriptional regulatory region 
are inserted into the chromosome in place of the marker gene. The fi nal 
construct is selected for the loss of the marker gene.

Several other methods can also be used to integrate foreign genes into 
host chromosomal DNA. For example, when a marker gene is fl anked 
by certain short specifi c DNA sequences and then inserted into either a 
plasmid or chromosomal DNA, the gene may be excised by treatment of 
the construct with an enzyme that recognizes the fl anking DNA sequences 
and removes them (Fig. 6.11). One combination of an enzyme and DNA 
sequence that is useful for this sort of manipulation is the Cre–loxP re-
combination system, which consists of the Cre recombinase enzyme and 
two 34-bp loxP recombination sites. The marker gene to be removed is 
fl anked by loxP sites, and after integration of the plasmid into the chro-
mosomal DNA, the marker gene is removed by the Cre enzyme. A gene 

Homologous
recombination

+ Cre protein

Homologous
chromosomal DNA

Plasmid

Marker
gene

Cloned
gene

Site of
recombination

loxP loxP

Figure 6.11  Removal of a selectable marker gene following integration of plasmid 
DNA into a bacterial chromosome. A single crossover event (×) occurs between chro-
mosomal DNA and a homologous DNA fragment (hatched) on a plasmid, resulting 
in the integration of the entire plasmid into the chromosomal DNA. The selectable 
marker gene, which is fl anked by loxP sites, is excised by the action of the Cre en-
zyme, leaving one loxP site on the integrated plasmid. The Cre enzyme is on a sep-
arate plasmid within the same cell under the transcriptional control of the E. coli 
lac promoter, so excision is induced when IPTG is added to the growth medium. 
doi:10.1128/9781555818890.ch6.f6.11
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encoding the Cre enzyme is located on its own plasmid, which can be 
introduced into the chromosomally transformed host cells. Marker gene 
excision is triggered by the addition of IPTG to the growth medium; this 
derepresses the lacI gene (encoding the lac repressor), which turns on 
the E. coli lac promoter–operator, which was present upstream of the 
Cre gene, and causes the Cre enzyme to be synthesized. Once there is no 
longer any need for the Cre enzyme, the plasmid that contains the gene 
for this enzyme under the control of the lac promoter may be removed 
from the host cells merely by raising the temperature. This plasmid has a 
temperature-sensitive replicon that allows it to be maintained in the cell 
at 30°C but not above 37°C.

Increasing Secretion

For most E. coli proteins, secretion entails transit through the inner (cy-
toplasmic) cell membrane to the periplasm. Directing a foreign protein 
to the periplasm, rather than the cytoplasm, makes its purifi cation easier 
and less costly, as many fewer proteins are present here than in the cyto-
plasm. Moreover, the stability of a cloned protein depends on its cellular 
location in E. coli. For example, recombinant proinsulin is approximately 
10 times more stable if it is secreted (exported) into the periplasm than 
if it is localized in the cytoplasm. In addition, secretion of proteins to the 
periplasm often facilitates the correct formation of disulfi de bonds be-
cause the periplasm provides an oxidative environment, as opposed to the 
more reducing environment of the cytoplasm. Table 6.4 provides some ex-
amples of the amounts of secreted recombinant pharmaceutical proteins 
attainable with various bacterial host cells.

Normally, an amino acid sequence called a signal peptide (also called 
a signal sequence or leader peptide), located at the N-terminal end of a 
newly synthesized protein, facilitates its export by enabling the protein 
to pass through the cell membrane (Fig. 6.12). It is sometimes possible 
to engineer a protein for secretion to the periplasm by adding the DNA 

Table 6.4  Yields of several secreted recombinant proteins produced in different 
bacteria

Protein Yield Host bacterium

Hirudin >3 g/L Escherichia coli

Human antibody fragment 1–2 g/L Escherichia coli

Human insulin-like growth factor 8.5 g/L Escherichia coli

Monoclonal antibody 5T4 700 mg/L Escherichia coli

Humanized anti-CD18 F(ab′)2 2.5 g/L Escherichia coli

Human epidermal growth factor 325 mg/L Escherichia coli

Alkaline phosphatase 5.2 g/L Escherichia coli

Staphylokinase 340 mg/L Bacillus subtilis

Human proinsulin 1 g/L Bacillus subtilis

Human calcitonin precursor 2 g/L Staphylococcus carnosus

Organophosphohydrolase 1.2 g/L Ralstonia eutropha

Human CD4 receptor 200 mg/L Streptomyces lividans

Human insulin 100 mg/L Streptomyces lividans
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sequence encoding a signal peptide to the cloned gene. When the recom-
binant protein is secreted to the periplasm, the signal peptide is precisely 
removed by the cell’s secretion apparatus, so the N-terminal end of the 
target protein is identical to the natural protein.

Unfortunately, the fusion of a target gene to a DNA fragment en-
coding a signal peptide sequence does not necessarily guarantee a high 
rate of secretion. When this simple strategy is found to be ineffective in 
producing a secreted protein product, alternative strategies need to be 
employed. One approach that was found to be successful for the secretion 
of the IL-2 cytokine was the fusion of the IL-2 gene downstream from 
the gene for the entire propeptide maltose-binding protein, rather than 
just the maltose-binding protein signal sequence, with DNA encoding the 
factor Xa recognition site as a linker peptide separating these two genes 
(Fig. 6.13). When this genetic fusion, on a plasmid vector, was used to 
transform E. coli cells, as expected, a large fraction of the fusion protein 
was found localized in the host cell periplasm. Functional IL-2 could then 
be released from the fusion protein by digestion with factor Xa.

Sometimes too high a level of translation of a foreign protein can 
overload the cell’s secretion machinery and inhibit the secretion of that 
protein. Thus, to ensure that secretion of a target protein occurs most 
effi ciently, it is necessary to lower the level of expression of that protein.

E. coli and other gram-negative microorganisms generally cannot se-
crete proteins into the surrounding medium because of the presence of 
an outer membrane (in addition to the inner or cytoplasmic membrane) 
that restricts this process. Of course, it is possible to use as host organ-
isms gram-positive prokaryotes or eukaryotic cells, both of which lack 
an outer membrane and therefore can secrete proteins directly into the 
medium. Alternatively, it is possible to take advantage of the fact that 
some gram-negative bacteria can secrete a bacteriocidal protein called a 
bacteriocin into the medium. A cascade mechanism is responsible for this 
specifi c secretion. A bacteriocin release protein activates phospholipase A, 
which is present in the bacterial inner membrane, and cleaves membrane 
phosopholipids so that both the inner and outer membranes are perme-

abilized (Fig. 6.14A). This results in some cytoplasmic and periplasmic 
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Figure 6.12  Schematic representation 
of protein secretion. The ribosome is 
attached to a cellular membrane, and 
the signal peptide at the N terminus is 
transported, by the secretion appara-
tus, across the cytoplasmic membrane, 
followed by the rest of the amino acids 
that constitute the mature protein. Once 
the signal peptide has crossed the mem-
brane, it is cleaved from the remainder 
of the protein by an enzyme associated 
with the membrane called a signal pep-
tidase. Membrane proteins as well as se-
creted proteins generally contain a signal 
peptide (prior to removal by processing). 
doi:10.1128/9781555818890.ch6.f6.12
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Figure 6.13  Engineering the secretion of 
IL-2. When IL-2 is fused to the E. coli 
maltose-binding protein and its signal 
peptide, with the two proteins joined 
by a linker peptide, secretion to the 
periplasm occurs. Following the purifi -
cation of the secreted fusion protein, the 
maltose-binding protein and the linker 
peptide are removed by digestion with 
factor Xa.
 doi:10.1128/9781555818890.ch6.f6.13
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Figure 6.14  Schematic representation of a recombinant bacteriocin release protein 
activating phospholipase A (present within the E. coli inner membrane) to permeabi-
lize the cell membranes (A). Also shown are schematics of E. coli cells engineered to 
secrete a foreign protein to the periplasm by fusing the gene of interest (green) to a 
secretion signal (B) and to the growth medium by permeabilizing cell membranes with 
a bacteriocin release protein encoded on another plasmid (red) (C).
 doi:10.1128/9781555818890.ch6.f6.14
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proteins being released into the culture medium. Thus, by putting the 
bacteriocin release protein gene onto a plasmid under the control of a 
regulatable promoter, E. coli cells may be permeabilized at will. E. coli 
cells that carry the bacteriocin release protein gene on a plasmid are trans-
formed with another plasmid carrying a cloned gene that has been fused 
to a secretion signal peptide sequence that causes the target protein to 
be secreted into the periplasm. The cloned gene is placed under the same 
transcriptional regulatory control as the bacteriocin release protein gene 
so that the two genes can be induced simultaneously, with the cloned gene 
protein being secreted into the medium (Fig. 6.14B and C).

Overcoming Oxygen Limitation

E. coli and most other microorganisms that are used to express foreign 
proteins generally require oxygen for optimal growth. Unfortunately, ox-
ygen has only a limited solubility in aqueous media. Thus, as the cell 
density of a growing culture increases, the cells rapidly deplete the growth 
medium of dissolved oxygen. When cells become oxygen limited, expo-
nential growth slows and the culture rapidly enters a stationary phase 
during which cellular metabolism changes. One consequence of the sta-
tionary phase is the production by the host cells of proteases that can 
degrade foreign proteins. Oxygen dissolves into the growth medium very 
slowly, so the amount of dissolved oxygen available to growing cells is 
often not increased fast enough when large amounts of air or oxygen are 
added to the growth medium, even with high stirring rates. Modifi cation 
of the fermenter (bioreactor) confi guration to optimize the aeration and 
agitation of cells and addition of chemicals to the growth medium to 
increase the solubility of oxygen have been tried in an effort to deal with 
the limited amount of dissolved oxygen. However, these efforts have met 
with only limited success.

Some strains of the bacterium Vitreoscilla, a gram-negative obligate 
aerobe, normally live in oxygen-poor environments such as stagnant 
ponds. To obtain a suffi cient amount of oxygen for their growth and 
metabolism, these organisms synthesize a hemoglobin-like molecule that 
tightly binds oxygen from the environment and subsequently increases 
the level of available oxygen inside cells (Fig. 6.15). When the gene for 
this protein is expressed in E. coli, the transformants display higher lev-
els of protein synthesis of both cellular and recombinant proteins, higher 
levels of cellular respiration, a higher ATP production rate, and higher 
ATP contents, especially at low levels of dissolved oxygen (0.25 to 1.0%) 
in the growth medium, than do nontransformed cells. In these transfor-
mants, the Vitreoscilla hemoglobin increases the intracellular oxygen con-
centration, which raises the activities of both cytochromes d and o. This 
causes an increase in proton pumping, with the subsequent generation of 
ATP, thereby providing additional energy for cellular metabolic processes 
(Fig.  6.15). For this strategy to be effective in different host cells, not 
only must the Vitreoscilla sp. hemoglobin gene be effi ciently expressed 
but also the host cells must be able to synthesize the heme portion of the 
hemoglobin molecule. Once these conditions have been met, this strategy 
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can be used to improve growth as well as foreign gene expression in a 
range of different industrially important bacteria, including E. coli. Thus, 
host cells expressing the Vitreoscilla sp. hemoglobin gene often undergo 
several additional doublings before entering stationary phase, producing 
a much higher cell density and a much greater yield of the target recom-
binant protein.

Reducing Acetate

It is often diffi cult to achieve high levels of foreign-gene expression and 
a high host cell density at the same time because of the accumulation 
of harmful waste products, especially acetate, which inhibits both cell 
growth and protein production and also wastes available carbon and en-
ergy resources. Since acetate is often associated with the use of glucose 
as a carbon source, lower levels of acetate, and hence higher yields of 
protein, are generally obtained when fructose or mannose is used as a 
carbon source. In addition, several different types of genetically manip-
ulated E. coli host cells that produce lower levels of acetate have been 
developed. One of these modifi ed strains was produced by introducing a 
gene (from B. subtilis) encoding the enzyme acetolactate synthase into E. 
coli host cells. This enzyme catalyzes the formation of acetolactate from 
pyruvate, thereby decreasing the fl ux through acetyl coenzyme A to ace-
tate (Fig. 6.16). In practice, the acetolactate synthase genes are introduced 
into the cell on one plasmid, while the target gene (encoding the protein 
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Figure 6.15  (A) Schematic representation of the binding of O2 by Vitreoscilla he-
moglobin, the utilization of this O2 in pumping (by proteins such as cytochromes) 
H+ from the cytoplasm to the periplasm, and the subsequent coupling of H+ up-
take (by ATPase) to ATP generation. (B) Host cells engineered to express Vitreoscilla 
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that is to be overexpressed in E. coli) is introduced on a second plasmid 
from a different incompatibility group. The cells that were transformed 
with the acetolactate synthase genes produced 75% less acetate than the 
nontransformed cells and instead synthesized acetoin, which is approxi-
mately 50-fold less toxic to cells than acetate. The recombinant protein 
yield was also doubled.

In another approach to lowering the level of acetate, researchers 
transformed E. coli host cells with a bacterial gene for the enzyme pyru-
vate carboxylase, which converts pyruvate directly to oxaloacetate and is 
not present in E. coli (Fig. 6.17). With the introduction of pyruvate car-
boxylase, acetate levels were decreased to less than 50% of their normal 
level, the cell yield was increased by more than 40%, and the amount 
of foreign protein synthesized was increased by nearly 70%. This result 
refl ects the fact that the addition of pyruvate carboxylase allows E. coli 
cells to use the available carbon more effi ciently, directing it away from 
the production of acetate toward biomass and protein formation.

Similar to the strategy discussed above, the tricarboxylic acid (TCA) 
cycle may also be replenished by converting aspartate to fumarate 
(Fig. 6.17). To do this, E. coli host cells were transformed with the gene 
for l-aspartate ammonia lyase (aspartase) under the control of the strong 
tac promoter on a stable low-copy-number plasmid. The target recom-
binant protein was introduced on a separate plasmid. Using this system, 
aspartase activity was induced by the addition of IPTG at the middle to 
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Figure 6.16  Schematic representation of the pathways for glucose metabolism in an 
E. coli strain that has been transformed with a plasmid carrying the genes for the pro-
tein subunits of acetolactate synthase (ALS). Introduction of this pathway results in 
the synthesis of acetoin. Note that the conversion of glucose to biomass is a multistep 
process. Acetyl-CoA, acetyl coenzyme A. doi:10.1128/9781555818890.ch6.f6.16
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late log phase of growth. When the recombinant E. coli cells were grown 
in minimal medium containing aspartate, the production of different re-
combinant proteins could be increased up to fi vefold, with 30 to 40% 
more biomass production.

Protein Folding

The use of conditions that result in very high rates of foreign gene ex-
pression in E. coli often also lead to the production of misfolded proteins 
that can aggregate and form insoluble inclusion bodies within the host 
cell. While it is possible to solubilize inclusion bodies and subsequently 
establish conditions that allow at least a portion of the recombinant pro-
tein to fold correctly, this is typically a tedious, ineffi cient, expensive, and 
time-consuming process, one that is best avoided if possible. A simple 
strategy to avoid the formation of misfolded proteins and hence inclusion 
bodies involves reducing the rate of synthesis of the target gene product 
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Figure 6.17  Replenishment of the TCA cycle in E. coli by the introduction of a gene 
encoding pyruvate carboxylase. This avoids the conversion of pyruvate to acetate. 
The TCA cycle may also be replenished by the introduction of a gene encoding 
aspartase, converting aspartate in the medium to fumarate. Note that the conver-
sion of glucose to biomass is a multistep process. Acetyl-CoA, acetyl coenzyme A. 
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so that it has more time to fold properly. This may be achieved by various 
means, including using weaker promoters, decreasing the concentration 
of inducers (such as IPTG), or lowering the growth temperature to 20 to 
30°C. These strategies are sometimes, but not always, effective in prevent-
ing the formation of inclusion bodies.

An alternative strategy to improve the yield of properly folded (and 
therefore active) recombinant proteins in E. coli involves the coexpression 
of one or more molecular chaperones (proteins that facilitate the correct 
folding of other proteins) by the host E. coli strain (Table 6.5). The “fold-
ing chaperones” utilize ATP cleavage to promote conformational changes 
to mediate the refolding of their substrates. The “holding chaperones” 
bind to partially folded proteins until the folding chaperones have done 
their job. The “disaggregating chaperone” promotes the solubilization of 
proteins that have become aggregated. Protein folding also involves the 
“trigger factor,” which binds to nascent polypeptide chains, acting as a 
holding chaperone. Although there are a large number of chaperone mol-
ecules that are involved in the proper folding and secretion of proteins 

Table 6.5  E. coli proteins that facilitate the correct folding of 
recombinant proteins

Localization Function Name

Cytoplasm Holding chaperone Hsp31

Hsp33

IbpA

IbpB

Trigger factor

Folding chaperone GroEL (Hsp60)

DnaK (Hsp70)

HscA

HscC

HtpG (Hsp90)

Disaggregase ClpB

Secretory chaperone SecB

Periplasm Generic chaperones Skp (OmpH)
FkpA

Specialized chaperones SurA

LolA

PapD

FimC

PPIases SurA

PpiD

FkpA

PpiA (RotA)

Disulfi de bond formation DsbA

DsbB

DsbC

DsbD

DsbE

DsbG

CcmH

Adapted from Baneyx and Mujacic, Nat. Biotechnol. 22: 1399–1408, 2004.



354 C H A P T E R  6

in E. coli, a detailed understanding of the roles of many of these proteins 
has begun to emerge, and the proper folding of a number of recombi-
nant proteins has been facilitated by coexpressing some of these chaper-
one proteins. Thus, for example, signifi cantly enhanced correct folding 
of periplasmic proteins, as well as reduced recombinant protein degrada-
tion and inclusion body formation, is observed when the chaperone Skp 
and the peptidyl-prolyl cis/trans isomerase (PPIase) FkpA are coexpressed 
along with the recombinant (secreted) protein. Finally, it is important to 
note that the periplasm provides an oxidizing environment (compared 
to the reducing environment of the cytoplasm), so in nontransformed E. 
coli, disulfi de bond-containing proteins are found only in the cell enve-
lope, where disulfi de formation and isomerization are catalyzed by a set 
of thiol-disulfi de oxidoreductases known as the Dsb proteins. In practice, 
this means that disulfi de bond-containing recombinant proteins are un-
likely to be effectively synthesized in the cell cytoplasm.

In a study in which the chaperones DnaK and GroEL (and their co-
chaperonin protein molecules) were overexpressed, the yields of 7 of 10 
eukaryotic kinases expressed at the same time as target proteins were 
increased up to fi vefold. Moreover, the overexpression of additional chap-
erones did not affect the detected levels of these kinases. This result was 
interpreted as indicating that the ability of overexpressed chaperones to 
facilitate the proper folding of recombinant proteins is a protein-specifi c 
phenomenon effective in some, but not all, instances.

While some researchers now routinely coexpress molecular chaper-
ones along with the recombinant protein of interest, others have sought 
technically simpler solutions to the problem of protein folding. Thus, it 
has been observed that high levels of certain osmolytes (substances that 
contribute to the osmotic pressure in cells), such as sorbitol and betaine, 
along with a high level of salt in the growth medium, can enhance the 
correct folding and solubility of several recombinant proteins produced 
in E. coli.

Heterologous Protein Production in Eukaryotic Cells

Eukaryotic Expression Systems

The eukaryotic proteins produced in bacteria do not always have the 
desired biological activity or stability. In addition, despite careful puri-
fi cation procedures, bacterial compounds that are toxic or that cause a 
rise in body temperature in humans and animals may contaminate the 
fi nal product. Moreover, any human protein intended for medical use 
must be identical to the natural protein in all its properties. The inability 
of prokaryotic organisms to produce authentic versions of eukaryotic 
proteins is, for the most part, due to improper posttranslational protein 
processing and to the absence of appropriate mechanisms that add chem-
ical groups to specifi c amino acid acceptor sites. To avoid these problems, 
investigators have developed eukaryotic expression systems in fungal/
yeast, insect, and mammalian cells for the production of therapeutic 
agents (Milestone 6.2).

PPIase
peptidyl-prolyl cis/trans isomerase
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The basic requirements for expression of a target protein in a eukary-
otic host are similar to those in prokaryotes. Vectors into which the target 
gene is cloned for delivery into the host cell can be specialized plasmids 
designed to be maintained in the eukaryotic host, such as the yeast 2μm 
plasmid; host-specifi c viruses, such as the insect baculovirus; or artifi cial 
chromosomes, such as the yeast artifi cial chromosome (YAC). The vec-
tor must have a eukaryotic promoter that drives the transcription of the 
target gene, eukaryotic transcriptional and translational stop signals, a 
sequence that enables polyadenylation of the mRNA, and a selectable eu-
karyotic marker gene (Fig. 6.18). Because recombinant DNA procedures 
are technically diffi cult to carry out with eukaryotic cells, most eukary-
otic vectors are shuttle vectors with two origins of replication and two 
selectable marker genes. One set functions in E. coli, and the other set 
functions in the eukaryotic host cell.

Many eukaryotic proteins undergo posttranslational processing that 
is required for protein activity and stability. Some proteins are produced 
as inactive precursor polypeptides that must be cleaved by proteases at 
specifi c sites to produce the active form of the protein. In addition, ∼50% 
of all human proteins are glycosylated (i.e., certain amino acids are mod-
ifi ed by adding specifi c sugars), often providing stability and distinctive 
binding properties to a protein, including protein folding, targeting a 
protein to a particular location, or protecting it from proteases. In the 
cell, sugars are attached to newly synthesized proteins in the endoplasmic 
reticulum and in the Golgi apparatus by enzymes known as glycosylases 
and glycosyltransferases.

The most common glycosylations entail the attachment of specifi c 
sugars to the hydroxyl group of either serine or threonine (O-linked glyco-
sylation) and to the amide group of asparagine (N-linked glycosylation). 

YAC
yeast artifi cial chromosome

Conceptually, the development 
of a eukaryotic expression 
system appears to be a rel-

atively simple matter of assembling 
the appropriate regulatory sequences, 
cloning them in the correct order into 
a vector, and then putting the gene of 
interest into the precise location that 
enables it to be expressed. In reality, 
the development of the fi rst genera-
tion of eukaryotic expression vectors 
was a painstaking process following 
a trial-and-error approach. Before the 
study of Mulligan et al., a number 

of genes had been cloned into the 
mammalian SV40 vectors, but mature, 
functional mRNAs were never detected 
after infection of host cells. This prob-
lem was overcome by inserting the rab-
bit cDNA for β-globin into an SV40 
gene that had nearly all of its coding 
region deleted but retained “all the 
regions implicated in transcriptional 
initiation and termination, splicing 
and polyadenylation. . . .” Both rabbit 
β-globin mRNA and protein were 
synthesized in cells that were trans-
fected with this β-globin cDNA–SV40 

construct. Mulligan et al. concluded, 
“The principal conceptual innova-
tion is the decision to leave intact 
the regions of the vector implicated 
in . . . mRNA processing.” This study 
established that an effective eukaryotic 
expression system could be created 
by placing the cloned gene under the 
control of transcription and translation 
regulatory sequences. It also stimulated 
additional research that pinpointed 
in detail the structural prerequisites 
for the next generation of eukaryotic 
expression vectors.

Synthesis of Rabbit β-Globin in Cultured Monkey Kidney Cells 
Following Infection with a SV40 β-Globin Recombinant Genome
R. C. Mulligan, B. H. Howard, and P. Berg
Nature 277: 108–114, 1979
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Figure 6.18  Generalized eukaryotic ex-
pression vector. The major features of a 
eukaryotic expression vector are a eu-
karyotic transcription unit with a pro-
moter (p), a multiple-cloning site (MCS) 
for a gene of interest, and a DNA seg-
ment with termination and polyadeny-
lation signals (t); a eukaryotic selectable 
marker (ESM) gene system; an origin of 
replication that functions in the eukary-
otic cell (ori euk); an origin of replication 
that functions in E. coli (oriE); and an 
E. coli selectable marker (Ampr) gene. 
doi:10.1128/9781555818890.ch6.f6.18
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Other amino acid modifi cations include phosphorylation, acetylation, 
sulfation, acylation, γ-carboxylation, and the addition of C14 and C16 
fatty acids, i.e., myristoylation (or myristylation) and palmitoylation (or 
palmitylation), respectively. Unfortunately, there is no universally effec-
tive eukaryotic host cell that performs the correct modifi cations on every 
protein.

Saccharomyces cerevisiae Expression Systems

Yeasts, like prokaryotes, grow rapidly in low-cost medium, generally do 
not require the addition of growth factors to the medium, can correctly 
process eukaryotic proteins, and can secrete large amounts of heterolo-
gous proteins. The yeast S. cerevisiae, traditionally employed in baking 
and brewing, has been used extensively as a host cell for the expression of 
cloned eukaryotic genes.

High levels of recombinant protein production can be achieved using 
S. cerevisiae. This is because of the following. (i) The detailed biochemis-
try, genetics, and cell biology of this single-celled yeast are well known; its 
genome sequence was completely determined in 1996. (ii) It can be grown 
rapidly to high cell densities on relatively simple media. (iii) Several strong 
promoters have been isolated from S. cerevisiae, and a naturally occurring 
plasmid, called the 2μm plasmid, can be used as part of an endogenous 
yeast expression vector system. (iv) S. cerevisiae is capable of carrying out 
many posttranslational modifi cations. (v) S. cerevisiae normally secretes 
so few proteins that, when it is engineered for extracellular release of a 
recombinant protein, the product can be easily purifi ed. (vi) Because of 
its use in the baking and brewing industries, S. cerevisiae has been listed 
by the FDA as a “generally recognized as safe” organism. Therefore, the 
use of the organism for the production of human therapeutic agents does 
not require the extensive experimentation demanded for unapproved host 
cells.

S. cerevisiae Vectors

There are three main classes of S. cerevisiae expression vectors: episomal, 
or plasmid, vectors (yeast episomal plasmids [YEps]), integrating vectors 
(yeast integrating plasmids [YIps]), and YACs. Of these, episomal vec-
tors have been used extensively for the production of either intra- or ex-
tracellular heterologous proteins. Typically, the vectors contain features 
that allow them to function in both bacteria and S. cerevisiae. An E. coli 
origin of replication and bacterial antibiotic resistance genes are usually 
included on the vector, enabling all manipulations to fi rst be performed 
in E. coli before the vector is transferred to S. cerevisiae for expression.

The YEp vectors are based on the 2μm plasmid, a small, indepen-
dently replicating circular plasmid found in about 30 copies per cell in 
most natural strains of S. cerevisiae. Many S. cerevisiae selection schemes 
rely on mutant host strains that require a particular amino acid (e.g., his-
tidine, tryptophan, or leucine) or nucleotide (e.g., uracil) for growth. Such 
auxotrophic strains cannot grow on minimal growth medium unless it is 
supplemented with a specifi c nutrient. In practice, the vector is equipped 

YEp
yeast episomal plasmid

YIp
yeast integrating plasmid
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with a functional version of a gene that complements the mutated gene 
in the host strain. For example, when a YEp with a wild-type LEU2 gene 
is transformed into a mutant leu2 host cell and plated onto medium that 
lacks leucine, only cells that carry the plasmid will grow.

Generally, regulatable, inducible promoters are preferred for produc-
ing large amounts of recombinant protein during large-scale growth. In 
this context, the galactose-regulated promoters respond rapidly to the 
addition of galactose with a 1,000-fold increase in transcription. Repres-
sible, constitutive, and hybrid promoters that combine the features of dif-
ferent promoters are also available. Maximal expression also depends on 
effi cient termination of transcription.

Plasmid-based yeast expression systems are often unstable under 
large-scale (≥10 L) growth conditions, even in the presence of selection 
pressure. To remedy this problem, a heterologous gene is integrated into 
the host genome to provide a more reliable production system. The major 
drawback of this strategy is the low yield of recombinant protein from a 
single gene copy.

To increase the number of copies of an integrated heterologous gene 
and thereby increase the overall yield of the recombinant protein, the het-
erologous gene can be integrated into nonessential portions of the S. cere-
visiae genome. In one study, 10 copies of a target gene were inserted into 
the yeast genome and produced a signifi cant amount of the recombinant 
protein.

A YAC is designed to clone a large segment of DNA (100 kilobase 
pairs [kb]), which is then maintained as a separate chromosome in the 
host yeast cell. A YAC vector mimics a chromosome because it has a se-
quence that acts as an origin of DNA replication, a yeast centromere 
sequence to ensure that after cell division each daughter cell receives a 
copy of the YAC, and telomere sequences that are present at both ends 
after linearization of the YAC DNA for stability (Fig. 6.19). However, to 
date, YACs have not been used as expression systems for the commercial 
production of heterologous proteins.

Secretion of Heterologous Proteins by S. cerevisiae
All glycosylated proteins of S. cerevisiae are secreted, and each must have 
a leader sequence to pass through the secretory system. Consequently, the 
coding sequences of recombinant proteins that require either O-linked or 
N-linked sugars for biological activity must be equipped with a leader se-
quence. Under these conditions, correct disulfi de bond formation, prote-
olytic removal of the leader sequence, and appropriate posttranslational 
modifi cations can occur, and an active recombinant protein is secreted.

In recent years, the amount of heterologous protein that can be pro-
duced per liter of yeast culture has increased 100-fold (from about 0.02 to 
2 g/L). This increase is mainly due to improvements in growing cultured 
cells to high cell densities; the level of protein produced per cell has re-
mained largely unchanged.

One of the major reasons for producing a recombinant protein for 
use in human therapeutics in yeasts rather than in bacteria is to en-
sure that the protein is processed correctly following synthesis. Correct 
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protein folding occurs in the endoplasmic reticulum in eukaryotes and is 
facilitated by a number of different proteins, including molecular chaper-
ones, enzymes for disulfi de bond formation, signal transduction proteins 
that monitor the demand and capacity of the protein-folding machin-
ery, and proteases that clear away improperly folded or aggregated pro-
teins (Fig. 6.20). The enzyme protein disulfi de isomerase is instrumental 
in forming the correct disulfi de bonds within a protein. Poor yields of 
overexpressed proteins often occur because the capacity of the cell to 
properly fold and secrete proteins has been exceeded. One possible way 
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Figure 6.19  YAC cloning system. The YAC plasmid (pYAC) has an E. coli selectable 
marker (Ampr) gene; an origin of replication that functions in E. coli (oriE); and yeast 
DNA sequences, including URA3, CEN, TRP1, and ARS. CEN provides centro-
mere function, ARS is a yeast autonomous replicating sequence that is equivalent 
to a yeast origin of replication, URA3 is a functional gene of the uracil biosynthesis 
pathway, and TRP1 is a functional gene of the tryptophan biosynthesis pathway. The 
T regions are yeast chromosome telomeric sequences. The SmaI site is the cloning 
insertion site. pYAC is fi rst treated with SmaI, BamHI, and alkaline phosphatase and 
then ligated with size-fractionated (100-kb) input DNA. The fi nal construct carries 
cloned DNA and can be stably maintained in double-mutant ura3 and trp1 cells. 
doi:10.1128/9781555818890.ch6.f6.19
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around this problem includes the overproduction of molecular chap-
erones and protein disulfi de isomerases. Thus, when the yeast protein 
disulfi de isomerase gene was cloned between the constitutive glyceralde-
hyde phosphate dehydrogenase promoter and a transcription terminator 
sequence in a YIp vector, and the entire construct was integrated into a 
chromosomal site, the modifi ed strain showed a 16-fold increase in pro-
tein disulfi de isomerase production compared with that of the wild-type 
strain. When protein disulfi de isomerase-overproducing cells were trans-
formed with a YEp vector carrying the gene for human platelet-derived 
growth factor B, there was a 10-fold increase in the secretion of recombi-
nant protein over that of transformed cells with normal levels of protein 
disulfi de isomerase. Higher levels of secreted products are also obtained 
for some recombinant proteins in S. cerevisiae cells that overexpress the 
chaperone BiP.

Overexpression of the molecular chaperone BiP or protein disulfi de 
isomerase increases the secretion of some heterologous proteins; however, 
overexpression of a single chaperone does not always have the desired 
outcome. This is because proper protein folding requires the coordinated 
efforts of many interacting factors (Fig. 6.20). Even when levels of one 
chaperone are adequate, the levels of cochaperones or cofactors may be 
limiting.

Nucleus

Hac1
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Ribosomes
mRNA
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BiP

PDI

Correctly 
folded
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Golgi apparatus for

further processing
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Figure 6.20  Summary of protein folding in the endoplasmic reticulum (ER) of yeast 
cells. During synthesis on ribosomes associated with the ER, nascent proteins are 
bound by the chaperones BiP and calnexin, which aid in the correct folding of the 
protein. Protein disulfi de isomerases (PDI) catalyze the formation of disulfi de bonds 
between cysteine amino acids that are nearby in the folded protein. Quality control 
systems ensure that only correctly folded proteins are released from the ER. Proteins 
released from the ER are transported to the Golgi apparatus for further processing. 
Prolonged binding of BiP to misfolded proteins leads to activation of the S. cerevisiae 
transcription factor Hac1, which controls the expression of several proteins that me-
diate the unfolded-protein response (UPR). Adapted from Gasser et al., Microb. Cell 
Fact. 7: 11–29, 2008. doi:10.1128/9781555818890.ch6.f6.20
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Other Yeast Expression Systems

One of the major drawbacks of using S. cerevisiae is the tendency for the 
yeast to hyperglycosylate heterologous proteins by adding 50 to 150 man-
nose residues in N-linked oligosaccharide side chains that can alter pro-
tein function. Also, proteins that are designed for secretion frequently are 
retained in the periplasmic space, increasing the time and cost of purifi ca-
tion. Moreover, S. cerevisiae produces ethanol at high cell densities, which 
is toxic to the cells and, as a consequence, lowers the quantity of secreted 
protein. For these reasons, researchers have examined other yeast species 
that could act as effective host cells for recombinant protein production.

Pichia pastoris is a yeast that is able to utilize methanol as a source of 
energy and carbon. It is an attractive host for recombinant protein pro-
duction because glycosylation occurs to a lesser extent than in S. cerevisiae 
and the linkages between sugar residues are of the α-1,2 type, which are 
not allergenic to humans. With these characteristics as a starting point, a 
P. pastoris strain was extensively engineered so that it glycosylates pro-
teins in a manner identical to that of human cells. Both human and yeast 
cells add the same small (10-residue) branched oligosaccharide to nascent 
proteins in the endoplasmic reticulum (Fig.  6.21). However, this is the 
last common precursor between the two cell types, because once the pro-
tein is transported to the Golgi apparatus, further processing is differ-
ent. To create a “humanized” strain, the enzyme responsible for addition 
of the α-1,6-mannose was eliminated from P. pastoris to prevent hyper-
mannosylation. Next, the gene encoding a mannose-trimming enzyme (a 
mannosidase) from the fi lamentous fungus Trichoderma reesei was in-
serted into the yeast genome and was found to trim the oligosaccharide 
to a human-like precursor. Genes encoding enzymes for the sequential 
addition of sugar residues that terminate the oligosaccharide chains in 
galactose were also added. It should be noted that the coding sequences 
for all engineered genes contained a secretion signal for localization of the 
encoded protein to the Golgi apparatus. Finally, several genes for proteins 
that catalyze the synthesis, transport to the Golgi apparatus, and addi-
tion of sialic acid to the terminal galactose on the protein precursor were 
inserted into the P. pastoris genome. Several properly sialylated recom-
binant proteins that can be used as human therapeutic agents have been 
produced by the humanized P. pastoris.

During growth on methanol, enzymes required for catabolism of this 
substrate are expressed at very high levels with alcohol oxidase, the fi rst 
enzyme in the methanol utilization pathway, encoded by the gene AOX1, 
representing as much as 30% of the cellular protein. Transcription of 
AOX1 is tightly regulated; in the absence of methanol, the AOX1 gene is 
completely turned off, but it responds rapidly to the addition of methanol 
to the medium. Therefore, the AOX1 promoter is an excellent candidate 
for producing large amounts of recombinant protein under controlled 
conditions. Moreover, the expression of the cloned target gene can be 
timed to maximize recombinant protein production during large-scale 
fermentations. In contrast to S. cerevisiae, P. pastoris does not synthesize 
ethanol, which can limit cell yields; therefore, very high cell densities of P. 
pastoris are attained, with the concomitant secretion of large quantities of 
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recombinant protein. P. pastoris normally secretes very few proteins, thus 
simplifying the purifi cation of secreted recombinant proteins.

To avoid the problems of plasmid instability during long-term growth, 
most P. pastoris vectors are designed to be integrated into the host genome, 
usually within the AOX1 gene, the HIS4 gene for histidine biosynthesis, 
or ribosomal DNA (rDNA). The P. pastoris expression system has been 
used to produce more than 100 different biologically active proteins from 
bacteria, fungi, invertebrates, plants, and mammals, including humans.

Authentic heterologous proteins for industrial and pharmaceutical uses 
have also been generated in other yeasts, including the methanol-utilizing 
(methylotrophic) yeast Hansenula polymorpha and the thermotolerant 
dimorphic yeasts Arxula adeninivorans and Yarrowia lipolytica. It is often 
necessary to try several host types in order to fi nd the one that produces 
the highest levels of a biologically active recombinant protein. Differences 
in the processing and productivity of a particular protein can occur among 
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Figure 6.21  Differential processing of glycoproteins in P. pastoris, humans, and hu-
manized P. pastoris. Initial additions of sugar residues to glycoproteins in the endo-
plasmic reticulum are similar in humans and P. pastoris cells (A). However, further N 
glycosylation in the Golgi apparatus differs signifi cantly between the two cell types. 
N-glycans are hypermannosylated in P. pastoris (B), while in humans, mannose resi-
dues are trimmed and specifi c sugars are added, leading to termination of the oligo-
saccharide in sialic acid (C). P. pastoris cells have been engineered to produce enzymes 
that process glycoproteins in a manner similar to that of human cells. In humanized 
P. pastoris, a recombinant glycoprotein produced in the endoplasmic reticulum (D) is 
transported to the Golgi apparatus, where it is further processed to yield a properly 
sialylated glycoprotein (E). Blue squares, N-acetylglucosamine; red circles, mannose; 
green squares, galactose; orange squares, sialic acid. Adapted from Hamilton and 
Gerngross, Curr. Opin. Biotechnol. 18: 387–392, 2007.
 doi:10.1128/9781555818890.ch6.f6.21
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different yeast strains. The construction of a wide-range yeast vector for 
expression in several fungal species has facilitated this trial-and-error 
process (Fig.  6.22). The basic vector contains features for propagation 
and selection in E. coli and a multiple-cloning site for insertion of inter-
changeable modules that are chosen for a particular yeast host, including 
a sequence for vector integration into the fungal genome, a suitable origin 
of replication, a promoter to drive expression of the heterologous gene, 
and selectable markers. By selecting from a range of available modules, 
customized vectors can be rapidly and easily constructed for expression 
of the same gene in several different yeast cells to determine which host is 
optimal for heterologous-protein production.

Baculovirus–Insect Cell Expression Systems

Baculoviruses are a large, diverse group of viruses that specifi cally in-
fect arthropods, including many insect species, and are not infectious to 
other animals. During the infection cycle, two forms of baculovirus are 
produced: budded and occluded (Fig. 6.23). The infection is initiated by 
the occluded form of the virus. In this form, the viral nucleocapsids (viri-
ons) are clustered in a matrix that is made up of the protein polyhedrin. 
The occluded virions packaged in this protein matrix are referred to as a 
polyhedron and are protected from inactivation by environmental agents. 
Once the virus is taken up into the midgut of the insect, usually through 
ingestion of contaminated plant material, the polyhedrin matrix dissolves 

MCS

Ampr
oriE

rDNA module ARS module Expression module Selection module

Figure 6.22  A wide-range yeast vector system for expression of heterologous genes in 
several different yeast hosts. The basic vector contains a multiple-cloning site (MCS) 
for insertion of selected modules containing appropriate sequences for chromosomal 
integration (rDNA module), replication (ARS module), selection (selection module), 
and expression (expression module) of a target gene in a variety of yeast host cells. 
Sequences for maintenance (oriE) and selection (Ampr) of the vector in E. coli are also 
included. doi:10.1128/9781555818890.ch6.f6.22
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due to the alkaline gut environment, and the virions enter midgut cells to 
begin the infection cycle in the nucleus. Within the insect midgut, the in-
fection can spread from cell to cell as viral particles (single nucleocapsids) 
bud off from an infected cell and infect other midgut cells. The budding 
form is not embedded in a polyhedrin matrix and is not infectious to 
other individual insect hosts, although it can infect cultured insect cells. 
Plaques produced in insect cell cultures by the budding form of baculovi-
rus have a morphology different from that of the occluded form. During 
the late stages of the infection cycle in the insect host, about 36 to 48 h 
after infection, the polyhedrin protein is produced in massive quantities 
and production continues for 4 to 5 days, until the infected cells rupture 
and the host organism dies. Occluded virions are released and can infect 
new hosts.

The promoter for the polyhedrin (polyh) gene can account for as 
much as 25% of the mRNA produced in cells infected with the virus. 
However, the polyhedrin protein is not required for virus production, so 
replacement of the polyhedrin gene with a coding sequence for a heterol-
ogous protein, followed by infection of cultured insect cells, results in the 
production of large amounts of the heterologous protein. Furthermore, 
because of the similarity of posttranslational modifi cation systems be-
tween insects and mammals, it was thought that the recombinant protein 
would mimic closely the authentic form of the original protein. Baculo-
viruses have been highly successful as delivery systems for introducing 
target genes for production of heterologous proteins in insect cells. More 
than a thousand different proteins have been produced using this system, 
including enzymes, transport proteins, receptors, and secreted proteins.

The specifi c baculovirus that has been used extensively as an ex-
pression vector is Autographa californica multiple nucleopolyhedrovirus 
(AcMNPV). A. californica (the alfalfa looper) and over 30 other insect 
species are infected by AcMNPV. This virus also grows well on many in-
sect cell lines. The most commonly used cell line for genetically engineered 
AcMNPV is derived from the fall armyworm, Spodoptera frugiperda. 
In these cells, the polyhedrin promoter is exceptionally active, and dur-
ing infections with wild-type baculovirus, high levels of polyhedrin are 
synthesized.

Baculovirus Expression Vectors

The fi rst step in the production of a recombinant AcMNPV to deliver 
the gene of interest into the insect host cell is to create a transfer vector. 
The transfer vector is an E. coli-based plasmid that carries a segment 
of DNA from AcMNPV (Fig. 6.24A) consisting of the polyhedrin pro-
moter region (without the polyhedrin gene) and an adjacent portion of 
upstream AcMNPV DNA, a multiple-cloning site, the polyhedrin termi-
nation and polyadenylation signal regions, and an adjacent portion of 
downstream AcMNPV DNA. The upstream and downstream AcMNPV 
DNA segments included on the transfer vector provide regions for ho-
mologous recombination with AcMNPV. A target gene is inserted into the 
multiple-cloning site between the polyhedrin promoter and termination 
sequences, and the transfer vector is propagated in E. coli.
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Figure 6.23  Budded (A) and occluded 
(B) forms of AcMNPV. During bud-
ding, a nucleocapsid becomes enveloped 
by the membrane of an infected cell. A 
polyhedron consists of clusters of nucle-
ocapsids (occluded virions) embedded 
in various orientations in a polyhedrin 
matrix.
 doi:10.1128/9781555818890.ch6.f6.23
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Figure 6.24  Organization of the expression unit of a baculovirus (AcMNPV) transfer 
vector. (A) The target gene of interest is inserted into the multiple-cloning site (MCS), 
which lies between the polyhedrin gene promoter and polyhedrin gene transcription 
termination sequences (TT). The baculovirus DNA upstream from the polyhedrin pro-
moter and downstream from the polyhedrin TT provides sequences for integration of 
the expression unit by homologous recombination into the baculovirus genome. (B) 
Production of recombinant baculovirus. Single Bsu36I sites are engineered into gene 
603 and a gene (1629) that is essential for AcMNPV replication. These genes fl ank 
the polyhedrin gene in the AcMNPV genome. After a baculovirus with two engineered 
Bsu36I sites is treated with Bsu36I, the segment between the Bsu36I sites is deleted. 
Insect cells are cotransfected with a Bsu36I-treated baculovirus DNA and a transfer 
vector with a gene of interest under the control of the promoter (p) and terminator (t) 
elements of the polyhedrin gene and the complete sequences of both genes 603 and 
1629. A double-crossover event (dashed lines) generates a recombinant baculovirus 
with a functional gene 1629. With this system, almost all of the progeny baculoviruses 
are recombinant. doi:10.1128/9781555818890.ch6.f6.24
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Next, insect cells in culture are cotransfected with AcMNPV DNA 
and the transfer vector carrying the cloned gene. Within some of the dou-
bly transfected cells, a double-crossover recombination event occurs at 
homologous polyhedrin gene sequences on the transfer vector and in the 
AcMNPV genome, and the cloned gene with polyhedrin promoter and 
termination regions becomes integrated into the AcMNPV DNA, with the 
concomitant loss of the polyhedrin gene.

Unfortunately, the identifi cation of occlusion-negative plaques is sub-
jective, and purifi cation of recombinant baculovirus is tedious due to the 
low frequency of recombination (∼0.1%) between the AcMNPV DNA 
and the transfer plasmid. However, linearization of the AcMNPV ge-
nome before transfection into insect cells can dramatically increase the 
frequency of recombinant plaques. The AcMNPV genome was engineered 
with two Bsu36I sites that were placed on either side of the polyhedrin 
gene (Fig.  6.24B). One is in gene 603, and the other is in gene 1629, 
which is essential for viral replication. When DNA from this modifi ed 
baculovirus is treated with Bsu36I and transfected into insect cells, no vi-
ral replication occurs, because a segment of gene 1629 is missing. As part 
of this system, a transfer vector is constructed with the gene of interest 
between intact versions of gene 603 and gene 1629. This transfer vector 
is introduced into insect cells that were previously transfected with lin-
earized, replication-defective AcMNPV DNA that is missing the segment 
between the two Bsu36I sites. A double-crossover event both reestablishes 
a functional version of gene 1629 and incorporates the cloned gene into 
the AcMNPV genome (Fig. 6.24B). With this system, over 90% of the 
baculovirus plaques are recombinant.

Integration of Target Genes into Baculovirus 
by Site-Specifi c Recombination

To eliminate the need to use plaque assays to identify and purify recom-
binant viruses, several methods have been developed that introduce the 
target gene into the baculovirus genome at a specifi c nucleotide sequence 
by recombination. Transfection of insect cells is required only for the pro-
duction of the heterologous protein. AcMNPV DNA can be maintained in 
E. coli as a plasmid known as a bacmid, which is a baculovirus–plasmid 
hybrid molecule. In addition to AcMNPV genes, the bacmid contains an E. 
coli origin of replication, a kanamycin resistance gene, and an integration 
site (attachment site) that is inserted into the lacZ′ gene without impairing 
its function (Fig. 6.25A). Another component of this system is the trans-
fer vector that carries the gene of interest cloned between the polyhedrin 
promoter and a terminator sequence. In the transfer vector, the target gene 
expression unit (expression cassette) and a gentamicin resistance gene are 
fl anked by DNA attachment sequences that can bind to the attachment 
site in the bacmid (Fig. 6.25B). An ampicillin resistance (Ampr) gene lies 
outside the expression cassette for selection of the transfer vector.

Bacterial cells carrying a bacmid are cotransformed with the transfer 
vector and a helper plasmid that encodes the specifi c proteins (transposi-
tion proteins) that mediate recombination between the attachment sites 
on the transfer vector and on the bacmid and that carries a tetracycline 
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Figure 6.25  Construction of a recombinant bacmid. (A) An E. coli plasmid is incorpo-
rated into the AcMNPV genome by a double-crossover event (dashed lines) between 
DNA segments (5′ and 3′) that fl ank the polyhedrin gene to create a shuttle vector 
(bacmid) that replicates in both E. coli and insect cells. The gene for resistance to kan-
amycin (Kanr), an attachment site (att) that is inserted in frame in the lacZ′ sequence, 
and an E. coli origin of replication (oriE) are introduced as part of the plasmid DNA. 
(B) The transposition proteins encoded by genes of the helper plasmid facilitate the 
integration (transposition) of the DNA segment of the transfer vector that is bounded 
by two attachment sequences (attR and attL). The gene for resistance to gentamicin 
(Genr) and a gene of interest (GOI) that is under the control of the promoter (p) and 
transcription terminator (t) elements of the polyhedrin gene are inserted into the at-
tachment site (att) of the bacmid. The helper plasmid and transfer vector carry the 
genes for resistance to tetracycline (Tetr) and ampicillin (Ampr), respectively. (C) The 
recombinant bacmid has a disrupted lacZ′ gene (*). The right-angled arrow denotes 
the site of initiation of transcription of the cloned gene after transfection of the re-
combinant bacmid into an insect cell. Cells that are transfected with a recombinant 
bacmid are not able to produce functional β-galactosidase.
 doi:10.1128/9781555818890.ch6.f6.25
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resistance gene. After recombination, the DNA segment that is bounded 
by the two attachment sites on the transfer vector (the expression cassette 
carrying the target gene) is transposed into the attachment site on the 
bacmid, destroying the reading frame of the lacZ′ gene (Fig. 6.25C). Con-
sequently, bacteria with recombinant bacmids produce white colonies in 
the presence of IPTG and the chromogenic substrate 5-bromo-4-chloro-
3-indolyl-β-d-galactopyranoside (X-Gal). Moreover, white colonies that 
are resistant to kanamycin and gentamicin and sensitive to both ampi-
cillin and tetracycline carry only a recombinant bacmid and no transfer 
or helper plasmids. After all of these manipulations, the integrity of the 
cloned gene can be confi rmed by PCR. Finally, recombinant bacmid DNA 
can be transfected into insect cells, where the cloned gene is transcribed 
and the heterologous protein is produced.

Mammalian Glycosylation and Processing 
of Precursor Proteins in Insect Cells

Although insect cells can process proteins in a manner similar to that of 
higher eukaryotes, some mammalian proteins produced in S. frugiperda 
cell lines are not authentically glycosylated. For example, insect cells do 
not normally add galactose and terminal sialic acid residues to N-linked 
glycoproteins. Where these residues are normally added to mannose res-
idues during the processing of some proteins in mammalian cells, insect 
cells will trim the oligosaccharide to produce paucimannose (Fig. 6.26). 
Consequently, the baculovirus system cannot be used for the production 
of several important mammalian glycoproteins. To ensure the produc-
tion of humanized glycoproteins with accurate glycosylation patterns, 
an insect cell line was constructed to express fi ve different mammalian 
glycosyltransferases.

X-Gal
5-bromo-4-chloro-3-indolyl-
β-D-galactopyranoside

“Humanized”
insect cell lines

HumansInsects

Paucimannose Sialylated N-glycans

Figure 6.26  N glycosylation of proteins in the Golgi apparatus of insect, human, and 
humanized insect cells. While the sugar residues added to N-glycoproteins in the en-
doplasmic reticulum are similar in insect and human cells, further processing in the 
Golgi apparatus yields a trimmed oligosaccharide (paucimannose) in insect cells and 
an oligosaccharide that terminates in sialic acid in human cells. To produce recombi-
nant proteins for use as human therapeutic agents, humanized insect cells have been 
engineered to express several enzymes that process human glycoproteins accurately. 
Blue squares, N-acetylglucosamine; red circles, mannose; green squares, galactose; or-
ange squares, sialic acid. doi:10.1128/9781555818890.ch6.f6.26
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Mammalian Cell Expression Systems

Currently, about half of the commercially available therapeutic proteins 
are produced in mammalian cells. However, these cells are slow growing, 
have more fastidious growth requirements than bacteria or yeast cells, 
and can become contaminated with animal viruses. Chinese hamster 
ovary (CHO) cells and mouse myeloma cells are most commonly used for 
long-term (stable) gene expression and when high yields of heterologous 
proteins are required. About 140 recombinant proteins are currently ap-
proved for human therapeutic use, most produced in CHO cells that have 
been adapted for growth in high-density suspension cultures, and many 
more are in clinical trials. Although mammalian cells have been used for 
some time to produce therapeutic proteins, current efforts are aimed at 
improving productivity through the development of high-production cell 
lines, increasing the stability of production over time, and increasing ex-
pression by manipulating the chromosomal environment in which the re-
combinant genes are integrated.

Vector Design

Many cloning vectors for the expression of heterologous genes in mam-
malian cells are based on simian virus 40 (SV40) DNA (Table 6.6) that 
can replicate in several mammalian species. However, its use is restricted 
to small inserts because only a limited amount of DNA can be packaged 
into the viral capsid. The genome of this virus is a double-stranded DNA 
molecule of 5.2 kb that carries genes expressed early in the infection 
cycle that function in the replication of viral DNA (early genes) and 
genes expressed later in the infection cycle that function in the produc-
tion of viral capsid proteins (late genes). Other vectors are derived from 
adenovirus, which can accommodate relatively large inserts; bovine pa-
pillomavirus, which can be maintained as a multicopy plasmid in some 
mammalian cells; and adeno-associated virus, which can integrate into 
specifi c sites in the host chromosome.

All mammalian expression vectors tend to have similar features and 
are not very different in design from other eukaryotic expression vectors. 
A typical mammalian expression vector (Fig.  6.27) contains a eukary-
otic origin of replication, usually from an animal virus. The promoter 
sequences that drive expression of the cloned gene(s) and the selectable 
marker gene(s), and the transcription termination sequences (polyadeny-

lation signals), must be eukaryotic and are frequently taken from either 

CHO
Chinese hamster ovary

SV40
simian virus 40

Table 6.6  Genomes of some animal viruses that are used as cloning vectors in 
mammalian cells in culture

Virus Genome Genome size (kb)

SV40 Double-stranded DNA 5.2

Adenovirus Double-stranded DNA 26–45

Bovine papillomavirus Double-stranded DNA 7.3–8.0

Adeno-associated virus Single-stranded DNA 4.8

Epstein–Barr virus Double-stranded DNA 170
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human viruses or mammalian genes. Strong constitutive promoters and 
effi cient polyadenylation signals are preferred. Inducible promoters are 
often used when continuous synthesis of the heterologous protein may 
be toxic to the host cell. Expression of a target gene is often increased 
by placing the sequence for an intron between the promoter and the 
multiple-cloning site within the transcribed region. Sequences required 
for selection and propagation of a mammalian expression vector in E. coli 
are derived from a standard E. coli cloning vector.

For the best results, a gene of interest must be equipped with trans-
lation control sequences (Fig. 6.28). Initiation of translation in higher 
eukaryotic organisms depends on a specifi c sequence of nucleotides sur-
rounding the start (AUG) codon in the mRNA called the Kozak sequence, 
i.e., GCCGCC(A or G)CCAUGG in vertebrates. The corresponding 
DNA sequence for the Kozak sequence, which is often followed by a sig-
nal sequence to facilitate secretion, a protein sequence (tag) to enhance 
the purifi cation of the heterologous protein, and a proteolytic cleavage 
sequence that enables the tag to be removed from the recombinant pro-
tein, is placed at the 5′ end of the gene of interest. A stop codon is 
added to ensure that translation ceases at the correct location. Finally, 
the sequence content of the 5′ and 3′ untranslated regions (UTRs) is 
important for effi cient translation and mRNA stability. Either synthetic 
5′ and 3′ UTRs or those from the human β-globin gene are used in most 

UTR
untranslated region

SMGMCS

orieuk oriE Ampr

gene

TTTTI pp pa pa

Figure 6.27  Generalized mammalian expression vector. The multiple-cloning site 
(MCS) and selectable marker gene (SMG) are under the control of eukaryotic pro-
moter (p), polyadenylation (pa), and termination-of-transcription (TT) sequences. 
An intron (I) enhances the production of heterologous protein. Propagation of the 
vector in E. coli and mammalian cells depends on the origins of replication oriE 
and ori euk, respectively. The Ampr gene is used for selecting transformed E. coli. 
doi:10.1128/9781555818890.ch6.f6.27

Target geneK S T P5' UTR 3' UTRSC

Figure 6.28  Translation control elements. A target gene can be fi tted with various se-
quences that enhance translation and facilitate both secretion and purifi cation, such as 
a Kozak sequence (K), signal sequence (S), protein affi nity tag (T), proteolytic cleavage 
site (P), and stop codon (SC). The 5′ and 3′ UTRs increase the effi ciency of translation 
and contribute to mRNA stability. doi:10.1128/9781555818890.ch6.f6.28
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mammalian expression vectors. The codon content of the target gene 
may also require modifi cation to suit the codon usage of the host cell.

The majority of mammalian cell expression vectors carry a single 
gene of interest. However, the active form of some important proteins 
consists of two different protein chains. The in vivo assembly of dimeric 
and tetrameric proteins is quite effi cient. Consequently, various strategies 
have been devised for the production of two different recombinant pro-
teins within the same cell.

Single vectors that carry two cloned genes provide the most effi cient 
means of producing heterodimeric or tetrameric protein. The two genes 
may be placed under the control of independent promoters and polyade-
nylation signals (double-cassette vectors) (Fig. 6.29A), or, to ensure that 
equal amounts of the proteins are synthesized, vectors (bicistronic vectors) 
can be constructed with the two cloned genes separated from each other 
by a DNA sequence that contains an internal ribosomal entry site (IRES) 
(Fig.  6.29B). IRESs are found in mammalian virus genomes, and after 
transcription, they allow simultaneous translation of different proteins 
from a polycistronic mRNA molecule. Transcription of a “gene α–IRES–
gene β” construct is controlled by one promoter and polyadenylation sig-
nal. Under these conditions, a single “two-gene” (bicistronic) transcript 
is synthesized, and translation proceeds from the 5′ end of the mRNA to 
produce chain α and internally from the IRES element to produce chain 
β (Fig. 6.29B).

Selectable Markers for Mammalian Expression Vectors

For the most part, the systems that are used to select transfected mam-
malian cells are the same as those for other eukaryotic host cells. In addi-
tion, a number of bacterial marker genes have been adapted for eukaryotic 
cells. For example, the bacterial neo gene, which encodes neomycin phos-
photransferase, is often used to select transfected mammalian cells. How-
ever, in eukaryotic cells, G-418 (Geneticin), which is phosphorylated by 
 neomycin phosphotransferase, replaces neomycin as the selective agent be-
cause neomycin is not an effective inhibitor of eukaryotic protein synthesis.

Some selection schemes are designed not only to identify transfected 
cells but also to increase heterologous-protein production by amplifying 
the copy number of the expression vector. For example, dihydrofolate 
reductase catalyzes the reduction of dihydrofolate to tetrahydrofolate, 
which is required for the production of purines. Sensitivity to methotrex-
ate, a competitive inhibitor of dihydrofolate reductase, can be overcome 
if the cell produces excess dihydrofolate reductase. As the methotrexate 
concentration is increased over time, the dihydrofolate reductase gene 
in cultured cells is amplifi ed. In fact, methotrexate-resistant cells can 
have hundreds of dihydrofolate reductase genes. The standard dihydro-
folate reductase–methotrexate protocol entails transfecting dihydrofolate 
reductase-defi cient cells with a vector carrying a dihydrofolate reductase 
gene as the selectable marker gene and treating the cells with methotrex-
ate. After the initial selection of transfected cells, the concentration of 
methotrexate is gradually increased, and eventually cells with very high 
copy numbers of the expression vector are selected.

IRES
internal ribosomal entry site
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Figure 6.29   (A) A two-gene expres-
sion vector. The cloned genes (gene α 
and gene β) encode subunits of a pro-
tein dimer (αβ). The cloned genes are 
inserted into a vector and are under 
the control of different eukaryotic pro-
moter (p), polyadenylation (pa), and 
termination-of-transcription (TT) se-
quences. Each subunit is translated from 
a separate mRNA, and a functional pro-
tein dimer is assembled. The vector has 
origins of replication for E. coli (oriE) 
and mammalian cells (ori euk), a marker 
gene (Ampr) for selecting transformed 
E. coli, and a selectable marker gene 
(SMG) that is under the control of eu-
karyotic promoter (p), polyadenylation 
(pa), and TT sequences. (B) A bicistronic 
expression vector. Each cloned gene is 
inserted into a vector on either side of 
an IRES sequence; together they form a 
transcription unit under the control of a 
single eukaryotic promoter (p), polyade-
nylation (pa), and TT sequences. Trans-
lation of the mRNA occurs from the 5′ 
end and internally (right-angled arrows). 
Both subunits are synthesized and assem-
bled into a functional protein dimer. The 
vector carries origins of replication for 
E. coli and mammalian cells, a selectable 
marker for selecting transformed E. coli, 
and a selectable marker gene that is un-
der the control of eukaryotic promoter, 
polyadenylation, and TT sequences. 
doi:10.1128/9781555818890.ch6.f6.29
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Engineering Mammalian Cell Hosts for Enhanced Productivity

In large-scale bioreactors, depleted nutrients and accumulation of toxic cell 
waste can limit the viability and density of cells as they respond to stress by 
inducing cell death, also known as apoptosis. One method to improve cell 
growth and viability under culture conditions in bioreactors is to prevent 
the tumor suppressor protein p53, which is a transcription factor, from 
activating the cell death response pathway. The mouse double-mutant 2 
protein (MDM2) binds to protein p53 and prevents it from acting as a 
transcription factor (Fig. 6.30). MDM2 also marks p53 for degradation. 
When mammalian cells were transfected with plasmids containing a regu-
latable MDM2 gene and cultured under conditions that mimicked the late 
stages of cell culture and in nutrient-limited medium, cultures expressing 
MDM2 had higher cell densities and delayed cell death compared to those 
of nontransfected cells, especially in nutrient-deprived medium.

Many cultured mammalian cells are unable to achieve high cell den-
sities in cultures because toxic metabolic products accumulate in the cul-
ture medium and inhibit cell growth. Many cells secrete the acidic waste 
product lactate as they struggle to obtain energy from glucose. Under 
these conditions, pyruvate is converted to lactate by lactate dehydroge-
nase rather than entering into the TCA cycle, where it is further oxidized 
through the activity of pyruvate carboxylase (Fig. 6.31). To counteract the 
acidifi cation of the medium from lactate secretion, the human pyruvate 
carboxylase gene was cloned into an expression vector under the control 
of the cytomegalovirus promoter and the SV40 polyadenylation signals 
and transfected into CHO cells. When the pyruvate carboxylase gene was 

MDM2
mouse double-mutant 2 protein

Target
gene

MDM2
gene

Apoptosis
genes

p53 MDM2

Target
gene

Apoptosis
genes

Cell death Delayed cell death
Higher cell densities

p53

Stress
Figure 6.30  Strategy to increase yields 
of recombinant mammalian cells. 
Cell death (apoptosis), stimulated by 
the transcription factor p53, can lead 
to decreased yields of recombinant 
mammalian cells grown under stress-
ful conditions in large bioreactors. To 
prevent cell death, the gene encoding 
MDM2 (the mouse double-mutant 2 
protein) is introduced into mammalian 
cells. The MDM2 protein binds to p53 
and prevents it from inducing expres-
sion of proteins required for apopto-
sis. Engineered cells not only showed 
delayed cell death but also achieved 
higher cell densities in bioreactors. 
doi:10.1128/9781555818890.ch6.f6.30
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Figure 6.31  When oxygen is present, pyruvate, which is formed from glucose during 
glycolysis, is converted by the enzyme pyruvate carboxylase to an intermediate com-
pound in the TCA cycle. This metabolic pathway is important for the generation of 
cellular energy and for the synthesis of biomolecules required for cell proliferation. 
However, under low-oxygen conditions, such as those found in large bioreactors, pyru-
vate carboxylase has a low level of activity. Under these conditions, lactate dehydroge-
nase converts pyruvate into lactate, which yields a lower level of energy. Cultured cells 
secrete lactate, thereby acidifying the medium. doi:10.1128/9781555818890.ch6.f6.31
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stably integrated into the CHO genome and expressed, the enzyme was 
detected in the mitochondria, where glucose is degraded. After 7 days 
in culture, the rate of lactate production decreased by up to 40% in the 
engineered cells.

Many eukaryotic DNA viruses from which the vectors used in mam-
malian cells are derived maintain their genomes as multicopy episomal 
DNA (plasmids) in the host cell nucleus. These viruses produce proteins, 
such as the large-T antigen in SV40 and the nuclear antigen 1 protein in 
Epstein–Barr virus, that help to maintain the plasmids in the host nucleus 
and to ensure that each host cell produced after cell division receives a 
copy of the plasmid. To increase the copy number of the target gene by in-
creasing the plasmid copy number, HEK 293 cells have been engineered to 
express the SV40 large-T antigen or Epstein–Barr virus nuclear antigen 1.

Many proteins of therapeutic value are secreted. However, the high 
levels of these proteins that are desirable from a commercial standpoint 
can overwhelm the capacity of the cell secretory system. Thus, protein 
processing is a major limiting step in the achievement of high recombi-
nant protein yields. Researchers have therefore engineered cell lines with 
enhanced production of components of the secretion apparatus. In this 
regard, an effective strategy may be to simultaneously overexpress several, 
if not all, of the proteins that make up the secretory mechanism. This can 
be achieved through the enhanced production of the transcription factor 
X box protein 1 (Xbp-1), a key regulator of the secretory pathway. Nor-
mally, full-length, unspliced xbp-1 mRNA is found in nonstressed cells 
and is not translated into a stable, functional protein (Fig. 6.32). However, 

Xbp-1
X box protein 1

DNA

Exon ExonIntron

Unstressed cells

No mRNA and no
production of Xbp-1
transcription factor
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Figure 6.32  Strategy to increase yields of secreted recombinant proteins from mam-
malian cells by simultaneously upregulating the expression of several proteins in the 
secretion apparatus. The expression of chaperones and other proteins of the secre-
tion apparatus is controlled by the transcription factor Xbp-1. In nonstressed cells, 
the intron is not cleaved from the xbp-1 transcript, and therefore, functional Xbp-1 
transcription factor is not produced. In stressed cells with accumulated misfolded 
proteins, an endoribonuclease cleaves the transcript to remove the intron and yield 
mature xbp-1 mRNA that is translated into transcription factor Xbp-1. Recombinant 
CHO cells transfected with a gene including only the xbp-1 exons overproduced a 
functional Xbp-1 transcription factor that directed the production of high levels of 
proteins required for protein secretion. doi:10.1128/9781555818890.ch6.f6.32
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when unfolded or misfolded proteins accumulate in the endoplasmic re-
ticulum, a ribonuclease is activated that specifi cally cleaves xbp-1 mRNA 
(Fig. 6.32). This results in the production of a functional transcription 
factor that activates the expression of a number of proteins of the secre-
tion apparatus. An xbp-1 gene without its intron encodes an active form 
of xbp-1 mRNA (Fig. 6.32), so the Xbp-1 protein is overproduced. The 
overexpression of Xbp-1 facilitates the secretion of human erythropoie-
tin, human γ-interferon, and human monoclonal antibodies, especially in 
cell lines engineered to express the target proteins transiently.

Directed Mutagenesis

It is possible with recombinant DNA technology to isolate the gene (or 
cDNA) for any protein that exists in nature, to express it in a specifi c 
host organism, and to produce a purifi ed product. Unfortunately, the 
properties of some of these “naturally occurring” proteins are sometimes 
not well suited for a particular end use. On the other hand, it is some-
times possible, using traditional mutagenesis (often ionizing radiation or 
DNA-altering chemicals) and selection schemes, to create a mutant form 
of a gene that encodes a protein with the desired properties. However, in 
practice, the mutagenesis–selection strategy only very rarely results in any 
signifi cant benefi cial changes to the targeted protein, because most amino 
acid changes decrease the activity of a target protein.

By using a variety of different directed mutagenesis techniques that 
change the amino acids encoded by a cloned gene, proteins with prop-
erties that are better suited than naturally occurring counterparts can be 
created. For example, using directed mutagenesis techniques, it is possible 
to change the specifi city, stability, or regulation of target proteins.

Determining which amino acids of a protein should be changed to 
attain a specifi c property is much easier if the three-dimensional structure 
of the protein, or a similar protein, has been characterized by X-ray crys-
tallographic analysis. But for many proteins, such detailed information is 
often lacking, so directed mutagenesis becomes a trial-and-error strategy 
in which changes are made to those nucleotides that are most likely to 
yield a particular change in a protein property. Moreover, it is not always 
possible to know in advance which individual amino acid(s) contributes 
to a particular physical, biological, or chemical property. Regardless of 
what types of alterations are made to a target gene, the protein encoded 
by each mutated gene has to be tested to ascertain whether the mutagene-
sis process has indeed generated the desired activity change.

Oligonucleotide-Directed Mutagenesis with M13 DNA

Oligonucleotide-directed mutagenesis (site-specifi c mutagenesis) is 
a straightforward method for producing defi ned point mutations in a 
cloned gene (Fig. 6.33). For this procedure, the investigator must know 
the precise nucleotide sequence in the region of DNA that is to be 
changed and the amino acid changes that are being introduced. In the 
original version of this method, the cloned gene was inserted into the 
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double-stranded form of an M13 bacteriophage vector (Milestone 6.3). 
The single-stranded form (M13 + strand) of the recombinant vector was 
isolated and mixed with a synthetic oligonucleotide. The oligonucleotide 
had, except for one nucleotide, a sequence exactly complementary to a 
segment of the cloned gene. The nucleotide difference (i.e., mismatch) 
coincided precisely with the nucleotide of the mRNA codon that was 
targeted for change. In Fig. 6.33, the sequence ATT, which encodes the 
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Figure 6.33   Oligonucleotide-directed mutagenesis. Single-stranded bacteriophage 
M13 (M13 + strand), carrying a cloned gene, is annealed with a complementary 
synthetic oligonucleotide containing one mismatched base, i.e., one base that is not 
complementary to its counterpart in the target DNA. With the oligonucleotide as the 
primer, DNA synthesis is catalyzed by the Klenow fragment of E. coli DNA poly-
merase I; the cloned gene and the M13 vector are the template. Synthesis continues 
until the entire strand is copied. The newly synthesized DNA strand is circularized by 
T4 DNA ligase. The ligation reaction mixture is used to transform E. coli. Both the 
target DNA with its original sequence and the mutated sequence are present in the 
progeny M13 phage. dNTPs, deoxynucleoside triphosphates.
 doi:10.1128/9781555818890.ch6.f6.33
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isoleucine codon AUU, is to be changed to CTT, which encodes the leu-
cine codon CUU. Under a specifi c set of conditions, the oligonucleotide 
hybridizes to the complementary region of the cloned gene. The 3′ end 
of the hybridized oligonucleotide acts as a primer site for the initiation 
of DNA synthesis that uses the intact M13 strand as the template. DNA 
replication is catalyzed by the Klenow fragment of E. coli DNA poly-
merase I (which retains both the 5′-3′ polymerase and the 3′ exonu-
clease activities, but not the 5′ exonuclease activity, of the complete E. 
coli DNA polymerase I protein). T4 DNA ligase is added to ensure that 
the last nucleotide of the synthesized strand is joined to the 5′ end of the 
primer.

Each complete double-stranded M13 molecule, now containing the 
mismatched nucleotide, is introduced into E. coli cells by transforma-
tion. Infected cells produce M13 virus particles, which eventually lyse the 
cells and form plaques. Theoretically, because plasmid DNA is replicated 
semiconservatively, half of the phage that are formed carry the wild-type 
sequence and the other half contain the mutated sequence that has the 
specifi ed nucleotide change. Phage produced in the initial transformation 
step are propagated in E. coli, and particles that contain only the mutated 
gene are identifi ed by DNA hybridization under highly stringent condi-
tions. The original oligonucleotide, containing the mismatched nucleo-
tide, is the probe in these hybridization experiments and will bind only to 
the mutated gene under these conditions. After the double-stranded form 
of M13 is isolated, the mutated gene is excised by digestion with restric-
tion enzymes and then spliced onto an E. coli plasmid expression vector 
for production of the altered protein in E. coli.

The technique of 
oligonucleotide-directed 
mutagenesis (site-specifi c 

mutagenesis) was developed mainly 
in the laboratory of Michael Smith as 
incremental changes to the technique 
of “marker rescue.” In the marker 
rescue procedure, a mutation in a bac-
teriophage genomic DNA is corrected 
after the mutant DNA is annealed to a 
fragment of complementary wild-type 
DNA. Subsequently, it was demon-
strated that a chemically synthesized 
oligonucleotide annealed to bacterio-
phage genomic DNA could produce 

a specifi c mutation. Unfortunately, 
these and other early procedures for 
oligonucleotide-directed mutagenesis 
required specialized skills and initially 
could be performed only in a few 
research laboratories. However, the 
procedure using bacteriophage M13 
described by Zoller and Smith made it 
a relatively straightforward matter for 
thousands of laboratories throughout 
the world to specifi cally and rapidly 
alter the DNA sequence of any cloned 
gene. The key to the success of the pro-
tocol developed by Zoller and Smith 
lay in the use of E. coli bacteriophage 

M13. It was possible to clone for-
eign DNA into the double-stranded 
form of the virus, add an oligonucle-
otide with a specifi ed change to the 
single-stranded form to produce a 
mutated DNA copy, and then recover 
the mutated double-stranded form 
in a relatively high yield. Since it was 
originally described, this procedure 
has been enhanced, simplifi ed, and 
optimized and has been used by a large 
number of researchers to specifi cally 
modify thousands of different genes.

Oligonucleotide-Directed Mutagenesis Using M13-Derived 
Vectors: an Effi cient and General Procedure for the Production 
of Point Mutations in Any Fragment of DNA
M. J. Zoller and M. Smith
Nucleic Acids Res. 10: 6487–6500, 1982

milestone
6.3
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In practice, when oligonucleotide-directed mutagenesis is used, the 
expected 50% of the M13 viruses carrying the mutated form of the tar-
get gene is not recovered. Rather, for a variety of technical reasons, only 
<1% of the plaques actually contain phage carrying the mutated gene. 
Consequently, the oligonucleotide-directed mutagenesis method has been 
modifi ed to enrich for the number of mutant phage plaques that can be 
obtained.

Oligonucleotide-Directed Mutagenesis with Plasmid DNA

As an alternative to the M13 system and its many time-consuming steps, 
a number of protocols that allow oligonucleotide-directed mutagene-
sis to be performed with plasmid rather than M13 DNA have been de-
veloped. With this approach, the need to subclone a target gene from 
a plasmid into M13 and then, after mutagenesis, clone it back into a 
plasmid is avoided. In one plasmid-based mutagenesis protocol, the tar-
get DNA is inserted into a multiple-cloning site on a plasmid vector that 
contains a functional tetracycline resistance gene and a nonfunctional 
Ampr gene as the result of a single nucleotide substitution in the mid-
dle of the Ampr gene (Fig.  6.34). The plasmid vector carrying the tar-
get DNA is transformed into E. coli host cells to increase the amount of 
DNA through plasmid replication. Following growth of the transformed 
cells, the double-stranded plasmid DNA is extracted and then denatured 
by treatment with an alkaline solution to form single-stranded circular 
DNA molecules. Three different oligonucleotides that anneal to one of the 
single-stranded circular DNA molecules are added to the sample of dena-
tured plasmid DNA. One oligonucleotide is designed specifi cally to alter 
the target DNA, another is designed to correct the substituted nucleotide 
in the nonfunctional ampicillin resistance gene, and the third is designed 
to change a single nucleotide in the tetracycline resistance gene so that 
this gene will become nonfunctional. Following DNA synthesis, the nicks 
in the synthesized strand are sealed by the enzyme T4 DNA ligase and 
then the reaction mixture is used to transform E. coli cells. Transformants 
are selected for ampicillin resistance and tetracycline sensitivity. With this 
procedure, about 90% of the selected transformants have the specifi ed 
mutation in the target gene. The cells with the specifi ed mutation in the 
target gene may be identifi ed by DNA hybridization or, where possible, by 
the activity of the altered target protein. All of the plasmids, host bacterial 
strains, enzymes, oligonucleotides (other than the one needed to alter the 
target gene), and buffers for this method are sold commercially as a kit, 
facilitating its widespread use.

PCR-Amplifi ed Oligonucleotide-Directed Mutagenesis

The polymerase chain reaction (PCR) can also be used to introduce a spe-
cifi c mutation. In fact, there are commercially available kits to which 
a researcher merely adds the target plasmid carrying the gene of inter-
est, along with forward and reverse PCR primers that are typically 24 
to 30 nucleotides in length, and, following PCR, a high percentage of 

PCR
polymerase chain reaction
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Figure 6.34  Oligonucleotide-directed mutagenesis with plasmid DNA. The target 
DNA is inserted into the multiple-cloning site (MCS) on the vector pALTER. Plas-
mid DNA isolated from the E. coli cells is alkaline denatured before the mutagenic 
oligonucleotide, the Ampr oligonucleotide, and the tetracycline sensitivity (Tets) oli-
gonucleotide are annealed. The oligonucleotides act as primers for DNA synthesis by 
T4 DNA polymerase with the original strand as the template. The gaps between the 
synthesized pieces of DNA are sealed by T4 DNA ligase. The fi nal reaction mixture 
is used to transform E. coli host cells, and cells that are Ampr and Tets are selected. 
doi:10.1128/9781555818890.ch6.f6.34
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the plasmids produced will have the desired mutation. In this case, no 
special plasmid vectors are required; any plasmid up to approximately 
10 kb in length is effective. For PCR-based mutagenesis point mutations, 
nucleotide changes are introduced in the middle of the primer sequence 
(Fig. 6.35). To create deletion mutations, primers must border the region 
of target DNA to be deleted on both sides and be perfectly matched to 
their annealing (or template) sequence. To create mutations with long in-
sertions, a stretch of mismatched nucleotides is added to the 5′ end of 
one or both primers, while for mutations with short insertions, a stretch 
of nucleotides is designed in the middle of one of the primers. In all of 
these procedures, the only absolute requirements are that the nucleotide 
sequence of the target DNA must be known and the 5′ ends of the primers 
must be phosphorylated. Following PCR amplifi cation, the linear DNA 
is circularized by ligation with T4 DNA ligase. The circularized plasmid 
DNA is then used to transform E. coli host cells. Since this protocol yields 
a very high frequency of plasmids with the desired mutation, it is not 
necessary to utilize any enrichment procedures. Rather, screening three or 
four clones by sequencing the target DNA is generally suffi cient to fi nd 
the desired mutation. Given its simplicity and effectiveness, this procedure 
has come to be widely used.

Error-Prone PCR

Unfortunately, investigators seldom know which specifi c nucleotide 
changes are needed to be introduced into a cloned gene to modify the 
properties of the target protein. Consequently, they have to use methods 
that generate a wide range of possible amino acid changes at a particu-
lar site. This approach has two advantages. First, detailed information 
regarding the role of particular amino acid residues in the functioning of 
the protein is not required. Second, unexpected mutants encoding pro-
teins with a range of interesting and useful properties may be generated 
because the introduced changes are not limited to one amino acid.

Point mutation Deletion mutation Large insertion mutation Small insertion mutation

Figure 6.35  Overview of the basic methodology to introduce point mutations, inser-
tions, or deletions into DNA cloned into a plasmid. The forward and reverse prim-
ers are shown in red and green, respectively. Solid circles represent template DNA. 
Dashed lines represent newly synthesized DNA. The × indicates an altered nucleo-
tide(s). doi:10.1128/9781555818890.ch6.f6.35
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Random-mutagenesis procedures (including conventional mutagen-
esis, error-prone PCR, or one of a large number of published protocols), 
whether they cause nucleotide deletions, insertions, or alterations, can re-
sult in mutations that affect the activity of the target protein in one of 
three ways. The activity of the target protein may be decreased or abol-
ished, it may be increased, or it may remain unchanged (silent mutation). 
To fi nd the small number of potentially useful mutations from a very 
much larger number of negative and silent mutations, it is necessary either 
to have a very good selection scheme or to undertake the time-consuming 
task of testing very large numbers of mutants.

Some of the temperature-stable DNA polymerases that are used to am-
plify target DNA by PCR occasionally insert incorrect nucleotides into the 
replicating DNA. If one is attempting to amplify a DNA fragment with 
high fi delity, this will obviously be a problem. On the other hand, if the 
construction of a library of mutants of the target gene is the objective, 
then this approach is a very powerful method of random mutagenesis 
(Fig. 6.36). Moreover, with DNA of up to 10 kb in size, it is possible to vary 
the number of nucleotide changes per gene from about 1 to about 20. The 
number of altered (incorrect or mutated) nucleotides is a function of the 
DNA concentration, the particular temperature-stable DNA polymerase 

A

B

Random mutagenesis
or error-prone PCR

Wild type

Primer 1

Primer 2
PCR

Figure 6.36  (A) Error-prone PCR of a 
target gene yields a variety of mutated 
forms of the gene. Introduced mutations 
(typically 1 or 2 per gene) are shown in 
red. The horizontal arrows represent PCR 
primers. (B) Schematic representation of 
the changes (indicated by stars) intro-
duced into a protein by either random 
mutagenesis or error-prone PCR, both of 
which cause single-amino-acid substitu-
tions at one or more sites throughout the 
protein molecule.
 doi:10.1128/9781555818890.ch6.f6.36
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employed, the presence of Mn2+, and the concentration of Mg2+. Following 
error-prone PCR, the randomly mutagenized DNA is cloned into expres-
sion vectors and screened (tested) for altered or improved protein activity. 
The DNAs from those clones that encode the desired activity are isolated 
and sequenced so that the changes to the target DNA may be elaborated. 
The advantage of this approach is that it produces a wide range of muta-
tions throughout the target protein, some of which may be benefi cial.

Random Mutagenesis

Altered (mutant) oligonucleotides may be incorporated into a target gene 
by a variety of procedures. One strategy entails inserting a target gene into 
a plasmid between two unique restriction endonuclease sites and using 
PCR, in separate reactions, to amplify overlapping fragments (Fig. 6.37). 
The primer pair that is used to amplify the left fragment consists of mis-
matched oligonucleotides that were synthesized to contain degenerate 

Restriction site A

Target DNA

Restriction site B

Synthesis of
left fragment Synthesis of

right fragment

Purify,
denature,
renature

DNA polymerase

PCR with
outer primers

Digest with restriction
enzymes A and B

Figure 6.37  Random mutagenesis of a 
target DNA by using degenerate oligo-
nucleotides and PCR. The left and right 
portions of the target DNA are am-
plifi ed separately by PCR. The primer 
pairs are shown by horizontal arrows. 
A mutation-producing oligonucleotide is 
shown as a line with three spikes; each 
spike indicates a position that contains 
a nucleotide that is altered from what is 
found in the wild-type gene (or cDNA). 
The amplifi ed fragments are purifi ed, de-
natured to make them single stranded, 
and then reannealed. Complementary 
regions of overlap are formed between 
complementary mutation-producing ol-
igonucleotides. The single-stranded re-
gions are made double stranded with 
DNA polymerase, and then the entire 
fragment is amplifi ed by PCR. The resul-
tant product is digested with restriction 
endonucleases A and B and then cloned 
into a plasmid vector that has been di-
gested with the same enzymes.
 doi:10.1128/9781555818890.ch6.f6.37
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oligonucleotides and that bind to the lower strand of the target DNA 
along with a regular, completely complementary primer that hybridizes to 
a region of the upper strand that fl anks the left unique restriction endo-
nuclease site. For the right fragment, the PCR primers are the mismatched 
oligonucleotides that were synthesized to contain degenerate oligonucle-
otides and that bind to the upper strand of the target DNA along with 
a primer that is complementary to a region of the lower strand that lies 
outside the second (right) unique restriction endonuclease site. After PCR 
amplifi cation, the products are purifi ed and combined. Denaturation and 
reannealing of the DNA in the mixture produce some DNA molecules 
that overlap in the target region. DNA polymerase is then used to form 
complete double-stranded DNA molecules. These molecules are amplifi ed 
by PCR with a pair of primers that bind to opposite ends of the DNA 
molecule. The amplifi ed DNA is then treated with the two restriction en-
zymes for which there are unique sites at the ends of the fragment, and the 
DNA is cloned into a suitable plasmid vector. This procedure results in the 
production of an altered gene that has mutated sites (altered nucleotides) 
in the region of the overlap of the original oligonucleotides.

Using error-prone PCR and/or random mutagenesis, it is possible to 
change several different properties of a target protein. One way to do this 
is to separately introduce amino acid changes that alter particular protein 
properties and then, at the DNA level, combine these mutations into a 
single modifi ed protein (Fig. 6.38).

Native protein

Protein with
multiple alterations

Singularly
altered proteins

Figure 6.38  Schematic representation of 
the introduction of several changes into 
a single protein.
 doi:10.1128/9781555818890.ch6.f6.38
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DNA Shuffl  ing

Some medically important proteins such as α-interferon are encoded by 
a family of several related genes, with each protein having slightly dif-
ferent biological activity. If all, or at least several, of the genes or cDNAs 
for a particular protein have been isolated, it is possible to recombine 
portions of these genes or cDNAs to produce hybrid or chimeric forms 
(Fig. 6.39A). This “DNA shuffl  ing” is done in an effort to fi nd hybrid pro-
teins with unique properties or activities that were not encoded in any of 
the original sequences. As well, some of the hybrid proteins may combine 
important attributes of two or more of the original proteins, e.g., high 
activity and thermostability.

Wild type
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B C

DNA shuffling

Native
genes

Start
codon

Stop
codonRE 1

RE 2
RE 3
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Native genes

DNA fragmentation
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Figure 6.39  (A) Schematic representa-
tion of the changes introduced into a pro-
tein by DNA shuffl ing, in which genes are 
formed with large regions from different 
sources. (B) The 14 different hybrid 
genes that can be generated by combin-
ing restriction enzyme fragments from 
two genes from the same gene family 
that have three different restriction sites 
in common. RE, restriction enzyme. (C) 
A few of the hybrid DNAs that can be 
generated during PCR amplifi cation of 
three members of a gene family.
 doi:10.1128/9781555818890.ch6.f6.39
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The simplest way to shuffl e portions of similar genes is through the 
use of common restriction enzyme sites (Fig. 6.39B). Digestion of two or 
more of the DNAs that encode the native forms of similar proteins with 
one or more restriction enzymes that cut the DNAs in precisely the same 
place, followed by ligation of the mixture of the resultant DNA frag-
ments, can potentially generate a large number of hybrids. For example, 
two DNAs that each have three unique identically situated restriction en-
zyme sites can be recombined (shuffl ed) to produce 14 different hybrids 
in addition to the original DNAs (Fig.  6.39B). Another way to shuffl e 
DNA involves combining several members of a gene family, fragment-
ing the mixed DNA by partial digestion with deoxynuclease (DNase I), 
selecting smaller DNA fragments, and PCR amplifying these fragments. 
During PCR, gene fragments from different members of a gene family 
can cross-prime each other after DNA fragments bind to one another in 
regions of high homology or complementarity. The fi nal full-length prod-
ucts are obtained by including “terminal primers” in the PCR. After 20 to 
30 PCR cycles, a panel of hybrid (full-length) DNAs will be established 
(Fig. 6.39C). The hybrid DNAs are then used to create a library that can 
be screened for the desired activity. Although DNA shuffl ing works well 
with gene families—it is sometimes called molecular breeding—or with 
genes from different families that nevertheless have a high degree of ho-
mology, this technique is not especially useful when proteins have little or 
no homology. Thus, the DNAs must be very similar to one another or else 
the PCR will not proceed.

Examples of Modifi ed Proteins

The enzyme tissue plasminogen activator (tPA) is a multidomain serine 
protease that is medically useful for the dissolution of blood clots. How-
ever, like streptokinase, tPA is rapidly cleared from the circulation, so it 
must be administered by infusion. To be effective with this form of deliv-
ery, high initial concentrations of tPA must be used. Unfortunately, under 
these conditions, tPA can cause nonspecifi c internal bleeding. Thus, a (i) 
long-lived tPA (ii) with increased specifi city for fi brin in blood clots and 
(iii) not prone to induce nonspecifi c bleeding would be desirable. It was 
found that these three properties could be separately introduced by di-
rected mutagenesis of the gene for the native form of tPA (Fig. 6.40). First, 
changing Thr-103 to Asn causes the enzyme to persist in rabbit plasma 
approximately 10 times longer than the native form. Second, changing 
amino acids 296 to 299 from Lys-His-Arg-Arg to Ala-Ala-Ala-Ala pro-
duces an enzyme that is much more specifi c for fi brin than is the native 
form. Third, changing Asn-117 to Gln causes the enzyme to retain the 
level of fi brinolytic activity found in the native form. Moreover, combin-
ing these three mutations in a single construct allows all three activities 
to be expressed simultaneously. Based on clinical trials that indicated that 
this genetically modifi ed form of tPA caused a signifi cantly lower level of 
major bleeding in patients, it was approved by the FDA for treatment of 
acute myocardial infarction and is currently commercially available.

tPA
tissue plasminogen activator
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All of the clinically important semisynthetic cephalosporin antibiotics 
are produced from either 7-aminocephalosporanic acid (7-ACA) or the 
related compound 7-aminodesacetoxycephalosporanic acid (7-ADCA). 
Cephalosporins are extremely useful antibiotics since they have few toxic 
effects on humans and are effective against many different pathogenic 
bacteria. The compound 7-ADCA is produced from penicillin G made by 
Penicillium chrysogenum and involves several polluting chemical steps 
followed by an enzymatic deacylation step that is catalyzed by penicillin 
acylase. In order to develop a simplifi ed, more environmentally friendly 
means of producing 7-ADCA, a genetically modifi ed version of P. chrys-
ogenum that produces adipyl-7-ADCA was engineered. However, for the 
deacylation of this unique compound and its conversion to 7-ADCA, an 
adipyl acylase was needed. This was problematic since at the time that 
this work was undertaken, all known acylases showed little or no activ-
ity toward adipyl-7-ADCA. It was therefore decided to try to convert, by 
error-prone PCR, a known glutaryl acylase into an adipyl acylase. The 
starting point for these experiments was the glutaryl acylase from Pseu-
domonas strain SY-77. This enzyme has a high activity in removing the glu-
taryl side chain from glutaryl-7-A(D)CA as well as a low level of activity 
on adipyl-7-ADCA, but no activity on cephalosporin C. Since deacylation 
of adipyl-7-ADCA could not be used for a growth selection, researchers 
selected for the enzymatic hydrolysis of adipyl-leucine, which allows for 
growth of leucine-defi cient E. coli host strains on minimal medium and 
therefore could be used as a selection. This selection is based on the no-
tion that an enzyme that cleaves adipyl-leucine would also cleave adipyl-
7-ADCA. To select mutants that could effi ciently cleave adipyl-leucine, the 
gene encoding the β-subunit of glutaryl acylase was divided into fi ve over-
lapping parts that were each mutagenized separately using error-prone 

7-ACA
7-aminocephalosporanic acid

7-ADCA
7-aminodesacetoxycephalosporanic acid

Native tPA gene

Change
LysHisArgArg (296–299)

to AlaAlaAlaAla

Change
Thr (103) to Asn

Change
Asn (117) to Gln

Combine all three
mutations into final

tPA construct

Figure 6.40  Schematic representation of the stepwise introduction of several specifi c 
amino acid changes into recombinant tPA in an effort to make it a more effective 
therapeutic agent. doi:10.1128/9781555818890.ch6.f6.40
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PCR (Fig. 6.41). The mutagenesis was done in fi ve separate reactions since 
it was thought that this approach would yield the largest number of inde-
pendent mutations distributed throughout the gene. In this way, a total of 
24 mutants were found to have a signifi cant level of adipyl-leucine-cleaving 
activity as well as an improved ratio of adipyl-7-ADCA versus glutaryl-
7-ACA hydrolysis. In particular, one mutant, in which Asn-266 was 
changed to His-266, i.e., mutant SY-77N266H, displayed a nearly 10-fold 
increase in catalytic effi ciency (kcat/Km) compared to the native form of 
the enzyme toward adipyl-7-ADCA. This was the result of a 50% increase 
in kcat combined with a sixfold decrease in Km toward adipyl-7-ADCA 
without decreasing the catalytic effi ciency toward glutaryl-7-ACA. In the 
future, it may be possible to further improve the activity of the enzyme to-
ward adipyl-7-ADCA and decrease its activity toward glutaryl side chains 
by combining the most effective selected mutation with some of the other 
mutations that were isolated using this procedure.

Xmal

α subunit β subunit

BglII NcoI SstII NruI MluI KpmI

Xmal-NcoI

BglII-SstII

NcoI-NruI

SstII-MluI

NruI-KpnI

Figure 6.41  Schematic representation of the α- and β-glutaryl acylase genes, with sev-
eral unique restriction enzyme sites indicated. The fi ve fragments shown below these 
two genes were generated by digestion with the indicated restriction enzymes, and 
then each fragment was separately subjected to error-prone PCR. Mutated fragments 
were subsequently inserted into the native gene before being selected for the ability 
to cleave adipyl-leucine and utilize the released leucine to facilitate bacterial growth. 
doi:10.1128/9781555818890.ch6.f6.41

summary

In prokaryotes, a promoter region is necessary for the ini-
tiation of transcription at the correct nucleotide site, and a 
terminator sequence at the end of the gene is essential for the 
cessation of transcription. To produce large amounts of pro-
tein, it is necessary to use a promoter that supports transcrip-
tion at a high level (strong promoter). However, continuous 
transcription of a cloned gene drains the energy reserves of 
the host cell, so it is also necessary to use a promoter system 
whose activity can be regulated.

In addition to appropriate transcriptional signals, it is es-
sential that a ribosome-binding site be located in the DNA 
segment that precedes the translation initiation site and a ter-
mination sequence at the end of the cloned gene to ensure 
that translation stops at the correct amino acid. If secretion 
of the protein is desired, the DNA sequence preceding the 
cloned gene should include a signal sequence in the same 
reading frame as the target gene.

Since various organisms preferentially use different subsets 
of codons, they contain different amounts of the cognate 
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facilitate the correct folding of other proteins) by the host E. 
coli strain.

A number of heterologous proteins have been successfully 
synthesized in prokaryotic host cells. However, many pro-
teins require eukaryote-specifi c posttranslational modifi ca-
tions, such as glycosylation, to be functional. Consequently, 
expression systems were devised for yeast, insect, and mam-
malian cells. With respect to the ease and likelihood of ob-
taining an authentic protein from a cloned gene, each of 
these systems has distinct merits and shortcomings. In other 
words, there is no single eukaryotic host cell that is capable 
of producing an authentic protein from every cloned gene.

Notwithstanding the differences in detail, the fundamental 
strategies that have been developed for prokaryotes may be 
used to create a variety of different eukaryotic expression 
systems. All eukaryotic expression vectors have the same ba-
sic format. The gene of interest, which may be equipped with 
sequences that facilitate the secretion and purifi cation of 
the heterologous protein, is under the control of eukaryotic 
promoter and polyadenylation and transcription terminator 
sequences. To simplify both maintenance and recombinant 
DNA manipulations, eukaryotic expression vectors are rou-
tinely maintained in E. coli.

Several different yeast-based expression systems have been 
developed for the production of heterologous proteins. The 
yeast S. cerevisiae, which is well characterized genetically and 
can be grown in large fermenters, has been used extensively 
for this purpose. Both episomal and integrating expression 
vectors have been constructed. However, with S. cerevisiae 
as the host cell, many recombinant proteins are hyperglyco-
sylated, and in some cases, protein yields are low because the 
capacity of the cell to properly fold and secrete proteins has 
been exceeded. Other yeast systems have been developed for 
the production of heterologous proteins. Of these, the methy-
lotrophic yeast P. pastoris has been used successfully because 
of the low occurrence of hyperglycosylation, the ease of ob-
taining high cell densities, and the rapid and strong response 
of the AOX1 promoter (usually used to drive transcription of 
the target gene) to methanol. A humanized strain of P. pas-
toris has been genetically altered to produce glycoproteins 
with glycosylation patterns that are identical to those found 
on the same proteins produced in human cells.

A large number of biologically active heterologous proteins 
have also been produced in insect cells grown in culture 
using baculoviruses to deliver the gene of interest into the 
insect host cell. This system is advantageous because post-
translational protein modifi cations are similar in insects and 
mammals, and the baculoviruses used in these systems do 
not infect humans or other insect cells. The baculovirus most 
commonly used as a vector is AcMNPV. A gene of interest 

summary (continued)

amino acyl-tRNAs for the synthesis of proteins that they 
encode. When a recombinant protein is overproduced, the 
difference in host and recombinant gene codon usage can 
lead to a shortage of some rare aminoacyl-tRNAs, resulting 
in either low yields or proteins with incorrect amino acids. 
To avoid these problems, host cells have been engineered to 
overexpress several rare tRNAs so that foreign DNAs with 
different codon usage profi les may be highly expressed with 
no deleterious consequences.

To stabilize the recombinant protein, a DNA construct that 
encodes the target protein that is in frame with DNA encod-
ing a stable host protein is often utilized. The host protein 
typically confers increased stability on the target protein por-
tion of the fusion protein construct. In addition, the amino 
acids that are added to the recombinant protein can some-
times be used for purifying the fusion protein by, for exam-
ple, immunoaffi nity column chromatography. In these cases, 
the junction point of a fusion protein is usually designed to 
be enzymatically cleaved in vitro.

The introduction and expression of foreign DNA in a host 
organism often change the metabolism of the organism and 
thereby impair its normal functioning. This phenomenon is 
called a metabolic load. A variety of strategies have been de-
veloped to minimize the extent of the perturbations caused 
by a metabolic load and at the same time optimize the yield 
of the target protein and the stability of the transformed 
cell.

Whole or parts of recombinant plasmid-based systems can 
be lost during host cell growth. To overcome this problem, 
researchers have developed protocols for integrating a cloned 
gene into a chromosomal site of the host organism. Under 
these conditions, the gene is maintained stably as part of the 
DNA of the host organism.

Most microorganisms that are used to express foreign pro-
teins require oxygen for growth. However, oxygen has only 
a limited solubility in water and is rapidly depleted from the 
growth medium of actively growing cultures, especially when 
the cultures attain a high cell density. To deal with the lim-
ited amount of dissolved oxygen available for cell growth 
and maintenance, researchers have introduced the gene for 
the Vitreoscilla sp. hemoglobin that binds oxygen from the 
environment, creating a higher level of intracellular oxygen 
and thereby causing increases in both host and foreign pro-
tein synthesis.

Conditions that result in very high rates of foreign gene 
expression in E. coli often also lead to the production of 
misfolded proteins that can aggregate and form insoluble in-
clusion bodies. This problem may be remedied by the coex-
pression of one or more molecular chaperones (proteins that (continued)
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subunit structure. Certain amino acids in a polypeptide chain 
play important roles in determining the specifi city, thermo-
stability, and other properties of a protein. Changing even a 
single nucleotide of the gene encoding a target protein can 
result in the incorporation of an amino acid that can either 
disrupt the normal activity or enhance a specifi c property 
of the protein. With the emergence of recombinant DNA 
technology, it is possible to replace nucleotides of a cloned 
gene and produce proteins with specifi c amino acids at de-
fi ned sites. This procedure is called directed mutagenesis, and 
it includes various strategies for introducing these kinds of 
changes into cloned genes. The choice of which amino acid 
to change is often based on knowledge of the role of a par-
ticular amino acid in the functional protein. This knowledge 
comes from genetic studies or X-ray crystallographic data for 
the three-dimensional organization of the protein. Specifi c 
sites or regions can be altered, or combined, to improve the 
thermostability, pH tolerance, specifi city, allosteric regula-
tion, cofactor requirements, and other properties of protein. 
In many instances, the amino acid change(s) that might en-
hance a particular property of a target protein is not known 
a priori. In these cases, random mutagenesis, error-prone 
PCR, or DNA shuffl ing rather than oligonucleotide-directed 
mutagenesis is preferred.

summary (continued)

is inserted into the AcMNPV genome by homologous or 
site-specifi c recombination between sequences on a transfer 
vector carrying the target gene and the AcMNPV DNA. Once 
the target gene has been inserted, recombinant AcMNPV 
DNA is introduced into insect cells for heterologous-protein 
production. Improved insect host cells have been developed 
through genetic engineering to increase protein yields and 
to ensure that target proteins are properly glycosylated. In 
addition to production of a single protein of interest, the 
baculovirus–insect expression system is particularly amena-
ble to producing functional multimeric protein complexes, 
such as virus-like particles, which are effective vaccines.

Many therapeutic proteins that require a full complement 
of posttranslational modifi cations are produced in cultured 
mammalian cells, such as CHO cells. Most of the vectors 
that have been developed to introduce foreign genes into 
mammalian cells are based on mammalian viruses. The viral 
genome has been altered to remove some viral genes required 
for replication and viral-protein production and to include 
suitable mammalian transcription and translation signals to 
drive expression of the cloned gene.

The proper functioning of a protein is due to its conforma-
tion, which is a consequence of its amino acid sequence and 

review questions

1.  Suggest several ways that the expression of a cloned gene 
can be manipulated for optimal expression.

2.  Sometimes the strategy for the expression of a target pro-
tein in a host organism involves synthesizing the protein as 
part of a fusion protein. Why is this approach useful? How is 
a fusion protein created?

3.  What are inclusion bodies, and how can their formation 
be avoided?

4.  How would you avoid some of the problems associated 
with the limited amount of oxygen that is available to grow-
ing E. coli cells when a foreign protein is overproduced?

5.  How can a specifi c target DNA fragment be integrated 
into the chromosomal DNA of a host bacterium?

6.  What factors are responsible for metabolic load?

7.  Suggest strategies to limit the extent of metabolic load on 
E. coli cells that are designed to overproduce a recombinant 
protein.

8.  How can E. coli host cells be engineered to yield high lev-
els of expression of foreign proteins that contain signifi cant 
numbers of rare E. coli codons?

9.  What is the T7 expression system, and how does it work?

10.  What strategies may be used to ensure the correct folding 
of overproduced recombinant proteins?

11.  How can fusion proteins be utilized to facilitate the puri-
fi cation of a target recombinant protein?

12.  What is the Cre–lox system, and how does it work?

13.  How can E. coli cells be engineered to secrete proteins to 
the external medium?

14.  How can E. coli be engineered so that the acetate that is 
produced as a by-product of its growth does not accumulate 
to the point where it becomes growth inhibitory?

15.  What are the major posttranslational modifi cations of 
eukaryotic proteins in the endoplasmic reticulum and Golgi 
apparatus?

16.  Describe the features of a eukaryotic expression vector.
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22.  How would you alter the catalytic activity of an enzyme 
encoded by an isolated gene, assuming that you know the 
DNA sequence of the gene but nothing about which regions 
of the enzyme are important for its activity?

23.  How would you perform oligonucleotide-directed muta-
genesis using bacteriophage M13 or PCR?

24.  What is error-prone PCR, and why is it useful?

25.  Outline two ways in which DNA shuffl ing may be used 
to generate hybrid genes.

26.  How would you use PCR-amplified oligonucleotide-
directed mutagenesis to create insertion mutants and deletion 
mutants?

review questions (continued)

17.  What strategies can be used to increase proper folding 
and secretion of recombinant proteins in yeast cells?

18.  Discuss the salient features of a P. pastoris high-expression 
vector system. How has P. pastoris been “humanized”?

19.  What are baculoviruses? Describe the strategy of the 
original baculovirus expression system and how this protocol 
has been enhanced.

20.  Describe a strategy that can be used to insert a target 
gene into the baculovirus genome.

21.  Describe the main features of an extrachromosomal 
mammalian-cell expression vector.
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The market for  recombinant biopharmaceuticals was estimated to 
be around $100 billion in 2010. Moreover, this market is grow-
ing quite rapidly. Thus, with increasing demand for recombinant 

biopharmaceuticals, coupled with the high costs and ineffi ciency of the 
existing production systems, including bacterial, yeast, and animal cells 
in culture and (to a very limited extent) transgenic animals, there is cur-
rently a shortage in manufacturing capacity worldwide, a situation which 
is likely to worsen. As a result, transgenic plants are gaining more and 
more attention as a potential new generation of bioreactors.

The production of therapeutic proteins in transgenic plants has sev-
eral potential advantages over their synthesis in recombinant microbial 
cells. Plants are easy to grow and can generate considerable biomass. Un-
like recombinant bacterial, yeast, or animal cells in culture, which are 
grown in large bioreactors—a process that requires highly trained person-
nel and expensive equipment—crops can be produced relatively inexpen-
sively by less skilled workers. In addition, when proteins that are intended 
for human use are produced in transgenic plants, there is a signifi cantly 
reduced risk of mammalian virus contamination in comparison to that 
with proteins that are produced in animal cells grown in culture. The 
processing and assembly of foreign proteins in plants are similar to those 
in animal cells, whereas bacteria do not readily process, assemble, or post-
translationally modify eukaryotic proteins. Ultimately, the biggest hurdle 
to overcome in the production of foreign proteins in plants is the puri-
fi cation of the product of a transgene from the mass of plant tissue. On 
a laboratory scale, plants have been used to produce therapeutic agents 
(Table 7.1), monoclonal antibodies and antibody fragments (Table 7.2), 
and a number of potential and vaccine antigens (Table 7.3).

With the advance of this technology, in July 2011, regulators in the 
United Kingdom announced in a press conference that they had, for the 
fi rst time, approved a human clinical trial of a monoclonal antibody 
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directed against human immunodefi ciency virus (HIV) produced using 
genetically modifi ed tobacco plants. The initial trials, which include 11 
participants, will test the safety of the antibody, called P2G12, which is 
applied topically to the vaginal cavity and is thus specifi c to viral trans-
mission to females. If it is proven to be safe, it will then be tested for 
effectiveness. The purifi ed monoclonal antibody is produced in Germany 
in the fi rst facility to be granted a license to manufacture recombinant 
pharmaceutical products from plants in Europe.

Recombinant DNA technology, which has been used extensively with 
microbial systems, is also an important tool for the genetic manipulation 
of plants. There are a large number of effective DNA delivery systems and 
expression vectors that work with a wide range of plant cells. Further-
more, most plant cells are totipotent—meaning that an entire plant can 
be regenerated from a single plant cell—so fertile plants that carry an in-
troduced gene(s) in all cells (i.e., transgenic plants) can be produced from 
genetically engineered cells. If the transgenic plant fl owers and produces 
viable seed, the desired trait is passed on to successive generations.

HIV
human immunodefi ciency virus

Table 7.1  Some pharmaceutical proteins that have been produced in transgenic plants

Pharmaceutical protein Plant(s) Application(s)

α-Tricosanthin Tobacco HIV therapy

Allergen-specifi c T-cell epitope Rice Pollinosis

Angiotensin-1-converting enzyme Tobacco, tomato Hypertension

Cyanovirin-N Tobacco HIV micobicide

Glucocerebrosidase Tobacco Gaucher disease

Human α1-antitrypsin Rice, tomato Cystic fi brosis, liver disease, hemorrhage

Human apolipoprotein Saffl ower Plaque reduction

Human aprotinin Corn Trypsin inhibitor for transplantation surgery

Human enkephalins Arabidopsis, canola Antihyperanalgesic by opiate activity

Human epidermal growth factor Tobacco Wound repair, control of cell proliferation

Human erythropoietin Tobacco Anemia

Human granulocyte-macrophage 
colony-stimulating factor

Tobacco Neutropenia

Human growth hormone Tobacco Dwarfi sm, wound healing

Human hemoglobin Tobacco Blood substitute

Human hirudin Canola, tobacco Thrombin inhibitor, anticoagulant

Human homotrimeric collagen I Tobacco Collagen synthesis

Human insulin Potato, Arabidopsis, saffl ower Diabetes

Human α interferon Rice, turnip Hepatitis C and B

Human β interferon Tobacco Antiviral

Human interleukin-2 and interleukin-4 Tobacco Immunotherapy

Human lactoferrin Potato, rice Antimicrobial, diarrhea

Human muscarinic cholinergic receptors Tobacco Central and peripheral nervous systems

Human placental alkaline phosphatase Tobacco Achonodroplasia or cretinism in children

Human protein C Tobacco Anticoagulant

Human serum albumin Tobacco Liver cirrhosis, burns, surgery

Human somatotropin Tobacco Growth hormone

Lipase Corn Cystic fi brosis
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Table 7.2  Examples of potentially therapeutic antibodies and antibody fragments 
that have been produced in plants

Host plant Disease or antigen

Tobacco 38C13 mouse B-cell lymphoma

Tobacco Anthrax

Tobacco B-cell lymphoma

Tobacco Breast and colon cancer

Tobacco Broad-spectrum anticancer

Tobacco Botulism

Tobacco CD40 (cell surface protein)

Tobacco Cell surface protein from mouse B-cell lymphoma

Tobacco Hepatitis

Soybean Herpes simplex virus

Tobacco Human carcinoembryonic antigen

Pea Human cancer cell surface antigen

Tobacco Human CD40 cell surface protein

Tobacco Human creatine kinase

Alfalfa Human IgG

Tobacco Rabies

Tobacco Salmonella surface antigen

Tobacco Streptococcus mutans cell surface antigen SA I/II

Tobacco Substance P (neuropeptide)

Table 7.3  Some potential vaccine antigens that have been expressed in plants

Disease or causative agent Plant(s) or vector

Hepatitis B Tobacco, potato, yellow lupin, lettuce

Malaria Virus

Rabies Tomato, spinach, virus

Human rhinovirus Virus

HIV Virus

E. coli Tobacco, potato, corn

Norwalk virus Tobacco, potato, corn

Diabetes Tobacco, potato, carrot

Foot-and-mouth disease Arabidopsis, alfalfa

Cholera Potato, rice

Human cytomegalovirus Tobacco

Dental caries Tobacco

Respiratory syncytial virus Tomato

Human papillomavirus Potato, tobacco

Anthrax Tobacco

SARS Tomato, tobacco

Staphylococcus aureus Cowpea

Measles Lettuce

Infl uenza virus Tobacco

Tuberculosis Arabidopsis

Rotavirus Alfalfa

Note that in some cases the antigen was cloned into a transient-expression system, such as a plant virus, 
often facilitating high levels of expression within a period of 1 to 2 weeks. SARS, severe acute respiratory 
syndrome.



396 C H A P T E R  7

Plant Transformation with the 
Ti Plasmid of A. tumefaciens
The gram-negative soil bacterium Agrobacterium tumefaciens is a phy-
topathogen that, as a normal part of its life cycle, genetically transforms 
plant cells. This genetic transformation leads to the formation of crown 

gall tumors, which interfere with the normal growth of an infected plant 
(Fig. 7.1A).

Crown gall formation is the consequence of the transfer, integration, 
and expression of genes of a specifi c segment of bacterial plasmid DNA—
called the transfer DNA (T-DNA)—into the plant cell genome. The T-DNA 
is part of the “tumor-inducing” (Ti) plasmid that is carried by most strains 
of A. tumefaciens (Fig. 7.1B). Depending on the Ti plasmid, the length of 
the T-DNA region can vary from approximately 10 to 30 kilobase pairs 
(kb). Strains of A. tumefaciens that do not possess a Ti plasmid cannot 
induce crown gall tumors.

After the initial attachment step, A. tumefaciens responds to certain 
plant phenolic compounds, such as acetosyringone and hydroxyacetosy-
ringone, which are excreted by wounded plants. These wound response 
compounds resemble some of the products of phenylpropanoid metabo-
lism such as lignins and fl avonoids and act to induce the expression of the 
virulence (vir) genes located on the Ti plasmid.

The ∼25 vir genes are located on a 35-kb region of the Ti plasmid 
that is outside of the T-DNA region. The products of the vir genes are 

T-DNA
transfer DNA

Plant

Roots

Crown gall
tumor

A. tumefaciens

Wound
T-DNA
region

vir
genes

ori

Right
border

Opine
Cytokinin

Opine
catabolism

Left
border

Auxin

A B

Figure 7.1  (A) Infection of a plant with A. tumefaciens and formation of a crown gall 
tumor. (B) Schematic representation of a Ti plasmid. The T-DNA is defi ned by its left 
and right borders and includes genes for the biosynthesis of auxin, cytokinin, and an 
opine; these genes are transcribed and translated only in plant cells. Outside the T-DNA 
region, there is a cluster of vir genes required for transfer of the T-DNA into the host 
plant genome, a gene(s) that encodes an enzyme(s) for opine catabolism, and an origin 
of DNA replication (ori) that permits the plasmid to be stably maintained in A. tume-
faciens. None of these features is drawn to scale. doi:10.1128/9781555818890.ch7.f7.1
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essential for the transfer and integration of the T-DNA region into the ge-
nome of a plant cell. Once the vir genes have been induced, the T-DNA is 
transferred as a linear, single-stranded molecule from the Ti plasmid and 
eventually becomes integrated into the plant chromosomal DNA.

The formation of the single-stranded form of T-DNA is initiated by 
strand-specifi c cutting, by an enzyme encoded by one of the vir genes, 
at both borders of the intact T-DNA region (the right border and left 
border in Fig.  7.1B). The 5′ end of the single-stranded T-DNA carries 
the right-border sequence, and the left-border sequence is at the 3′ end. 
Integration of the T-DNA into the plant genome depends on specifi c se-
quences (a 25-bp repeating unit) located at the right border of the T-DNA. 
Although the left border contains a similar 25-bp repeat, this region is not 
involved in the integration process.

Most of the genes that are located within the T-DNA region are acti-
vated only after the T-DNA is inserted into the plant genome. This refl ects 
the fact that these are essentially plant genes, which cannot be expressed 
in bacteria because of the differences in transcriptional and translational 
regulatory sequences between the two types of organisms. The products of 
these genes are responsible for crown gall formation. The T-DNA region 
includes the genes iaaM and iaaH, which encode enzymes that synthesize 
the plant hormone auxin (indoleacetic acid). In addition, the T-DNA re-
gion carries the tmr gene (also known as ipt), which encodes isopentenyl-
transferase, an enzyme that catalyzes the synthesis of the plant hormone 
cytokinin. Both auxin and the cytokinin regulate plant cell growth and 
development; however, in excess, they can cause the plant to develop tu-
morous growths, such as crown galls.

The T-DNA region also carries a gene for the synthesis of a molecule 
called an opine, a unique condensation product of either an amino acid 
and a keto acid or an amino acid and a sugar. The opines are synthesized 
within the crown gall and then secreted. They can be used as a carbon 
source, and sometimes also as a nitrogen source, by any A. tumefaciens 
cell that carries a Ti plasmid-borne gene (not part of the T-DNA region) 
for the catabolism of that particular opine. Thus, each strain of A. tume-
faciens genetically manipulates plant cells to be biological factories for the 
production of a carbon compound that it alone is able to use.

Although Ti plasmids are effective as natural vectors, they have sev-
eral serious limitations as routine cloning vectors.

 1. The production of phytohormones by genetically transformed cells 
growing in culture prevents the cells from being regenerated into 
mature plants. Therefore, the auxin and cytokinin genes must be 
removed from any Ti plasmid-derived cloning vector.

 2. A gene encoding opine synthesis is not useful to a transgenic plant 
and may divert plant resources into opine production. Therefore, 
the opine synthesis gene should be removed.

 3. Ti plasmids are large (typically ∼200 to 800 kb). For recombinant 
DNA experiments, however, a much smaller version is preferred, 
so large segments of DNA that are not essential for a cloning vec-
tor must be removed.
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Figure 7.2  Two Ti plasmid-derived 
cloning vector systems. (A) The binary 
cloning vector has origins of DNA repli-
cation (ori) for both E. coli and A. tume-
faciens (or a broad-host-range origin), 
a selectable marker gene that can be 
used in either E. coli or A. tumefaciens, 
and both a target gene and a plant se-
lectable marker gene inserted between 
the T-DNA left and right borders. (B) 
The cointegrate cloning vector (top) 
carries only an E. coli origin of repli-
cation and cannot exist autonomously 
within A. tumefaciens. It also contains 
a selectable marker that can be used 
in either E. coli or A. tumefaciens, a 
T-DNA right border, a plant selectable 
marker gene, a cloned target gene, and a 
sequence of Ti plasmid DNA that is ho-
mologous to a segment on the disarmed 
Ti plasmid. The disarmed Ti plasmid 
(middle) contains the T-DNA left bor-
der, the vir gene cluster, and an A. tume-
faciens ori. Following recombination 
between the cointegrate cloning vector 
and the disarmed Ti plasmid, the fi nal 
recombinant plasmid (bottom) has the 
T-DNA left and right borders bracket-
ing the cloned and plant reporter genes. 
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 4. Because the Ti plasmid does not replicate in Escherichia coli, the 
convenience of perpetuating and manipulating Ti plasmids carry-
ing inserted DNA sequences in that bacterium is not available.

To overcome these constraints, recombinant DNA technology was 
used to create two types of Ti plasmid-based vectors. These vectors are 
similarly organized and contain the following components.

• The right border sequence of the T-DNA region. This region is 
absolutely required for T-DNA integration into plant cell DNA, 
although most cloning vectors include both right- and left-border 
sequences.

• A multiple-cloning site to facilitate insertion of the cloned gene into 
the region between the T-DNA border sequences

• A genetic marker gene that readily allows a researcher to select 
transformed plant cells

• An origin of DNA replication that allows the plasmid to replicate 
in E. coli. In some vectors, an origin of replication that functions in 
A. tumefaciens has also been added.

Because these cloning vectors lack vir genes, they cannot by themselves 
effect the transfer and integration of the T-DNA region into recipient 
plant cells. Two different approaches have been used to achieve these 
ends. In one approach, a binary vector system is used (Fig. 7.2A). The 
binary cloning vector contains either both E. coli and A. tumefaciens 
origins of DNA replication or a single broad-host-range origin of DNA 
replication (that allows the plasmid to exist stably in either bacterium). 
In addition, no vir genes are present on a binary cloning vector. All the 
cloning steps are carried out in E. coli before the binary vector is intro-
duced into A. tumefaciens. The recipient A. tumefaciens strain carries a 
modifi ed (disarmed) Ti plasmid that contains a complete set of vir genes 
but lacks the T-DNA region, so that no T-DNA can be transferred from 
this A. tumefaciens strain and no crown gall tumors can form. With 
this system, the disarmed Ti plasmid synthesizes the vir gene products 
that mobilize the T-DNA region of the binary cloning vector, enabling 
the T-DNA from the binary cloning vector to be inserted into the plant 
chromosomal DNA. Since transfer of the T-DNA is initiated from the 
right border, the plant selectable marker, which will eventually be used 
to detect the presence of the T-DNA inserted into the plant chromosomal 
DNA, is usually placed next to the left border. If the selectable marker 
were adjacent to the right border, transfer of only a small portion of the 
T-DNA might yield plants that contained the selectable marker but not 
the gene of interest.

In the second approach, called the cointegrate vector system, the clon-
ing (cointegrate) vector has a plant selectable marker gene, the target gene, 
the right border, an E. coli origin of DNA replication, and a bacterial se-
lectable marker gene. The cointegrate vector recombines with a different 
modifi ed (disarmed) Ti plasmid. As for the binary system, the disarmed Ti 
plasmid of the cointegrate system lacks both the tumor-producing genes 
and the right border of the T-DNA (Fig. 7.2B). The cointegrate cloning 
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vector and the disarmed helper Ti plasmid each carry homologous DNA 
sequences that provide a site for in vivo homologous recombination. Fol-
lowing recombination, the entire cloning vector becomes integrated into 
the disarmed Ti plasmid, which provides the vir genes necessary for the 
transfer of the T-DNA to the host plant cells. Because the cointegrate 
vector lacks an A. tumefaciens origin of replication, the only way that 
this cloning vector can be maintained in A. tumefaciens is as part of a 
cointegrate structure. In this cointegrated confi guration, the genetically 
engineered T-DNA region carrying a target gene can be transferred to 
plant cells.

Although A. tumefaciens-mediated gene transfer systems are effec-
tive in many species of plants, monocotyledonous plants (monocots), in-
cluding the world’s major cereal crops (rice, wheat, and corn), are not as 
readily transformed by A. tumefaciens. However, by refi ning and care-
fully controlling conditions, protocols have been devised for the transfor-
mation of corn and rice by A. tumefaciens carrying Ti plasmid vectors. 
Many of the early plant transformation experiments were conducted with 
limited-host-range strains of Agrobacterium. However, more recently, 
broad-host-range strains that infect most plants have been tested and 
found to be effective, so many of the plant species that previously ap-
peared to be refractory to transformation by A. tumefaciens can now be 
transformed. Thus, when setting out to transform a plant species for the 
fi rst time, it is necessary to determine which Agrobacterium strain and Ti 
plasmid are best suited to that particular plant. In addition, modifi cation 
of the plant tissue culture conditions by the inclusion of antioxidants, 
which prevent the buildup of reactive oxygen species that can cause tissue 
senescence, during the transformation of a number of plants (including 
grape, rice, corn, and soybean) has been found to increase the transforma-
tion frequencies of those plant cells.

A systematic examination of the conditions that are used in 
Agrobacterium-mediated plant transformation revealed that gaseous eth-
ylene, a plant stress hormone, signifi cantly decreased the transfer of genes 
to plant genomes. During plant transformation, ethylene is produced 
when Agrobacterium infects the plants. To remedy this, a bacterial gene 
encoding the enzyme 1-aminocyclopropane-1-carboxylate (ACC) deami-
nase was introduced into an A. tumefaciens strain and, when expressed, 
lowered plant ethylene levels by cleaving ACC, which is the immediate 
precursor of ethylene (Fig.  7.3A). This genetically modifi ed A. tume-
faciens strain was then utilized to introduce foreign DNA into plants. 
When melon cotyledon segments were genetically transformed using the 
A. tumefaciens strain expressing ACC deaminase, the transformation fre-
quency of the plants (as judged by the level of introduced marker enzyme 
activity) increased signifi cantly (Fig. 7.3B). More recently, another group 
of researchers found that an A. tumefaciens strain that had been geneti-
cally engineered to express the ACC deaminase gene was more effi cient at 
transforming commercial canola cultivars than the nonengineered strain. 
Thus, it is expected that the introduction of this ethylene-lowering gene 
will increase the transformation frequencies for a wide range of different 
plants.

ACC
1-aminocyclopropane-1-carboxylate
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Physical Transfer of Genes to Plants

When the diffi culties in transforming some plant species fi rst became ap-
parent, a number of procedures that could act as alternatives to trans-
formation by A. tumefaciens were developed (Table 7.4). Some of these 
methods require the removal of the plant cell wall to form protoplasts. 
Plant protoplasts can be maintained in culture as independently growing 
cells, or with a specifi c culture medium, new cell walls can be formed and 
whole plants can be regenerated. In addition, transformation methods 
have been developed that introduce cloned genes into a small number of 
cells of a plant tissue from which whole plants can be formed, thereby 
bypassing the need for regeneration from a protoplast. More than 100 
different plant species have been genetically transformed with these vari-
ous techniques.
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Figure 7.3  (A) Cleavage of ACC by bacterial ACC deaminase decreases the amount 
of ACC that can be converted into ethylene by plant ACC oxidase. (B) Improving the 
transformation of plants by A. tumefaciens by engineering the bacterium to produce 
the enzyme ACC deaminase lowers the amount of ethylene that forms following the 
interaction of the plant and bacterium. doi:10.1128/9781555818890.ch7.f7.3

Table 7.4  Methods of transforming plant cells

Method Comment

Ti plasmid The most commonly used method; highly effective; works 
better with some plants than with others

Microprojectile bombardment Works well with a wide range of plants and plant tissues; 
sometimes results in transient expression of introduced 
DNA; the second most common method of plant cell 
transformation

Viral vectors Used only to a limited extent

Direct gene transfer into plant 
protoplasts

Limited to plant cell protoplasts that can be regenerated 
into viable plants

Microinjection Limited usefulness; only one cell at a time is injected; 
requires a highly skilled individual

Electroporation Limited to plant cell protoplasts that can be regenerated 
into viable plants

Liposome fusion Limited to plant cell protoplasts that can be regenerated 
into viable plants
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The technique of microprojectile bombardment, sometimes called bi-

olistics, is the most important alternative to Ti plasmid DNA delivery sys-
tems for plants. Spherical gold or tungsten particles (approximately 0.4 to 
1.2 mm in diameter, or about the size of some bacterial cells) are coated 
with DNA that has been precipitated with CaCl2, spermidine, or poly-
ethylene glycol. The coated particles are accelerated to high speed (300 
to 600 m/s, or ∼1,100 to 2,200 km/h) with a special apparatus called a 
particle gun (or gene gun). This device employs high-pressure helium as 
the source of particle propulsion (Fig. 7.4). The microprojectiles can pen-
etrate plant cell walls and membranes; however, the particle density (that 
is, the number of particles per plant cell) used does not signifi cantly dam-
age the cells. The extent of particle penetration into the target plant cells 
may be controlled by varying the intensity of the explosive burst, altering 
the distance that the particles must travel before reaching the target cells, 
or using different-size particles.

Once inside a cell, some of the DNA is removed from the particles 
and, in some cells, integrates into the plant DNA. Sometimes, stable DNA 
that does not integrate into the plant genome may be expressed tran-
siently for periods of up to several months. Microprojectile bombard-
ment can be used to introduce foreign DNA into plant cell suspensions, 
callus cultures, meristematic tissues, immature embryos, protocorms, 
coleoptiles, and pollen in a very wide range of different plants, includ-
ing monocots and conifers, plants that are somewhat less susceptible 
to Agrobacterium-mediated DNA transfer. Furthermore, this method 
has also been used to deliver genes into chloroplasts and mitochondria, 
thereby opening up the possibility of introducing exogenous (foreign) 
genes into these organelles.

Typically, plasmid DNA dissolved in buffer is precipitated onto the 
surfaces of the microprojectiles. Using this procedure, it is possible to in-
crease the transformation frequency by increasing the amount of plasmid 
DNA; however, too much plasmid DNA can be inhibitory. It is estimated 
that approximately 10,000 cells are transformed per bombardment. With 
this technique, cells that appear to be transformed, based on the expres-
sion of a marker gene, often only transiently express the introduced DNA. 
Unless the DNA becomes incorporated into the genome of the plant, the 
foreign DNA will eventually be degraded.

The confi guration of the vector that is used for biolistic delivery of 
foreign genes to plants infl uences both the integration and expression 
of those genes. For example, transformation is more effi cient when lin-
ear rather than circular DNA is used. In addition, large plasmids (>10 
kb) may become fragmented during microprojectile bombardment and 
therefore produce lower levels of foreign-gene expression. However, large 
segments of DNA may be introduced into plants using yeast artifi cial 

chromosomes. Yeast artifi cial chromosomes up to 150 kb in total size 
have a good chance of being transferred to plant cells, and the transferred 
DNA can be stably integrated into the plant cell. Thus, the production of 
transgenic plants that contain several foreign genes is feasible; eventually, 
entire biosynthetic pathways may be introduced into plant cells.
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Figure 7.4  Schematic representation of 
a microprojectile bombardment appa-
ratus. When the helium pressure builds 
up to a certain point, the plastic rupture 
disk bursts, and the released gas acceler-
ates the fl ying disk with the DNA-coated 
gold particles on its lower side. The gold 
particles pass the stopping screen, which 
holds back the fl ying disk, and penetrate 
the cells of the sterile leaf (or other plant 
tissue).
 doi:10.1128/9781555818890.ch7.f7.4
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Chloroplast Engineering

Most higher plants have approximately 50 to 100 chloroplasts per leaf 
cell, and each chloroplast has about 10 to 100 copies of the chloroplast 
DNA genome (Fig. 7.5). Thus, while a single copy of a foreign gene in-
serted into plant chromosomal DNA is present in one copy per plant 
cell, a single copy of the same gene inserted into chloroplast DNA will be 
present in 500 to 10,000 copies per plant cell. The many copies of chlo-
roplast DNA in each plant cell means that much higher levels of foreign 
gene expression should be attainable when the introduced gene is present 
as a part of the chloroplast DNA. Researchers using this approach have 
reported that the target protein may be expressed to a level of 1 to 5% of 
the soluble plant protein. This is 10- to 100-fold higher than protein ex-
presssion levels that are typically obtained when foreign DNA is inserted 
into the plant genomic DNA.

While the vast majority of plant genes are found as part of the nuclear 
DNA, both the chloroplast and mitochondrion contain genes that encode 
a number of important and unique functions. Moreover, not all of the 
proteins that are present in these organelles are encoded by organellar 
DNA. For chloroplasts in particular, some proteins are encoded in the 
nuclear DNA, synthesized in the cell’s cytoplasm, and then imported into 
the chloroplast by a specialized transport mechanism. Accordingly, there 
are two ways that a specifi c foreign protein can be introduced into the 
chloroplast. In one approach, a fusion gene encoding the foreign protein 
and additional amino acids that direct the transport of the protein to the 
organelle can be inserted into the nuclear chromosomal DNA using the A. 
tumefaciens–Ti plasmid system and a plant selectable marker (Fig. 7.6A). 
After the recombinant protein is synthesized, it can be transported into 
the chloroplast by the chloroplast targeting/transit peptide. This peptide 
is removed upon insertion of the target protein through the chloroplast 
membrane. This approach does not necessarily result in very high levels of 
expression of the target protein.

In the other approach, the gene for the foreign protein can be inserted 
directly into the chloroplast DNA (Fig. 7.6B). In this case, foreign DNA is 
typically introduced into the chloroplast genome by microprojectile bom-
bardment of the genetic construct on a plasmid vector. The plasmid gen-
erally contains both the foreign DNA and a chloroplast selectable marker 
fl anked by specifi c chloroplast DNA sequences. Chloroplast selectable 
markers are designed to be expressed only within chloroplasts and within 
the cytoplasm. Homologous recombination is the normal mode of DNA 
integration into the chloroplast genome; in this case, integration is tar-
geted to a region of the DNA that does not encode proteins (an intergenic 
region).

The effi cient expression of foreign genes in the chloroplast requires 
not only the use of an appropriate (chloroplast-specifi c) promoter se-
quence but also the presence of the correct sequences in the 5′ and 3′ un-
translated regions of the mRNA. The promoter is fused at the DNA level 
with translational control sequences that function only within the chloro-
plast and not within the cytoplasm, followed by the gene of interest and a 
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Figure 7.5  Plant cells, showing multiple 
chloroplasts and double-stranded circu-
lar chloroplast DNA.
 doi:10.1128/9781555818890.ch7.f7.5
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3′ chloroplast untranslated region containing a stem-and-loop structure, 
which may act as a transcription termination signal (Fig. 7.6B). An addi-
tional advantage of inserting a target gene into the chloroplast genome is 
that since chloroplast transcription is prokaryotic-like, several genes may 
be introduced at the same time as part of a single operon.

Chloroplast DNA is inherited in a non-Mendelian fashion. In most 
angiosperm plants, it is maintained in egg cells but not sperm (pollen) 
cells and is therefore transmitted uniparentally by the female. Thus, pol-
len cannot transmit the contents of the chloroplast genome to the zygote. 
This has practical importance, since this trait can prevent the spread of 
foreign genes, localized in the chloroplast, through pollen to neighboring 
plants, thereby addressing one of the concerns of some critics of the ge-
netic engineering of plants.

Most chloroplast transformation protocols include selectable mark-
ers that confer resistance to antibiotics that inhibit protein synthesis on 
prokaryotic-type ribosomes. These antibiotics inhibit greening (chloro-
phyll production), the rate of proliferation, and shoot formation. How-
ever, plant cells with transformed chloroplasts that express the antibiotic 
resistance genes are readily identifi ed in the presence of (otherwise) in-
hibitory antibiotics by their greening, faster proliferation, and shoot for-
mation. Since only one, or at most a few, of the chloroplasts actually 
incorporates the foreign DNA, repeated rounds of growth on selective 
antibiotics are often required so that the chloroplast population becomes 
enriched and eventually dominated by the transformants. Eventually, all 
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Figure 7.6  (A) A foreign gene that is introduced on a Ti plasmid and hence inserted 
into the chromosomal DNA. The gene encodes a fusion protein that includes a chlo-
roplast (Cp) targeting/transit sequence that facilitates the localization of the foreign 
protein in the chloroplast. The Cp targeting/transit sequence is cleaved during trans-
port into the chloroplast. (B) Plasmid vector used for integrating a foreign gene and 
a marker gene directly into the chloroplast genome. Homologous recombination 
can occur between chloroplast DNA sequences on the vector and the chloroplast ge-
nome. The regulatory sequences controlling expression of the selectable marker genes 
are not shown. 5′ UTR and 3′ UTR, 5′ and 3′ untranslated regions, respectively. 
doi:10.1128/9781555818890.ch7.f7.6
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chloroplast genomes that do not carry the transgenic DNA with its se-
lectable marker gene are lost.

Chloroplasts belong to a group of plant organelles called plastids, 
which contain approximately 120 to 180 kb of circular double-stranded 
DNA bounded by a double membrane. Plastids include amyloplasts, 
which contain starch grains; chloroplasts, which contain chlorophyll; 
elaioplasts, which contain oil; and chromoplasts, which contain other 
pigments. While photosynthetic tissues, such as green leaves, contain 
chloroplasts, other tissues contain other types of plastids. For example, 
tomato fruit contains a large number of chromoplasts. Thus, in much the 
same way that foreign DNA may be expressed as a part of the chloroplast 
genome, it can also be targeted for expression in the chromoplast.

Researchers can transform tomato plastids and obtain high-level ex-
pression of foreign proteins both in green leaves and in tomato fruit. One 
of the advantages of this system is that transgenic tomatoes expressing 
high levels of certain foreign proteins (which are normally found as part 
of an animal or human pathogen) may be used as edible vaccines.

Transient Gene Expression

The development of transgenic plants that can act as factories for the 
production of large amounts of therapeutic proteins is a time-consuming, 
expensive, and ineffi cient process. Nevertheless, it is possible to achieve 
high yields of recombinant proteins in plants. Unfortunately, all of the 
strategies currently available have some limitations. For example, high 
expression has been reported for nuclear transgenes in seeds; however, 
because the amount of seed harvested per hectare is much lower than 
the green biomass harvest (i.e., only a small percentage), the yield of the 
recombinant protein per hectare is relatively low. Similarly, recombinant 
proteins can be expressed in high yield in chloroplasts; however, proteins 
synthesized in chloroplasts are not glycosylated, a situation that is prob-
lematic for many therapeutic proteins.

To get around the above-mentioned constraints to the high-level 
expression of foreign proteins in plants, it is possible to transiently ex-
press foreign genes in plants in large quantities. Foreign genes that are 
transiently expressed in plants do not integrate into the plant nuclear or 
chloroplast DNA. Rather, they exist stably for a limited period (often 
weeks to months) in the plant cell cytoplasm, typically under the control 
of strong foreign regulatory signals such as those found in plant viruses. 
In this way, the protein may be produced rapidly (transgenic plants do 
not need to be selected or propagated) and in high yield. Since the foreign 
gene is not incorporated into the plant genome, it is not inherited. With 
“fi rst-generation viral vectors,” the virus expressed all of its own genes 
in addition to the target gene, which was spliced into its genome, either 
under the control of a strong viral promoter or fused to a gene encoding 
the viral coat protein, which is highly expressed and is present on the 
surface of assembled viruses. The foreign gene may be delivered to plant 
cells either using infectious (naked) nucleic acid versions of the vector 
that are not assembled into a whole virus or as mature viral particles. 
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When mature viral particles are used, the entire process can be performed 
on a large scale by spraying plants in the fi eld with a mixture of viral 
particles and an abrasive compound such as Carborundum. Depending 
on how effi ciently the vector can move through the plant, it may take 
about 2 to 3 weeks for most of the tissues of the transformed plants to 
become infected. This approach has been somewhat successful in that 
there are numerous reports of the expression of various therapeutic pro-
teins as fusions to viral coat proteins. In addition, after purifi cation from 
plants and injection into animals, potentially therapeutic proteins have 
been found to be immunogenic and in some instances to demonstrate 
some level of protection against pathogenic agents in animal models. Un-
fortunately, only small epitopes (i.e., fewer than 25 amino acids) have 
been successfully expressed as coat protein fusions. This is probably be-
cause larger epitopes can prevent the viral particle from assembling. To 
overcome this limitation, scientists constructed “second-generation viral 
vectors.” In this approach, the recombinant viral DNA is delivered to the 
plant by A. tumefaciens infection. The viral genome is modifi ed so that 
only the viral elements required for effi cient expression of the target gene 
are maintained (Fig. 7.7). Since the modifi ed virus is delivered to the plant 
by A. tumefaciens, viral genes responsible for infectivity, amplifi cation/
replication, cell-to-cell movement, assembly of viral particles, shutoff of 
the synthesis of plant cell components, and systemic spread of the virus 
are dispensable and therefore removed. In addition, by selectively modi-
fying the vector, e.g., (i) introducing silent mutations to remove putative 
cryptic splice sites (mutations that do not alter the encoded amino acid), 
(ii) changing the codon usage, and (iii) adding multiple plant introns, it 
has been possible to construct more effi cient viral delivery systems. The 
plant introns are thought to make the viral RNA more plant mRNA-like 
and therefore more effi ciently transcribed, processed, and translated. With 
the improved vectors there is typically one successful infection event per 
10 to 20 copies of A. tumefaciens that are introduced by vacuum infi l-
tration, a process in which the aerial part of the plant is immersed in an 
A. tumefaciens suspension and a weak vacuum is then applied for 10 
to 30 s. Vacuum infi ltration replaces the viral functions of infection and 
systemic movement. Amplifi cation of the viral genome within a plant cell 
and movement from one plant cell to another are performed by the viral 
proteins (i.e., replicase and movement protein) that make up the modifi ed 
viral replicon. Starting with vacuum infi ltration, the entire process takes 4 

Plant
promoter RBLB Replicase Movement protein Target protein

Figure 7.7  Second-generation transient-expression vector system. Shown is T-DNA 
carrying viral genes for replicase and movement protein as well as a target protein 
gene. The viral replicase is an RNA-dependent RNA polymerase. The movement pro-
tein facilitates movement from one plant cell to another. The arrow indicates the di-
rection of transcription. The heavy vertical lines within genes represent introduced 
introns. In addition to the genes shown, between the left (LB) and the right (RB) 
borders there is a plant selectable marker gene. doi:10.1128/9781555818890.ch7.f7.7
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to 10 days before recombinant protein can be isolated from plant leaves. 
Moreover, it is effective with a range of different plants. It is estimated 
that in a 1-hectare growth facility, this system may be able to produce up 
to 400 kg of recombinant protein per year. This system does not require a 
large amount of land, and therefore, growth of transformed plants could 
be limited to a contained greenhouse facility.

It was demonstrated by one group of workers that with a transient-
expression system, it was possible to dip a head of lettuce, obtained from 
a grocery store, into an A. tumefaciens cell suspension, vacuum infi ltrate 
the bacterium (carrying the engineered viral DNA), and within about 1 
week’s time obtain around 20 to 100 mg of functional target protein per 
kilogram of fresh lettuce leaf tissue (Fig.  7.8). With this system, plant 
growth facilities are not required; the system is very effi cient and inex-
pensive and is easily scaled up. This transient-expression system, based 
on expression from viral RNA replicons delivered into plant cells by A. 
tumefaciens, allows production of recombinant proteins at yields up to 
5 g per kg of fresh leaf biomass. Such high yields are possible because 
plant biomass accumulation takes place prior to infection. Notwithstand-
ing the high yields of foreign protein that can be obtained, this approach 
requires special equipment for vacuum infi ltration and may be expensive 
to perform on a large scale. In addition, containment of the genetically en-
gineered agrobacteria producing modifi ed viral replicons that are used for 

Lettuce A. tumefaciens
carrying target gene

Target gene on Ti plasmid vector

Vacuum infiltration
Isolate target protein
after several weeks

Target 
therapeutic protein

RBLB

Figure 7.8  Transformation of a head of lettuce with T-DNA carrying viral DNA and 
a specifi c target gene using a strain of A. tumefaciens carrying a specifi c target gene. 
Following incubation and vacuum infi ltration, the target protein may be harvested 
from the transiently tranformed lettuce within one to several weeks’ time. LB and RB, 
left and right borders, respectively. doi:10.1128/9781555818890.ch7.f7.8
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transfection may also be a problem. To avoid these problems, research-
ers have developed an ethanol-inducible system that provides effi cient 
release of viral RNA replicons from proreplicons contained in a stably 
transformed cassette (Fig. 7.9). The cassette carrying the viral vector has 
two components, the viral replicon and a gene encoding the movement 
protein, and each of these components has been placed separately un-
der the transcriptional control of an ethanol-inducible promoter. In this 
system, the viral replicon is under the control of the alcohol dehydroge-
nase (alc) promoter from the fungus Aspergillus nidulans. This promoter 
is activated only when it is bound by the AlcR transcriptional activator, 
encoded on a separate construct, in the presence of ethanol. In practice, 
to activate the production of a target protein, transgenic plants carrying 
the two constructs shown in Fig. 7.9 are sprayed twice a day for around 
5 days with a solution of 4% ethanol. Alternatively, expression of the 
target gene was strongly induced when the roots were soaked and then 
sprayed once with 4% ethanol. Ethanol was chosen as the inducer in this 
system because it is relatively inexpensive and is nontoxic and because the 
system exhibits a very low background level of expression in the absence 
of the inducer. This system should be readily amenable to scale-up. What 
remains is to determine whether this system is as effective and reliable in 
practice as it seems.

Molecular Pharming

Therapeutic Agents

Given the signifi cant fi nancial advantages of producing therapeutic agents 
in plants, this approach is likely to replace, wherever possible, other more 
expensive and labor-intensive expression systems over the next 10 to 20 
years. Facilitating the move toward greater use of plants to produce for-
eign proteins is the promise of very high expression levels following the 

B
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NPT II 35S TTalcR LBRB

NPT II Ω TTTarget proteinP TTReplicaseP TTMovement protein LBRB

Figure 7.9  (A) Second-generation transient-expression vector system requiring the ad-
dition of ethanol for activation. The construct contains left (LB) and right (RB) T-DNA 
border sequences; a neomycin phosphotransferase gene (NPT II), whose promoter and 
transcription termination regions are not shown, that acts as a plant selectable marker; 
movement and replicase genes, each under the transcriptional control of an alc pro-
moter (P) and transcription termination sequences (TT); and the target gene preceded 
by a sequence that enhances translation (Ω). (B) T-DNA encoding the alcR gene under 
the control of the constitutive 35S promoter. doi:10.1128/9781555818890.ch7.f7.9
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use of either transient-expression systems or the expression of foreign 
genes in the chloroplast. With this is in mind, it is worth examining in 
some detail how one group of researchers was able to obtain an excep-
tionally high level of synthesis of a therapeutic protein in transgenic to-
bacco plants.

The target protein for experiments to optimize the expression of ther-
apeutic proteins in plants was a bacteriophage lytic protein that acts as 
an antibiotic against pathogenic bacteria (group A and group B strepto-
cocci). The PlyGBS lysin gene was isolated from a bacteriophage that in-
fects Streptococcus agalactiae, a group B streptococcus. Infections caused 
by group A and B streptococci are the leading causes of neonatal sepsis 
and meningitis, and as persistent colonizers of the human genital and 
gastrointestinal tracts, pathogenic group B streptococci can sometimes be 
transmitted to a fetus during pregnancy. The PlyGBS lysin kills all known 
group B streptococcus strains and reduces colonization by these bacteria 
in both the vagina and the oropharynx (the part of the pharynx between 
the soft palate and the upper edge of the epiglottis). PlyGBS is also active 
against group A streptococci such as Streptococcus pyogenes, a human 
pathogen that colonizes the skin and the mucous membranes of the upper 
respiratory tract, causing a variety of different infections.

To maximize the expression of the PlyGBS lysin in transgenic plants, 
several high-expression strategies were combined (Fig.  7.10). Follow-
ing purifi cation of the bacteriophage, the plyGBS gene was isolated and 
its sequence was determined. To ensure that a high level of the PlyGBS 
lysin could be produced in chloroplasts, the plyGBS gene was completely 
resynthesized so that its codon usage corresponded to the codon usage 
found in the AT-rich tobacco chloroplast genome. The synthetic gene was 
then fused to the strongest known expression signal in chloroplasts, i.e., 
the constitutive rRNA operon promoter; the promoter was followed by 
the gene 10 leader RNA from phage T7 (a strong ribosome-binding site). 
Next, the plyGBS gene expression cassette was inserted into a chloro-
plast transformation vector between chloroplast DNA sequences to tar-
get the transgene to the intergenic spacer between the trnfM and trnG 
genes by homologous recombination. Chloroplasts were transformed by 
microprojectile bombardment of tobacco leaves followed by selection 
on spectinomycin-containing plant regeneration medium. A spectinomy-
cin resistance gene was used as the chloroplast selectable marker gene 
(Fig. 7.10).

Not surprisingly, transgenic tobacco plants expressing the plyGBS 
gene cassette were somewhat debilitated in their growth compared to 
wild-type tobacco plants. This is a refl ection of the enormous metabolic 
load imposed on these plants by the overproduction of the lysin protein. 
Notwithstanding the slower growth, the plants developed normally and 
produced viable seeds. When this technology is commercialized, these 
transgenic plants will likely be confi ned to a greenhouse environment to 
avoid release of lysin into the environment that might lead to the develop-
ment of lysin-resistant bacteria.

It has been suggested that for bacteriophage lysins to be effective at 
killing their hosts, the lysins must be highly resistant to degradation by 
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Sterile leafFigure 7.10  Strategy for the overproduction of a bacterio-
phage lysin protein in transgenic tobacco plants. Following 
its isolation, the native bacteriophage lysin gene was resyn-
thesized to better refl ect the codon usage in tobacco chloro-
plasts. The promoter was from chloroplast rRNA genes, while 
the leader sequence was a strong ribosomal binding site from 
bacteriophage T7. The chloroplast selectable marker gene en-
coded resistance to the antibiotic spectinomycin. The chloro-
plast DNA sequences on the plasmid vector ensured insertion 
by homologous recombination into a chloroplast intergenic 
region. The construct was used to transform tobacco using mi-
croprojectile bombardment.
 doi:10.1128/9781555818890.ch7.f7.10



 Genetic Engineering of Plants 411

bacterial proteases. Thus, at least in part, the extraordinary stability of the 
lysin protein facilitates its stable accumulation in chloroplasts. Since most 
other proteins are not as stable as the PlyGBS lysin, it may be diffi cult to 
express other foreign proteins in chloroplasts to the extent observed for 
the PlyGBS lysin. Nevertheless, the strategy of (i) optimizing the codon 
usage of the foreign gene, (ii) fusing the foreign gene to the rRNA operon 
promoter and the T7 gene 10 leader peptide, and (iii) expressing the con-
struct in plant chloroplasts should provide an effective means of obtain-
ing relatively high levels of many different therapeutic proteins.

Antibodies

It has been estimated that it costs approximately $5,000 per gram to 
produce antibodies in animal (hybridoma) cells in culture, $1,000 per 
gram to produce antibodies in transgenic bacteria, and $10 to $100 
per gram to produce antibodies in transgenic plants. However, since 
most harvested plant tissues cannot usually be stored for long periods, 
foreign proteins have sometimes been produced in seeds, where they are 
stable for long periods under ambient conditions and where they exist 
in a more concentrated form, thereby facilitating their purifi cation. To 
date, a large number of antibodies, including immunoglobulin G (IgG), 
IgM, single-chain Fv fragments, and Fab fragments, have been produced 
in plants (Table 7.2). Some of these plant-produced antibodies (some-
times called plantibodies) have been purifi ed and used in the laboratory 
for diagnostic and therapeutic purposes, and others have been used to 
protect the plant against certain pathogenic agents, such as viruses. In 
a small number of instances, plant-produced antibodies are being tested 
in clinical trials to determine whether they are essentially equivalent to 
antibodies produced in other host cells.

Proper protein glycosylation of therapeutic proteins, including anti-
bodies, is important because it contributes to protein conformation by 
infl uencing protein folding; can target a protein to a particular location, 
for example, through interaction with a specifi c receptor molecule; or 
can increase protein stability by protecting the protein from proteases. In 
mammals, both the heavy and light antibody chains are synthesized with 
a peptide signal, which targets the nascent proteins to the endoplasmic 
reticulum lumen, where the antibody is assembled. Then, glycosylation 
takes place in the endoplasmic reticulum and the Golgi apparatus by spe-
cifi c enzymes, known as glycosylases and glycosyltransferases, before the 
antibody is secreted. Plant and animal glycosylations are similar in the 
early steps but differ in the later steps. However, recently plants have been 
genetically engineered to glycosylate proteins in a manner that mimics the 
typical animal glycosylation pattern and so prevent potential side effects 
and rapid clearance from the bloodstream of plant-made pharmaceuticals.

The effective industrial-scale production of antibodies synthesized by 
plants has until recently been hampered by a very low yield, typically in the 
range of 1 to 10 mg/g of fresh plant tissue. Moreover, with conventional 
transgenic plant technology, it is estimated that it takes about 2 years 
from the beginning of the cloning process to produce gram quantities of 

IgG
immunoglobulin G
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antibody. The use of transient-expression systems (discussed above) can 
signifi cantly speed up this process, but it is still problematic to coordi-
nate the synthesis and assembly of the two different polypeptides that 
are integral components of antibody molecules. These systems generally 
produce only very low levels of active antibody. Recently, an alternative 
transient-expression system has been developed. This expression system 
involves coinfection of plant cells with two separate plant virus vectors, 
one based on tobacco mosaic virus and the other on potato virus X, so 
that the two vectors do not compete with one another but, rather, can co-
exist within the same cell. The two vectors can replicate within the plant 
at the same time, with each vector expressing a different antibody chain; 
i.e., one expresses the light chain, and the other expresses the heavy chain 
(Fig. 7.11). This system has been used to increase the amount of IgG an-
tibody that is typically synthesized by a plant transient-expression system 
about 100-fold, so that it is possible to produce up to 0.5 mg of assembled 
IgG antibody per gram of fresh leaf biomass. At this high level of expres-
sion, it should be possible to grow transgenic plants that produce specifi c 
IgG molecules in small areas indoors in controlled greenhouses, thereby 
avoiding environmental concerns regarding the inadvertent environmen-
tal “escape” of genes from antibody-producing plants. Interestingly, the 
potential value of this technology provided the incentive for the sale of the 
company by which it was originally developed to a larger company that 
hopes to open a clinical-grade manufacturing plant with the objective of 
beginning clinical trials of the antibodies produced.

Edible Vaccines

Despite the fact that vaccines were developed some time ago for a number 
of previously devastating childhood diseases, it is estimated that world-
wide approximately 20% of infants are left unimmunized, resulting in 
around two million unnecessary deaths per year. This situation is a result 
of the fact that in many countries, either the vaccine itself is too expensive 
to be used on a large scale or there is a lack of physical infrastructure (e.g., 
roads and refrigeration) that makes it not readily feasible to disseminate 
the vaccine. For example, the worldwide cost of keeping current vaccines 

PVX replicase PVX MP Heavy chain

TMV replicase TMV MP Light chain

Figure 7.11  Schematic representation of a portion of the viral vectors used to produce 
full-size IgG antibodies in plants. In each case, the viral replicase and movement pro-
tein (MP) are cloned together with the gene (cDNA) for either a light chain or a heavy 
chain. The expression of each antibody gene is controlled by a promoter, a signal 
peptide (to ensure secretion), and a transcription termination region from the appro-
priate virus, none of which are shown. The viruses used included tobacco mosaic virus 
(TMV) and potato virus X (PVX). In both cases, the viruses were unable to replicate 
because of the absence of the viral coat protein. Recombinant viruses were introduced 
into plants as part of the T-DNA that is transferred during A. tumefaciens infection. 
doi:10.1128/9781555818890.ch7.f7.11
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refrigerated is estimated to be about $200 million to $300 million per 
year. Commercial vaccines are expensive to produce and package and 
require trained personnel to administer injections. Moreover, for some 
infectious diseases, immunizations either do not exist or are unreliable or 
very expensive.

The majority of animal pathogens initiate disease following interac-
tion with the mucosal surfaces lining the digestive, respiratory, or genital 
tract, and the primary defense of these tissues is the mucosal immune 
system. However, the vast majority of existing vaccines are adminis-
tered by subcutaneous injection, so they generate effective antibody- and 
cell-mediated responses in the systemic compartment but not in mucosal 
sites. On the other hand, mucosal vaccines may be administered either 
orally or nasally and are effective in inducing antigen-specifi c immune 
responses in both the systemic and mucosal compartments. Thus, mu-
cosal vaccination may be a good strategy for combating infectious dis-
eases caused by these pathogens.

A mucosal immune response is triggered by an ingested antigen, 
which may be expressed as part of a plant. The plant cell wall protects 
the antigenic protein from destruction by gastric secretions, and when it 
reaches the intestine, the plant material is degraded, releasing the antigen. 
The antigen binds to and is taken up by M cells present in the lining of the 
intestine and then passed to other cells in the immune system, including 
macrophages and B cells (Fig. 7.12). The macrophages display portions of 
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Figure 7.12  Schematic representation of how an edible vaccine generates an immune 
response against an antigen from an infectious agent.
 doi:10.1128/9781555818890.ch7.f7.12
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the antigen to the T helper cells, which, in turn, respond by secreting small 
molecules that activate B cells to synthesize and release antibodies that 
can neutralize the antigen. Interestingly, both the Bill and Melinda Gates 
Foundation and the U.S. National Institutes of Health (in an effort to de-
velop more effi cacious vaccines) have proposed that mucosal vaccines be 
a focus of most future vaccine development.

An edible vaccine, in contrast to traditional vaccines, would not re-
quire elaborate production facilities, purifi cation, sterilization, or pack-
aging or specialized delivery systems. Moreover, unlike many currently 
utilized recombinant protein expression systems, plants glycosylate pro-
teins, a factor that may contribute to the immunogenicity and stability 
of a target protein. Much of the work on edible vaccines that has been 
reported so far utilizes potatoes as the delivery vehicle. Potatoes were 
originally chosen for this work because they were easy to manipulate ge-
netically. However, potatoes are extremely unlikely to be a vaccine de-
livery plant; they require cooking to make them palatable, and cooking 
destroys (inactivates) most protein antigens. Other plants that are being 
considered for the delivery of edible vaccines include bananas (although 
banana trees require several years to mature), tomatoes (although toma-
toes spoil readily), lettuce, carrots, peanuts, rice, and corn (mainly for 
“vaccinating” animals). In particular, a rice-based oral vaccine is stable 
at room temperature for up to several years and is also protected from 
digestive enzymes. To avoid having to cook the rice and likely denature 
the antigenic protein, the transgenic rice is ground into a fi ne powder that 
is dissolved or suspended in water and is then easily ingested.

Cholera is an infectious diarrheal disease caused by the bacterial 
toxin produced by Vibrio cholerae. Globally, there are more than 5 mil-
lion cases and 200,000 deaths from cholera each year. V. cholerae colo-
nizes the small intestine and secretes large amounts of a hexameric toxin, 
which is the actual pathogenic agent. This multimeric protein consists of 
one A subunit, which has ADP-ribosylation activity and stimulates ade-
nylate cyclase, and fi ve identical B subunits that bind specifi cally to an 
intestinal mucosal cell receptor (Fig. 7.13A). The A subunit has two func-
tional domains: the A1 peptide, which contains the toxic activity, and the 
A2 peptide, which joins the A subunit to the B subunits.

Traditional cholera vaccines, in common use for many years, con-
sisted of phenol-killed V. cholerae. This vaccine generated only moderate 
protection, generally lasting from about 3 to 6 months. More recently, 
an oral vaccine (Dukoral) consisting of heat-inactivated V. cholerae In-
aba classic strain, heat-inactivated V. cholerae Ogawa classic strain, 
formalin-inactivated V. cholerae Inaba El Tor strain, formalin-inactivated 
V. cholerae Ogawa classic strain, and a recombinant cholera toxin B sub-
unit has come into use. The vaccine is taken orally (two doses 1 week 
apart), and it is claimed that an additional booster immunization is not 
required for about 2 years.

Having demonstrated the effi cacy of an oral vaccine against chol-
era, researchers turned their attention to the development of an edible 
vaccine against this disease. To do this, potato plants were transformed 
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Figure 7.13  Schematic representation of 
cholera toxin (A) and an engineered chol-
era vaccine (B). In the engineered vaccine, 
the cholera toxin B subunit is synthesized 
as a fusion protein with the rotavirus 
peptide, and the cholera toxin A2 sub-
unit is fused to the enterotoxigenic E. coli 
fi mbrial colonization factor. The cholera 
toxin B and A2 peptides are noncova-
lently attached to one another. Both fu-
sion proteins are expressed in transgenic 
potatoes and combine spontaneously 
to form a cholera toxin-like protein, as 
shown.
 doi:10.1128/9781555818890.ch7.f7.13
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using A. tumefaciens to transfer the cholera toxin subunit B gene in the 
T-DNA into potato genomic DNA for expression. One gram of trans-
genic potato produced approximately 30 mg of subunit B protein. After 
the transgenic potatoes were cooked in boiling water until they were 
soft enough to be edible by humans, approximately 50% of the sub-
unit B protein remained undenatured. The cooked potatoes were fed 
to mice once a week for 4 weeks before the mice were tested for the 
presence of antibodies against the subunit B protein and for resistance 
to V. cholerae-caused diarrhea. These tests indicated that the mice had 
acquired a signifi cant level of protection against V. cholerae. Moreover, 
although mucosal antibody titers declined gradually after the last immu-
nization, they were rapidly restored after an oral boost (an additional 
feeding) of transgenic potato.

To increase the immunogenicity of the cholera vaccine, the cholera 
toxin subunit B and A2 genes were each fused to genes encoding anti-
genic proteins and then used to generate transgenic potato plants. To 
create these two fusion proteins, a 22-amino-acid epitope from murine 
(mouse) rotavirus enterotoxin NSP4 was fused to the C-terminal end 
of the cholera toxin subunit B protein, and the enterotoxigenic E. coli 
fi mbrial colonization factor CFA/I was fused to the N-terminal end of 
the cholera toxin subunit A2 protein (Fig.  7.13B). Normally, the A2 
peptide links the A1 peptide, which has the toxic activity, with the sub-
unit B peptide, which has the binding activity. Transgenic potatoes that 
expressed both of the fusion proteins were fed to mice, which generated 
antibodies against cholera toxin subunit B protein, murine rotavirus en-
terotoxin NSP4, and E. coli fi mbrial colonization factor CFA/I and were 
protected against diarrhea caused by rotavirus, cholera, and enterotox-
igenic E. coli.

More recently, the cholera toxin subunit B protein has been ex-
pressed in banana and rice. To express the cholera toxin B subunit in 
rice plants, fi rst the B subunit gene was completely resynthesized using 
codons that are optimized for expression in plants. This gene was intro-
duced into rice plants using a binary vector of the Ti plasmid of A. tume-
faciens (Fig. 7.14). The construct included the codon-optimized cholera 
toxin B subunit gene under the control of the rice seed storage glutelin 
2.3-kb GluB-1 promoter and signal sequence to facilitate secretion. In 
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sequenceP TTKDELCholera toxin B subunit RBLB

Figure 7.14  Construct used to express the cholera toxin B subunit in rice seeds. 
The left (LB) and right (RB) borders of the T-DNA construct are indicated; the pro-
moter and transcription termination region of the marker gene are not shown. For 
the expression of the cholera toxin B subunit, the promoter (P), the signal sequence, 
and the transcription termination region (TT) are all from the rice seed storage 
protein gene glutelin GluB-1; the KDEL region is a signal that retains the protein 
on the endoplasmic reticulum. The arrow indicates the direction of transcription. 
doi:10.1128/9781555818890.ch7.f7.14
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addition, a DNA sequence encoding the KDEL signal was located at the 
3′ end of the cholera toxin B subunit gene. The KDEL sequence (lysine, 
aspartic acid, glutamic acid, and leucine) is expressed as part of the pro-
tein and targets the cholera toxin subunit to the endoplasmic reticulum, 
where the protein is glycosylated. The KDEL sequence is also thought 
to increase the expression level of some proteins in plants. The glutelin 
2.3-kb GluB-1 transcription termination sequence is also included to 
the 3′ end of the cholera toxin B subunit gene. When this construct 
was introduced into two different rice cell varieties, expression levels as 
high as 30 μg per seed (or ∼2.1% of the seed protein) were observed. 
Moreover, mice that were fed a suspension of ground rice powder in 
water were protected against cholera after ingesting approximately 50 
mg of rice powder containing around 75 μg of cholera toxin B subunit 
protein. It is expected that this type of edible vaccine may become the 
prototype for a large number of similar edible vaccines. However, it is 
fi rst necessary for this vaccine to undergo successful clinical trials in 
humans.

It has been estimated that Shiga toxin-producing strains of E. coli cause 
approximately 100,000 cases of hemorrhagic colitis (an acute disease char-
acterized by overtly bloody diarrhea) a year. About 6% of those infections 
produce severe complications, including kidney failure. The overall struc-
ture of the Shiga toxin is similar to that of cholera toxin in that it con-
tains one A subunit, which encodes the toxin activity (that after entry into 
the cytosol inhibits protein synthesis), per fi ve B subunits, which act (to-
gether) to bind to animal cell surface receptors. To develop an oral vaccine 
against type 2 Shiga toxin (type 2 is responsible for the most severe Shiga 
toxin-caused disease in humans), the genes for a genetically inactivated ver-
sion of the Shiga toxin A and B peptides were both cloned and expressed 
in tobacco plant cells (Fig. 7.15). To test the ability of transformed tobacco 
plants that synthesized the modifi ed Shiga toxin to protect mice against 
the toxin, scientists infected mice with Shiga toxin-producing strains of E. 
coli. Before the introduction of the Shiga toxin-producing bacteria, some 
of the mice were fed leaves from transgenic tobacco plants expressing the 
inactivated Shiga toxin once a week for 4 weeks, while other mice were left 
untreated. One week after the introduction of the toxic E. coli strain, all of 
the mice that were not fed the antigen-producing tobacco had died. In con-
trast, 2 weeks after treatment with the toxic E. coli strain, all of the orally 
vaccinated mice were still alive. This experiment serves as a proof of the 
concept that oral administration of the inactivated Shiga toxin is a highly 
effective means of protecting animals against Shiga toxin-producing E. coli. 
Of course, for a human oral vaccine, a more suitable host plant, such as 
tomato, rice, or banana, would be desirable.

To express proteins in plants that can be used to prime the immune 
system as part of an edible vaccine, the fi rst option is to translate the pro-
tein in the cell cytoplasm. However, this often results in low expression 
levels or can cause stunted growth of the resulting plants. In the second 
option, the gene encoding the foreign antigen may be introduced into 
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Figure 7.15  Schematic representation of Shiga toxin A and B subunits encoded in 
a bacterial operon (stxA and stxB genes, respectively) under the control of a single 
promoter and transcription terminator. The bacterium produces fi ve copies of the B 
subunit protein for each copy of the A subunit protein. Following the isolation of 
these two genes, it was necessary to modify them (shown as diagonal lines). First, 
the A subunit was inactivated, and then nucleotides sequences on both genes that 
might adversely affect the transcription of these bacterial genes in plant cells were 
eliminated. The modifi ed genes were inserted between the left and right borders (LB 
and RB) of the T-DNA of a binary Ti plasmid-based vector, each under the control of 
a separate constitutive caulifl ower mosaic virus 35S promoter. The T-DNA construct 
also contained a gene encoding kanamycin resistance in plants under the control of its 
own promoter. The transcription terminator sequences of the three genes contained 
within the T-DNA are not shown for the sake of simplicity. The fi nal construct was 
used to transform tobacco plants. doi:10.1128/9781555818890.ch7.f7.15

the genome of the chloroplast. Chloroplast transformation is an attrac-
tive alternative to nuclear transformation because it produces relatively 
high transgene expression. In the third option, in those instances where 
posttranslational modifi cation is required, the protein of interest is tar-
geted to the endoplasmic reticulum, where it will be N glycosylated. The 
protein of interest can be retained in the endoplasmic reticulum by using 
a KDEL sequence or allowed to move through the Golgi apparatus and 
secretory pathway, where N-glycan modifi cations occur. In the fourth 
option, it is possible to transiently express many proteins at high levels 
in plants; it is likely that this approach will be utilized to a much greater 
extent in the future.
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review questions

1.  Why is the Ti plasmid from A. tumefaciens well suited for 
developing a vector to transfer foreign genes into plant chro-
mosomal DNA?

2.  How do (i) binary and (ii) cointegrate Ti plasmid-based 
vector systems for plant transformation differ from one 
another?

3.  How are plants transformed by microprojectile bombard-
ment?

4.  How is foreign DNA targeted for integration into chloro-
plast DNA?

5.  How can foreign proteins be transiently expressed in 
plants? What is the advantage of doing this?

6.  How can transient expression of foreign genes in plants be 
optimized to produce a very high level of the target protein?

7.  What is the advantage of introducing foreign genes into 
chloroplast rather than nuclear DNA?

8.  How would you ensure that a foreign gene that has been 
inserted into the chloroplast is expressed at a high level?

9.  Briefl y describe a vector system that may be used to en-
gineer plants to produce large amounts of full-size IgG 
molecules.

summary

Strains of the soil bacterium A. tumefaciens can genetically 
engineer plants naturally. In this system, after responding 
to chemical signals from a surface wound, A. tumefaciens 
makes contact with an exposed plant cell membrane. A series 
of steps then occurs that results in the transfer of a segment 
(T-DNA) of a Ti plasmid from the bacterium into the nucleus 
of the plant cell. The T-DNA region becomes integrated into 
the plant genome, and subsequently, the genes on the T-DNA 
region are expressed.

The A. tumefaciens–Ti plasmid system has been modifi ed for 
use as a mechanism of delivery of cloned genes into some 
plant cells. In these vector systems, the phytohormone and 
opine metabolism genes have been removed from the T-DNA 
region, and the modifi ed T-DNA sequence has been cloned 
into a plasmid that can exist stably in E. coli, for genetic ma-
nipulation. A cloned gene that is inserted into this T-DNA re-
gion is part of the DNA that is transferred into the nucleus of 
a recipient plant cell. To achieve this transfer, A. tumefaciens 
is used as a delivery system. In one system, the shuttle vector 
with the T-DNA-cloned gene segment is introduced into an 
A. tumefaciens strain that carries another, compatible plas-
mid with genes (vir genes) that are essential for transferring 
the T-DNA region into a plant cell. In addition to this binary 
vector system, a cointegrate system has been designed so 
that after the introduction of the shuttle vector carrying the 
target gene into A. tumefaciens, it recombines with the vir 
gene-containing, disarmed Ti plasmid, yielding a single plas-
mid that has both vir gene functions and the T-DNA-cloned 
gene segment. Since the A. tumefaciens T-DNA system is not 
effective with all plants, microprojectile bombardment (bi-
olistics) has been an effective procedure for delivering DNA 

to a wider range of plant cells. This transferred DNA can be 
stably integrated into the genome of the plant cells, and it is 
also possible to target genes to the chloroplast DNA, where, 
as a consequence of the many chloroplasts per cell and the 
many copies of chloroplast DNA per chloroplast, it is possi-
ble to obtain much higher levels of foreign gene expression 
than would be otherwise possible.

To rapidly and easily obtain high-level transient expression 
of foreign proteins in plants, plant virally derived vectors 
may be delivered to the plant by A. tumefaciens. From the 
whole virus, only the viral elements required for effi cient ex-
pression of the target gene are maintained. In addition, by 
modifying the vector to introduce silent mutations to remove 
cryptic splice sites, changing the codon usage, and adding 
plant introns, it has been possible to construct more effi cient 
viral delivery systems.

Using a variety of production strategies, a large number of 
therapeutic agents, including both antibodies and antibody 
fragments, have been produced in transgenic plants. A num-
ber of these proteins are currently in clinical trials.

Since the majority of animal pathogens initiate disease fol-
lowing interaction with the mucosal surfaces lining the diges-
tive, respiratory, or genital tract, and the primary defense of 
these tissues is the mucosal immune system, a logical method 
of delivering vaccines is the construction of edible vaccines. 
Thus, a number of vaccine antigens have been cloned and 
expressed in transgenic plants and are currently being tested 
both in the lab and in clinical trials for effi cacy. To date, a 
number of these edible vaccines have been found to be effec-
tive in inducing both systemic and mucosal antigen-specifi c 
immune responses.
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12.  Describe a strategy for developing a plant vaccine against 
type 2 Shiga toxin.

13.  Briefl y discuss the advantages and disadvantages of using 
different plants as the basis for an edible vaccine against a 
human disease.

review questions (continued)

10.  Why are plants an attractive host system, compared to 
bacteria and animal cells in culture, for the production of hu-
man therapeutic proteins?

11.  Briefl y describe how an edible vaccine against cholera 
might work.
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A major goal of a diagnostic test  is to determine the presence of 
a disease as early as possible before it has signifi cantly progressed, 
which limits treatment effi cacy. Diagnostic tests are also used to 

predict susceptibility to a disease or the response to a treatment, to deter-
mine disease prognosis (progress and outcome), and to monitor treatment 
effi ciency. A diagnostic test must have high specifi city for the target mol-
ecule or pathogen (i.e., few false-positive results), have high sensitivity to 
detect low levels of the target (i.e., few false-negative results), and be suf-
fi ciently rapid and inexpensive for routine, and possibly high-throughput, 
analysis. Noninvasive tests that can detect a target molecule or pathogen 
in body fl uids such as blood, urine, sputum, or pus from a wound are 
preferable; however, many techniques are available to detect molecular 
targets in tissues acquired by biopsy.

Molecular diagnostic approaches detect molecular biomarkers of 
disease. In this context, a disease biomarker is a specifi c molecule that 
has been determined to be present, or present at higher or lower levels, 
in diseased tissues compared to normal tissue or to be an indicator of 
disease prognosis or a response to therapy. It can be a protein, a specifi c 
sequence of DNA or RNA, or a small metabolite. Specifi c molecules may 
be analyzed qualitatively or quantitatively in urine, blood serum, or tissue 
samples. Samples that contain a small amount of the target molecule, for 
example, small core needle biopsy samples or blood samples, may require 
some amplifi cation of the target for accurate detection and quantifi cation. 
The complex heterogeneity of clinical samples may also present a chal-
lenge for molecular diagnostics, and methods such as tissue microdissec-
tion may be employed to increase sample purity.

Molecular diagnostic tests are available to detect the etiological 

agents of infectious and genetic diseases. The latter may be single-gene 
disorders such as cystic fi brosis or complex multigene disorders such as 
Alzheimer disease. Although many biomarkers have been identifi ed, clin-
ically relevant biomarkers are not well defi ned for most human diseases.
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Immunological Approaches To Detect 
Protein Biomarkers of Disease

Proteins play a critical role in all cellular processes, including metabolism, 
communication, defense, reproduction, transport, and motility. Regulatory 
proteins maintain tight control over protein production to ensure that cells 
function normally. Dysregulation of these processes in diseased tissue is 
refl ected in alterations in protein composition or levels of specifi c proteins. 
Characteristic changes in proteins have been used extensively to diagnose 
disease, either by detecting the presence or measuring levels of a specifi c 
protein biomarker or by determining protein profi les in polygenic diseases.

There are several advantages to using proteins as diagnostic biomark-
ers of disease. Abnormal levels of gene expression as a consequence of 
disease-associated mutations are more accurately quantifi ed by measuring 
the protein directly rather than by measuring mRNA levels, which often 
do not correlate with protein levels. Furthermore, proteins in diseased tis-
sues may exhibit irregularities in posttranslational modifi cation that can-
not be detected using nucleic acids. In addition, many diseases often are 
a consequence of altered protein conformation (e.g., prion diseases and 
some neurodegenerative diseases) that may not be detected from nucleic 
acid sequences. On the other hand, the unique shape and often very low 
cellular levels of a protein are a challenge for development of a diagnostic 
assay. Antibodies can be produced that bind to target proteins with high 
affi nity and specifi city, and therefore immunological approaches meet the 
criteria of sensitivity, specifi city, and simplicity for diagnostic assays.

Agglutination is a simple, inexpensive, rapid, and highly specifi c im-
munological test that is widely performed in diagnostic laboratories. For 
example, it is often used for human blood typing based on the presence of 
specifi c antigens on the surface of red blood cells, which vary among indi-
viduals. Antiserum containing antibodies against either A or B surface an-
tigen is mixed with red blood cells. Clumping (agglutination) indicates the 
presence of the antigen (Fig. 8.1A). Some individuals produce only the A 
antigen (blood type A), which agglutinates with anti-A antiserum but not 
with anti-B antiserum (Fig. 8.1A). Blood type B individuals produce only 
the B antigen, which reacts with anti-B antiserum and not with anti-A an-
tiserum (Fig. 8.1B). Others carry both antigens (blood type AB) or neither 
(blood type O). Blood samples from individuals with blood type O, the 
most common blood type, do not produce a positive agglutination result 
with either antiserum. This test, referred to as hemagglutination, is im-
portant for determining which blood to use in transfusions, as antibodies 
naturally produced against nonself red blood cell antigens would destroy 
the introduced blood. In some agglutination tests, the antigen or antibody 
employed to detect either a specifi c antibody or antigen, respectively, in 
patient samples is used to coat the surface of small latex beads.

Enzyme-Linked Immunosorbent Assays

Enzyme-linked immunosorbent assays (ELISAs) are widely used for di-
agnosing human diseases, including various cancers, autoimmune dis-
eases, allergies, and infectious diseases. An ELISA measures antigens or 

ELISA
enzyme-linked immunosorbent assay
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antibodies produced against an antigen in a clinical sample from blood, 
urine, or tissues (see chapter 2). It is based on the specifi c and high-affi nity 
interaction between an antibody and an antigen and is a sensitive assay 
that can be used for rapid detection on a large scale (i.e., high-throughput 
assays). Detection relies on the activity of an enzyme that is covalently 
bound to an antibody employed in the assay. An indirect ELISA can de-
tect the presence of specifi c antibodies in patient serum that indicates an 
immune response to the presence of a particular protein or pathogen. A 
sandwich ELISA detects the presence of a specifi c antigen in a patient’s 
sample and hence is sometimes referred to as an antigen capture assay.

In an indirect ELISA used for diagnostic purposes, a standardized 
antigen is bound to a solid support, usually the surface of a well in a 
microtiter plate (Fig. 8.2A; see also Fig. 2.30A in chapter 2). A patient’s 
serum sample is applied to the well, and specifi c primary antibodies in the 
serum bind to the immobilized antigens. A secondary antibody that binds 

A
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Anti-A 
antibodies

Anti-B 
antibodies

Blood type

A
B
AB
O

Agglutination with serum

Agglutination with
anti-A antiserum

No agglutination with
anti-B antiserum
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+
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Figure 8.1  Hemagglutination test to determine blood type. (A) Antiserum containing 
antibodies against A or B surface antigens is mixed with red blood cells carrying A 
surface antigens. Clumping (agglutination) in the presence of anti-A antiserum but not 
with anti-B antiserum indicates blood type A. (B) Agglutination responses for different 
blood types. doi:10.1128/9781555818890.ch8.f8.1
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specifi cally to the primary antibody is applied. Because the primary anti-
body is present in human serum, the secondary antibody is an anti-human 
immunoglobulin antibody that was raised in another animal, for exam-
ple, a goat, by injecting the animal with human immunoglobulin. The 
secondary antibody is covalently bound (conjugated) to an enzyme such 
as alkaline phosphatase or horseradish peroxidase that catalyzes the con-
version of a colorless substrate into a colored product. A colorless sub-
strate is applied, and the formation of a colored product by the enzyme 
indicates the presence of the secondary antibody and, hence, the primary 
antibody–antigen complex.

In contrast to an indirect ELISA, a sandwich ELISA directly detects a 
particular antigen in a complex clinical sample. To capture the antigen, a 

A

Primary antibody
in serum

Standardized antigen

Surface of well

Colorless
substrate

Colored
product

E E

1 2 3

Secondary antibody

B

Antigens in
patient sample

Monoclonal antibody

Surface of well

Colorless
substrate

Colored
product

E E

1 2 3

Primary
antibody

Figure 8.2  ELISAs. (A) Indirect ELISA. A specifi c antigen is immobilized on the sur-
face of the wells in a microtiter plate. (1) Patient serum is applied, and primary anti-
bodies present in the serum bind to the antigen. Unbound antibodies are removed by a 
washing step. (2) A secondary antibody that binds specifi cally to the primary antibody 
is applied. (3) The secondary antibody is conjugated to an enzyme (E) that catalyzes 
the conversion of a colorless substrate into a colored product. The formation of a 
colored product indicates that the serum sample contains antibodies directed against 
the antigen. (B) Sandwich ELISA. Monoclonal antibodies specifi c for a target antigen 
are bound to the surface of a well in a microtiter plate. (1) A patient’s sample is added 
to the wells, and specifi c antigens present in the sample bind to the immobilized anti-
body. A wash step removes any unbound molecules. (2) A primary antibody is applied 
to detect the presence of bound antigen. (3) The primary antibody is conjugated to an 
enzyme that catalyzes the formation of a colored product that indicates the presence 
of the target antigen. doi:10.1128/9781555818890.ch8.f8.2
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monoclonal antibody (see chapter 2) that is specifi c for the target antigen 
is fi rst bound to the surface of a microtiter plate (Fig. 8.2B). The patient’s 
sample is then added to a well; if the specifi c antigen is present in the sam-
ple, it binds to the immobilized antibody. A labeled primary antibody is 
added to detect the presence of bound antigen. The labeled antibody may 
detect a different epitope on the same antigen.

A sandwich ELISA is the basis for many diagnostic tests, including 
the home pregnancy test. In one pregnancy test, the human chorionic go-
nadotropin (hCG) protein produced during pregnancy by the develop-
ing placenta is detected in urine. Monoclonal and polyclonal antibodies 
(see chapter 2) specifi c for hCG are deposited on different regions of a 
membrane (Fig. 8.3). Urine is applied to one end of the membrane and is 
drawn through the membrane by capillary action to the region containing 
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Figure 8.3  Pregnancy test using a sand-
wich ELISA. (1) Urine is applied to one 
end of the membrane. (2) Urine is drawn 
down the membrane by capillary action, 
and hCG molecules in the urine of a 
pregnant woman bind to the anti-hCG 
monoclonal antibodies (MAb). (3) The 
hCG molecules bound to the MAbs are 
subsequently carried with the fl ow of 
urine and are captured by the immobi-
lized anti-hCG polyclonal antibodies 
(PAb). The MAb are conjugated to an 
enzyme that reacts with dye molecules 
(D) to form a colored product (red star) 
that indicates a positive test result. (4) 
A control region contains anti-IgG an-
tibodies that bind to the MAb whether 
or not hCG is present and produce a 
colored product (yellow star) to indi-
cate that the test reagents are functional. 
doi:10.1128/9781555818890.ch8.f8.3
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the anti-hCG monoclonal antibodies. If hCG molecules are present, they 
bind to the monoclonal antibodies. The antibodies with bound hCG are 
carried with the urine through the membrane to the site of the immobi-
lized anti-hCG polyclonal antibodies. The polyclonal antibodies capture 
the hCG–monoclonal antibody complexes. Monoclonal antibodies that 
are not bound to hCG are carried away with the urine by capillary ac-
tion. The monoclonal antibodies are conjugated to an enzyme that reacts 
with dye molecules contained in the region with the polyclonal antibod-
ies. Formation of a colored product indicates a positive pregnancy test 
result. Farther downstream in the membrane, a control region contains 
anti-IgG antibodies that bind to the monoclonal antibodies whether or 
not hCG is present. A colored product in the control region indicates that 
the test components are functional. Timing of the test is important for 
accuracy because the hCG protein is produced only after implantation of 
the embryo in the uterine wall, which occurs 6 to 12 days after fertiliza-
tion, after which protein levels continue to rise during the fi rst 20 weeks 
of pregnancy. False-negative results may occur if the test is performed too 
early in pregnancy.

Measuring Disease-Associated Proteins by Sandwich ELISA

Ovarian cancer is a devastating disease that kills over 15,000 women a 
year in the United States. More than 22,000 new cases are diagnosed each 
year, most at an advanced stage when the survival rate is less than 20%. 
An immunoassay widely used to monitor progression and recurrence of 
ovarian carcinoma measures levels of the protein CA125 in serum. CA125 
is a high-molecular-weight glycoprotein that is present at higher levels in 
50% of women with ovarian cancer compared to healthy women. Levels 
may also be elevated in women with lung, pancreatic, breast, cervical, 
and colorectal cancers and with noncancerous disorders such as pelvic 
infl ammatory disease, hepatic disorders, and nonmalignant ovarian cysts. 
Because CA125 may indicate other disorders and is not elevated in all 
patients with ovarian cancer, especially at early stages of the disease when 
tumors are small and therefore secrete only low levels of the protein, it is 
not recommended as a screening test. Rather, it is commonly used to mon-
itor a patient’s response to treatment. Researchers have therefore sought 
to identify other biomarkers that are more specifi c for ovarian cancer.

A useful biomarker for ovarian cancer is a protein that is secreted 
specifi cally by ovarian tumors, and not by normal tissue or other tumor 
types, and that can be detected at low levels in the blood or urine, en-
abling early, and noninvasive, detection. Using cDNA microarrays and 
quantitative polymerase chain reaction (PCR) (see chapter 1), human epi-
didymis protein 4 (HE4) was identifi ed as a promising new biomarker 
that was expressed in ovarian carcinomas but not normal tissue or benign 
ovarian tumors. Mouse monoclonal antibodies were generated against 
two different HE4 epitopes and used to develop an ELISA. In an initial 
blinded study (researchers were not informed of the source of the patient 
samples), HE4 was found to be elevated in sera from patients with early- 
and late-stage ovarian cancer compared to sera from healthy women and 
from women with benign ovarian tumors.

PCR
polymerase chain reaction

HE4
human epididymis protein 4
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The U.S. Food and Drug Administration (FDA) has approved the use 
of a HE4 sandwich ELISA to monitor the recurrence or progression of 
ovarian cancer in women who are being treated for the disease. Patient 
samples are incubated with biotinylated monoclonal antibodies generated 
against one HE4 epitope in streptavidin-coated wells (Fig. 8.4). A second 
antibody, conjugated to the enzyme horseradish peroxidase, that binds to 
a different HE4 epitope is added, and after generation of a colored prod-
uct by the horseradish peroxidase, HE4 is quantifi ed spectrophotomet-
rically. Using this assay, HE4 was found to be present at elevated levels 
in more than 75% of patients with ovarian cancer, compared to 5% of 
healthy women and 13% of individuals with other nonmalignant condi-
tions. An increase in HE4 levels of more than 25% is considered signifi -
cant to suggest recurrence or disease progression, while a decrease of this 
magnitude suggests a positive response to treatment.

Diagnosing Autoimmune Diseases by an Indirect ELISA

Autoimmune diseases occur when the body’s immune system does not 
recognize normal cellular molecules and structures as “self” but rather 
produces antibodies (autoantibodies) that destroy those targets (see chap-
ter 4). Several autoimmune diseases have been identifi ed, including celiac 
disease, type 1 diabetes, lupus erythematosus, and rheumatoid arthritis. 
Indirect ELISAs have been developed to diagnose some autoimmune dis-
eases. In these assays, autoantibodies produced against a self-protein are 
detected in patient blood samples.

Rheumatoid arthritis is an autoimmune disease that results in 
chronic, systemic infl ammation of the joints, mainly the synovial (fl exi-
ble) joints. The synovial membrane that lines these joints secretes a fl uid 
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Figure 8.4  Sandwich ELISA to monitor progression or recurrence of ovarian cancer. 
(1) Patient samples are incubated with biotinylated (B) monoclonal antibodies (pur-
ple MAb) generated against one HE4 epitope (blue). (2) Biotin, together with the 
MAb–HE4 complex, binds with high affi nity to streptavidin (S) that coats the wells of 
a microtiter plate. (3) A second antibody (black MAb) that binds to a different HE4 
epitope (red) is added, and after generation of a colored product by horseradish per-
oxidase (E) conjugated to the antibody (4), HE4 is quantifi ed spectrophotometrically. 
doi:10.1128/9781555818890.ch8.f8.4
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that lubricates the articulating bones. Initially, an infl ammatory response 
occurs in the synovial membranes in the small joints of the hands and feet; 
it then occurs in larger joints, causing accumulation of excess fl uid and 
damage to the joints. Systemic infl ammation may damage organs such as 
the heart and lungs. The disease affects about 1% of the population of the 
United States.

Rheumatoid factor is an autoantibody that targets the Fc region of 
immunoglobulin G (IgG) antibodies and contributes to rheumatoid ar-
thritis. It is commonly used as a diagnostic biomarker to differentiate 
rheumatoid arthritis from other forms of arthritis and other infl ammatory 
conditions. An indirect ELISA has been developed to detect the presence 
of rheumatoid factor in patient blood samples. In this test, IgG molecules, 
usually from a rabbit, are the standardized antigen bound to the surface 
of a multiwell plate, and diluted patient sera are applied to the wells 
(Fig. 8.5). After incubation to allow binding of rheumatoid factor in the 
serum to the rabbit IgG molecules and washing to remove unbound mol-
ecules, an anti-human IgG antibody is added. The anti-human IgG anti-
body specifi cally targets rheumatoid factor (and not rabbit IgG) and is 
conjugated to an enzyme such as horseradish peroxidase for colorimetric 
detection. Other ELISAs have been developed that target rheumatoid fac-
tor IgM and IgA that can assist in accurate diagnosis of rheumatoid ar-
thritis. Early diagnosis is important to prevent irreversible joint damage, 
as rheumatoid arthritis may be managed in the early stages by adminis-
tering antirheumatic drugs.

Immunoassays for Infectious Disease

Clinical laboratories often identify pathogenic microbes in patient sam-
ples based on their physiological or biochemical characteristics. For ex-
ample, a pathogenic bacterium may ferment specifi c carbohydrates or 
produce specifi c enzymes, and detection of the products of these reac-
tions is the basis for some diagnostic assays. While these methods are 
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Figure 8.5  Indirect ELISA for diagnosis of the autoimmune disease rheumatoid ar-
thritis. (1) Rabbit IgG molecules are bound to the surface of a microtiter plate, and di-
luted patient serum is applied. (2) If rheumatoid factor (RF) is present in the serum, it 
binds to the Fc region of the rabbit IgG molecules. (3) After a washing step to remove 
unbound molecules, an anti-RF antibody conjugated to an enzyme (E) is applied for 
colorimetric detection. doi:10.1128/9781555818890.ch8.f8.5
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effective, they require growth and isolation of the pathogen and therefore 
are slower than immunological and other molecular methods, typically 
requiring more than 48 h. Some human pathogens, such as the intracel-
lular bacterium Chlamydia trachomatis, are fastidious and do not grow 
well in laboratory cultures. Viruses can be propagated only in host cells 
and cannot be identifi ed using metabolic characteristics. Moreover, some 
clinical isolates exhibit atypical metabolic profi les that confound accurate 
identifi cation. Immunological detection methods such as agglutination as-
says and ELISAs eliminate the need to grow the pathogen in culture and 
can be used to detect specifi c viral, bacterial, fungal, or protozoan patho-
gens in body fl uids and tissues. Because antibody-based approaches detect 
a target antigen with high specifi city and sensitivity, they are well suited 
to distinguish a specifi c pathogen from the other hundreds of microbes 
that are normally present in some human tissues. Immunological assays 
for infectious disease may target proteins produced by a pathogen or may 
detect the presence of antibodies produced against the pathogen. The lat-
ter, however, does not differentiate between current and past infections.

To prevent transmission of infectious disease, donated blood is 
screened for several pathogens, including human immunodefi ciency vi-
rus, hepatitis virus, human T-lymphotropic virus, and Treponema pal-
lidum, the bacterium that causes syphilis. Infection with hepatitis virus 
is relatively common in the United States (25 per 100,000 individuals). 
Although fi ve hepatitis viruses can infect the liver and cause liver in-
fl ammation, cell death, and even liver failure, most cases of chronic vi-
ral hepatitis are caused by hepatitis B and C viruses. Both viruses may 
be transmitted via blood transfusion. ELISAs have been developed for 
routine blood screening for hepatitis B surface antigen, a viral envelope 
lipoprotein, and for antibodies produced against both hepatitis B and C 
viruses. Viral surface antigens are the fi rst markers to be detected in serum 
after infection, while antibodies appear up to several months later. Detec-
tion of the viral surface antigen with a sandwich ELISA utilizes specifi c 
monoclonal antibodies to capture the hepatitis B surface antigens present 
in blood in wells of an assay plate (Fig. 8.6A). The monoclonal antibodies 
were generated using recombinant hepatitis B surface protein expressed 
in yeast. An anti-hepatitis B surface antigen detection antibody with a 
conjugated enzyme and the enzyme substrate are added to measure virus 
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Figure 8.6  Diagnosis of hepatitis B virus infection by ELISA. (A) A sandwich ELISA de-
tects the presence of hepatitis B surface antigen in blood. (B) An indirect ELISA detects 
the presence of anti-hepatitis B virus antibodies in blood.
 doi:10.1128/9781555818890.ch8.f8.6
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titers. An indirect ELISA that detects the presence of anti-hepatitis B virus 
antibodies in the blood sample is often used to confi rm a positive result 
(Fig. 8.6B); however, blood from individuals immunized with a hepatitis B 
vaccine also produces a positive result with this test. Blood may addition-
ally be screened for hepatitis B and C virus RNA. The current risk for hep-
atitis B virus infection through blood transfusion is between 1 in 200,000 
and 1 in 500,000, and that for hepatitis C virus is 1 in 1,390,000.

Protein Arrays To Detect Polygenic Diseases

An ELISA typically measures a single target protein; however, for some 
diagnoses, it may be more informative to measure multiple target proteins 
in a single assay. Analysis of proteomes is commonly used in research to 
identify and quantify protein changes in diseased tissue versus normal 
tissue and is useful for diagnosis of polygenic diseases (resulting from mu-
tations in more than one gene) such as breast cancer, Alzheimer disease, 
type 1 diabetes, and cardiovascular disease (see chapter 3). Protein mi-
croarrays are multiplex immunoassays that can detect multiple biomark-
ers in a clinical sample (see chapter  1). Biomarkers may be subsets of 
proteins in complex clinical samples such as biopsied tumor tissue. Cur-
rently, commercially available protein microarrays are most commonly 
used to detect antibodies in serum from patients suffering from allergies, 
autoimmune diseases, or infections.

Approximately 25% of the population in industrialized countries suf-
fers from type I allergies, which are IgE-mediated immediate hypersensi-
tivity reactions, such as asthma, hay fever, and eczema (see chapter 4). In 
susceptible individuals, the fi rst exposure to an allergen elicits the produc-
tion of high levels of IgE antibodies that bind to mast cells. In this way, the 
individual becomes sensitized to the allergen. On subsequent exposures, 
the allergen reacts with mast cell-bound IgE and causes bridging between 
adjacent IgE molecules, thereby stimulating the release of infl ammatory 
mediators such as histamine, leukotrienes, prostaglandins, and tumor ne-
crosis factor. These biochemicals stimulate smooth muscle contraction 
and dilation of capillaries that cause edema (swelling), itching, and devel-
opment of a rash. Severe reactions can lead to systemic anaphylaxis that 
may be fatal if not treated quickly. Diagnostic allergen microarrays detect 
IgEs produced against common allergens, for example, pollen, food pro-
teins, and molds. Purifi ed allergens are arrayed in triplicate on a solid sup-
port and probed with sera from allergic patients (Fig. 8.7). Specifi c IgEs 
present in the serum bind to an immobilized allergen and are retained on 
the surface of the array. Bound IgEs are detected using an anti-human IgE 
antibody, often labeled with a fl uorescent dye. The array format enables 
detection of hundreds of allergens in a single assay.

Another type of protein microarray measures levels of fi fty different 
protein biomarkers of heart disease in a patient serum sample. Increased 
or decreased levels of these proteins have been associated with increased 
risk of heart disease. For example, adiponectin is a protein hormone se-
creted by adipocytes (fat cells) that regulates glucose and lipid metabolism. 
Reduced levels of this hormone are found in individuals with increased 
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risk of heart attack. Elevated levels of the protein plasminogen activation 
inhibitor 1 have been found in patients with myocardial infarction. This 
protein inhibits tissue plasminogen activator, a key enzyme in fi brinolysis, 
synthesized by endothelial cells, platelets, and hepatocytes. A liquid bead 
array has been developed to quantify levels of these and other protein 
biomarkers in the serum samples. In this system, all of the different pro-
tein biomarkers are detected in a single well of a multiwell plate (Fig. 8.8), 
which enables rapid analysis of many patient samples simultaneously. Pri-
mary antibodies directed against each protein biomarker are attached to 
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Fluorescent dyeAnti-human
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IgE

Figure 8.7  Diagnostic allergen microarray. Purifi ed allergens are arrayed on a solid 
support and probed with serum from an allergic patient. Specifi c IgE present in the 
serum binds to an immobilized allergen and is detected using an anti-human IgE anti-
body conjugated to a fl uorescent dye. doi:10.1128/9781555818890.ch8.f8.7
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Figure 8.8  Liquid bead assay to detect protein biomarkers associated with increased 
risk of cardiovascular disease. (A) Patient serum is applied to a well of a microtiter 
plate containing capture beads bound to primary antibodies directed against all of the 
protein biomarkers. Capture beads of different colors distinguish primary antibodies 
that bind to different protein biomarkers. Target proteins in the sample bind to their 
cognate antibodies. (B) For detection of the bound proteins, secondary antibodies con-
jugated to a fl uorescent molecule are added to the well. Each bead, and any captured 
proteins, is analyzed by passing by a laser that measures fl uorescence. The presence of 
specifi c protein biomarkers is determined by the color of the capture bead to which 
they are bound. doi:10.1128/9781555818890.ch8.f8.8
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tiny capture beads that are distinguished by either size, color, or shape. A 
serum sample is applied to a well, and specifi c proteins in the sample bind 
to their cognate antibody (Fig. 8.8A). For detection of the bound proteins, 
secondary antibodies conjugated to a fl uorescent molecule are added to 
the well (Fig. 8.8B). Each bead, and any captured proteins, is analyzed by 
passing by a laser that measures fl uorescence emitted from bound second-
ary antibodies and distinguishes the different capture beads by their size, 
color, or shape.

Reverse-phase protein microarrays can also detect specifi c proteins 
in clinical samples; however, for this type of array, the samples, such as 
cell lysates or tissue slices, are immobilized in a single spot on a support 
(Fig. 8.9). Several samples, for example, from different patients, are spot-
ted on the microarray, which is then probed with a single antibody to 
detect a specifi c target protein. This format contrasts with some other 
types of protein microarrays in which each immobilized spot contains a 
single, purifi ed protein; hence, the term “reverse” is used. The advantage 
of the reverse-phase protein microarray is that a large number of clinical 
samples can be processed at one time.

One of the many possible medical diagnostic applications for 
reverse-phase protein microarrays is to monitor responses to treatment 
in clinical trials. The response to a cancer therapy can vary widely among 
patients, and therefore, the ability to predetermine the most effective 
treatment not only could increase the probability of a favorable outcome 
but also would reduce the high cost of the trial-and-error approach. Al-
though tumor diagnosis (benign, noninvasive, malignant primary, or met-
astatic) is still determined on the basis of morphological characteristics 
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Figure 8.9  Reverse-phase protein microarray. Multiprotein samples, such as cell ly-
sates, are spotted on a solid support (1) and incubated with a primary antibody (2). 
The primary antibody may be labeled with a biotin (B) molecule that can be detected 
with a streptavidin–fl uorescent dye conjugate (3).
 doi:10.1128/9781555818890.ch8.f8.9
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(e.g., shape and size of a tumor, tumor cells, and cell nuclei), tumors that 
look similar under a microscope can have quite different outcomes. A bet-
ter predictor of tumor progression or regression is the molecular activities 
of tumor cells that determine tumor behavior, especially in response to 
treatment. The most accurate assessments of tumor cell activity are based 
on the types and quantities of proteins present in the cell.

Most new molecular cancer therapies are targeted to inhibit specifi c 
proteins in signaling pathways that control cell proliferation. Many of 
these targets are protein kinases and phosphatases that control the phos-
phorylation of proteins. Reverse-phase protein microarrays provide a 
rapid, inexpensive method to assess the phosphorylation state of these 
signaling pathways in response to treatment. Cells obtained by tumor bi-
opsy and laser capture microdissection are lysed and printed onto multi-
ple arrays. Each array is probed with a single antibody, for example, an 
antiphosphoprotein antibody. By analyzing multiple arrays each with a 
different antibody that is specifi c for a protein in a signaling pathway, the 
prognosis can be predicted and treatment individualized.

Colorectal cancer is the third leading cause of cancer-related deaths 
in the United States. The most common site of metastases is the liver, 
which signifi cantly reduces patient survival. In a recent clinical trial, ima-
tinib (a tyrosine kinase inhibitor) alone or in combination with pani-
tumumab (a monoclonal antibody that blocks receptors for epidermal 
growth factor) was tested as a treatment for late-stage colorectal cancer 
that had spread to the liver. One of the goals of the study was to deter-
mine whether the response to treatment could be predicted by tumor 
proteome profi les. Patients with metastatic colorectal cancer were scored 
based on the phosphoproteome profi les of liver tumors analyzed using 
reverse-phase protein microarrays. Many of the tumor cells had high lev-
els of phosphorylated tyrosine kinases c-KIT, c-Abl, and platelet-derived 
growth factor receptor, which suggests that these patients may respond 
well to imatinib treatment.

Immunoassays for Protein Conformation-Specifi c Disorders

Several human neurological disorders arise as a consequence of protein 
misfolding that leads to protein aggregation and cell death. Parkinson dis-
ease, Alzheimer disease, and prion diseases are examples of protein con-
formational disorders. Alzheimer disease is a degenerative brain disorder 
that is characterized by the progressive loss of abstract thinking and mem-
ory, personality change, language disturbances, and a slowing of physical 
capabilities. Clinical diagnosis of Alzheimer disease is poor, although 1% 
of the population between 60 and 65 years old and 30% of the popula-
tion over 80 years old may develop it. Two hallmarks of Alzheimer disease 
found in the brain are (i) neurofi brillary tangles of the cytoskeletal protein 
tau that accumulate within nerve cell bodies and (ii) dense extracellular 
aggregates of insoluble proteins called amyloid plaques that develop at 
the ends of infl amed nerves (Fig. 8.10).

The principal protein of an amyloid plaque is a small protein called 
Aβ (β-amyloid protein). The Aβ protein ranges in length from 39 to 42 Amyloid plaques
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Figure 8.10  Neurofi brillary tangles and 
amyloid plaques associated with neu-
rons in the brain are hallmarks of Alz-
heimer disease.
 doi:10.1128/9781555818890.ch8.f8.10
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amino acid residues; the Aβ40 and Aβ42 forms are the main variants. All 
Aβ proteins are derived from the β-amyloid precursor protein (APP) by 
proteolytic cleavage. Abnormal cleavage of APP results in production of 
Aβ40 and Aβ42 and alters protein folding, causing exposed regions of the 
protein to self-interact; hence, the proteins aggregate in amyloid plaques.

Diagnosis of Alzheimer disease using immunological methods may 
exploit the development of antibodies that differentiate between the con-
formations of the disease-associated Aβ proteins and normal APP. To 
develop conformation-specifi c antibodies, researchers used an approach 
that mimics protein aggregation during the disease process, that is, the 
self-interaction of the Aβ proteins. They grafted short motifs (10-mers) 
from the Aβ42 protein into a complementarity-determining region (CDR3, 
VH domain; see chapter  2) of an antibody to generate antibodies that 
would interact with aggregated Aβ42 via the grafted motif (Fig. 8.11A). 
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Figure 8.11  Development of conformation-specifi c antibodies to detect aggregated Aβ 
proteins indicative of Alzheimer disease. (A) Short (10-amino-acid) overlapping Aβ42 
peptide segments were grafted into a complementarity-determining region (CDR3, VH 
domain) to generate antibodies that bind specifi cally to aggregated, insoluble Aβ42 
proteins. (B) Out of 12 grafted antibodies, three (Aβ12-21, Aβ15-24, and Aβ18-27) 
bound to aggregated Aβ42 proteins, and not Aβ42 monomers, that were deposited 
on a membrane. A sequence of 4 amino acids (highlighted in red) was found to be the 
minimal requirement for binding. Adapted from Perchiacca et al., Proc. Natl. Acad. 
Sci. USA 109: 84–89, 2012, with permission. doi:10.1128/9781555818890.ch8.f8.11
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Out of twelve antibodies, carrying different but overlapping Aβ42 se-
quences, three bound specifi cally to insoluble Aβ42 aggregates but not 
Aβ42 monomers (Fig. 8.11B). A motif of four amino acids, common to 
all three positive antibodies, was found to be the minimal sequence re-
quired for binding. To determine whether binding of the grafted antibod-
ies is mediated by interactions between the Aβ motif on the antibody 
and the same motif in the aggregated Aβ proteins, each grafted anti-
body was bound to immobilized Aβ42 aggregates and then a second an-
tibody was applied. Binding of the second antibody was reduced only 
when it recognized a motif that overlapped with that grafted on the 
fi rst antibody. This relatively simple approach may be used to generate 
conformation-specifi c antibodies against other proteins that not only aid 
in accurate disease diagnosis but also may be used in therapeutic strate-
gies to target these proteins.

DNA-Based Approaches to Disease Diagnosis

DNA-based diagnostic tests determine the existence of specifi c nucleo-
tide sequences, including human genetic mutations and sequences present 
in human pathogens. They are highly sensitive and specifi c and can de-
tect single nucleotide mutations or copy number variations. The ability 
to diagnose diseases in humans at the genetic level makes it possible to 
determine the cause of an illness and to predict whether individuals or 
their offspring are predisposed to the disease. Because a DNA-based test 
does not require expression of a gene, in contrast to diagnostic detection 
of proteins, DNA analysis can be used for the identifi cation of asymp-
tomatic carriers of hereditary disorders, for prenatal diagnosis of serious 
genetic conditions, and for early diagnosis before the onset of symptoms. 
DNA sequence-specifi c diagnostic approaches include hybridization of a 
unique DNA probe to a complementary target sequence, target sequence 
amplifi cation by PCR, microarray analysis to detect multiple sequences 
in a single sample, and mass spectrometry to identify single-nucleotide 
polymorphisms (SNPs).

Hybridization Probes

Hybridization is the formation of hydrogen bonds between two comple-
mentary strands of nucleic acids. A diagnostic test involving DNA hy-
bridization utilizes a DNA probe to detect a complementary target DNA 
sequence that is characteristic of the disease. The probe is labeled with 
a reporter molecule that indicates hybridization between the target and 
probe DNA. Typically, the cells in a clinical specimen such as infected or 
biopsied tissue are lysed, and the genomic DNA in the lysed cells is dena-
tured by treatment with a strong alkali to generate single-stranded target 
DNA. Then, a labeled oligonucleotide probe is added under appropriate 
conditions of temperature and ionic strength to promote base-pairing be-
tween the probe and the target DNA. Unbound probe DNA is removed 
by washing, and hybridization is detected by measuring the activity of the 
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reporter molecule attached to the probe. A hybridization probe used in a 
diagnostic assay must hybridize exclusively to the selected target nucleic 
acid sequence. False positives (i.e., detection of a signal in the absence of 
the target sequence) and false negatives (i.e., no detection of a signal when 
the target is present) severely reduce the utility of a diagnostic test and 
can have serious consequences for the patient. Oligonucleotide probes are 
usually less than 100 nucleotides in length, although they may be longer, 
and are labeled with an enzyme that produces a color change when it acts 
on certain substrates (see the discussion of the ELISA procedure above) or 
with a fl uorescent dye.

Hybridization probes are often employed to detect the presence of 
microbial pathogens. Malaria, caused by the parasite Plasmodium falci-
parum, is one of the most common infectious diseases and is especially 
fatal in young children. The parasite infects and destroys red blood cells, 
leading to fever and, in severe cases, damage to the brain, kidneys, and 
other organs. Sensitive, simple, and inexpensive methods are required to 
identify the source(s) of the parasite in various localities, to assess the 
progress of eradication programs, and to facilitate early treatment. Cur-
rently, malarial infections are diagnosed by either microscopic examina-
tion of blood smears or immunological detection of parasite antigens, 
effective but labor-intensive and time-consuming processes, especially 
given the large numbers of samples that need to be examined. Although 
immunological procedures for Plasmodium detection, such as ELISAs, 
are rapid and amenable to automation, they do not always discriminate 
between current and past infections, because they are designed to detect 
anti-Plasmodium antibodies in the blood of affected individuals.

A DNA diagnostic test for active infections that measures the pres-
ence of the pathogen was developed by using highly repetitive DNA se-
quences (present in many copies) from P. falciparum. First, a genomic 
library of the parasite DNA was screened with labeled whole-genome 
parasite DNA. The most intensely labeled hybridizing colonies were se-
lected because they were expected to contain repetitive DNA. The DNA 
from each of the selected colonies was then tested for its ability to hy-
bridize with DNA from several other Plasmodium species that do not 
cause malaria. The DNA sequence that was chosen as a specifi c probe hy-
bridized with P. falciparum but not with Plasmodium vivax, Plasmodium 
cynomolgi, or human DNA, despite the fact that P. vivax causes a less 
severe form of malaria. This probe can detect as little as 10 picograms 
(pg) of purifi ed P. falciparum DNA or 1 nanogram (ng) of P. falciparum 
DNA in blood.

More than 100 different DNA diagnostic probes have been devel-
oped for the detection of various pathogenic strains of bacteria, viruses, 
and parasites. For example, probes have been developed for the diag-
nosis of human bacterial infections caused by Legionella pneumophila 
(causative agent of pneumonia), Salmonella enterica serovar Typhi 
(food poisoning), enterotoxigenic Escherichia coli (gastroenteritis), and 
Neisseria gonorrhoeae (gonorrhea, a sexually transmitted infection). 
In principle, nearly all pathogenic organisms can be detected by this 
procedure.
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Allele-Specifi c Hybridization

In addition to infectious diseases, hybridization probes are widely used to 
detect specifi c disease-associated alleles. Monogenic diseases are caused 
by mutations in a single gene; however, any one of several alterations to 
the normal nucleotide sequence of a gene may be responsible. This is ex-
emplifi ed by cystic fi brosis, a common lethal autosomal recessive disorder 
that affects approximately 1 in every 2,500 live births (see chapter 3). 
Mutations in a single gene, the cystic fi brosis transmembrane conductance 
regulator (CFTR) gene, result in defects in chloride ion transport. As a 
consequence, the mucus of lung and other mucosal tissues is thick and vis-
cous, obstructing the res pi ratory, digestive, and reproduction system func-
tions. Every state in the United States now routinely screens newborns 
for cystic fi brosis. An ELISA is used to detect higher-than-normal levels 
of immunoreactive trypsinogen in blood. This protein is produced by the 
pancreas and is linked to cystic fi brosis. Premature babies and babies from 
stressful births also may have elevated levels of immunoreactive trypsino-
gen, and in these cases, genetic tests are employed for confi rmation.

About 1,900 different mutations are reported to occur in the CFTR 
genes of patients with cystic fi brosis. Screening individuals who may be at 
risk for cystic fi brosis for such a large number of possible mutations is a 
daunting task. However, some of the mutations that cause cystic fi brosis 
are much more common than others. The most common mutation is an 
in-frame deletion of three nucleotides in exon 10 of the CFTR gene that 
leads to loss of the amino acid phenylalanine at codon 508 (ΔF508). Over 
90% of cystic fi brosis patients carry at least one ΔF508 allele, and nearly 
50% of cystic fi brosis patients are individuals who are homozygous for 
ΔF508. It is estimated that about 160 different mutations account for 96 
to 97% of cystic fi brosis alleles.

Allele-specifi c hybridization is commonly used to screen for cystic fi -
brosis. With this technique, an individual’s CFTR gene is amplifi ed by 
PCR and then hybridized to labeled oligonucleotide probes for the mutant 
(e.g., ΔF508) and wild-type genes, separately (Fig. 8.12A). In this way, it is 
possible to distinguish between healthy individuals with two wild-type al-
leles, cystic fi brosis carriers with one mutant and one wild-type allele, and 
cystic fi brosis-affected individuals with two mutant alleles (Fig. 8.12B). 
Diagnostic kits are commercially available that test patient blood samples 
for the presence of a panel of common CFTR mutations as recommended 
by the American College of Medical Genetics.

Oligonucleotide Ligation Assay

The oligonucleotide ligation assay (OLA) is also commonly used to de-
tect SNPs known to be associated with human diseases with a high de-
gree of accuracy. In this diagnostic assay, two short oligonucleotide probes 
(∼50 nucleotides) are designed to anneal to adjacent sequences within 
a gene that encompass the polymorphic nucleotide (Fig.  8.13). Impor-
tantly, one of the probes (allele-specifi c probe) has as its last base at the 
3′ end the nucleotide that is complementary to the polymorphic nucleo-
tide. The second probe (common probe) is complementary to the sequence 
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immediately downstream of the polymorphic nucleotide. When these two 
probes are hybridized with the target gene (which has been amplifi ed by 
PCR), base-pairing occurs between the allele-specifi c probe and the target 
sequence, including the 3′ nucleotide if the complementary polymorphic 
nucleotide is present, and the common probe binds immediately down-
stream. DNA ligase, added to the reaction, covalently joins the two probes. 
However, if the nucleotide at the 3′ end of the allele-specifi c probe is mis-
matched, it will not base-pair with the polymorphic nucleotide in the target 
DNA sequence, although the common probe will be perfectly aligned. As 
a consequence of the single-nucleotide misalignment, DNA ligase cannot 
join the two probes. In short, OLA is designed to distinguish between two 
possibilities: ligation if the probes are perfectly matched and no ligation if 
the allele-specifi c probe carries a mismatched nucleotide. Other oligonu-
cleotide probes may be designed to detect different SNPs in the same gene.

A

B

Wild-type CFTR allele

Amplify by PCR

Denature
Hybridize labeled allele-specific probes

CATCTTTGG

–CATCTTTGG–

...GTAGAAACC...

CATCTTTGG

ΔF508 CFTR allele

CATTGG

–CATTGG–

...GTAACC...

CATTGG

Source of blood sample

Normal individual

Cystic fibrosis carrier

Cystic fibrosis-affected individual

Hybridization test results

–GTAGAAACC– –GTAACC-

GTAGAAACC GTAACC

Figure 8.12  Allele-specifi c hybridization to screen for cystic fi brosis. (A) The CFTR 
gene is amplifi ed by PCR, and then the PCR products are denatured and incubated 
with oligonucleotide probes that specifi cally hybridize to wild-type or mutant (usually 
ΔF508) alleles (note that only part of the sequence of the CFTR gene and probe are 
shown). After a washing step to remove unbound probe, hybridization is detected by 
measuring fl uorescence emitted by the fl uorophore attached to the probe. (B) Healthy 
individuals are homozygous for the wild-type allele, while those affected by the dis-
ease carry two mutant alleles. Cystic fi brosis carriers are heterozygous for the CFTR 
alleles. doi:10.1128/9781555818890.ch8.f8.12
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To determine whether ligation has occurred, one of the two probes 
is labeled with a reporter molecule. For example, the allele-specifi c probe 
may be labeled at the 5′ end with a fl uorescent dye that can be detected 
by laser excitation and fl uorescence emission. Probes may be labeled with 
different fl uorescent molecules corresponding to different SNPs. If an 
individual is homozygous for a particular allele, either two copies of a 
normal gene or two copies of a disease-associated SNP, a positive signal 
will be detected only from one of the fl uorescent molecules. Heterozygous 
individuals will yield positive signals from two different probes. Over-
all, the OLA system is rapid, sensitive, highly specifi c, and amenable to 
automation.

Padlock Probes

Diagnostic assays for SNPs that use padlock probes are very similar to 
those that use OLA probes, except that the former utilizes only one probe 
rather than two as used in the OLA procedure. A padlock probe is an 

TAAGGCGATC
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Ligation
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No ligation
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Figure 8.13  OLA. Ligation of the allele-specifi c and common probes occurs only 
when the allele-specifi c probe is perfectly complementary to the target sequence. Lon-
ger ligated probes may be separated from shorter unligated probes by electrophoresis, 
and then probe fl uorescence can be detected to distinguish homozygous wild-type, 
homozygous mutant, and heterozygous individuals.
 doi:10.1128/9781555818890.ch8.f8.13



442 C H A P T E R  8

oligonucleotide that is complementary to a target sequence at its 5′ and 
3′ ends but not in its middle region (Fig. 8.14). When a padlock probe 
hybridizes to its target sequence, the 5′ and 3′ ends of the probe come 
into close proximity to each other and the middle portion loops out. If 
the ends of the probe are exactly complementary to the target sequence, 
after hybridization they can be joined together by DNA ligase. If there is 
a mismatch between the target and probe, ligation does not occur. The 
requirement for both ends of the probe to bind perfectly to the target 
sequence for ligation to occur ensures a high specifi city of detection and 
therefore the ability to easily detect SNPs. Following the ligation reaction, 
the probe–target hybrid can be detected by the activity of reporter mole-
cules attached to the middle (linker) portion of the probe. Padlock probes 
typically have sequences approximately 15 to 20 nucleotides in length 
at each end that are complementary to the target sequence and a middle 
region of approximately 50 nucleotides.

Allele-Specifi c PCR

Many nucleic acid diagnostic tests are based on PCR (see chapter 1). Ad-
vantages of PCR-based tests include (i) specifi city that enables detection 
of a particular nucleotide sequence in complex samples, (ii) sensitivity 
that enables detection of low-abundance targets, (iii) an amplifi cation step 
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molecule

Matched
sequence

Ligation No ligation

5'

5'

3'

3'A

A
Mismatched
sequence

Hybridization No hybridization

5' 3'
A

Figure 8.14  A padlock probe. Ligation (circularization) of the padlock probe occurs 
only when the 5′ and 3′ ends of the probe are perfectly complementary to the target 
sequence. When there is a single-base mismatch at the 3′ end of the probe, ligation 
does not occur and the probe assumes a conformation that does not allow hybridiza-
tion. Under stringent conditions, the ligated probe remains bound to the target DNA, 
while a nonligated probe is removed in a washing step. Hybridized probe can be 
detected by the activity of the reporter molecule, for example, by fl uorescence emitted 
from a fl uorescent dye. doi:10.1128/9781555818890.ch8.f8.14
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that generates substantial amounts of a target sequence for additional 
analyses such as hybridization or sequencing, (iv) rapid analysis (usually 
completed in 1 to 2 h or less), (v) multiplexing that enables identifi cation 
of multiple targets in a single sample, and (vi) low cost. Conventional 
PCR has been used extensively in diagnostic laboratories over the last 15 
years; however, more recently, it has become possible not only to detect 
but also to quantify the pathogen in a clinical sample using quantitative 
real-time PCR.

Allele-specifi c PCR (also referred to as PCR amplifi cation refrac-
tory mutation system) screens for known SNPs. Different forward PCR 
primers are used to distinguish among alleles that differ by a single 
nucleotide. One primer is exactly complementary to the normal DNA 
sequence, and another primer anneals to a variant sequence contain-
ing the disease-associated SNP (Fig. 8.15). The primers are usually de-
signed to place the polymorphic nucleotide at the 3′-terminal end of 
the primer because most polymerases used for PCR do not extend 3′ 
mismatched primers effi ciently. A third reverse primer is complementary 
to the opposite strand and is common to all reactions. Each reaction 
contains only one of the allele-specifi c forward primers and the common 
reverse primer, together with the patient DNA sample, a thermostable 
DNA polymerase, and all four deoxyribonucleotides. PCR amplifi cation 
occurs only when a forward primer is present that is exactly comple-
mentary to the target sequence in the patient sample; mismatches be-
tween primer and template DNA prevent primer annealing and therefore 
primer extension during DNA synthesis. An advantage of this method, 
compared to allele-specifi c hybridization described above, is that the am-
plifi cation and diagnostic steps are combined.

One variation of allele-specifi c PCR is known as competitive oligo-
priming, in which two different SNP-specifi c forward primers are in-
cluded in a single reaction. To discriminate between the PCR products, 
each forward primer is labeled with a different fl uorescent dye. For exam-
ple, one forward primer that is exactly complementary to a normal allele 
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Figure 8.15  Allele-specifi c PCR to detect SNPs. Amplifi cation occurs only when 
the forward and reverse PCR primers perfectly match the target sequence. Different 
allele-specifi c primers that carry an SNP-specifi c nucleotide at the 3′ end are employed 
to distinguish among alleles that differ by a single nucleotide.
 doi:10.1128/9781555818890.ch8.f8.15
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may be labeled at its 5′ end with rhodamine (which fl uoresces red), while 
another forward primer that is complementary to the disease-associated 
allele may be labeled at its 5′ end with fl uorescein (which fl uoresces green) 
(Fig. 8.16). In both cases, amplifi cation requires a third, unlabeled primer 
that is complementary to the opposite strand. PCR amplifi cation oc-
curs only when a forward primer is exactly complementary to the target 
DNA; therefore, the presence of these two forward primers in the same 
reaction mixture will result in the amplifi cation of either the normal or 
disease-associated DNA sequence or both, depending on which alleles are 
present. If an individual is homozygous for the normal allele, after PCR 
and removal of unincorporated primers, the reaction mixture will fl uo-
resce red; if he or she is homozygous for the disease-associated allele, the 
reaction mixture will fl uoresce green; and if he or she is heterozygous, 
the reaction mixture will fl uoresce yellow. This assay can be automated 
and adapted for any single-nucleotide target site of any gene that has been 
sequenced.

Individual is 
homozygous for

normal allele

Normal allele Disease-associated allele

PCR amplification

Detect fluorescence

Individual is 
heterozygous

Individual is 
homozygous for

disease-associated allele

T

C

Allele-specific
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Common
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A

Figure 8.16  Competitive oligopriming to detect SNPs. Two allele-specifi c forward 
primers that differ in the nucleotide at the 3′ end are included in a single reaction to-
gether with a reverse primer that anneals to a sequence that is common among variant 
alleles. PCR amplifi cation occurs only when a forward primer is perfectly comple-
mentary to the target DNA. To discriminate between PCR products corresponding to 
normal and disease-associated alleles, each forward primer is labeled with a different 
fl uorescent dye. In the example shown here, PCR products from individuals who are 
homozygous for the normal allele fl uoresce red, those from individuals who are ho-
mozygous for the disease-associated allele fl uoresce green, and those from individuals 
who are heterozygous fl uoresce yellow. doi:10.1128/9781555818890.ch8.f8.16
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TaqMan PCR

The TaqMan PCR protocol is used to screen individuals for the presence 
of SNPs that are indicative of any of a variety of genetic diseases. Made 
popular by one particular company, it is based on the 5′ nuclease activity 
of Taq polymerase, which is commonly used to amplify DNA in PCR ap-
plications. To simultaneously detect normal and disease-associated alleles, 
two TaqMan probes are utilized. Each probe is exactly complementary 
to either the normal or the disease-associated DNA sequence, and each 
probe has a different fl uorescent dye attached to its 5′ end (Fig. 8.17). 
Intact probes, whether unbound or bound to template DNA, do not fl uo-
resce because of the presence of a quencher molecule at the 3′ end of the 
probe. PCR primers anneal to sequences that fl ank the probe hybridiza-
tion site, and as PCR amplifi cation proceeds, the TaqMan probe is dis-
placed by the growing DNA strand. The 5′ nuclease activity of the Taq 
polymerase degrades the 5′ end of the TaqMan probe, thereby releasing 
the fl uorescent dye and removing it from the proximity of the quencher 
molecule. Thus, only TaqMan probes that were previously bound to target 
DNA are degraded and subsequently fl uoresce. Any mismatched probes 
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PCR primer

Target DNA
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PCR primer

PCR primer

Target DNA

C
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Figure 8.17  TaqMan assay. (A) A TaqMan probe is an oligonucleotide that hybrid-
izes to a target sequence and contains a fl uorescent dye covalently attached to its 5′ 
end and a quencher attached to its 3′ end. The quencher suppresses fl uorescence of 
the fl uorophore on the intact probe. (B) During the PCR, Taq polymerase extends 
the primer and the TaqMan probe is displaced by the growing DNA strand. (C) The 
5′-to-3′ exonuclease activity of the Taq polymerase cleaves the 5′ end of the probe 
and releases the fl uorophore. Separation from the quencher results in fl uorescence of 
the fl uorophore. The amount of fl uorescence is proportional to the amount of target 
DNA present. doi:10.1128/9781555818890.ch8.f8.17
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that are not complementary to the SNP in the region where the TaqMan 
probe binds will be displaced but not cleaved, so they will not fl uoresce. 
By monitoring the fl uorescence at two different wavelengths (one for each 
TaqMan probe), it is possible to distinguish individuals that are homozy-
gous for each SNP (either normal or disease associated) and heterozygous 
(carrying one normal and one disease-associated allele). This technique 
may be used to detect more than two different SNPs at the same time 
as long as the fl uorescent dyes attached to each SNP-specifi c probe have 
well-separated, nonoverlapping fl uorescence maxima.

A TaqMan diagnostic assay has been developed to screen individuals 
for specifi c mutations in the BRAF gene that are associated with mela-
noma. Melanoma is a type of skin cancer that is caused by changes in 
melanocytes that produce the skin pigment melanin. More than 75,000 
cases are diagnosed each year in the United States. More than half of these 
are associated with mutations in the BRAF gene, which encodes B-Raf, a 
serine/threonine protein kinase that regulates a signal transduction path-
way (BRAF–MEK–ERK pathway) that controls cell division, differentia-
tion, and apoptosis in response to growth factors (Fig. 8.18A). In 90% of 
the BRAF mutations associated with cutaneous melanomas, glutamate, 
a negatively charged amino acid, has been replaced with the hydropho-
bic amino acid valine in codon 600 (V600E; GTG→GAG). This change 
alters the conformation of the activation segment of the protein, leading 
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Figure 8.18  TaqMan assay to detect BRAF alleles associated with melanoma. (A) Mu-
tations in BRAF may lead to constitutive kinase activity of B-Raf and consequently 
constitutive activation of the MEK–ERK signaling pathway, which controls cell pro-
liferation. (B) A TaqMan PCR assay to detect the V600E BRAF allele commonly as-
sociated with cutaneous melanoma uses an allele-specifi c PCR primer and a reverse 
PCR primer that binds to a sequence present in both wild-type and mutant BRAF. 
An allele-specifi c TaqMan probe binds to the sequence that spans the mutation but in 
the DNA strand opposite to that bound to the forward primer. As PCR proceeds, the 
probe is displaced and cleaved by Taq polymerase as it extends the strand from the 
reverse primer. An allele-specifi c PCR primer and a TaqMan probe labeled with a dif-
ferent fl uorescent dye bind specifi cally to the normal BRAF sequence. The presence of 
mutant and/or normal BRAF is determined by monitoring fl uorescence of the cleaved 
probe(s). doi:10.1128/9781555818890.ch8.f8.18
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to constitutive kinase activity of B-Raf and uncontrolled proliferation of 
melanocytes. A TaqMan PCR assay to detect the V600E BRAF muta-
tion uses a forward primer that specifi cally binds to the mutant BRAF 
sequence and a reverse primer that binds to a sequence present in both 
wild-type and mutant BRAF (Fig. 8.18B). A fl uorescently labeled TaqMan 
probe also anneals to the sequence that spans the mutation but in the 
DNA strand opposite to that bound to the forward primer. A second 
probe, labeled with a different fl uorescent dye, binds specifi cally to the 
wild-type sequence. As PCR proceeds, the probe is displaced and cleaved 
by Taq polymerase as it extends the strand from the reverse primer. The 
presence of mutant and/or wild-type BRAF is determined by monitoring 
fl uorescence of the released probe(s).

The mutation can be detected both in tumor tissue samples and in 
DNA from blood plasma. The screen assists in identifying patients that 
have a high probability of responding well to treatment with vemurafenib, 
a B-Raf kinase inhibitor. Studies have shown that tumors with the V600E 
mutation are more sensitive to vemurafenib and that treatment with ve-
murafenib reduced the risk of death by 56% and decreased tumor size 
in 52% of melanoma patients with this allele compared to those who re-
ceived chemotherapy. In 2011, the FDA approved the use of vemurafenib, 
and the test for the V600E mutation, for diagnosis and treatment of mel-
anoma associated with this allele.

Real-Time PCR To Detect Infectious Disease

Most nucleic acid diagnostic tests for etiological agents of infectious dis-
ease are based on PCR. As for other molecular approaches, PCR circum-
vents the requirement to grow the pathogens, which is time-consuming 
for viruses and slow-growing or fastidious bacteria. Not only does this 
technique enable identifi cation of a viral, bacterial, or fungal pathogen, 
but also it can reveal specifi c characteristics of that pathogen, for exam-
ple, the presence of antibiotic resistance genes that can be used to de-
termine the best course of treatment. A successful PCR assay to detect 
microbes in human-derived samples must be able to distinguish among 
the vast number of commensal species that exist in the human intestinal, 
genitourinary, and res pi ratory tracts and on skin.

In a real-time PCR, the double-stranded DNA product is bound by a 
fl uorescent dye and the fl uorescence is measured after each amplifi cation 
cycle to quantify the amount of product in real time. Post-PCR processing 
is not required, and therefore, time to pathogen identifi cation is shorter 
than for conventional PCR. Real-time PCR may be described as occurring 
in four phases (Fig. 8.19A). In the fi rst, or linear, phase (generally about 10 
to 15 cycles), fl uorescence emission at each cycle has not yet risen above 
the background level. In the early exponential phase, a suffi cient amount 
of double-stranded DNA has been produced to increase the amount of 
fl uorescence above a threshold level that is signifi cantly higher than the 
background. The cycle at which this occurs is known as the threshold 
cycle (CT). The CT value is inversely correlated with the amount of target 
DNA in the original sample. During the exponential phase, the amount of 

CT
threshold cycle
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fl uorescence doubles as the DNA products of the reaction double in each 
cycle under ideal conditions. In the plateau phase, the reaction compo-
nents become limited and measurements of the fl uorescence intensity are 
no longer useful.

To quantify the amount of target DNA in a sample, a standard curve 
is fi rst generated by serially diluting a sample with a known number of 
copies of the target DNA, and assuming that all samples are amplifi ed 
with equal effi ciencies, the CT values for each dilution are plotted against 
the starting amount of sample (Fig. 8.19B). The number of copies of a 
target DNA in a clinical sample can be determined by obtaining the CT 
value for the sample and extrapolating the starting amount from the stan-
dard curve. In addition, since during the exponential phase the amount of 
DNA doubles with each cycle, a sample that has four times the number of 
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Figure 8.19  (A) Plot of normalized 
fl uorescence (ΔRn) versus cycle number 
in a real-time PCR experiment. Four 
phases of PCR are shown: (1) a linear 
phase, where fl uorescence emission is 
not yet above background level; (2) an 
early exponential phase, where the fl uo-
rescence intensity becomes signifi cantly 
higher than the background (the cycle 
at which this occurs is generally known 
as CT); (3) an exponential phase, where 
the amount of product doubles in each 
cycle; and (4) a plateau phase, where 
reaction components are limited and 
amplifi cation slows down. (B) Plot of 
CT versus the starting amount of a tar-
get nucleotide sequence. Fluorescence 
detection is linear over several orders of 
magnitude.
 doi:10.1128/9781555818890.ch8.f8.19
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starting copies of the target sequence compared to another sample would 
require two fewer cycles of amplifi cation to generate the same number of 
product strands. Often, a melt curve is generated to assess the specifi city 
of the products.

One application for this technology in infectious disease diagnosis is 
the detection of methicillin-resistant Staphylococcus aureus (MRSA) in 
nasal swabs. MRSA is an increasing problem worldwide. Infections with 
these multidrug-resistant bacteria are usually associated with hospitals 
and other health care facilities, although community-associated infections 
are increasingly common. In the United States, health care-associated 
MRSA infections account for 90,000 deaths and $4.5 billion in health 
care costs annually; thus, there is strong motivation to develop rapid, ac-
curate screening tests to prevent transmission of these bacterial pathogens 
among hospitalized patients.

As for PCR in general, the specifi city of a real-time PCR assay is de-
termined by the sequence of the oligonucleotides that are used to prime 
amplifi cation of a target sequence. Thus, the primers must be designed 
carefully and validated to ensure that they do not anneal to DNA from 
other nontarget microorganisms. In one dual-target detection assay to de-
tect MRSA, one set of PCR primers is used to amplify the mecA sequence 
(Fig. 8.20). The mecA gene encodes a cell wall penicillin-binding protein 
(PBP2a) that protects S. aureus from the bacteriocidal effects of methi-
cillin and structurally related β-lactam antibiotics. The gene is encoded 
within a genomic region (pathogenicity island) known as the staphylo-
coccal cassette chromosome mec (SCCmec), which was likely acquired by 
some S. aureus strains by horizontal gene transfer (see chapter 5). SCCmec 
is inserted in the S. aureus orfX gene, and the SCCmec–orfX junction is a 
target for some MRSA diagnostic tests that employ real-time PCR. A sec-
ond set of primers is designed such that the forward primer anneals to the 
right extremity of SCCmec and the reverse primer anneals to a sequence 
within orfX. Seven different forward primers are employed; each binds 
specifi cally to a variant sequence of the right extremity SCCmec. This 
enables discrimination of the seven possible subtypes of MRSA that differ 
in the sequence of the SCCmec right extremity. Each primer set is labeled 
with a different fl uorescent dye, and fl uorescent signals for both target se-
quences indicate a positive test for MRSA. While detection of the specifi c 
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Figure 8.20  Dual-target real-time PCR assay to detect MRSA. One set of PCR primers 
(P1 and P2) primes amplifi cation of the mecA sequence in SCCmec. A second primer 
pair is designed such that the forward primer (P3) anneals to the right extremity of 
SCCmec and the reverse primer (P4) anneals to a sequence within orfX. This confi rms 
the presence of S. aureus and enables determination of the specifi c MRSA strain based 
on the variant SCCmec. doi:10.1128/9781555818890.ch8.f8.20
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SCCmec–orfX junction is important to confi rm that S. aureus is present 
and for monitoring transmission of specifi c MRSA strains, detection of 
the mecA gene is also required because this gene has been lost from the 
genome of some strains (“empty cassette variants”).

When a pathogen cannot be detected using available primers, 
broad-range PCR may be used. This approach employs universal prim-
ers that anneal to a common nucleotide sequence, for example, the 16S 
rRNA gene present in all bacteria. Following amplifi cation, products are 
sequenced for pathogen identifi cation by comparison of the sequence to 
a database such as the Ribosomal Database Project. This method is more 
suited to determine infections in samples of low complexity, for example, 
meningitis, pneumonia, and endocarditis, which occur in tissues that are 
normally sterile (meninges, lower lungs, and heart, respectively).

In addition to its use in the measurement of pathogenic agents in the 
environment, a variant of real-time PCR may be used to quantify the 
levels of a variety of mRNAs in different eukaryotic tissues or prokary-
otic cells. In these instances, the initial target is RNA and not DNA, and 
therefore, a reverse transcription (RT) step is needed to generate cDNA 
before the real-time PCR (see chapter 1). With quantitative RT-PCR, it is 
possible to measure mRNA levels that are about 10,000- to 100,000-fold 
lower than those measurable by traditional techniques.

Detection of Multiple Disease-Associated Mutations Using Microarrays

While hybridization probes and PCR are used extensively to detect muta-
tions in single genes, microarray analysis enables simultaneous detection 
of mutations at multiple loci associated with complex genetic diseases (see 
chapter 1). Arrays have been developed to screen for more than 500,000 
SNPs simultaneously in human genomic DNA. MammaPrint, a microar-
ray to detect breast cancer, and AmpliChip CYP450, a microarray to pre-
dict the response to certain drugs, were the fi rst diagnostic arrays to be 
approved by the FDA (see chapter 12).

Cytochrome P450 oxidases are a group of enzymes that regulate the 
metabolism of approximately 25% of prescription drugs, including anti-
depressants, antipsychotics, beta blockers, and opiates (Table 8.1). Differ-
ent alleles of two cytochrome P450 genes, CYP2D6 and CYP2C19, are 
associated with differential drug metabolism. Over 80 different alleles of 
CYP2D6 and three different alleles of CYP2C19 have been discovered in 
humans and are linked to different levels of cytochrome P450 enzyme ac-
tivity. Based on genotype, individuals are classifi ed into four groups: poor, 
intermediate, extensive, and ultrarapid metabolizers. Individuals exhibit-
ing ultrarapid drug metabolism may have multiple (3 to 13) copies of the 
CYP2D6 gene and remove the drug rapidly. Thus, the dosage of a drug 
may have to be increased in patients with this genetic makeup. Poor me-
tabolizers, on the other hand, may have two inactive CYP2D6 alleles, and 
therefore, the drug may accumulate, leading to undesirable side effects, 
or drugs that require activation in vivo may be ineffective. For exam-
ple, tamoxifen, a therapy for breast cancer, is administered in an inactive 
form and is converted into an active form (endoxifen) by several enzymes, 
including the CYP2D6 enzyme. This drug is unlikely to be effective in 
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patients who are poor or intermediate metabolizers, such as those with 
inactive or low activity CYP2D6 alleles. Thus, by identifying the alleles 
that an individual possesses, it may be possible to predict how that per-
son will metabolize particular drugs. The AmpliChip CYP450 microarray 
detects 33 different CYP2D6 alleles, including deletions and duplications, 
and 3 different CYP2C19 alleles. Genomic DNA is extracted from blood 
samples or buccal (cheek) swabs, PCR amplifi ed, fragmented, labeled, and 
hybridized to the array to identify the alleles present. The results facilitate 
drug selection, optimization of drug dosage, and prediction of adverse 
drug effects.

Detection of Epigenetic Markers

Epigenetic modifi cations refer to the covalent modifi cation of DNA or 
histones associated with DNA. Specifi c bases in DNA may be methylated, 
and acetyl, ubiquitin, methyl, phosphate, or sumoyl groups may be added 
to specifi c amino acids in histone proteins. Epigenetic changes alter gene 
expression and cellular phenotype, are stable, and can be transmitted to 
offspring (i.e., they are heritable), although they do not change the ge-
notype of a cell. DNA methylation almost always involves the addition 
of a methyl group to a cystosine residue in CpG dinucleotides, gener-
ating 5-methylcytosine (Fig. 8.21). The addition is catalyzed by a DNA 
methyltransferase. About 75% of the 28 million CpG dinucleotides in the 
mammalian genome are methylated. DNA methylation is a normal pro-
cess that serves a regulatory function. It downregulates gene expression 
in response to environmental conditions by inhibiting binding of tran-
scription factors or by recruiting specifi c methyl-binding domain proteins 
that induce the formation of heterochromatin. DNA methylation plays an 
important role in animal development, for example, by silencing genes on 
the X chromosome or on one of the two copies of some autosomal genes, 
depending on which parent it was inherited from.

Recently, altered DNA methylation patterns have been found to be as-
sociated with a number of human diseases, especially cancers. In tumors, 
levels of genome methylation generally decrease; however, the promoters 

Table 8.1  Drugs metabolized by CYP2D6 and CYP2C19

Cytochrome 
P450 oxidase Antidepressants Beta blockers Antipsychotics

Proton pump 
inhibitors Antiepileptics Others

CYP2D6 Amitriptyline

Clomipramine

Desipramine

Paroxetine

Imipramine

Venlafaxine

Carvedilol

Metoprolol

Propafenone

Timolol

Haloperidol

Risperidone

Thioridazine

Atomoxetine

Codeine

Dextromethorphan

Flecainide

Mexiletine

Ondansetron

Tamoxifen

Tramadol

CYP2C19 Amitriptyline

Clomipramine

Omeprazole

Lansoprazole

Pantoprazole

Diazepam

Phenytoin

Phenobarbitone

Cyclophosphamide

Progesterone

Adapted from Li et al., Curr. Genomics 9: 466–474, 2008.
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Figure 8.21  DNA methylation. A methyl 
group is covalently bound to a cystosine 
residue in CpG dinucleotides, generating 
5-methylcytosine.
 doi:10.1128/9781555818890.ch8.f8.21
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of some genes exhibit increased methylation of normally unmethylated 
CpG dinucleotides. Methylation of core promoter sequences inactivates 
expression of these genes, some of which encode tumor suppressors 
(Fig.  8.22). Thus, epigenetic modifi cation can have an effect similar to 
that of a mutation or deletion. However, because DNA methylation is an 
epigenetic alteration, it is, at least in theory, reversible and therefore may 
be a target for demethylation drugs to treat human disease.

Aberrant methylation seems to be nonrandom, and CpG dinucleotides 
at different loci have different propensities for methylation. These fac-
tors, as well as the chemical stability of methylcytosine, make methylation 
patterns useful as biomarkers of disease. Genome-wide or locus-specifi c 
screening may be used to detect aberrant DNA methylation. Strategies to 
detect methylated sequences employ (i) methylation-sensitive restriction 
endonucleases that bind to DNA only when CpG dinucleotides in their 
recognition site are methylated (or only when they are unmethylated), 
(ii) 5-methylcytosine-specifi c antibodies to capture methylated fragments 
that can be identifi ed using a microarray or by DNA sequencing, and 
(iii) chemical deamination of nonmethylated cytosines to uracils using 
sodium bisulfi te; methylated cytosines are protected against deamination 
(Fig. 8.23). The last method converts differences in methylation patterns 
into differences in sequence (i.e., C to U) that can be identifi ed by PCR, 
sequencing, or microarrays.

In one diagnostic approach to detect epigenetic biomarkers associated 
with specifi c cancers, DNA is fi rst treated with bisulfi te and then hybridized 
to a pool of oligonucleotide probes that specifi cally detect methylated or un-
methylated CpG dinucleotides in target sequences of known cancer-related 
loci (Fig. 8.24). At each locus, a pair of allele-specifi c oligonucleotides dis-
criminates between the methylated sequence and a sequence containing a 
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Histone

Exon 3Exon 2Exon 1 Exon 3Exon 2Exon 1

Figure 8.22  Hypermethylation of DNA in promoter regions decreases gene expres-
sion. In tumors, levels of genome methylation generally decrease; however, the pro-
moters of some genes exhibit increased methylation of normally unmethylated CpG 
dinucleotides. Methylated CpG dinucleotides are associated with heterochromatin 
(condensed chromatin structure) and transcriptional silencing. Expression of tumor 
suppressor genes may be inhibited. Open circles, unmethylated CpG; closed circles, 
methylated CpG. Adapted from Lao and Grady, Nat. Rev. Gastroenterol. Hepatol. 8: 
686–700, 2011. doi:10.1128/9781555818890.ch8.f8.22
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cytosines in CpG dinucleotides are con-
verted to uracil, while methylated cyto-
sines are protected from deamination (B).
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Figure 8.24  Detection of epigenetic biomarkers associated with specifi c cancers. Ge-
nomic DNA extracted from a patient’s sample is treated with sodium bisulfi te that 
converts unmethyated cytosines in CpG dinucleotides to uracil; methylated cytosines 
are not converted. Allele-specifi c oligonucleotide probes are added that specifi cally 
anneal to either methylated or converted CpG dinucleotides due to the presence of 
a complementary G or A, respectively, at the 3′ end of the probe. A common oligo-
nucleotide probe (blue line) binds one nucleotide downstream of the allele-specifi c 
probes. DNA polymerase extends the allele-specifi c probe by a single nucleotide to 
close the gap between the allele-specifi c and common probes. DNA ligase catalyzes 
the formation of a phosphodiester bond to seal the nick in the backbone. PCR prim-
ers (black arrows) bind at the ends of the probes and prime amplifi cation of the li-
gated probes. The PCR primers are labeled with different fl uorescent dyes (red and 
blue stars) to refl ect the original methylation state of the CpG site in the genome. 
doi:10.1128/9781555818890.ch8.f8.24
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uracil converted from an unmethylated cytosine by the presence of a com-
plementary G or A, respectively, at the 3′ end of the probe (the hybridiza-
tion behavior of uracil is similar to that of thymine). A third oligonucleotide 
binds downstream of the allele-specifi c oligonucleotide-binding site such 
that there is a gap of one nucleotide between the bound oligonucleotides. 
Addition of DNA polymerase extends the allele-specifi c oligonucleotide by 
a single nucleotide to close the gap between the bound oligonucleotides, 
which is sealed by DNA ligase. The requirement for binding of two oligonu-
cleotides at each locus increases the specifi city of the assay. Primer-binding 
sites at the 5′ ends of the oligonucleotides enable amplifi cation of the liga-
tion products with PCR primers that are labeled with different fl uorescent 
dyes to refl ect the methylation state of the CpG site. The identity of the PCR 
products may be determined by sequencing or by hybridization to a mi-
croarray. It is possible to probe more than 1,500 CpG sites that are known 
to be susceptible to alterations in methylation status in tumors simultane-
ously in a single patient DNA sample.

Detection of SNPs by Mass Spectrometry

Matrix-assisted laser desorption ionization–time of fl ight (MALDI-TOF) 
mass spectrometry can be used to detect SNPs known to be associated 
with a disease. This approach is rapid, requires only small amounts of 
DNA, can detect multiple SNPs simultaneously, and can be use to process 
many samples at the same time. In principle, the method is similar to that 
used for protein identifi cation (see chapter 1); however, rather than ioniz-
ing proteins, when excited, the matrix transfers some of its energy to the 
DNA fragments in the sample, which are then ionized. The ionized DNA 
fragments are separated in an electromagnetic fi eld and identifi ed by their 
mass-to-charge ratio. Analysis of SNPs by this method requires the gen-
eration of small (<30 nucleotides), allele-specifi c DNA fragments. Most 
protocols produce these fragments by single- or multiple-base primer ex-
tension reactions (Fig.  8.25); single-base primer extension is described 
here. To generate large amounts of template, the target DNA is fi rst ampli-
fi ed by PCR. After removal of unincorporated nucleotides and PCR prim-
ers, another primer is added that anneals to the amplifi cation products 
such that its 3′ end is immediately adjacent to the polymorphic site. The 
primer is extended by addition of a single nucleotide that is complemen-
tary to the nucleotide at the polymorphic site. DNA polymerase catalyzes 
the extension, which is limited by incorporation of a dideoxynucleotide 
(see Fig. 1.19). The next step is identifi cation of the incorporated nucleo-
tide based on its mass, which differs among the four possible nucleotides. 
Because the mass differences among the nucleotides are small, the termi-
nating nucleotides are often modifi ed to enhance the differences. Care 
must be taken to remove all traces of metal cations (sodium and potas-
sium) that may bind to negatively charged DNA and increase the mass of 
the DNA fragments, thereby distorting the results.

Diagnostic assays based on mass spectrometry are being developed 
for a number of different diseases. For example, mutations that predis-
pose individuals to familial adenomatous polyposis can be detected by 

MALDI-TOF
matrix-assisted laser desorption 

ionization–time of fl ight
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MALDI-TOF mass spectrometry. Familial adenomatous polyposis is an 
inherited disorder characterized by the formation of numerous benign 
tumors (polyps, adenomas) in the colon. They may become malignant and 
lead to early development of colorectal cancer. Currently, diagnosis is by 
colonoscopy. This disorder is caused by germ line mutations in the ade-
nomatous polyposis coli (APC) gene, which encodes a tumor suppressor. 
Many of the common mutations in this gene are frameshift and nonsense 
mutations that produce truncated proteins. The most severe disease (high 
number of polyps, early onset of colorectal cancer) is associated with a 
small deletion in the APC gene. Four of the most frequent mutations, 
including three small (<6-base pair [bp]) deletions and one nucleotide 

Allele 1
–GAACGCCTGATCCTAACACCT–
–CTTGCGGACTAGGATTGTGGA–

Allele 2
–GAACGCCTGAGCCTAACACCT–
–CTTGCGGACTCGGATTGTGGA–

Template
Primer

MALDI-TOF mass spectrometry

Δ m/z ~ 16

Mass range m/z 4,000–9,000

Single-base
primer extension

Multiple-base
primer extension

 AACGCCTGA
CTTGCGGACTAGGATTGTGGA

 AACGCCTGAT
CTTGCGGACTAGGATTGTGGA

 AACGCCTGAT
CTTGCGGACTAGGATTGTGGA

 AACGCCTGAG
CTTGCGGACTCGGATTGTGGA

 AACGCCTGAGC

AACGCCTGAT           AACGCCTGAT AACGCCTGAG           AACGCCTGAGC

CTTGCGGACTCGGATTGTGGA

Δ m/z ~ 300
Mass spectra

Mass range m/z 4,000–9,000

Figure 8.25  Detection of SNPs by mass spectrometry. After PCR amplifi cation 
of the target sequence, a primer (brown sequence) is added that anneals to the 
single-stranded template such that its 3′ end is immediately adjacent to the poly-
morphic site (red). In a single-base extension assay, the primer is extended by a single 
dideoxynucleotide (blue) that is complementary to the polymorphic nucleotide. In 
a multiple-base extension assay, the primer may be extended by addition of several 
deoxynucleotides (green) before termination with a dideoxynucleotide. The mass (ac-
tually the mass-to-charge ratio [m/z]) of the extension products is determined by mass 
spectrometry and is the basis for identifi cation of the incorporated nucleotide(s) and 
hence the SNP. Adapted from Tost and Gut, Clin. Biochem. 38: 335–350, 2005, with 
permission. doi:10.1128/9781555818890.ch8.f8.25
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substitution, were detected by MALDI-TOF mass spectrometry. The APC 
region was amplifi ed by PCR from DNA extracted from patient blood 
samples, and the purifi ed PCR products were then used as a template in 
a primer extension assay (Fig. 8.26A). In this protocol, the allele-specifi c 
primers were extended by one or more bases by including a mixture of 
deoxynucleotides and chain-terminating dideoxynucleotides in the re-
action. Purifi ed extension products were mixed with an organic matrix 
and their masses determined by MALDI-TOF mass spectrometry. In the 
mass spectra, extension products could clearly be distinguished between 
healthy individuals carrying two wild-type APC alleles and heterozygous 
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Figure 8.26  Detection of a mutation 
frequently associated with familial ade-
nomatous polyposis by MALDI-TOF 
mass spectrometry. (A) A 5-bp deletion 
(Δ1309; highlighted in blue in the se-
quence of the normal allele) in the APC 
gene is frequently associated with col-
orectal cancer. To detect this small dele-
tion, purifi ed APC PCR products (partial 
sequence shown), amplifi ed from patient 
blood samples, were used as a template 
in a primer extension assay. An extension 
primer was extended by one or more 
bases by including a mixture of deox-
ynucleotides (deoxyadenosine triphos-
phate [dATP]) and chain-terminating 
dideoxynucleotides (dideoxyribosylthy-
mine triphosphate [ddTTP] and dideox-
ycytidine triphosphate [ddCTP]) in the 
reaction. Extension products from the 
normal and Δ1309 alleles were mixed 
with an organic matrix and their masses 
determined by MALDI-TOF mass spec-
trometry. Extended deoxynucleotides 
are shown in green, and dideoxynucleo-
tides are shown in blue in the extension 
products. Da, daltons. (B) MALDI-TOF 
mass spectra generated from the APC 
allele of a healthy homozygous individ-
ual (control DNA: WT) and an affected 
heterozygous individual (patient DNA). 
A synthetic oligonucleotide was used as a 
control for homozygous Δ1309 DNA be-
cause this genotype is lethal. The masses 
of the unextended (6,323 Da) and ex-
tended (6,596 and 6,924 Da for the 
wild-type and Δ1309 alleles, respectively) 
primers are shown above the peaks. Re-
drawn from Bonk et al., Clin. Biochem. 
35: 87–92, 2002, with permission.
 doi:10.1128/9781555818890.ch8.f8.26
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familial adenomatous polyposis patients carrying one wild-type allele and 
a deletion or nucleotide substitution in the other allele (Fig. 8.26B). Ho-
mozygous mutations in the APC gene are lethal, and affected fetuses do 
not survive; therefore, synthetic oligonucleotides were used as a control. 
This example shows that in addition to point mutations, deletions of sev-
eral nucleotides that are associated with a genetic disease can be detected 
in clinical samples using mass spectrometry.

Detecting RNA Signatures of Disease

Detection of Disease-Associated Changes 
in Gene Expression Using Microarrays

In addition to applications for microarrays in genotyping as described 
above for the AmpliChip CYP450 microarray, this tool has also been 
used to determine and detect RNA profi les associated with disease (see 
chapter 1). For example, the clinical microarray MammaPrint measures 
expression of 70 different genes in breast tumors. Breast cancer differs 
among patients in terms of risk of metastasis and response to treatment. 
Prior to development of a diagnostic microarray, disease prognosis was 
based primarily on tumor size and lymph node status; however, these are 
not accurate predictors of long-term outcome. The goal of the Mamma-
Print diagnostic array is to determine if a patient with breast cancer that 
has not spread to lymph nodes is at risk for recurrence or metastasis 
(Fig. 8.27). Individuals with low risk have a 10% chance of having the 
cancer return within 10 years without further treatment, while those with 
high risk have a 29% chance of recurrence in the same period.

To develop the MammaPrint microarray, RNA from 98 breast tu-
mors was extracted and hybridized to microarrays carrying 25,000 hu-
man gene sequences. Two distinct gene expression profi les were apparent; 
these correlated with disease progression, that is, with either progressive, 
metastatic disease (poor prognosis) or lack of metastasis 5 years after 
primary diagnosis (good prognosis). Elevated expression levels of genes 
involved in cell cycle regulation, cell invasion, metastasis, and angiogen-
esis provide an RNA signature for poor prognosis, and these individuals 
are recommended for chemotherapy. Without this test, many patients are 
unnecessarily subjected to cytotoxic chemotherapy; 70% would have sur-
vived without this aggressive treatment. If the microarray results indicate 
a good prognosis, a less aggressive hormonal therapy such as tamoxifen 
may be prescribed. Tamoxifen blocks the activity of the hormone estrogen 
that breast tumors need to grow.

Detection of RNA Signatures of Antibiotic 
Resistance in Human Pathogens

Treatment of microbial infections requires identifi cation of the etiological 
agent and determination of an effective course of treatment. Unfortunately, 
suitable treatments are often diffi cult to predict due to the prevalence of 
antibiotic-resistant strains of pathogens. For some slow-growing pathogens, 
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for example, Mycobacterium tuberculosis, current clinical diagnostic 
methods that require culturing of the pathogen to determine antibiotic 
sensitivities can take weeks to months. In the meantime, patients may be 
treated with ineffective drugs. Furthermore, DNA-based approaches such 
as hybridization or PCR to detect specifi c antibiotic resistance genes in 
bacterial genomes are limited by the available knowledge of these gene 
sequences, which represents only a fraction of such genes. A possible solu-
tion is the use of specifi c RNA signatures not only for identifi cation of 
pathogens in clinical samples but also for rapid determination of their anti-
biotic susceptibilities. Rather than detection of specifi c antibiotic resistance 
genes, this approach detects RNA profi les that are associated with an an-
tibiotic susceptibility response. Exposure of susceptible strains to an an-
tibiotic induces a characteristic transcriptional response that is antibiotic 
specifi c. Direct detection of RNA using fl uorescent hybridization probes 
therefore offers a rapid, sensitive, and specifi c method for distinguishing 
antibiotic-resistant from antibiotic-sensitive strains in clinical samples.

High risk Low risk

Breast tumor tissue

Extract RNA

RNA amplification
Label wth fluorescent dye

Analyze RNA profile

Reference cRNA Tumor cRNA

Cohybridize to
microarray

MammaPrint array

Figure 8.27  MammaPrint diagnostic ar-
ray assesses risk for recurrence or me-
tastasis of breast cancer. The microarray 
contains sequences that target mRNA 
expressed from 70 different breast can-
cer prognosis genes. RNA is extracted 
from patient tumor tissue, amplifi ed 
using T7 RNA polymerase to gener-
ate complementary RNA (cRNA), and 
then labeled with a fl uorescent dye (e.g., 
Cy5). Levels of expression of each gene 
are determined by hybridizing labeled 
cRNA to the microarray and measuring 
fl uorescence intensity relative to refer-
ence cRNA; reference cRNA consists of 
a pool of RNA from 100 breast tumors 
(from equal numbers of patients with 
good and poor outcomes) labeled with 
a different fl uorescent dye (e.g., Cy3). 
Tumor RNA expression profi les strat-
ify women into two groups: those with 
a low risk for breast cancer recurrence 
and those with a high risk for recurrence. 
doi:10.1128/9781555818890.ch8.f8.27
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RNA profi les associated with susceptibility to the antibiotics cipro-
fl oxacin, ampicillin, and gentamicin were determined following a brief 
exposure of susceptible and resistant laboratory strains of E. coli. Crude 
cell lysates from cultured bacteria were hybridized to a pool of oligo-
nucleotide probes that target specifi c RNA sequences; each gene-specifi c 
probe was tagged with a different fl uorescent dye. While expression of 
some genes increased in response to several different antibiotics, a small 
set of genes exhibited antibiotic-specifi c expression profi les (Fig. 8.28A). 
The transcriptional responses were observed in the antibiotic-sensitive 
strains but not in the resistant strains. To test the effi cacy of this approach 
on clinical samples, urine was obtained from patients suspected of having 
urinary tract infections. The urine specimens were exposed briefl y (30 
min) to ciprofl oxacin, cells in the urine were lysed rapidly, and transcrip-
tional profi les were determined by hybridization of probes directly to 
RNA. RNA signatures enabled identifi cation of E. coli in the samples and 
discrimination of ciprofl oxacin-susceptible and -resistant strains as con-
fi rmed by culture-dependent diagnostic methods (Fig. 8.28B). Although 
similar results could be achieved using PCR-based approaches, direct 
detection of specifi c RNAs associated with antibiotic susceptibility via 
probe hybridization avoids having to purify and amplify the nucleic acids.
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Figure 8.28  RNA signatures of bacterial antibiotic susceptibility. (A) Antibiotic-
sensitive and -resistant strains of E. coli were exposed to the antibiotics ciprofl ox-
acin (CIP), ampicillin (AMP), and gentamicin (GENT) for a short time (10 min). 
Levels of expression of several genes were measured by hybridizing RNA from 
antibiotic-treated and untreated cultures to oligonucleotide probes labeled with fl uo-
rescent dyes (a subset of antibiotic-responsive genes are labeled on the x axis). Changes 
in the levels of expression of each gene were determined by comparing RNA levels in 
antibiotic-treated and untreated cultures. Signifi cant changes in gene expression were 
observed in the antibiotic-sensitive strains but not in the antibiotic-resistant strains. 
(B) Ciprofl oxacin-resistant (R) and -sensitive (S) strains of E. coli were differentiated 
in E. coli-positive urine samples from 13 patients based on RNA profi le scores. For 
each patient sample, a single RNA profi le score was calculated from the transcript 
levels of the individual antibiotic-responsive genes in E. coli present. A low score indi-
cates a susceptible strain, while a high score indicates a resistant strain. Redrawn from 
Barczak et al., Proc. Natl. Acad. Sci. USA 109: 6217–6222, 2012, with permission. 
doi:10.1128/9781555818890.ch8.f8.28
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Detection of miRNA Signatures of Cancers

MicroRNAs (miRNAs) are small (∼20-nucleotide) natural RNA mole-
cules that regulate production of specifi c proteins by preventing transla-
tion of mRNA. They are produced from longer primary miRNA molecules 
that are folded into stem–loop structures and cleaved by the RNases 
Drosha and Dicer into smaller double-stranded miRNA (Fig.  8.29). 
The large nuclease complex RNA-induced silencing complex (RISC) 
separates the strands of the double-stranded miRNA, and the resultant 
single-stranded RNA products, together with RISC, bind to complemen-
tary sequences on mRNA molecules. The nuclease component of RISC 
then degrades the mRNA, thereby preventing synthesis of the encoded 
protein. In some cases where the miRNA is imperfectly complementary 
to its target mRNA, the mRNA is not destroyed but, rather, translation 
is repressed.

The miRNAs play a role in initiation and progression of several hu-
man cancers, and therefore, changes in their expression could provide an 
early indicator of these diseases. Abnormal expression of some miRNAs 
as a consequence of mutations, epigenetic modifi cations, or alterations 
in miRNA processing has been detected in several different tumor types. 
These miRNAs target mRNA involved in tumorigenesis such as Ras on-
cogenes, antiapoptotic genes, and transcription factors.

B-cell chronic lymphocytic leukemia is a common form of adult leu-
kemia that can progress to a more aggressive lymphoma or leukemia. 
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Figure 8.29  Production and activity of 
miRNA. Double-stranded miRNA is 
produced from primary miRNA (pri-
miRNA) that is folded into a stem–loop 
structure by intramolecular complemen-
tary base-pairing and then cleaved by 
RNases Drosha and Dicer. RISC medi-
ates binding of single-stranded miRNA 
to complementary sequences in target 
mRNAs, which prevents production of 
the encoded proteins.
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Affected individuals produce an abnormally high number of lympho-
cytes (white blood cells). However, these do not function normally; 
that is, they do not help reduce infections. Moreover, they impair the 
function of other normal blood cells such as healthy lymphocytes, ery-
throcytes, and platelets. A microarray containing oligonucleotide probes 
corresponding to 190 human miRNAs was used to determine miRNA 
expression profi les in 144 patients with chronic lymphocytic leukemia. 
Expression levels of 13 miRNAs were found to correlate with disease 
development (prognosis and progression). For example, levels of two 
miRNAs (miR-16-1 and miR-15a) were found to be lower in patients 
with a good prognosis and slow disease progression, while lower levels 
of another miRNA (miR-29) were found to be associated with a poor 
prognosis. The target gene for miR-29 is the oncogene TCL1, which is 
overexpressed in patients with more aggressive chronic lymphocytic leu-
kemia. These miRNAs may be early predictors of disease development in 
patients with this malignancy.

summary

Molecular diagnostics aims to detect biological molecules 
(biomarkers) associated with infectious or genetic disease in 
patient samples. The biomarkers may be specifi c proteins, 
DNA or RNA sequences, or metabolites that are present, or 
present at altered levels, in body fl uid or tissue samples of af-
fected individuals compared to healthy individuals. The pur-
pose of a diagnostic test is to identify or confi rm the cause 
of a disease (etiology), to determine risk of developing the 
disease in asymptomatic individuals, to determine the best 
course of treatment, or to monitor progression of the disease 
or response to treatment. Therefore, the test must have a high 
degree of specifi city (i.e., detect only the targeted molecule) 
and sensitivity (i.e., detect the targeted molecule even when it 
is present in low abundance). Importantly, for clinical appli-
cations, a diagnostic test must also be rapid, inexpensive, and 
amenable to high throughput.

Molecular technologies have greatly facilitated accurate de-
tection of biomarkers. Immunological approaches exploit 
antibody–antigen interactions to detect the presence of a 
pathogen or antibodies against a pathogen, proteins that are 
dysregulated or have altered conformation, or antibodies 
against self-proteins (autoantibodies). Three common ap-
proaches to detect protein biomarkers of disease are ELISAs, 
protein microarrays, and mass spectroscopy. An indirect 
ELISA detects the presence of specifi c antibodies (primary 
antibodies) in patient serum by their binding to a purifi ed an-
tigen immobilized on a solid support. The antibody–antigen 
interaction is detected by addition of a labeled secondary an-
tibody. This assay may be used to determine if a patient has 
mounted an autoimmune response or an immune response 

to a pathogen. A sandwich ELISA measures levels of an an-
tigen, often a protein associated with a disease or particular 
condition, in a patient’s sample. In this assay, specifi c (usu-
ally monoclonal) antibodies are bound to a solid support to 
which a complex clinical sample is applied. If the cognate 
antigen is present in the sample, it is captured by the immo-
bilized antibody and can be detected by applying a labeled 
antibody.

Microarrays may be used to detect multiple protein biomark-
ers in clinical samples from patients affected by polygenic 
diseases or the presence of IgE molecules produced against 
specifi c allergens in patients who suffer from allergies. For 
detection of protein biomarkers, primary antibodies are 
bound to a solid support (e.g., small capture beads) and then 
probed with a patient sample. Secondary antibodies, often 
labeled with a fl uorescent dye, are added to detect captured 
antigens. In a reverse-phase microarray, patient samples are 
immobilized on a solid support and then probed with an 
antibody to detect disease-associated proteins. For detection 
of specifi c antibodies in patient serum, purifi ed proteins or 
other antigens (e.g., allergens) are arrayed and then probed 
with a serum sample.

DNA-based diagnostic tests determine the existence of spe-
cifi c nucleotide sequences, including genetic mutations and 
sequences present in pathogens. In addition to being highly 
sensitive and specifi c, these tests can be used to assess risk 
for a disease before onset of symptoms. Specifi c DNA se-
quences can be detected in patient samples by hybridization, 
PCR, microarray analysis, and mass spectrometry. Hybrid-
ization utilizes a labeled oligonucleotide probe to detect 

(continued)
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amplifi cation cycle. Because the amount of double-stranded 
DNA doubles after each cycle, the target DNA can be quan-
tifi ed in a sample, such as a sample containing an infectious 
agent.

Allele-specifi c primer extension products may also be iden-
tifi ed by mass spectrometry. In one protocol, a primer binds 
to a template DNA strand such that its 3′ end is immediately 
upstream of a polymorphic nucleotide and is extended by a 
single chain-terminating dideoxynucleotide. Differences in 
the masses of primer extension products from different al-
leles are dependent on differences in the mass of the incorpo-
rated nucleotide and can be measured by MALDI-TOF mass 
spectrometry.

Microarray analyses enable simultaneous detection of SNPs 
at multiple loci for polygenic diseases or determination of 
RNA signatures associated with a disease. For example, 
microarrays have been approved by the FDA to detect cy-
tochrome P450 oxidase alleles associated with drug me-
tabolism (AmpliChip CYP450 microarray) and to measure 
expression of specifi c genes in breast tumors (MammaPrint 
microarray). The results from these tests can be used to de-
termine an effective course of treatment for the disease.

summary (continued)

a complementary target DNA sequence that indicates the 
presence of a specifi c disease-associated allele (SNP) or a 
specifi c pathogen. Perfect complementarity between a target 
sequence that includes a polymorphic site and a probe is re-
quired for ligation of two tandem probes in an OLA and for 
ligation of two ends of a padlock probe.

Allele-specifi c PCR requires a perfect match between an oli-
gonucleotide primer and a target sequence for amplifi cation. 
One of the pair of PCR primers includes the nucleotide that 
is complementary to an SNP at its 3′ end. Mismatches pre-
vent primer extension by the thermostable DNA polymerase. 
Several variations of allele-specific PCR are employed in 
diagnostic assays, including the TaqMan protocol, which 
measures the activity of a fluorescent probe in real time 
as it is released during primer extension. Taq polymerase, 
which catalyzes the synthesis of the DNA strand, possesses 
nuclease activity and cleaves the probe that is bound to the 
template. Cleavage removes a quencher molecule that pre-
vents fl uorescence of the dye. An alternative real-time PCR 
protocol measures fluorescence of a dye that specifically 
binds to double-stranded DNA that is produced after each 

review questions

1.  What are the goals of a molecular diagnostic test? What 
are some of the factors that are considered in the develop-
ment of an accurate diagnostic test?

2.  What is a biomarker?

3.  Compare and contrast indirect and sandwich ELISAs. De-
scribe an application for each in the diagnosis of a human 
disease.

4.  Describe a method to identify the etiological agent of an 
infection.

5.  What is the advantage of using a protein microarray in a 
diagnostic test compared to an ELISA?

6.  What is a reverse-phase protein microarray? How might it 
be used in a diagnostic assay?

7.  Why might an immunological approach be more appro-
priate than a DNA-based approach to diagnose Alzheimer 
disease?

8.  What is a hybridization probe? How are hybridization 
probes employed to detect disease-associated SNPs?

9.  Why is PCR commonly used in molecular diagnostic tests?

10.  Describe an allele-specifi c PCR.

11.  How can two different alleles be distinguished by using 
a TaqMan assay?

12.  Why is real-time PCR quantitative? Why would this be 
useful for a diagnostic test?

13.  Describe one application for DNA microarrays in dis-
ease diagnosis.

14.  What is DNA methylation? What role does it play in 
human disease? How can DNA methylation patterns be de-
tected in clinical samples?

15.  How is mass spectrometry used to detect SNPs?

16.  When assessing the antibiotic susceptibility of a patho-
gen, what are the advantages of determining RNA profi les 
rather than detecting the antibiotic resistance gene directly?

17.  What are miRNAs? Why are they useful biomarkers of 
some diseases?
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Prior to the development  of recombinant DNA technology, most 
human protein pharmaceuticals were available in only limited 
quantities, they were extremely costly to produce, and in a number 

of cases, their biological modes of action were not well characterized. 
When recombinant DNA technology was fi rst developed, it was heralded 
as a means of producing a whole range of potential human therapeutic 
agents in suffi cient quantities for both effi cacy testing and eventual hu-
man use. For the most part, this prediction has turned out to be true. To-
day, the “genes” (mostly cDNAs) for several thousand different proteins 
that are potential human therapeutic agents have been cloned. Most of 
these recombinant proteins have been produced in mammalian as well as 
bacterial host cells, and currently more than 500 are undergoing clinical 
testing with human subjects for the treatment of various diseases. More 
than 250 of these “biotechnology drugs” have been approved for use in 
the United States or the European Union (Table 9.1). However, it will be 
several years before many of the other proteins are commercially avail-
able because medical products must fi rst be tested rigorously in animals 
and then undergo thorough human trials, which typically last for several 
years, before being approved for general use. Each year, only about 25 to 
30 new U.S. Food and Drug Administration (FDA)-approved pharmaceu-
ticals are introduced to the marketplace. However, the fi nancial incentive 
for pharmaceutical companies is considerable. It has been estimated that 
in 2013 the annual global market for human recombinant protein drugs 
will be about $160 billion, with therapeutic monoclonal antibodies con-
stituting about half of this market and a few “blockbuster” drugs such as 
insulin, erythropoietin, interferon (IFN), and blood clotting factors mak-
ing up the largest part of the rest of this market.

Pharmaceuticals

Interferon
Human Growth Hormone

Tumor Necrosis Factor
Targeting Mitochondria

Extending Protein Half-Life
Engineered Bacteriophages

Recombinant Antibodies

Preventing Rejection of 
Transplanted Organs

Hybrid Human–Mouse 
Monoclonal Antibodies

Human Monoclonal Antibodies
Antibody Fragments

Combinatorial Libraries of 
Antibody Fragments

Anticancer Antibodies
Antianthrax Antibodies
Antiobesity Antibodies

Enhanced Antibody Half-Life

Enzymes

DNase I
Alginate Lyase

Phenylalanine Ammonia Lyase
α1-Antitrypsin

Glycosidases

Lactic Acid Bacteria

Interleukin-10
Leptin

An HIV Inhibitor
Insulin

SUMMARY

REVIEW QUESTIONS

REFERENCES

Protein Therapeutics9



466 C H A P T E R  9

Pharmaceuticals

Protein therapeutic agents may be divided into several different categories 
based on the general mode of action of the therapeutic agent. In this re-
gard, a large number of the currently available protein therapeutic agents 
that are produced by recombinant DNA technology replace a defi cient 
or abnormal protein. Other recombinant therapeutics may augment an 
existing pathway or provide a novel function or activity. Some classic 
examples of replacing a defi cient protein include providing diabetics with 
insulin or hemophiliacs with specifi c blood coagulation factors.

Interferon

A number of different strategies have been used to isolate either the genes 
or cDNAs for human proteins. Previously, scientists isolated the target 
protein and determined a portion of its amino acid sequence; from the 
deduced DNA coding sequence, oligonucleotide probes were synthesized 
and used as a DNA hybridization probe to isolate the gene or cDNA 

FDA
U.S. Food and Drug Administration

IFN
interferon

Table 9.1  Examples of recombinant proteins that have been approved for human 
use in the United States or the European Union

Alglucosidase α

Anakinra

Antihemophilic factor

Antithrombin III

α1-Antitrypsin

Botulinum toxin A

C1 esterase inhibitor

Darbepoetin α

Dibotermin

DNase I

Drotrecogin α

Erythropoietin

Factor VIIa

Factor VIII

Factor IX

Fibrinogen

Follicle-stimulating hormone

α-Galactosidase

Galsulfase

Glucagon

β-Glucocerebrosidase analogue

α-Glucosidase

Granulocyte-macrophage colony-stimulating 
factor

Hirudin

Human bone morphogenic protein 7

Human chorionic gonadotropin

Human growth hormone

Human growth hormone analogue

Human luteinizing hormone

Hyaluronidase

Iduronate-2-sulfatase

Insulin

Insulin analogue

Insulin-like growth factor

IFN-α2a

IFN-α2b

IFN-αN3

IFN-β1a

IFN-β1b

IFN-γ1b

IFN N

IFN analogue

Interleukin-2

Interleukin-2 analogues

Interleukin-11

Interleukin-11 analogue

Kallikrein inhibitor

Keratinocyte growth factor

Laronidase

Novel erythropoiesis-stimulating protein

Osteogenic protein

Platelet-derived growth factor

Stem cell factor

Tissue plasminogen activator

Thyrotropin-α

Truncated tissue plasminogen activator
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from either a genomic or a cDNA library. Alternatively, antibodies raised 
against the purifi ed protein were used to screen a gene or cDNA expres-
sion library. More recently, knowledge of the DNA sequence of the hu-
man genome has simplifi ed the isolation of human genes or cDNAs.

IFNs are animal glycoproteins that are synthesized by cells in response 
to various pathogens, especially viruses. IFN “interferes” with viral repli-
cation within host cells. IFNs can also activate immune cells, such as natu-
ral killer cells and macrophages; increase recognition of infected or tumor 
cells by upregulating antigen presentation to T lymphocytes; and increase 
the ability of uninfected host cells to resist new infection by an infecting 
virus. There are several different types of IFNs, all with slightly different 
activities. IFNs may induce the production of hundreds of other proteins, 
upregulate major histocompatibility molecules, activate cells that are part 
of the immune system, promote apoptosis, and inhibit protein synthesis of 
both viral and host genes. At the present time, 12 different IFNs and IFN 
derivatives have been approved by the FDA for the treatment of various 
diseases (Milestone 9.1).

Several research groups have attempted to engineer IFNs with com-
bined properties based on different members of the IFN-α gene family 
that vary in the extents and specifi cities of their antiviral activities. This 
can be achieved by splicing a portion of one IFN-α gene with a DNA 
sequence from a different (although similar) IFN-α gene to create, after 
translation, a hybrid protein that exhibits novel properties, i.e., properties 
different from those of the proteins encoded by either of the contributing 
genes.

The late 1970s and early 1980s 
were a time of tremendous 
excitement in molecular bio-

technology. The promise of this new 
technology was being touted to both 
the public and large institutional inves-
tors. One of the products of the new 
biotechnology that captured the imagi-
nation of a large number of people was 
IFN, which at the time was seen by 
many as a possible miracle cure for a 
wide range of diseases, including viral 
infections and cancer. Thus, the iso-
lation of a human IFN cDNA and its 
subsequent expression in E. coli were 
reported in newspapers and magazines 
around the world.

Several features of IFN made it par-
ticularly diffi cult to synthesize and iso-
late a cDNA encoding the polypeptide. 
First, although IFN had been purifi ed 
more than 80,000-fold, only minuscule 
amounts were available, so researchers 
did not even have an accurate estimate 
of its molecular mass. Second, unlike 
many other proteins, IFN did not have 
a chemical or biological activity that 
was easy to monitor. At the time, its ac-
tivity was measured by the reduction in 
the cytopathic effect of an animal virus 
on cells in culture, which was an ex-
tremely complex and time-consuming 
process. Third, unlike with insulin, 
researchers had no idea if there was 

one particular human cell that pro-
duced high levels of IFN and therefore 
could serve as a source of mRNA that 
was enriched for IFN mRNA. These 
problems notwithstanding, a cDNA 
encoding IFN was eventually isolated 
and characterized. Since that time, 
researchers have discovered that there 
are several different types of IFNs. 
Unfortunately, IFN is not the panacea 
that was dreamed of by both investors 
and the press. However, the genes for 
several IFNs have been isolated, and 
clinical trials have shown that they are 
effective treatments for a variety of 
viral diseases.

Synthesis in E. coli of a Polypeptide with Human 
Leukocyte Interferon Activity
S. Nagata, H. Taira, A. Hall, L. Johnsrud, M. Streuli, J. Ecsödi, W. Boll, 
K. Cantell, and C. Weissmann
Nature 284: 316–320, 1980

milestone
9.1
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Figure 9.1  Two strategies for construct-
ing hybrid IFN genes. (A) Structures of 
the IFN-α2 and IFN-α3 genes and four 
hybrid genes. Comparison of the se-
quences of the IFN-α2 and IFN-α3 genes 
shows shared restriction enzyme sites 
(RE1, RE2, and RE3). Digestion of the 
genes at the indicated restriction sites 
and ligation of the resulting fragments 
generate a number of different hybrid 
IFN genes, of which four possibilities 
are shown. (B) Construction of hybrid 
IFN-α genes following partial DNase di-
gestion and PCR synthesis of several dif-
ferent IFN-α genes. The resultant IFN-α 
gene-shuffl ed libraries are tested for anti-
proliferative and antiviral activities.
 doi:10.1128/9781555818890.ch9.f9.1
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In one study, hybrid genes from IFN-α2 and IFN-α3 were constructed 
in an effort to create proteins with novel IFN activities. Comparison of 
the sequences of the two IFN-α cDNAs indicated that they had common 
restriction sites at nucleotide positions 60, 92, and 150. Digestion of both 
cDNAs at these sites and ligation of the DNA fragments yielded a num-
ber of hybrid derivatives of the original genes (Fig. 9.1A). These hybrids 
were expressed in Escherichia coli, and the resultant proteins were puri-
fi ed and tested for various biological functions. Some of the hybrid IFNs 
were found to provide a greater level of protection of mammalian cells 
in culture against viral infection than the parental molecules. Other hy-
brid IFNs had an antiproliferative activity against various human cancers 
that was greater than that of either of the parental molecules. In addi-
tion, another group of scientists generated other hybrid IFN molecules 
by a variation of the above-mentioned procedure. In this case, the entire 
IFN-α cDNA family was amplifi ed by polymerase chain reaction (PCR) 
and then partially digested with DNase I into small DNA fragments (∼50 
to 60 nucleotides long) before the fragments were shuffl ed and amplifi ed 
by PCR (Fig. 9.1B). This procedure works to generate new IFN cDNAs 
because, following the denaturation step, the PCR mixture contains many 
overlapping single-stranded DNAs that can act as PCR primers. After 
testing of the many shuffl ed IFN cDNAs, it is possible to select hybrid 
IFNs with vastly improved antiviral or antiproliferative activities. Some 
of the hybrid IFNs have undergone successful clinical trials (Box 9.1) and 
have been approved for use as human therapeutic agents. The strategies 
for creating hybrid IFNs can also be applied to other gene families whose 
products have therapeutic potential.

Hepatitis C virus infection is one of the most common causes of liver 
disease, which affects nearly 200 million people worldwide. Many of these 
individuals eventually develop either cirrhosis of the liver or hepatocellu-
lar carcinoma (liver cancer). Therapeutic agents that maximize the early 
antiviral response and maintain viral suppression throughout the course 
of therapy have the best chance of achieving lasting eradication of the vi-
rus from an infected individual. One effective treatment for hepatitis C 
includes the combined use of the antiviral chemical compound ribavirin 
and IFN-α. However, for this sort of application, longer-acting IFNs are 
needed so that the side effects from IFN treatment can be minimized, e.g., 
by lowering the required dosage and decreasing the required frequency of 
the treatments. One approach to creating long-acting IFNs includes pegy-

lation of the therapeutic agent. The process of pegylation entails covalently 
attaching polyethylene glycol to proteins (Fig. 9.2). This binding is typically 
achieved by incubation of a reactive derivative of polyethylene glycol with 
the target protein molecule. As a consequence of pegylation, the effective 
size of modifi ed IFNs in solution increases, thereby prolonging the circula-
tory time of the therapeutic protein by reducing its renal (kidney) clearance.

Another means of generating longer-acting IFNs is to fuse an IFN 
gene with the gene for a stable and relatively inert protein, such as human 

serum albumin, that, after translation, produces a stable hybrid protein. 
This combination is an albumin–IFN hybrid molecule (Zalbin, formerly 
Albuferon) that retains all of the biological activity of the native IFN 

PCR
polymerase chain reaction

O

Polyethylene glycol

HHO
( )

n

A

B

Therapeutic
protein

Figure 9.2  (A) Structure of polyethyl-
ene glycol. (B) Schematic representation 
of a pegylated therapeutic protein. The 
polyethylene glycol residues attached to 
the protein (shown as zigzag lines) shield 
the protein from proteases and antibod-
ies and increase the protein’s effective 
size and solubility, thereby decreasing 
the rate at which it is cleared from the 
kidneys.
 doi:10.1128/9781555818890.ch9.f9.2
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box 9.1
Clinical Trials

After the discovery of a new drug 
or course of treatment, and 
before it is made available to 

the public, it is essential that extensive 
studies and analysis of its safety and ef-
fi cacy be conducted and then reviewed 
by an impartial agency. Although a 
large number of countries have devel-
oped their own approaches to test new 
therapeutics, the “gold standard” for 
clinical trials is the set of requirements 
established by the FDA. This process is 
briefl y described here.

The preclinical phase of therapeu-
tic drug development (i.e., the initial 
stage of the process of bringing a new 
therapeutic agent to market) entails 
thorough and extensive laboratory 
research on the mode of action, 
structure, and other biochemical and 
physical properties of a potential new 
drug. Scientists working at universities, 
research institutes, and drug and bio-
technology companies are continually 
discovering and testing new mole-
cules, as well as new uses for known 
compounds. However, it is impossible 
to know with any certainty which 
avenues of research will eventually 
bear fruit. Once a promising result has 
been obtained in the laboratory and 
has been shown to be reproducible, 
suffi cient quantities of a highly purifi ed 
version of the potential therapeutic 
compound must be produced so that 
it can be tested on small animals, such 
as mice. If the animal tests are positive 
and there is no evidence of any serious 
side effects, the organization seeking 
to commercialize the research fi les an 
“investigational new drug” application 
with the FDA. This is an application 
to begin the process of clinical trials. 
Based on the preclinical research data 

that are provided, about 85% of these 
applications are approved.

Clinical trials are conducted in 
three distinct phases (described below), 
generally requiring a total of about 
7 to 9 years at a cost of approxi-
mately $100 million to $400 million 
to complete. At each stage, various 
compounds are dropped from consid-
eration based on the results obtained. 
Eventually, approximately 20% of the 
compounds that looked promising 
based on preclinical results will, after 
a careful review of all the data, fi nally 
be approved. This slow and expensive 
process is claimed to be “the most 
objective method ever devised to assess 
the effi cacy of a treatment” (Zivin, 
2000).The three phases of the FDA 
review process are as follows.

Phase I: With between 10 and 100 
healthy people, the safety of the 
drug and, starting with very low 
doses, the highest dosages that can 
be administered are assessed. When 
there is a chance that serious side ef-
fects may result, individuals affected 
with the disorder that the drug is 
designed to alleviate may be used.

Phase II: With 50 to 500 affected 
patients, the optimal dosing regimen 
is determined. A control group is 
used so that it is possible to clearly 
distinguish between the effects of the 
drug and the natural remission of the 
disease. The use of a control group 
also helps to delineate real from ap-
parent side effects of the treatment.

Phase III: Depending upon the dis-
ease, approximately 300 to 30,000 
patients who have the disease are 
tested. After it is established that 
the drug is not harmful (phase I) 

and the optimal dosing regimen 
has been determined (phase II), the 
effectiveness of the treatment needs 
to be proven.

The requirement for careful and 
thorough clinical trials ensures both the 
safety and effi cacy of approved drugs. 
However, since the costs of both the 
preclinical research and the clinical tri-
als are borne by pharmaceutical com-
panies, this system makes it diffi cult for 
small companies that discover a new 
product to eventually bring that prod-
uct to market without the involvement 
of a large corporation with signifi cant 
fi nancial resources. Furthermore, the 
high cost of clinical trials and the 
low probability of a new drug’s being 
approved mean that it is unlikely that 
therapeutic agents will even be consid-
ered for clinical trials unless there is 
a strong possibility that there will be 
signifi cant fi nancial gains from the sale 
of that agent. Representatives from the 
pharmaceutical industry estimate that 
in 2007 it cost more than $1.4 billion 
to develop a new FDA-approved drug, 
including both laboratory research and 
clinical trials. However, a very large 
fraction of this estimated cost of bring-
ing drugs to market is the so-called 
“lost opportunity cost.” That is, many 
pharmaceutical companies include in 
their calculations what their money 
would have earned if it had been 
invested in the stock market instead of 
in new drug research and development. 
Nevertheless, regardless of how one 
calculates the actual cost of bringing 
a new pharmaceutical to market, it is 
quite expensive and clearly beyond the 
means of most small to medium-size 
companies. This fi nancial disincentive 
may discourage research on therapeutic 
agents for diseases that either affect 
only a relatively small number of peo-
ple or affect only populations in poor, 
underdeveloped countries.
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molecule (Fig. 9.3). Native IFN levels in the blood of a treated patient 
typically decrease rapidly, so 2 days after administration, they are unde-
tectable. On the other hand, with the albumin–IFN hybrid molecule, the 
drug (in this case, the fusion protein) remains in serum at a therapeutically 
effective level for a much longer time, so it needs to be administered no 
more than once every 2 weeks. Based on successful phase III clinical trials 
of the albumin–IFN hybrid molecule, this compound has recently been 
approved for human use.

Human Growth Hormone

Human growth hormone (somatotropin) is a 191-amino-acid pituitary 
protein that stimulates the production of insulin-like growth factor 1. 
Insulin-like growth factor 1 is an essential component of the promotion 
of growth, especially in children. Infants and children who lack suffi cient 
endogenous levels of human growth hormone, patients with chronic renal 
insuffi ciency (defective kidneys), and individuals with Turner syndrome 
respond to treatment with growth hormone, which stimulates tissue and 
bone growth, increases protein synthesis and mineral retention, and de-
creases body fat storage. In addition, in 2004, the FDA approved the use 
of recombinant human growth hormone for individuals whose short 
stature was caused by a variety of medical conditions other than human 
growth hormone defi ciency.

Human growth hormone was one of the fi rst recombinant therapeutic 
proteins in the world to be approved for human use. Prior to its production 

HSA gene IFN-α gene

IFN-α

Human serum albumin

Figure 9.3  Schematic representation of the synthesis of the albumin–IFN fusion pro-
tein (Zalbin, formerly Albuferon), which includes human serum albumin (HSA) (red) 
at the N terminus and human IFN-α2b (blue) at the C terminus. Modifi ed from an 
original image supplied by Human Genome Sciences.
 doi:10.1128/9781555818890.ch9.f9.3
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by recombinant DNA technology, growth hormone used to treat various 
defi ciencies was extracted from the pituitary glands of cadavers; growth 
hormone from other primates was found to be inactive in humans. In 
1985, cases of Creutzfeldt-Jakob disease were found in individuals that 
had previously received cadaver-derived human growth hormone. Based 
on the assumption that infectious prions causing the disease were trans-
ferred along with the cadaver-derived growth hormone, this product was 
removed from the market.

The fi rst recombinant growth hormone was called somatrem (Pro-
tropin); it was produced and marketed by Genentech beginning in 1985. 
It had an amino acid sequence that was identical to that of human 
growth hormone, except that there was an extra methionine residue at 
the N-terminal end of the peptide chain (which was thought to prolong 
its half-life). It was discontinued in the late 1990s. At the present time, six 
different major pharmaceutical companies manufacture and sell recom-
binant human growth hormone. The recombinant form of the protein 
is produced in E. coli and is identical to native pituitary-derived human 
growth hormone.

As a consequence of its relatively short half-life in plasma, human 
growth hormone therapy currently requires subcutaneous injection once a 
day. This treatment is both inconvenient and expensive. Treatment of chil-
dren with human growth hormone typically entails daily injections during 
the years when the child is growing. The cost of the treatment varies de-
pending on the country and the size of the child but is generally approxi-
mately $10,000 to $30,000 per year. Therefore, it would be advantageous 
to have a long-lasting form of human growth hormone. To this end, DNA 
encoding the extracellular domain of the human growth hormone recep-
tor was fused to human growth hormone cDNA using a DNA fragment 
encoding a 20-amino-acid-long linker peptide consisting of four repeats of 
the amino acids Gly4Ser (Fig. 9.4). This construct has a very strong ten-
dency to dimerize as the growth hormone moiety from one molecule binds 
with the receptor portion of another molecule. When this growth hormone 
construct was tested in rats, a single injection promoted growth for 10 
days (compared to the usual requirement in rats for daily injections). It is 
thought that the dimerization of the engineered growth hormone stabilizes 
human growth hormone in vivo so that it is cleared from plasma approx-
imately 300 times more slowly than free monomeric human growth hor-
mone. Under these conditions, the active monomeric form (Fig. 9.4A) is 
slowly released from the inactive dimeric growth hormone (Fig. 9.4B), al-
lowing it to bind to the growth hormone receptor (Fig. 9.4C). This experi-
ment is certainly intriguing; however, it remains to be determined whether 
humans respond in a similar manner to the dimerized complex.

In an attempt to boost muscle mass, human growth hormone has been 
abused by competitors in sports since the 1970s, and it has been banned 
by the International Olympic Committee. However, because urine analysis 
could not detect the presence of synthetic human growth hormone, the ban 
was unenforceable until the early 2000s, when blood tests that could dis-
tinguish between natural and artifi cial human growth hormone were devel-
oped. In February 2010, a British rugby player had the dubious distinction 
of being the fi rst athlete to be caught illegally using recombinant human 
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growth hormone. In their agreement with Major League Baseball before 
the 2012 season, baseball players agreed to be randomly tested for the 
presence of excessive amounts of human growth hormone in their systems.

Tumor Necrosis Factor

Tumor necrosis factor (TNF) is a cytokine whose primary role is regulation 
of the immune system. TNF is produced as a 212-amino-acid-long trans-
membrane protein arranged in stable homotrimers that are subsequently 
cleaved by the metalloprotease TNF-converting enzyme to form a soluble 
homotrimeric cytokine TNF (Fig. 9.5A).

While a number of studies have clearly shown that TNF is a potent 
antitumor agent, it has not been widely used in this capacity because of its 
severe toxicity. If TNF could be delivered directly to its site of action, i.e., 
the tumor, then lower doses could be used and the unwanted side effects 
would be diminished. To develop a version of TNF with tumor specifi city, 
DNA encoding the short peptide Cys-Asn-Gly-Arg-Cys-Gly, which targets 
a tumor cell surface protein, was fused to TNF DNA. The fusion pro-
tein contained the 6-amino-acid extension at its N-terminal end. In mice, 
the cytotoxic activities of Cys-Asn-Gly-Arg-Cys-Gly–TNF and TNF were 
identical, indicating that the additional amino acids did not prevent pro-
tein folding, trimer formation, or binding to receptors. However, the mod-
ifi ed version of TNF was 12 to 15 times more effective at inhibiting tumor 
growth than the unmodifi ed form (Fig. 9.5B). Moreover, a higher percent-
age of mice with lymphoma survived after treatment with the modifi ed 
factor. In addition, all the mice that were treated with the modifi ed factor 
and survived for 30 days survived second and third challenges with mouse 
lymphoma cells. These data indicate that there is a signifi cant benefi t, at 
least in mice, to fusing TNF with a short targeting peptide.
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Figure 9.4  Derivatization of growth hormone by coupling it to a portion of the growth 
hormone receptor using a specifi c 20-amino-acid peptide. (A) Monomeric derivative; 
(B) dimeric derivative; (C) monomeric derivative bound to a growth hormone recep-
tor. doi:10.1128/9781555818890.ch9.f9.4
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Targeting Mitochondria

A mitochondrion is a membrane-enclosed organelle, about 0.5 to 1.0 μm 
in diameter (Fig. 9.6A), found in most eukaryotic cells that plays a critical 
role in the production of ATP and in cellular energy metabolism. The hu-
man mitochondrial genome consists of circular DNA approximately 16 
kilobase pairs (kb) in size, encoding 37 separate proteins. Moreover, more 
than 1,000 additional proteins that function within the mitochondrion 
are encoded within the nuclear DNA, synthesized in the cytosol, and 
subsequently imported into the mitochondria, across the characteristic 
double membrane. The nucleus-encoded proteins are synthesized with a 
mitochondrial targeting sequence, which allows them to be imported into 
the mitochondria. Once a protein is inside, the mitochondrial targeting 
sequence is recognized and cleaved off, allowing the protein to function 
without any impediment.

Mitochondrial dysfunction can lead to a wide range of disorders. It 
has been estimated that mitochondrial disease affects approximately 1 in 
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Figure 9.5  (A) Three-dimensional representation of TNF; (B) survival of lymphoma-
bearing mice following treatment with 3 μg of either TNF or Cys-Asn-Gly-Arg-Cys-Gly–
TNF (CNGRCG-TNF) as a function of the number of days after treatment.
 doi:10.1128/9781555818890.ch9.f9.5
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Figure 9.6  (A) Targeting proteins to the mitochondria. Shown is a schematic view of 
a typical mitochondrion. (B) Amino acid sequence of the TAT peptide. (C) Domains 
of a therapeutic protein directed to the mitochondria, including the TAT peptide, MTS 
(a mitochondrial transit sequence), and LAD (the enzyme lipoamide dehydrogenase). 
doi:10.1128/9781555818890.ch9.f9.6
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every 8,000 people in the population. Most mitochondrial disorders (en-
coded within the nuclear DNA) appear as neurological disorders, but they 
can also manifest as myopathy (muscle disease), diabetes, multiple endo-
crinopathy (endocrine disease and hormone imbalance), or any one of a 
variety of other systemic disorders. On the other hand, diseases that are 
caused by mutation of the mitochondrial DNA per se include Kearns–
Sayre syndrome (a neuromuscular disorder), MELAS syndrome (mi-
tochondrial myopathy, encephalopathy, lactic acidosis, and stroke; this 
syndrome is a form of dementia), and Leber hereditary optic neuropathy 
(a form of vision loss). The vast majority of the diseases that are caused 
by mutations to mitochondrial DNA are transmitted by a mother to her 
children, as the zygote derives its mitochondria from the ovum—i.e., mi-
tochondrial DNA is maternally inherited. At the present time, there are 
no effective therapies for mitochondrial disorders. However, symptomatic 
therapy (i.e., reducing the manifestations of the disease) is typically uti-
lized to deal with a variety of mitochondrial disorders, e.g., diabetes.

Currently, enzyme replacement therapy is used to treat several lysoso-

mal storage diseases such as Gaucher disease, Fabry disease, Hunter syn-
drome, and Pompe disease. Enzyme replacement therapy might also be an 
effective strategy for mitochondrial disorders provided that a simple and 
effective means of directing enzymes to the mitochondrion can be found. 
In this regard, one possibility is to synthesize the target enzyme as a fusion 
protein with the 11-amino-acid-long arginine- and lysine-rich transcrip-
tional activator of transcription (TAT) peptide (Fig. 9.6B). When protein 
transduction domains, which are short cationic peptides, are fused with 
other proteins, they facilitate passage through cell membranes. The most 
widely investigated and tested of these protein transduction domains is 
the TAT peptide that is equivalent to amino acid residues 47 to 57 of the 
Tat protein encoded by human immunodefi ciency virus (HIV). TAT fusion 
proteins may be rapidly and effi ciently introduced into cultured cells, in-
tact tissues, and live tissues (when injected into mice) while retaining the 
biological activity of the target protein.

The protein lipoamide dehydrogenase (LAD), the third catalytic sub-
unit of three multicomponent enzyme complexes in the mitochondrial 
matrix, including pyruvate dehydrogenase, is responsible for the metabo-
lism of carbohydrates and amino acids. A defect in LAD results in exten-
sive metabolic disturbances and biochemical abnormalities in an affected 
individual. The clinical course of LAD defi ciency is variable, presenting 
in infancy as a neurological disease or later in life with life-threatening 
episodes of liver failure or myoglobinuria (i.e., the presence of myoglobin 
in the urine). In one series of experiments, the ability of the TAT peptide 
to help to deliver human LAD enzyme into human cells in culture was 
examined. In this case, the genetic construct that was used encoded the 
TAT peptide, a mitochondrial targeting sequence peptide, and the LAD 
enzyme (Fig. 9.6C). In fact, in these experiments, when it was attached 
to the TAT peptide, the enzyme LAD was effi ciently delivered into cells 
in culture and to their mitochondria, restoring LAD activity to normal 
values. In a subsequent study using LAD-defi cient mice, it was shown that 
TAT was able to mediate enzyme replacement therapy in vivo. That is, it 
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was possible to demonstrate the delivery of the TAT–LAD protein into 
defi cient mouse tissues and that a single administration of the TAT–LAD 
protein resulted in a signifi cant increase in the enzymatic activity of the 
mitochondrial multienzyme complex pyruvate dehydrogenase within the 
liver, heart, and brain in the treated mice. If this approach turns out to be 
as effective in vivo in humans as in mice, it has the potential to provide 
a general and highly effective means of treating individuals who have a 
wide range of different mitochondrial disorders.

Extending Protein Half-Life

The most common strategy for extending the in vivo half-life of thera-
peutic proteins is pegylation. In some instances, pegylation may also re-
duce the immunogenicity and increase the stability of therapeutic proteins. 
However, pegylation may signifi cantly increase the costs of the therapeu-
tic agent, and in some cases pegylated proteins or their metabolites may 
accumulate in the kidney, thereby interfering with normal kidney func-
tioning. Thus, scientists sought to determine whether an unstructured syn-
thetic protein might provide some of the benefi ts of pegylation without 
any of the drawbacks. In designing such a protein, it was decided to ex-
clude all hydrophobic amino acids (which often lead to compact struc-
tures or protein aggregation). Amide-containing amino acids that may 
become unstable upon long-term storage, positively charged side chains 
that may cause binding to membranes, and cysteine residues that become 
either oxidized or cross-linked were also excluded. Thus, only six amino 
acids were used in the design of the unstructured protein, i.e., alanine, 
glutamic acid, glycine, proline, serine, and threonine. A library of random-
ized 36-amino-acid segments was constructed and screened for expres-
sion level. Highly expressed sequences were iteratively ligated and then 
rescreened for maximal activity. The fi ve most highly expressed proteins 
were tested for (i) stability of the genetic construct, (ii) solubility, (iii) heat 
stability, (iv) aggregation resistance, and (v) the presence of contaminating 
host cell proteins and lipopolysaccharides, eventually resulting in the selec-
tion of a single 864-amino-acid protein called XTEN. The DNA encoding 
the XTEN protein was fused at a genetic level to the 3′ end of a target ther-
apeutic protein, while a cellulose-binding domain was fused to the thera-
peutic protein gene at the 5′ end (Fig. 9.7). Following the translation of 
the construct into protein in E. coli, the cell lysate was purifi ed by passage 
over a cellulose column, with the fusion protein binding strongly to the 
column. The cellulose-binding domain was subsequently removed from 
the fusion protein by digestion with a specifi c protease (the amino acid 
recognition site for that protease had previously been engineered into the 
region between the cellulose-binding domain and the therapeutic protein). 
The proteins (and peptides) exenatide (similar to glucagon-like peptide 1), 
glucagons, factor VII, and human growth hormone have all been fused to 
XTEN and purifi ed as described above. In mice, rats, and monkeys, the 
plasma half-life of the fusion protein was at least 3 and as much as 125 
times greater than in the absence of the fusion protein. It is argued that this 
approach is less expensive and more effective than pegylation or fusion to 
known proteins such as albumin. However, human testing has just begun.
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Engineered Bacteriophages

In recent years, the widespread clinical and agricultural use of antibiot-
ics has played a signifi cant role in the emergence of antibiotic-resistant 
strains of bacteria. For example, multidrug-resistant Staphylococcus au-
reus is especially troublesome in hospitals and nursing homes, where pa-
tients with open wounds, invasive devices, and weakened immune systems 
are at greater risk of infection than the general public. Increased rates 
of multidrug-resistant infections have been observed with various anti-
biotics, including glycopeptides, cephalosporins, and quinolones. There 
is some indication that antibiotic-resistant bacterial strains are emerging 
at a faster pace than new antibiotics are being discovered. The economic 
impact of multidrug-resistant infections is diffi cult to quantify, but it has 
been estimated to be between $5 billion and $24 billion per year in the 
United States. Should this trend continue, it is possible that the health of 
a large number of individuals may be put at risk. One long-term solution 
to this problem includes developing vaccines against different pathogenic 
bacteria. However, this is not a simple or inexpensive task. Therefore, sci-
entists have sought to develop a variety of innovative approaches to deal 
with this problem. One approach includes utilizing lytic bacteriophages 
directed against various multidrug-resistant bacteria. However, just as 
bacteria can develop resistance to antibiotics, they can also develop resis-
tance to infection and lysis by bacteriophages.

To avoid the development of bacteriophage-resistant bacteria, a recent 
and innovative approach, still in an early stage of development, utilizes a 
nonlytic bacteriophage to deliver a protein that increases bacterial suscep-
tibility to specifi c antibiotics (Fig. 9.8). The LexA3 protein represses the 
bacterial SOS response, a global response to DNA damage in which DNA 
repair is induced. The E. coli lexA3 gene was placed under the control 
of a strong inducible promoter and spliced into double-stranded bacte-
riophage M13, which has been previously used extensively in both DNA 
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the target protein-XTEN complex

XTEN protein

Figure 9.7  Schematic representation of a tripartite fusion protein including a 
cellulose-binding domain (CBD), a target therapeutic protein, and the 864-amino-acid 
unstructured XTEN protein. The red arrow indicates the site where, following diges-
tion with a specifi c protease, the CBD is removed.
 doi:10.1128/9781555818890.ch9.f9.7
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sequencing and directed mutagenesis protocols. Following synthesis of 
LexA3 inside a phage-transformed bacterium, the SOS system is constitu-
tively repressed and therefore no longer able to repair DNA that is dam-
aged by added quinolone antibiotics. Thus, the LexA3 protein enhances 
the bacteriocidal activity of certain antibiotics. In fact, this approach 
works well for a number of different antibiotics and not just quinolones. 
Moreover, this approach can enhance the killing of bacteria that have 
already acquired antibiotic resistance as well as the killing of wild-type 
bacteria. When the engineered bacteriophage system was tested in mice, 
it was found to signifi cantly increase their survival after they were in-
fected with a pathogenic strain of E. coli. Researchers are now developing 
engineered bacteriophage strains that have bacterial targets other than 
the SOS repair system, so one might eventually have engineered bacterio-
phages that use multiple mechanisms to debilitate pathogenic bacteria. 
However, a note of caution is in order, as bacteriophages have not yet 
gained acceptance in clinical practice. Thus, the fi rst application of this 
technology is likely to be in the treatment of diseased animals.
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Figure 9.8  Use of an engineered bacteriophage as an adjunct to antibiotic therapy. 
Bacteriophage M13 was engineered to introduce the lexA3 gene, as part of the phage 
genome, into bacteria that infect an animal host. Upon induction, large amounts of the 
LexA3 protein are produced in the bacteria, which prevents the bacterial SOS system 
from repairing DNA that has been damaged by a quinolone antibiotic. The antibiotic 
is therefore more effective at killing the bacteria.
 doi:10.1128/9781555818890.ch9.f9.8
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Recombinant Antibodies

Previously, animal antisera were used, in a limited number of situations, 
to provide passive immunity to individuals who typically required imme-
diate treatment for some highly dangerous situation such as a bite from a 
poisonous snake. However, since the antisera used in these treatments are 
immunogenic in humans, it is generally not possible to provide more than 
one such treatment without generating a severe immune response, includ-
ing anaphylaxis, in the treated individual. One reason for the renewed 
interest in therapeutic antibodies is that it is now possible to engineer 
antibodies with a greatly reduced level of immunogenicity in humans. In 
addition, this technique can be used to maintain a continuous supply of 
pure monospecifi c recombinant antibodies. In fact, a number of monoclo-
nal antibodies have been approved for treating human diseases, and many 
more are currently undergoing clinical trials (Table 9.2).

Preventing Rejection of Transplanted Organs

In the 1970s, passive immunization was reconsidered as a way of pre-
venting immunological rejection of a transplanted organ. The rationale 
was to administer to patients a specifi c antibody that would bind to cer-
tain lymphocytes and diminish the immune response directed against the 

Table 9.2  Some therapeutic monoclonal antibodies that have been approved for human use in either the United States or the 
European Union

Yr of approval Antibody Trade name Antibody type Therapeutic use

1986 Muromomab Orthoclone Murine Prevention of acute kidney transplant rejection

1994 Abciximab ReoPro Chimeric Prevention of blood clots

1997 Daclizumab Zenapax Humanized Prevention of acute kidney transplant rejection

1998 Rituximab Rituxan Chimeric Treatment of non-Hodgkin lymphoma

1998 Infl iximab Remicade Chimeric Treatment of Crohn disease, psoriasis, and rheumatoid arthritis

1998 Basiliximab Simulect Chimeric Prevention of transplantation rejection

1998 Palivizumab Synagis Humanized Treatment of viral infections in children

1998 Trastuzumab Herceptin Humanized Treatment of metastatic breast cancer

2000 Gemtuzumab Mylotarg Humanized Treatment of acute myeloid leukemia

2001 Alemtuzumab Campath Humanized Treatment of chronic lymphocytic leukemia

2002 Adalimumab Humira Human Treatment of rheumatoid arthritis

2002 Ibritumomab Zevalin Chimeric Treatment of non-Hodgkin lymphoma

2003 Efalizumab Raptiva Humanized Treatment of severe plaque psoriasis

2003 Omalizumab Xolair Humanized Treatment of severe persistent asthma

2003 Tositumomab Bexxar Murine + iodine-131 Treatment of non-Hodgkin lymphoma

2004 Cetuximab Erbitux Chimeric Treatment of various cancers

2004 Natalizumab Tysabri Humanized Treatment of multiple sclerosis

2004 Bevacizumab Avastin Humanized Treatment of various cancers

2006 Panitumumab Vectibix Human Treatment of colorectal cancer

2009 Ofatumumab Arzerra Human Treatment of chronic lymphocytic leukemia

2010 Denosumab Prolia Human Treatment of osteoporosis in women

2010 Denosumab Xgeva Human Treatment of bone cancer

2011 Belimumab Benlysta Human Treatment of systemic lupus erythematosus

As of mid-2012, an additional 50 humanized or human monoclonal antibodies were undergoing clinical trials.
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transplanted organ. In 1986, the mouse monoclonal antibody OKT3 was 
approved by the FDA for use as an immunosuppressive agent after organ 
transplantation in humans (Table 9.2). Lymphocytes that differentiate in 
the thymus are called T cells. Various members of the T-cell population act 
as immunological helper and effector cells and are responsible for organ 
rejection. The OKT3 monoclonal antibody binds to a cell surface receptor 
called CD3, which is present on all T cells. As a result, a full immuno-
logical response is blocked, and the transplanted organ is not rejected. 
Immunosuppression by this means was reasonably effective, although as 
anticipated, because the antibody was from a mouse, there were some side 
effects, including fever and rash formation.

Hybrid Human–Mouse Monoclonal Antibodies

The modular nature of antibody functions has made it possible to con-
vert a mouse monoclonal antibody into one that has some human seg-
ments but still retains its original antigen-binding specifi city. This hybrid 
molecule is called a chimeric antibody (Fig. 9.9A), or, with more human 
sequences, a “humanized” antibody (Fig. 9.9B). The difference between a 
chimeric and a humanized mouse monoclonal antibody is the portion of 
the mouse antibody that has been removed. In a chimeric antibody, the 
portion of the mouse monoclonal antibody that was targeted for replace-
ment with a human sequence was the mouse Fc fragment. This is because 
the mouse Fc fragment functions poorly as an effector of immunological 
responses in humans, and it is also the most likely fragment to elicit the 
production of human antibodies. Thus, the DNA coding sequences for the 
Fv regions of both the light (L) and heavy (H) chains of a human immu-
noglobulin were substituted for the Fv DNA sequences for the L and H 
chains from a specifi c mouse monoclonal antibody (Fig. 9.9A). Chimeric 
antibodies are composed of approximately 70% human and 30% mouse 
DNA sequences.

The humanizing of mouse monoclonal antibodies has been taken one 
step further than the formation of chimeric molecules by substituting into 
human antibodies only the complementarity-determining regions (CDRs) 
of the mouse monoclonal antibodies (Fig. 9.9B). Humanized antibodies 
consist of approximately 95% human and 5% mouse DNA sequences. 
Because these engineered humanized antibodies have antigen-binding af-
fi nities similar to those of the original mouse monoclonal antibodies, they 
are more effective therapeutic agents and are less likely to generate an 
immune response.

The humanizing of mouse monoclonal antibodies may be performed 
as follows (Fig. 9.10). Starting with a mouse hybridoma cell line, cDNAs 
for the L and H chains are isolated. The variable regions of these cDNAs 
are amplifi ed by PCR. The oligonucleotide primers that are used for 
this amplifi cation are complementary to the sequences at the 5′ and 3′ 
ends of the DNA encoding the variable regions. From the nucleotide 
sequences of the cDNAs for the L and H regions (VL and VH), it is pos-
sible to delineate the limits of the CDRs. It is usually straightforward 
to determine where the CDRs begin and end, because these regions are 
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Figure 9.9  Genetically engineered antibodies. (A) Chimeric antibody. The VL and VH 
DNA regions from the immunoglobulin L and H genes that encode part of a mouse 
monoclonal antibody were substituted for the VL and VH DNA regions of a human 
immunoglobulin molecule. The product of the constructed gene is a chimeric (par-
tially humanized) immunoglobulin with the antigen-binding specifi city of the mouse 
monoclonal antibody and both lowered immunogenicity in humans and human Fc 
effector capabilities. (B) Humanized antibody. The CDRs (CDR1, CDR2, and CDR3) 
from the genes for H and L immunoglobulin chains of a mouse monoclonal anti-
body replace the CDRs of the genes for a human antibody. The product of this con-
structed gene is an immunoglobulin with the antigen-binding specifi city of the mouse 
monoclonal antibody and all the other properties of a human antibody molecule. 
doi:10.1128/9781555818890.ch9.f9.9
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highly variable in sequence, while the sequences of the framework re-
gions (FRs) are relatively conserved. On the basis of the sequences of 
the DNAs encoding the rodent CDRs, six pairs of oligonucleotide PCR 
primers are synthesized. Each pair of primers is designed to initiate the 
synthesis of the DNA for one of the six mouse CDRs—three from the 
L chain and three from the H chain. In addition, each primer includes 
an extra 12 nucleotides at its 5′ end, complementary to the fl anking re-
gions within the human framework DNA into which the DNA for the 
mouse CDRs is targeted. Oligonucleotide-directed mutagenesis is then 
used to replace, one at a time, the complete DNA sequence for each of 
the human CDRs with the amplifi ed DNA for the mouse CDRs. Thus, it 
is necessary to carry out six cycles of oligonucleotide-directed mutagen-
esis, one cycle to replace each CDR. This procedure, in effect, “grafts” 
the mouse CDRs onto the human antibody framework. The humanized 
variable-region cDNAs are then cloned into expression vectors, which 
are then introduced into appropriate host cells, usually Chinese hamster 
ovary (CHO) cells, for the production of antibodies.

To date, more than 50 different monoclonal antibodies have been hu-
manized. While this technology is clearly effective and widely applicable, 
it is nevertheless time-consuming and expensive.

Human Monoclonal Antibodies

Although most of the immunotherapeutic agents that have been devel-
oped have been effective, there are drawbacks to the use of monoclonal 
antibodies that contain nonhuman sequences. For example, if multiple 
treatments are required, which is often the case, it is desirable that the an-
tibody contain no or only a very limited amount of nonhuman sequences 
to prevent immunological cross-reactivity and sensitization of the patient. 
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Figure 9.10  PCR amplifi cation of CDR1 from a rodent monoclonal antibody L-chain 
cDNA. The PCR primers P1 and P2 contain oligonucleotides complementary to the 
rodent CDR1 DNA. In addition, P1 and P2 each contain 12 nucleotides at their 5′ 
ends that are complementary to the FRs of human monoclonal L-chain cDNAs. Using 
six separate pairs of oligonucleotide primers—three for the VL region and three for the 
VH region—each of the rodent CDRs is separately amplifi ed by PCR. Then, by PCR, 
the amplifi ed rodent CDRs are spliced into human antibody genes in place of the resi-
dent CDRs. This grafting is made possible by the presence of DNA complementary to 
the human FRs on the amplifi ed rodent CDR DNAs.
 doi:10.1128/9781555818890.ch9.f9.10
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Unfortunately, it is extremely diffi cult to create entirely human monoclo-
nal antibodies for a number of technical and ethical reasons. Therefore, 
it has been necessary to devise other approaches for obtaining human 
monoclonal antibodies.

To address this need, researchers constructed a XenoMouse in which 
(i) the mouse antibody production machinery is inactivated and (ii) all 
of the human immunoglobulin loci (both L and H chains) are integrated 
into a mouse chromosome (Fig. 9.11). The human H-chain genes and the 
human κ and λ L-chain genes (κ and λ are different classes of L-chain 
genes) were cloned into a yeast artifi cial chromosome (YAC) that can 
carry very large amounts of foreign DNA. The YAC with the human 

YAC
yeast artifi cial chromosome

Inactivate mouse IgH
and Igκ chain genes

Introduce human IgL loci and 
IgH locus into a cell that has

mouse IgH and Igκ genes
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Figure 9.11  Generation of a XenoMouse. Mouse antibody genes are inactivated 
by specifi c deletions in embryonic stem cells, which are subsequently used to gen-
erate transgenic mice unable to make antibodies. The human genes encoding immu-
noglobulin L and H chains are introduced on a YAC into mouse embryonic stem 
cells. These cells are used to generate transgenic mice able to synthesize both mouse 
and human antibodies. The mice generated from these two types of manipulation 
are cross-bred, and mice that can synthesize only human immunoglobulins are se-
lected, immunized, and used to make hybridomas producing human antibodies. 
doi:10.1128/9781555818890.ch9.f9.11



484 C H A P T E R  9

immunoglobulin genes was then introduced into mouse embryonic stem 
cells by fusing YAC-containing yeast spheroplasts (cells from which the 
cell wall has been removed) with the embryonic stem cells. This proce-
dure yielded a large number of embryonic stem cells in which all of the 
introduced human immunoglobulin genes have become stably integrated 
into the chromosomal DNA. These transfected cells were used to generate 
mice containing human (as well as mouse) immunoglobulin gene loci. 
Crossbreeding of two mouse lines, one carrying both mouse and human 
immunoglobulin genes and the other carrying only the deleted mouse im-
munoglobulin genes, produced a mouse strain (called XenoMouse) that 
expresses only human immunoglobulins. It is now possible, after immu-
nization of a XenoMouse with a particular antigen, to produce a fully 
human immunoglobulin, several of which have already been approved 
for human use, with many more at various stages of clinical development 
(Table 9.2).

Antibody Fragments

Naturally occurring antibodies provide animals with a powerful means of 
defending themselves against a wide range of pathogenic organisms and 
toxins. Immunoglobulin G (IgG) is the main antibody found in mamma-
lian serum, and it is the form that is almost exclusively used in therapeutic 
antibodies (Fig.  9.12). The fact that IgG molecules have two identical 
sites that bind to two identical antigens (i.e., they are bivalent) gener-
ally increases their effectiveness in vivo. While the Fc portion of the IgG 
molecule is important in recruiting cytotoxic effector functions through 
complement or interaction with specifi c receptors, Fc-mediated effects are 
not necessary for all applications and may even sometimes be undesirable. 
By manipulating portions of the IgG L- and H-chain cDNAs, research-
ers have constructed a variety of IgG derivatives or fragments that may 
be used instead of whole antibody molecules (Fig. 9.12). Some of these 
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Figure 9.12  Schematic representation of active antibodies and antibody fragments. 
doi:10.1128/9781555818890.ch9.f9.12
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molecules, because of their small size, bind more effi ciently to targets that 
are inaccessible to conventional whole antibodies. Others have multiple 
sites for binding to the same antigen, while still others have binding spec-
ifi cities for two or more target antigens.

For example, antigen-binding single-chain antibodies (scFv), consist-
ing of only VL and VH domains, may be used for a variety of therapeutic 
and diagnostic applications in which Fc effector functions are not re-
quired and when small size is an advantage. Single-chain antibodies have 
a molecular mass of approximately 27 kilodaltons (kDa), compared with 
approximately 150 kDa for IgG molecules. Because of their small size, 
single-chain antibodies can penetrate and distribute in large tumors more 
readily than intact antibodies. In addition, a protein-coding sequence can 
be linked to a single-chain antibody sequence to create a dual-function 
molecule that can both bind to a specifi c target and deliver a toxin or 
some other specifi c activity to a cell (Fig. 9.13).

Computer simulation of the three-dimensional structure of potential 
single-chain antibodies showed that the VL and VH domains have to be 
separated by a linker peptide to assume the correct conformation for an-
tigen binding (Fig. 9.13A). Thus, DNA constructs of VL and VH sequences 
from a cDNA of a cloned monoclonal antibody were each ligated to a 
chemically synthesized DNA linker fragment in the order VL–linker–VH. 
After expression, the single-chain protein was purifi ed, and both its af-
fi nity and specifi city were found to be equivalent to those of the original 
intact monoclonal antibody. Moreover, instead of linking the VH and VL 
chains with a short peptide, amino acids in the FR portion of the mole-
cule can be modifi ed to form a disulfi de linkage between the VH and VL 
chains (Fig. 9.13B). The effectiveness of this disulfi de-stabilized Fv mole-
cule (VL–S-S–VH) coupled to a cancer cell toxin was compared with that 
of an scFv molecule coupled to the same toxin. The disulfi de-stabilized 
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Figure 9.13  (A and B) Schematic representation of the use of monoclonal antibody 
fragments to deliver other molecules to target cells. A toxin is coupled to an scFv mole-
cule (A) and to a disulfi de-stabilized Fv molecule (B). (C) A monoclonal antibody-based 
drug delivery system. The drug is coupled directly to a monoclonal antibody (or frag-
ment). (D) An enzyme that converts an inactive prodrug to an active drug is attached 
to a monoclonal antibody (or fragment). The active drug is formed only in the imme-
diate vicinity of the target cells. In all cases, the monoclonal antibody binds to a spe-
cifi c protein on the surface of the target cell. doi:10.1128/9781555818890.ch9.f9.13
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and scFv immunotoxins had the same activities and specifi cities. How-
ever, the former molecule was severalfold more stable than the latter. In 
addition, by altering the number of amino acids in the linker in an scFv 
molecule (usually to fi ve or fewer amino acids), it is possible to direct the 
self-assembly of these molecules into either bivalent dimers (called dia-
bodies) (Fig. 9.12), trimers (triabodies), or tetramers (tetrabodies). Short-
ening the linker affects not only the multimerization but also the stability 
of the molecule, with molecules with a shorter linker tending to be more 
stable. It is also possible to combine two different antigen specifi cities into 
a single bispecifi c diabody (Fig. 9.12). In this way, a wide range of small 
antibodies may be designed for different applications.

Drugs that are effective when tested in cell culture are often much less 
potent in a whole organism. This difference is typically due to the drug not 
being able to reach the targeted site in the whole animal at a concentration 
suffi cient to be effective. Increasing the dose of a drug is usually not the 
answer to this problem, because high drug concentrations often have del-
eterious side effects. One strategy to enhance the delivery of a drug to its 
target site includes coupling the drug to a monoclonal antibody fragment 
that is specifi c for proteins found only on the surfaces of certain cells, e.g., 
tumor cells (Fig. 9.13C). Alternatively, a specifi c enzyme that converts an 
inert prodrug (precursor) to the active form of the drug may be coupled 
to a monoclonal antibody directed against a specifi c cell surface antigen 
(Fig. 9.13D). To ensure that the drug is released only in the vicinity of 
the target cells, the monoclonal antibody or single-chain antibody that is 
complexed with the prodrug-converting enzyme must bind to a protein 
that is highly specifi c to the target cell and be stable under physiological 
conditions but cleared rapidly from circulation. With this approach, only 
specifi cally targeted cells are exposed to the drug, permitting the use of a 
much lower concentration than if it was administered directly.

When an antibody (particularly one that is conjugated to a toxin or 
radiochemical) is able to destroy a tumor or pathogen cell, it is often 
advantageous to use antibody fragments, since the Fc portion of the mol-
ecule may impede or prevent the rest of the molecule from binding to rel-
atively inaccessible antigens. However, despite the usefulness of antibody 
fragments in a variety of applications, a major limitation of using them as 
therapeutic agents is that, since they lack the Fc portion of the molecule, 
they are unable to mount a complete immune response.

One example of coupling a toxin to an antibody fragment is the fu-
sion of a portion of Pseudomonas exotoxin A to an scFv. Pseudomonas 
exotoxin A is a 66-kDa protein with three separate domains; domain I 
is responsible for cell binding, domain II for translocation of the pro-
tein into the cell, and domain III for ADP-ribosylation (Fig. 9.14A). An 
immunotoxin is generally synthesized by replacing the N-terminal do-
main of the toxin, e.g., Pseudomonas exotoxin A (domain I), with the 
single-chain antibody sequence, thereby creating molecules very similar in 
size to the original toxin with the ability to bind, enter, and kill a specifi c 
cell (Fig. 9.14B). A number of immunotoxins that have antitumor activity 
in vitro and in animal models have been constructed. These include anti-
bodies directed against the p55 subunit of the interleukin-2 receptor, the 
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transferrin receptor, carbohydrate antigens, the epidermal growth factor 
receptor, and some cancer cell surface proteins. It is also possible to direct 
toxin molecules to cancer cells by using a bispecifi c diabody that is en-
gineered to bind to a surface-specifi c tumor-associated antigen and then 
to a toxin molecule, thereby directing the toxin molecule to the tumor 
(Fig.  9.15). Several different engineered immunotoxins are currently in 
clinical trials.

It may be possible to create peptides that are smaller than scFvs and still 
retain the ability to bind to a specifi c antigen. The rationale for developing 
smaller antibody–toxin complexes is that they are more likely to penetrate 
a tumor and may therefore more completely stop tumor growth. It is well 
established that antibody-binding specifi city resides within the six hyper-
variable loops, CDRs, three from the variable region of the H chain and 
three from the variable region of the L chain (Fig. 9.16). In all antibody 
molecules, the CDRs are fl anked by FRs. Hence, it was speculated, at least 
for some antibodies, that the major portion of the antigen-binding site 
might reside primarily within two CDRs, one from the H chain and the 
other from the L chain, and not require signifi cant contributions toward 
antigen binding from the four other CDRs. To test this possibility, starting 
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Figure 9.14  Domain structures of Pseudomonas exotoxin A (A) and a single-chain 
antibody–Pseudomonas exotoxin A fusion protein (B). The functions of the various 
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with genes for the variable portion of a monoclonal antibody against a 
surface protein from Epstein–Barr virus, eight different peptide combina-
tions were synthesized. Each peptide contained at least one CDR3 loop 
(known to be the major antigen-contacting segment), as well as one other 
CDR loop and an FR spacer (which acts as a linker peptide). All eight 
of these peptides were tested in vitro for the ability to compete with the 
parental antibody for binding to the Epstein–Barr virus (thought to be the 
causative agent of Burkitt lymphoma and other cancers) surface protein. 
One of the peptide combinations, VHCDR1–VHFR2–VLCDR3 (Fig. 9.16), 
appeared to be promising. The short peptide (28 amino acids long, or ∼3 
kDa) apparently retained the binding specifi city of the whole monoclonal 
antibody (∼150 kDa) from which it was derived.

Next, this peptide was coupled to a toxin molecule, colicin Ia, and 
the combination was tested both with cells in culture and with mice. 
Colicin Ia has a molecular mass of approximately 69 kDa. In mice, the 
peptide–colicin adduct effi ciently traveled through the circulatory system 
and then found and killed the tumor cells expressing the target antigen. 
Importantly, without the antibody fragment, colicin Ia by itself does not 
affect these tumors to any signifi cant extent. Also, the original, full-size 
monoclonal antibody is unable to penetrate into the tumor. On the other 
hand, the peptide–colicin adduct accumulated at the cores of the targeted 
tumors. This very exciting work is at an early stage of development, so a 
large number of issues remain to be addressed before it can become an ef-
fective human therapeutic measure. Nevertheless, the demonstration that 
a small peptide can mimic the binding specifi city of an entire antibody 
molecule and successfully deliver a cellular toxin to targeted cells may 
provide the basis for a whole new approach for treating certain tumors.

Combinatorial Libraries of Antibody Fragments

An elaborate series of manipulations makes it possible to select, as well 
as produce, functional antibodies in E. coli. Following cDNA synthesis 
from mRNA isolated from mouse antibody-producing cells (B lympho-
cytes), the variable portions of the H- and L-chain sequences in the cDNA 
preparation are amplifi ed separately by PCR. The cDNA sequences of 
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Figure 9.16  Organization of VH and VL regions of a monoclonal antibody and the 
development of a peptide, based on portions of the CDRs and FRs of the VH and VL 
regions of the antibody molecule, with a similar binding specifi city.
 doi:10.1128/9781555818890.ch9.f9.16
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the H and L chains are each cloned, separately, into a bacteriophage λ 
vector that can carry relatively large fragments of DNA (Fig. 9.17A and 
B). The cDNAs of one H and one L chain are cloned into a single “com-
binatorial” vector, thereby enabling the bacteriophage-infected E. coli to 
coexpress both chains, thus forming an assembled antibody Fv fragment 
(Fig. 9.17C). The H and L chains are expressed in E. coli during the lytic 
cycle of bacteriophage λ, and the library of combinatorial bacteriophage 
clones is screened for the presence of antigen-binding activity.

The step in which L- and H-chain cDNAs are combined on one vec-
tor creates a vast array of diverse antibody genes, some of which encode 
unique target-binding sites whose isolation would never have been pos-
sible by standard hybridoma procedures. The mammalian antibody rep-
ertoire has the potential to produce approximately 106 to 108 different 
antibodies (from 103 to 104 L chains and the same number of H chains). 
A bacteriophage λ library contains approximately this number of clones, 
so one combinatorial library can be expected to produce as many differ-
ent antibodies (in this case, Fv molecules) as a mammal. In addition, it is 
possible to obtain even greater variation by random mutagenesis of the 
DNAs in the combinatorial library. Moreover, because millions of bacte-
riophage plaques can be screened in a relatively short period, the identifi -
cation of Fv molecules with the desired antigen specifi city typically takes 
only about 7 to 14 days.

Because they lyse bacterial host cells, bacteriophage λ vectors are not 
particularly useful for the production of large quantities of protein. To 
overcome this drawback, the bacteriophage λ vector was engineered so 
that the H- and L-chain DNA sequences were inserted into a site that was 
fl anked by plasmid DNA sequences. This plasmid DNA, containing an H- 
and L-chain DNA combination, can be excised from the bacteriophage λ 
vector and transformed into E. coli. As part of a plasmid, large numbers 
of Fv fragments can be produced in E. coli cells.

As an alternative to the use of bacteriophage λ, fi lamentous bacte-
riophages, such as M13 and fd, have also been used for the production 
of combinatorial libraries (Fig. 9.17D). Following infection of E. coli by 
the bacteriophage, the antibody fragment is synthesized as part of a fu-
sion protein that is located on the outer surface of the bacteriophage. A 
combinatorial library of antibody fragments displayed on the surface of a 
fi lamentous bacteriophage can be screened by an enzyme-linked immuno-
sorbent assay-like system using a multiwell plate that is coated with the 
target antigen. This approach is easier and faster than using plaque assays 
with bacteriophage λ to select and subsequently purify a bacteriophage 
producing an antibody fragment that binds to a specifi c antigen. Once a 
desired antibody fragment-encoding bacteriophage (either bacteriophage 
λ or M13) has been identifi ed, the DNA can be isolated and subcloned 
into an expression vector.

Until recently, all of the combinatorial libraries of antibodies included 
either single-chain antibodies or Fab fragments and not full-length anti-
bodies. However, for many applications, it is advantageous for therapeu-
tic antibodies to be full length. With this in mind, researchers have also 
cloned and expressed complete antibody molecules in E. coli.
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Figure 9.17  DNA constructs of an Fv combinatorial gene li-
brary cloned into bacteriophage λ DNA. (A and B) Portions of 
the cDNAs of the L (A) and H (B) chains are separately cloned 
into bacteriophage λ vectors. (C) The sequences encoding the 
fragments from the H-chain library (following EcoRI digestion) 
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L-chain library, thereby creating a combinatorial library that 
contains all possible combinations of L- and H-chain frag-
ments. (D) Formation of an Fv antibody combinatorial library 
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mRNA and its conversion to cDNA, the cDNAs for the VL and 
VH regions are amplifi ed (separately) by PCR and then ligated 
to DNA that encodes a short linker peptide. Each single-chain 
antibody–DNA construct is cloned into gene 3 of bacteriophage 
M13. There are three copies of the phage gene 3 protein, which 
is a phage surface protein, per M13 bacteriophage; these are 
expressed after the modifi ed bacteriophage is used to infect 
E. coli. plac, E. coli lac promoter; RBS, ribosome-binding site. 
doi:10.1128/9781555818890.ch9.f9.17



 Protein Therapeutics 491

Anticancer Antibodies

A number of therapeutic antibodies are directed against antigenic pro-
teins that are overexpressed on the surfaces of cancer cells compared to 
noncancerous cells. For example, women with a type of breast cancer 
that overproduces the human epidermal growth factor receptor 2 (HER2) 
protein on the surface of the tumor may be effectively treated with the 
humanized anti-HER2 monoclonal antibody trastuzumab (Herceptin) 
(Box 9.2). Another example of a highly successful anticancer antibody is 
rituximab (Rituxan) (Box 9.3), which is used to treat patients with non-
Hodgkin lymphoma. Unfortunately, with this approach, (i) antibodies di-
rected against these proteins may also bind to some noncancerous cells 
expressing the same or a similar antigen, and (ii) targeting overexpressed 
surface proteins presents researchers with only a limited number of targets 
for therapeutic antibodies. One way to select for additional cell surface tar-
gets would be to identify proteins whose expression is selectively induced 
in tumor cells exposed to chemotherapeutic drugs. For example, when 
colorectal cancer cells were treated with the drug irinotecan, which is a 
topoisomerase enzyme inhibitor and is commonly used to treat this type 
of cancer, several newly synthesized proteins were found on the surfaces 
of those cells. (Irinotecan itself is a major chemotherapeutic agent, with 
sales of >$560 million in 2008. Topoisomerases are enzymes that unwind 

HER2
human epidermal growth factor receptor 2

box 9.2
Trastuzumab: The First Humanized Monoclonal Antibody 
Approved for the Treatment of Breast Cancer

In 25 to 30% of women with 
aggressive metastatic breast cancer, 
there is a genetic alteration in the 

HER2 gene that results in the produc-
tion of an increased amount of HER2 
protein on the surface of the tumor. 
Overexpression of the HER2 protein 
can readily be determined by using an 
immunohistochemistry-based assay. 
Some years ago, researchers at the 
biotechnology company Genentech 
isolated a mouse monoclonal antibody 
with high affi nity for the HER2 protein 
and then (using procedures similar to 
those described in this chapter) hu-
manized it. The humanized anti-HER2 
monoclonal antibody, trastuzumab 
(Herceptin), contains human FRs and 
mouse CDRs and is produced com-
mercially using mammalian (CHO) 
cells grown in suspension culture as the 
host for the expression of the antibody. 
Antibodies produced in CHO cells 

are glycosylated similarly to bona fi de 
human antibodies. After humanization, 
trastuzumab was found to bind to 
the HER2 protein with a dissociation 
constant of approximately 5 × 10−9 
M, indicating that the monoclonal an-
tibody’s high level of specifi city for the 
substrate had been maintained through 
the process of humanization.

In the laboratory, and then in 
initial clinical trials with more than 
800 patients, trastuzumab mediated 
antibody-dependent cellular cytotoxic-
ity (i.e., it signaled the immune system 
to target the cancerous cells) and inhib-
ited the proliferation of human tumor 
cells that overexpressed HER2 (i.e., it 
stopped the cancerous cells from grow-
ing). Trastuzumab was most effective 
when it was administered together with 
some of the chemicals that are cur-
rently used for the treatment (chemo-
therapy) of breast cancer, provided that 

the breast cancer was at a later stage of 
development. In two large clinical trials 
that included over 3,700 women, those 
who received trastuzumab and chemo-
therapy had a 52% higher chance that 
the cancer would not return than those 
who were treated with chemotherapy 
alone. Trastuzumab is provided by the 
manufacturer as a sterile white to pale 
yellow powder containing 440 mg per 
vial, and after reconstitution, it is typ-
ically administered intravenously over 
a period of 30 min and is taken weekly 
for 52 weeks. Since a small number of 
individuals treated with trastuzumab 
may develop heart problems, it is 
necessary to carefully monitor the 
cardiac functions of all patients on this 
therapy, especially older patients and 
those with a family history of heart 
problems. In the relatively short time 
that it has been available, trastuzumab 
has become a blockbuster drug, with 
annual sales of approximately $1.4 
billion. In 2008, in the United States, 
trastuzumab treatment for one indi-
vidual cost approximately $40,000 for 
the year.
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DNA during either DNA replication or mRNA transcription.) The new 
cell surface proteins were expressed early after exposure to the chemother-
apeutic compound, prior to any major effects on the viability of treated 
cells. Monoclonal antibodies directed against one newly synthesized cell 
surface protein (called LY6D/E48) were generated, and then the antibodies 
were complexed with the cellular toxin auristatin E. The antibody–toxin 
conjugate was then used to treat tumor cells that were fi rst treated with 
irinotecan (Fig. 9.18). Following binding to the cell surface protein, the 
antibody–toxin conjugate was internalized inside the tumor cell. With this 
strategy, in six out of eight mice, colorectal tumors disappeared entirely, 
while in the other two mice, the tumors were dramatically decreased in 
size. This exciting approach must be shown to be effective with larger 
numbers of animals before it can begin to be used in human clinical trials. 
However, provided that it is possible to identify one or more proteins that 
are specifi cally induced by chemotherapeutic agents and are not found on 
the surfaces of nontumor cells, this procedure could become an additional 
strategy that is used to treat a variety of different types of human cancer.

box 9.3
Rituximab and Ibritumomab: Therapeutic Monoclonal 
Antibodies That Treat Non-Hodgkin Lymphoma

Non-Hodgkin lymphoma is a 
malignant growth of B or T 
cells of the lymph system. It 

has been estimated by the American 
Cancer Society that in 2007 alone 
approximately 63,000 new cases 
of non-Hodgkin lymphoma were 
diagnosed, resulting in approximately 
19,000 deaths. In fact, about 5 million 
people worldwide have non-Hodgkin 
lymphoma, 5 to 10% of these people 
die every year, and the incidence of the 
disease is growing. It is the fi fth most 
common cancer (although there are 
about 29 different lymphomas in this 
category), with an individual’s chance 
of developing the disease in their life-
time being about 1 in 50.

There are a variety of treatments 
for patients with non-Hodgkin lym-
phoma, including radiation therapy, 
chemotherapy, immunotherapy, bone 
marrow transplantation, and “watch-
ing and waiting” for slowly growing 
cases. In 1997, the FDA approved the 
use of rituximab (Rituxan) for the 
treatment of non-Hodgkin lymphoma. 
Rituximab is a genetically engineered 

chimeric (murine–human) monoclonal 
antibody directed against the CD20 
antigen (a protein on the surfaces of B 
lymphocytes). Following binding of the 
antibody to CD20, the body’s defenses 
attack and kill the antibody-marked 
B cells. Stem cells in bone marrow 
lack CD20, so they are uninhibited 
by this treatment. Healthy B cells 
can regenerate from those stem cells, 
after the completion of the course of 
rituximab treatment (given once a 
week for 4 to 8 weeks), and return to 
normal levels within several months. 
In 2006, the FDA approved the use of 
rituximab in combination with CHOP 
(cyclophosphamide, doxorubicin, 
vincristine, and prednisone) and other 
anthracycline-based chemotherapy 
regimens. In addition, the use of rituxi-
mab in combination with the chemical 
compound methotrexate was approved 
for the treatment of moderately to 
severely active rheumatoid arthritis in 
patients who had been refractory to 
other treatments.

Notwithstanding some severe side 
effects in some patients, rituximab has 

been enormously successful. In 2008, 
sales of rituximab were approximately 
$2.6 billion. Hundreds of thousands of 
people worldwide who did not respond 
well to conventional chemotherapy 
have been successfully treated with 
rituximab. In fact, while the incidence 
of non-Hodgkin lymphoma continues 
to increase, since the introduction of 
rituximab, mortality from the disease 
in the United States has declined at a 
rate of approximately 2.3% a year. In 
2002, the FDA approved the use of ib-
ritumomab tiuxetan (Zevalin) together 
with rituximab. Ibritumomab is also 
a monoclonal antibody that targets B 
cells. However, ibritumomab is linked 
to a chemical chelator molecule (tiux-
etan) that binds tightly to radioactive 
indium-111 or yttrium-90. Thus, a 
therapeutic regimen with ibritumomab 
tiuxetan targets tumor cells with a 
high dose of radiation. In late 2007, 
treatment with ibritumomab tiuxetan 
was priced at approximately $24,000 
per month, with treatments typically 
lasting 1 or 2 months. Treatment with 
ibritumomab tiuxetan is quite toxic, 
and around half of the treated individ-
uals experience side effects. Therefore, 
ibritumomab tiuxetan is approved only 
for patients who have failed to respond 
to other treatments.
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Antianthrax Antibodies

Anthrax is a lethal disease in animals and humans that is caused by Ba-
cillus anthracis, a spore-forming, gram-positive, rod-shaped bacterium. B. 
anthracis produces an exotoxin (anthrax toxin) made up of three pro-
teins: (i) protective antigen (PA), (ii) edema factor (EF), and (iii) lethal 
factor (LF). These three proteins act together to impart their physiolog-
ical effects. Assembled anthrax toxin complexes are taken up in an en-

dosome of a target cell before they translocate into the cytoplasm. Once 
in the cell cytosol, the enzymatic components of the anthrax toxin dis-
rupt cell signaling pathways that normally recruit immune cells, allowing 
the bacteria to evade the immune system, proliferate, and kill the host 
animal. PA binds to cellular receptors and forms a pore through which 
it delivers LF and EF into the cytosol, LF is a Zn-dependent protease 
that cleaves mitogen-activated protein kinase kinases (resulting in lysis of 
macrophages), and EF is a Ca–calmodulin-dependent adenylate cyclase 
(causing local infl ammation and edema, i.e., abnormal accumulations of 
fl uids). PA together with LF results in the formation of lethal toxin, while 
PA with EF forms edema toxin. PA is both the major component in the 
current anthrax vaccine and the target antigen for most monoclonal an-
tibodies that are used to protect individuals against anthrax. However, 
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Figure 9.18  Targeting tumor cells for destruction by monoclonal antibody–toxin 
conjugates. Tumor cells are fi rst treated with the chemotherapeutic agent irinotecan, 
which induces the synthesis of a unique cell surface protein. Then, a monoclonal an-
tibody directed against the newly synthesized cell surface protein and conjugated to 
a toxin molecule is added. After binding of the antibody to the cell surface, the toxin 
is internalized, thereby killing the tumor cell. doi:10.1128/9781555818890.ch9.f9.18
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some researchers have expressed concern about the long-term effi cacy of 
this approach. Thus, it was decided to develop anti-EF monoclonal anti-
bodies with the idea of using them either alone or in concert with anti-PA 
monoclonal antibodies in the treatment of anthrax infection.

Following the immunization of chimpanzees with purifi ed EF protein, 
a phage combinatorial cDNA library of chimpanzee antibody genes was 
constructed (Fig. 9.19). The library was screened immunologically, and 
four unique clones encoding Fab fragments specifi c for EF were selected. 
The Fab fragments were then converted to chimeric IgG molecules, with 
the remainder of the molecule being of human origin. One of the four se-
lected antibodies was able to inhibit EF-mediated cyclic AMP production 
(adenylate cyclase activity). The same antibody also inhibited edema for-
mation in mice treated with the anthrax toxin and protected mice against 
edema toxin-mediated death. In addition, the selected antibody both pre-
vented Ca–calmodulin from binding to EF and displaced Ca–calmodulin 
that was already bound to EF. Thus, it is thought that the anti-EF mono-
clonal antibody that has been selected or constructed may be used either 
alone or in tandem with anti-PA antibodies to broaden the spectrum of 
protection against anthrax.
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Figure 9.19  Flowchart of the development of a humanized monoclonal antibody 
against anthrax edema toxin. doi:10.1128/9781555818890.ch9.f9.19
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Antiobesity Antibodies

It has been estimated that as much as 15% of the world’s population and 
more than 30% of the population of the United States are overweight or 
obese. Weight loss has become a major obsession, especially in many of 
the more affl uent countries of the world, with billions of dollars spent 
annually on (mostly unsuccessful) attempts by individuals to lose weight. 
Notwithstanding the social components of carrying excess weight, over-
weight and obese individuals are signifi cantly at risk for a number of po-
tentially debilitating diseases. Consequently, there has been a considerable 
focus on fi nding a simple and painless way to deal with this epidemic.

Enzymes typically increase the rates of chemical reactions. They do 
this by stabilizing a high-energy transition state intermediate (between 
the substrate and the fi nal product), which lowers the activation energy 
of the chemical reaction. Chemical analogues of the transition state inter-
mediate (i.e., transition state analogues) mimic the high-affi nity transition 
state intermediate but do not undergo any chemical reaction. As a result, 
transition state analogues can bind more tightly to an enzyme than ei-
ther substrate or product analogues. Moreover, since transition state ana-
logues do not undergo a chemical reaction, they act as enzyme inhibitors 
by blocking the active site.

In the mid-1980s, several investigators developed antibodies that had 
enzyme-like catalytic activity. They did this by fi rst immunizing mice or 
rats with chemically synthesized small molecules that represented transi-
tion state analogues of enzyme-catalyzed reactions. The transition state 
analogues were chemically coupled to larger, generally inert, protein car-
rier molecules before the complex was used to immunize an animal. The 
transition state analogue haptens bind but do not react with the catalytic 
antibodies (a hapten is a small molecule that reacts with a specifi c anti-
body but generally cannot induce the formation of antibodies unless it is 
bound to a carrier protein). Rather, it is the substrates that resemble the 
transition state analogues that react with catalytic antibodies. Mice or 
rats that produce catalytic antibodies may then be used to produce mono-
clonal antibodies with the desired catalytic activity. The genes for those 
monoclonal antibodies may then be isolated, manipulated, and overpro-
duced in a variety of different host organisms.

The active form of the 28-amino-acid peptide ghrelin, which stimu-
lates food intake, is acylated on serine 3 with n-octanoic acid (Fig. 9.20A). 
In humans, ghrelin levels increase during dieting, with the unfortunate 
consequence that ghrelin facilitates weight regain and therefore impedes 
sustained weight loss. It is believed that lowering the level of this peptide 
could reduce food intake and promote weight loss.

To develop a catalytic antibody that is directed against ghrelin, the 
following approach was used (Fig. 9.20B). Several transition state ana-
logues of ghrelin were chemically coupled to the protein keyhole limpet 
hemocyanin and used to inoculate mice. Keyhole limpet hemocyanin is 
an extremely large protein that is often used as an inert carrier protein 
in the production of antibodies. Its many surface lysine residues may be 
used to couple a large number of haptens to its surface. The inoculated 
mice then became the source of monoclonal antibodies that bind and then 
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specifi cally remove the n-octanoic acid moiety from ghrelin (i.e., from the 
active form of the peptide molecule). The peptide in which the n-octanoic 
acid moiety is removed no longer has biological activity. Although this 
work is very preliminary, it is envisioned that this catalytic antibody may 
effectively lower ghrelin levels in humans and become an important ad-
junct to other weight loss strategies.

Enhanced Antibody Half-Life

It would be advantageous, for both patients and physicians, if the fre-
quency that a patient needed to be treated with a particular therapeu-
tic agent could be decreased as much as possible. This not only would 
save both patients’ and physicians’ time but also might decrease both 
the side effects and the costs of various treatments. To this end, scientists 
have worked to develop therapeutic antibodies with an extended in vivo 
half-life. One way to achieve this goal might be to engineer the Fc portion 
of a therapeutic antibody so that it binds more tightly to specifi c human 
Fc receptors. For example, one group of scientists constructed variants of 
the humanized anti-vascular endothelial growth factor (anti-VEGF) IgG 
antibody bevacizumab (Avastin), which has been approved by the FDA 
for the treatment of colorectal, lung, breast, and renal cancers. Variants of 
this antibody were constructed, based on a computer simulation of the in-
teraction of the Fc region with its receptor, by directed mutagenesis of the 
portion of the antibody DNA encoding the Fc region (Fig. 9.21). When 

anti-VEGF
anti-vascular endothelial growth factor

Catalytic
monoclonal antibody

Test for removal
of octanoic acid

from ghrelin

A

B

Phe-Leu-Ser-Pro-Glu-His-Gln-Arg-Val-Gln-Gln-Arg-Lys-Glu-Ser-Lys-Lys-Pro-Pro-Ala-Lys-Leu-Gln-Pro-Arg

O

KLH

Figure 9.20  Developing a catalytic antibody designed to facilitate weight loss. (A) 
Structure of the 28-amino-acid peptide ghrelin, including acylation of the serine res-
idue at position 3 with n-octanoic acid. (B) Chemically synthesized transition state 
analogues of ghrelin are chemically coupled to keyhole limpet hemocyanin (KLH) and 
then injected into mice. Catalytic mouse monoclonal antibodies that can both bind 
and cleave ghrelin are selected and tested for the ability to remove the n-octanoic acid 
moiety. This cleavage renders the ghrelin inactive.
 doi:10.1128/9781555818890.ch9.f9.20
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the variants were tested in monkeys, not only did they bind more tightly 
to the receptor than the native form of the antibody, but also one had a 
serum half-life of 31.1 days, compared to 9.7 days for the native form 
of the antibody. This work has yet to be tested in humans; however, it 
suggests that it may be possible, for some antibody therapies, to decrease 
the frequency that a patient needs to be treated, thereby providing greater 
convenience to patients.

Enzymes

Enzymes may be used therapeutically in a variety of ways. For example, 
they may be used to augment an existing metabolic pathway, thereby in-
creasing the amount of a particular compound or metabolite that is a 
product of that pathway. Alternatively, some enzymes may be used to 
relieve the disease pressure caused by a pathogen or may help to lower the 
level of an overproduced metabolite.

Directed
mutagenesis

Figure 9.21  Directed mutagenesis of the Fc portion of a monoclonal antibody in or-
der to develop more stable variants of the target antibody. The dark lines indicate 
amino acid changes within the Fc region. doi:10.1128/9781555818890.ch9.f9.21



498 C H A P T E R  9

DNase I

Cystic fi brosis is one of the most common fatal hereditary diseases among 
Europeans and their descendants, with approximately 30,000 diagnosed 
cases in the United States and another 23,000 cases in Canada and Eu-
rope. It is estimated that a mutant cystic fi brosis gene is carried by 1 in 
29 persons of European descent, 1 in 65 persons of African American de-
scent, and 1 in 150 persons of Asian descent. Individuals with cystic fi bro-
sis are highly susceptible to bacterial infections in their lungs. Antibiotic 
treatment of patients who have these recurring infections eventually leads 
to the selection of antibiotic-resistant bacteria. The presence of bacteria, 
some alive and some lysed, contributes to the accumulation of a thick 
mucus in the lungs of these patients, making breathing very diffi cult and 
acting as a source for further infection. The thick mucus in the lungs is the 
result of the combination of the alginate that is secreted by the living bac-
teria, the DNA that is released from lysed bacterial cells, and degenerating 
leukocytes that accumulate in response to the infection, as well as fi la-
mentous actin derived from the cytoskeletons of damaged epithelial cells 
(Fig. 9.22). To address this problem, scientists isolated the cDNA for the 
human enzyme deoxyribonuclease I (DNase I) and subsequently expressed 
the cDNA in CHO cells in culture. DNase I can hydrolyze long polymeric 
DNA chains into much shorter oligonucleotides. The purifi ed enzyme is 
delivered in an aerosol mist to the lungs of patients with cystic fi brosis. 
The DNase I decreases the viscosity and adhesivity of the mucus in the 
lungs and makes it easier for these patients to breathe. While this treat-
ment is not a cure for cystic fi brosis, it nevertheless relieves the most severe 
symptom of the disease in most patients. In 1994, the FDA approved the 
enzyme for human use; it had sales of more than $250 million in 2008.

A

B

DNase

DNase

Blocked airway Open airway
Figure 9.22  (A) Schematic represen-
tation of a portion of a human lung 
occluded by a combination of live 
alginate-secreting bacterial cells, lysed 
bacterial cells, and leukocytes and their 
released DNA being cleared by digestion 
by aerosol-delivered DNase I. (B) Diges-
tion of DNA by DNase I.
 doi:10.1128/9781555818890.ch9.f9.22
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Alginate Lyase

Alginate is a polysaccharide polymer that is produced by a wide range 
of seaweeds and both soil and marine bacteria. Alginate is composed of 
chains of the sugars β-d-mannuronate and α-l-guluronate (Fig.  9.23). 
The properties of a particular alginate depend on the relative amounts 
and distribution of these two saccharides. For example, stretches of 
α-l-guluronate residues form both interchain and intrachain cross-links 
by binding calcium ions, and the β-d-mannuronate residues bind other 
metal ions. The cross-linked alginate polymer forms an elastic gel. In gen-
eral, the structure and size of an alginate polymer determine its viscosity.

The excretion of alginate by mucoid strains of the bacterium Pseu-
domonas aeruginosa that infect the lungs of patients with cystic fi brosis 
signifi cantly contributes to the viscosity of the mucus in the airways. Once 
mucoid strains of P. aeruginosa have become established in the lungs of 
cystic fi brosis patients, it is almost impossible to eliminate them by antibi-
otic treatment. This is because the bacteria form biofi lms (Fig. 9.24A) in 
which the alginate prevents added antibiotics from coming into contact 
with the bacterial cells. In one experiment, it was shown that the addition 
of the enzyme alginate lyase, which can liquefy bacterial alginate, together 
with or prior to antibiotic treatment signifi cantly decreased the number of 
bacteria found in biofi lms (Fig. 9.24B). Thus, alginate lyase treatment not 
only decreases the viscosity of the mucus but also facilitates the ability of 
added antibiotics to kill the infecting bacterial cells. This result suggests 
that in addition to the DNase I treatment, depolymerization of the algi-
nate might help clear blocked airways of individuals with cystic fi brosis.

An alginate lyase gene has been isolated from a Flavobacterium spe-
cies, a gram-negative soil bacterium that is a strong producer of this en-
zyme. A Flavobacterium genomic DNA library was constructed in E. coli 
and screened for alginate lyase-producing clones by plating the entire li-
brary onto solid medium containing alginate. Following growth, colonies 
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that produced alginate lyase formed a halo around the colony when cal-
cium was added to the plate (Fig.  9.25A). In the presence of calcium, 
all of the alginate in the medium, except in the immediate vicinity of an 
alginate lyase-positive clone, becomes cross-linked and opaque. Since hy-
drolyzed alginate chains do not form cross-links, the medium surround-
ing an alginate lyase-positive clone is transparent. Analysis of a cloned 
DNA fragment from one of the positive colonies revealed an open reading 
frame encoding a polypeptide with a molecular mass of approximately 
69,000 Da. Detailed biochemical and genetic studies indicated that this 
polypeptide is a precursor of the three different alginate lyases produced 
by the Flavobacterium sp. After the 69,000-Da precursor is produced, a 
proteolytic enzyme cleaves off an N-terminal peptide of about 6,000 Da 
(Fig. 9.25B). The 63,000-Da protein can lyse both bacterial and seaweed 
alginates. Cleavage of the 63,000-Da protein yields a 23,000-Da enzyme 
that depolymerizes seaweed alginate and a 40,000-Da enzyme that is ef-
fective against bacterial alginate (Fig. 9.25B). To produce large amounts 
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Figure 9.24  Schematic representation of the formation of a biofi lm. (A) Shown is a 
bacterial microcolony encased in a thick layer of exopolysaccharide. (B) Time courses 
of the killing of bacteria in biofi lms with and without treatment with alginate lyase. 
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of the 40,000-Da enzyme, the DNA corresponding to the enzyme may 
be subcloned and expressed in bacterial cells. When bacteria that express 
and secrete the 40,000-Da enzyme are grown in liquid medium, the re-
combinant alginate lyase effi ciently liquefi es alginates produced by mu-
coid strains of P. aeruginosa isolated from the lungs of patients with cystic 
fi brosis.

Unfortunately, since most sources of alginate lyase are nonhuman, 
these proteins are not necessarily a good choice for use as a therapeutic 
agent, as they are likely to generate an immune response in the patient, 
thereby causing a range of complications. To signifi cantly decrease the 
antigenicity of the alginate lyase, the enzyme may be chemically modifi ed 
with polyethylene glycol (i.e., pegylation). However, nonspecifi c modifi ca-
tion of alginate lyase with polyethylene glycol results in a large decrease 
in the activity of the enzyme. Nevertheless, it is possible to avoid the in-
activation of the enzyme while still decreasing its antigenicity by specifi -
cally modifying alginate lyase with polyethylene glycol. To do this, several 
specifi c mutants of alginate lyase were created by directed mutagenesis in 
which one amino acid residue at a time was changed to cysteine (Fig. 9.26). 
Then, the modifi ed alginate lyases were each reacted with a modifi ed form 
of polyethylene glycol that derivatized only the newly created cysteine 

Calcium added

Alginate lyase
producer

Lyses bacterial alginate Lyses seaweed alginate

Lyses both bacterial
and seaweed
alginates

6 kDa 40 kDa 23 kDa

N terminus C terminus

A B

Figure 9.25  (A) Schematic representation of the detection of an alginate lyase-
producing clone from a genomic DNA library of a Flavobacterium sp. in E. coli. The 
alginate that is present in the growth medium is digested by alginate lyase secreted by 
an E. coli clone. The alginate in the vicinity of such a colony is not cross-linked when 
calcium is added and instead produces a clear zone (halo) surrounding the colony. (B) 
Processing of the recombinant Flavobacterium alginate lyase protein precursor in E. 
coli. A 6-kDa leader peptide is removed from the N terminus of the 69-kDa precur-
sor to yield a 63-kDa protein that can depolymerize alginate from both seaweed and 
bacteria. A second cleavage event converts the 63-kDa protein into a 23-kDa protein 
that is active against seaweed alginate and a 40-kDa protein that hydrolyzes bacterial 
alginate. doi:10.1128/9781555818890.ch9.f9.25
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residue. The modifi ed (pegylated) enzymes were then tested for alginate 
lyase activity, antigenicity, and the ability to disrupt mucoid biofi lms pro-
duced by the bacterium P. aeruginosa. One of the modifi ed enzymes (in 
which an alanine residue at position 53 was changed to a cysteine residue) 
displayed behavior that was superior to those of both all of the other 
modifi ed enzymes and the native enzyme. Specifi cally, the selected modi-
fi ed enzyme degraded bacterial alginate 80% more rapidly than the native 
enzyme, disrupted 94% of an established P. aeruginosa biofi lm (compared 
to 75% disruption of the biofi lm by the native enzyme), and had reduced 
immunogenicity. This result, although preliminary, is very encouraging. 
The next step will be to test this modifi ed enzyme in animal models of 
cystic fi brosis.

Phenylalanine Ammonia Lyase

The human genetic disease phenylketonuria results from the impaired 
functioning of the enzyme phenylalanine hydroxylase. In the United States, 
about 1 of every 12,000 newborns has phenylketonuria. Approximately 

Figure 9.26  Pegylation of alginate lyase protein. The gene encoding alginate lyase is 
mutagenized so that the alanine residue in position 53 (from the N-terminal end) is 
changed to cysteine. The cysteine residue is modifi ed by the addition of a polyethylene 
glycol derivative so that a covalent linkage is formed. The pegylated derivative is less 
immunogenic than the native form of the enzyme and more rapidly dissolves bacterial 
alginate. doi:10.1128/9781555818890.ch9.f9.26
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500 different mutations in the gene encoding phenylalanine hydroxylase 
can lead to an enzyme with impaired function, preventing the disposal 
of excess phenylalanine. When phenylalanine hydroxylase, which oxi-
dizes phenylalanine to tyrosine, is defi cient, the normal cognitive devel-
opment of an individual is impaired and mental retardation ensues due to 
a buildup of phenylalanine (Fig. 9.27A). Following diagnosis of phenyl-
ketonuria, either prenatally or shortly after birth, the treatment entails a 
controlled semisynthetic diet, fi rst developed in the mid-1950s, with low 
levels of phenylalanine through infancy and sometimes for life. A possi-
ble alternative treatment would be the administration of phenylalanine 
hydroxylase. Unfortunately, phenylalanine hydroxylase is a multienzyme 
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complex that is not very stable and requires a cofactor for activity. This 
notwithstanding, some patients have successfully been treated with a 
pegylated version of phenylalanine hydroxylase. On the other hand, phe-
nylalanine ammonia lyase, which converts phenylalanine to ammonia and 
trans-cinnamic acid (Fig. 9.27B), is a stable enzyme that does not require a 
cofactor and could potentially prevent the accumulation of phenylalanine 
in phenylketonuria patients. To test this concept, the gene for phenyl-
alanine ammonia lyase from the yeast Rhodosporidium toruloides was 
cloned and overexpressed in E. coli. Preclinical studies were conducted 
with mice that were defective in producing phenylalanine ammonia lyase 
and therefore accumulated phenylalanine. With these mice, plasma phe-
nylalanine levels were lowered when phenylalanine ammonia lyase was 
injected intravenously or encapsulated enzyme was administered orally. 
Thus, in short-term experiments in mice, phenylalanine ammonia lyase is 
an effective substitute for phenylalanine hydroxylase, and the orally de-
livered enzyme is suffi ciently stable to survive the mouse gastrointestinal 
tract and still function.

Unfortunately, in humans, intravenous or subcutaneous injection of 
phenylalanine ammonia lyase results in an immune response, and oral 
delivery is less effective than is necessary to make this a useful ongoing 
therapeutic approach. To overcome the antigenicity of phenylalanine am-
monia lyase, a series of formulations of linear and branched polyethylene 
glycols chemically conjugated to the enzyme was created. Following in vi-
tro characterization of a series of pegylated enzyme derivatives, the most 
promising formulations were tested in vivo in mice that were defective in 
producing phenylalanine ammonia lyase. One linear 20-kDa pegylated 
phenylalanine ammonia lyase was found to no longer be immunogenic 
but to still retain full catabolic activity with phenylalanine, suggesting 
that it may have potential as a novel therapeutic agent for the treatment 
of phenylketonuria. This is an important step in the development of en-
zyme replacement therapy using phenylalanine ammonia lyase; however, 
a considerable amount of additional testing is still required.

𝛂1-Antitrypsin

The processing of a number of different pathogenic bacterial or viral pre-
cursor proteins by human proteases occurs when the protease recognizes 
the amino acid sequence Arg-X-Lys/Arg-Arg↓, with peptide bond cleav-
age on the C-terminal side of the C-terminal Arg (as indicated by the ar-
row) and where X is any of the 20 standard amino acids. Since a number 
of infectious agents contain this amino acid sequence and are therefore 
activated by this processing step, a therapeutic agent that targeted the 
processing enzyme and blocked its activity might act as a broad-spectrum 
antipathogenic (antibacterial and antiviral) agent (Fig.  9.28). When a 
variant of human α1-antitrypsin was genetically engineered and tested 
in tissue culture experiments, the protein blocked the processing of HIV 
type 1 glycoprotein gp160, as well as measles virus protein F0, and con-
sequently, in both cases, the production of infectious viruses. When the 
α1-antitrypsin variant was added to cell cultures, it blocked the production 
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of human cytomegalovirus, a major cause of illness and death in organ 
transplant recipients and AIDS patients. The α1-antitrypsin variant is both 
potent and selective. Against human cytomegalovirus, it is at least 10-fold 
more effective than any currently used viral inhibitory agent. Its effi cacy 
has been demonstrated in cell culture, but it remains to be determined if 
the strategy is effective with whole animals.

Glycosidases

The ABO blood group system is based upon the presence or absence of 
specifi c carbohydrate residues on the surfaces of erythrocytes, endothelial 
cells, and some epithelial cells. The monosaccharide that determines blood 
group A is a terminal α-1,3-linked N-acetylgalactosamine, while the cor-
responding monosaccharide of blood group B is α-1,3-linked galactose 
(Fig. 9.29). Group O cells lack both of these monosaccharides at the ends 
of their oligosaccharide chains and instead contain α-1,2-linked fucose, 
which is designated the H antigen. Plasma from blood group A individu-
als contains antibodies against the B antigen, blood group B individuals 
have antibodies against the A antigen, and blood group O individuals have 
antibodies against both the A and B antigens. In practice, this means that 
individuals with either anti-A or anti-B antibodies cannot safely receive a 
blood transfusion containing the incompatible antigen, since this is likely 
to cause a severe immune response (Table 9.3). As a consequence, blood 
group AB individuals are said to be universal recipients, while those from 
blood group O are universal donors. Thus, when a blood transfusion is 
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Figure 9.28  Schematic representation of α1-antitrypsin inhibiting the proteolytic 
cleavage (activation) of pathogenic precursor proteins by human proteases.
 doi:10.1128/9781555818890.ch9.f9.28
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required, it is advantageous to have a large supply of plasma that is from 
blood group O (e.g., in an emergency situation, there may not be suf-
fi cient time to check a patient’s blood group). Fortunately, digestion of 
blood cells from either type A or B with specifi c glycosidases can cause 
types A, B, and AB to be converted into type O (Fig. 9.29). These enzymes 
were found following an extensive screening process of 2,500 fungal and 
bacterial isolates. Eventually, an active α-N-acetylgalactosamidase, which 
converts group A to group O, was found in the gram-negative bacterium 
Elizabethkingia meningoseptica, and one with α-galactosidase A, which 

A

H

B

AcNH

CH2OH

HO

HO

O

O

CH2OH

CH3

O

O

O
R

OH

OH

OH

OH
CH2OH

HO

HO

O

O

CH2OH

CH3

O

O

O
R

OH

OH

OH

OH

OH

HO

HO

CH2OH

CH3

O

O

O
R

OH

OH

OH

Figure 9.29  Digestion of the surface carbohydrates of red blood cells with specifi c 
glucosidases to remove the monosaccharides that determine blood groups A and B to 
obtain the H antigen (i.e., blood group O). AcNH, acetyl moiety covalently bound to 
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Table 9.3  Compatible and incompatible blood groups

Donor blood type

Recipient blood type

A B AB O

A Compatible Incompatible Compatible Incompatible

B Incompatible Compatible Compatible Incompatible

AB Incompatible Incompatible Compatible Incompatible

O Compatible Compatible Compatible Compatible

Individuals from one blood group may safely receive a blood transfusion from individuals from a com-
patible blood group but not from someone from an incompatible blood group.



 Protein Therapeutics 507

converts group B to group O, was found in Bacteroides fragilis (also a 
gram-negative bacterium). The genes were isolated, and the proteins were 
characterized. Both of the enzymes have high specifi city for cleaving the 
appropriate monosaccharide under conditions that maintain the integrity 
and functioning of the treated red blood cells. Moreover, each enzyme 
could readily be removed from the treated red blood cells following treat-
ment. While this is a very recent and still preliminary experiment, if this 
novel approach works effectively in a clinical setting, then it should be-
come a boon for all types of blood transfusions.

Lactic Acid Bacteria

Lactic acid bacteria are widely used in the production and preservation 
of fermented foods, and many have been given the designation “generally 
regarded as safe” within the food industry. Many of these organisms are 
members of the indigenous microfl ora of the human gut and have been 
recognized for their health-promoting properties. Some strains of lactic 
acid bacteria, notably lactobacilli, are used in probiotic products that are 
often sold either in pharmacies or in health food stores. A probiotic is a 
live microorganism that is claimed to confer a health benefi t by altering 
the indigenous microfl ora of the intestinal tract. Lactic acid bacteria have 
also been used to treat several gastrointestinal disorders, including lactose 
intolerance, traveler’s diarrhea, antibiotic-associated diarrhea, infections 
caused by various bacterial and viral pathogens, and immunopathological 
disorders, such as Crohn disease and ulcerative colitis. Not only is oral 
vaccination easy to deliver, but also it has the potential to elicit both mu-
cosal and systemic immune responses.

In the past few years, lactic acid bacteria have been used as a host sys-
tem to express various foreign genes (Table 9.4), with the idea that these 
bacteria facilitate the delivery of the proteins encoded by the genes to the 
human gut. In particular, Lactococcus lactis has been developed as a host 
for this purpose. L. lactis is a nonpathogenic, noninvasive, noncolonizing 
gram-positive bacterium that is often used in the production of fermented 
foods and has been used for many years as a human probiotic. Moreover, 
unlike for E. coli, eukaryotic proteins produced in L. lactis generally do 
not form insoluble inclusion bodies. When genetically engineered L. lactis 
that can secrete the target protein is used to deliver protein antigens to 
humans or animals, it is not necessary to purify the target protein. Finally, 
it is worth noting that there is a distinction between the use of L. lactis 
to deliver therapeutic agents and its use as a live vaccine. In the former 
instance, the therapeutic agent typically has biological activity of its own, 
while in the latter case, the bacterium delivers a protein that elicits an 
immune response.

Interleukin-10

Ulcerative colitis and Crohn disease, both diseases of the intestinal tract, 
affect approximately 1 in every 500 to 1,000 people in the developed 
countries of the world. Ulcerative colitis is associated with excess type 2 
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T helper cell cytokines, including interleukin-4 and interleukin-5, whereas 
in Crohn disease, type 1 T helper cell cytokines, including TNF-α, IFN-α, 
and interleukin-2, are overproduced. The treatment for Crohn disease of-
ten includes trying to lower the levels of cytokines, especially TNF-α. One 
approach has been the administration of antibodies against TNF-α. Other 
workers have targeted interleukin-10 as a means of controlling Crohn dis-
ease because it modulates the regulatory T cells that control infl ammatory 
responses to intestinal antigens. However, interleukin-10 is not clinically 
acceptable because it needs to be administered by either frequent injec-
tions or rectal enemas. To overcome this problem, the bacterium L. lactis 
was engineered to synthesize and secrete interleukin-10.

Table 9.4   Some therapeutic proteins that have been expressed in Lactococcus lactis

Therapeutic protein Target pathogen or disease

Tetanus toxin fragment C Tetanus

β-Toxoid Clostridium perfringens

GroEL heat shock protein Brucella abortus

LcrV antigen Yersinia pseudotuberculosis

MrpA structural fi mbrial protein Proteus mirabilis

Outer membrane protein Cag12 Helicobacter pylori

Urease subunit B Helicobacter pylori

PspA, PsaA or PppA antigen Streptococcus pneumoniae

Pili proteins Group B Streptococcus

C-repeat region of M protein Streptococcus pyogenes

Listeriolysin O Listeriosis

E7 of human papillomavirus 16 Cervical cancer

L1 capsid protein of human papillomavirus 16 Cervical cancer

NSP4 or VP7 antigen Rotavirus

VP2 and VP3 antigens Infectious bursal disease virus

Envelope protein HIV

Nucleocapsid protein SARS virus

Envelope protein E domain III Dengue virus

MSP-1 Plasmodium yoelii (malaria)

Cyst wall protein 2 Giardia lamblia

Murine IL-10 Infl ammatory bowel disease, food allergy

Human IL-10 Crohn disease

Murine trefoil factors Infl ammatory bowel disease

Mig and IP-10 chemokines Cancer immunotherapy

Human leptin Weight control

Human IFN-β Ulcerative colitis

Ovine IFN-ω Enteric viral infections

Catalase Gut cancer and infl ammatory diseases

Rat heme oxygenase-1 Hemorrhagic shock or endotoxemia

Major birch pollen allergen Allergy

Murine IL-12 Cancer immunotherapy, allergy, asthma

LerV protein Infl ammatory bowel disease

Cyanovirin HIV

Epidermal growth factor Intestinal development in newly weaned 
infants

SARS, severe acute res pi ratory syndrome; IL-10, interleukin-10.
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Experiments were performed with mice to test whether interleukin-
10-secreting L. lactis could be used to treat infl ammatory bowel disease 
(Fig. 9.30A). First, interleukin-10-secreting L. lactis was fed to mice with 
ulcerative colitis that had been induced by 5% dextran sulfate in their 
drinking water. Second, strains of mice that are genetically incapable of 
synthesizing interleukin-10 and provide an animal model for ulcerative 
colitis were tested. In both of these cases, the engineered L. lactis sig-
nifi cantly alleviated the symptoms of the disease, establishing that this 
approach works in principle. However, these mouse models for infl amma-
tory bowel disease are not identical to the disease in humans, and a large 
number of questions remain before the treatment is used with humans.

One concern about the use of an interleukin-10-secreting L. lactis 
strain as a therapeutic approach is the possibility that the genetically 
modifi ed bacterium will be released to the environment. If this were to 
happen, the plasmid carrying the interleukin-10 gene and any plasmid-
borne antibiotic resistance marker genes could be spread to other bacteria 
in the environment. To prevent this from occurring, a synthetic human 
interleukin-10 gene that replaced the L. lactis thymidylate synthase gene, 
thyA, which is essential for the growth of the bacterium, was inserted 
into the bacterial chromosome of L. lactis by homologous recombination 

IL-10-deficient mouse
Ulcerative colitis

Ulcerative colitis

Prevented onset of
ulcerative colitis

+ 5% dextran sulfate
+ engineered IL-10-producing L. lactis

+ 5% dextran sulfate
(which inflames the intestine)

IL-10-deficient mouse
+ engineered IL-10-producing L. lactis

50% reduction in
ulcerative colitis

Flanking region Flanking regionInterleukin-10 gene
Leader
peptidepthyA

A

B

Figure 9.30  (A) Schematic representation of the effects of intestinal interleukin-10 
(IL-10)-secreting bacteria on infl ammatory bowel disease in mice. (B) Genetic con-
struct integrated into the chromosomal DNA of L. lactis in place of its thymidylate 
synthase gene. The promoter (pthyA) is from the thymidylate synthase gene. The IL-10 
gene was chemically synthesized so that its codon usage was optimized for L. lactis, 
thereby ensuring a high level of protein expression.
 doi:10.1128/9781555818890.ch9.f9.30
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(Fig.  9.30B). This strain produced interleukin-10 and grew well in the 
laboratory when either thymidine or thymine was added to the medium. 
However, when the bacterium was deprived of thymidine and thymine, 
its viability declined by several orders of magnitude. When this modi-
fi ed bacterium was tested in pigs, whose digestive tract is similar to that 
of humans, it thrived and actively produced interleukin-10. In addition, 
laboratory experiments demonstrated that the modifi ed L. lactis strain 
was extremely unlikely to acquire a thymidylate synthase gene from other 
bacteria in the environment, confi rming both the safety and effi cacy of 
this approach.

Recently, stage I clinical trials with this L. lactis strain were initiated. 
To date, 10 patients with Crohn disease have been treated. So far, a sig-
nifi cant decrease in disease activity has been observed, with only minor 
adverse events. Moreover, engineered L. lactis bacteria isolated from the 
patients’ feces were not able to grow without the addition of thymidine. 
In other words, the engineered L. lactis did not acquire a thymidylate syn-
thase gene, indicating that the containment strategy was effective. Thus, 
initial indications are that this strategy appears to be working as well in 
humans as it did with small animals.

Leptin

It has been estimated that approximately 30% of the North American 
and 20% of the European populations are overweight. Moreover, North 
Americans annually spend tens of billions of dollars on various weight 
reduction schemes, most of which are unsuccessful. However, it is possible 
that real weight reduction may be obtained by administration of the pro-
tein leptin, which, in simple terms, communicates to the brain regarding 
the nutritional status of the body. Leptin, the product of the obese (ob) 
gene, is a 167-amino-acid protein with a molecular mass of approximately 
16 kDa. Leptin is synthesized as a precursor with a 21-amino-acid-long 
signal peptide that is removed when leptin is secreted. Treatment with 
recombinant leptin can reduce food intake and correct metabolic pertur-
bations in (homozygous) leptin-defi cient mice. Leptin also helps to over-
come human congenital leptin defi ciency. However, when it is introduced 
subcutaneously, leptin is not particularly effective in obese patients unless 
their serum leptin concentrations reach levels 20- to 30-fold higher than 
normal. This poor response has been attributed to the ineffi cient trans-
port of leptin across the blood–brain barrier. To overcome this problem, 
a scheme for the intranasal delivery of leptin has been devised. The nasal 
mucosa is highly vascularized, so delivery of a thin layer of medication 
across its broad surface area can result in rapid absorption of the medica-
tion into the bloodstream.

When leptin is produced in E. coli, it typically forms insoluble in-
clusion bodies that must be solubilized and renatured before the active 
protein is generated. This is a time-consuming, ineffi cient, and expensive 
process. In one study, the 462-base-pair (bp) cDNA for human leptin 
without its signal peptide was cloned and expressed under the control 
of the nisin promoter in L. lactis (Fig. 9.31). Nisin is a polycyclic peptide 
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from L. lactis that has antibacterial activity and is used as a food preser-
vative. In L. lactis, leptin was produced effi ciently without the formation 
of an inclusion body and was secreted from the recombinant bacteria. 
When the leptin-producing L. lactis strain was administered intranasally 
in obese mice, the mice signifi cantly reduced their food intake and body 
weight. This approach opens up the possibility that if delivered properly, 
leptin might act as an effective weight loss treatment in humans.

An HIV Inhibitor

Worldwide, the predominant mode of HIV transmission is by heterosex-
ual contact. One possible way to protect women, who currently comprise 
about half of all new cases of HIV/AIDS, against HIV infection is a topical 
microbicide, delivered by a live vaginal Lactobacillus strain, that prevents 
HIV infection directly at mucosal surfaces. This strategy seems reasonable 
because naturally occurring vaginal Lactobacillus strains play a protec-
tive role in preventing urogenital infections.

The compound cyanovirin N, isolated from the cyanobacterium Nos-
toc ellipsosporum, blocks several steps of HIV infection, preventing virus 
entry into human cells. Consequently, cyanovirin N is a candidate for a 
topical microbicide to prevent HIV infections. To ensure that cyanovirin 
N would be expressed at a suffi ciently high level in a vaginal strain of 
Lactobacillus jensenii, the gene was chemically synthesized to refl ect the 
codon usage found in the bacterium rather than in N. ellipsosporum. Typ-
ically, the GC content of lactobacilli is about 36%, while the GC content 
of N. ellipsosporum is 44.5%. In addition, during the chemical synthe-
sis of the gene, the codon for proline 51 was replaced by a codon for 

Leptin cDNA

Leptin

Signal peptide
Nisin

promoter

Figure 9.31  Genetic construct used to 
secrete leptin from L. lactis.
 doi:10.1128/9781555818890.ch9.f9.31
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a glycine residue to stabilize the cyanovirin N protein, and four amino 
acids were added to the N terminus to ensure proper cleavage of the sig-
nal sequence (Fig. 9.32). The modifi ed cyanovirin N gene was fused to a 
strong and constitutive Lactobacillus promoter. The fi nal construct was 
integrated into the chromosomal DNA of a strain of L. jensenii, with the 
result that about 4 μg of cyanovirin N per ml was released into the culture 
medium. When the L. jensenii strain that synthesized the modifi ed form of 
cyanovirin N was tested for effi cacy, it was found to be highly effective at 
preventing HIV infections in mice.

Insulin

Oral administration of insulin would greatly simplify the lives of most 
insulin-dependent diabetics. However, this has not been possible due to 
insulin’s poor stability during its passage through the gastrointestinal 
tract. As an alternative to various unsuccessful strategies to produce en-
capsulated insulin that could be delivered orally, one group of researchers 
developed a single-chain insulin that can be delivered to diabetic patients 
using L. lactis.

The peptide hormone insulin is produced in animal pancreatic cells 
as a single polypeptide, preproinsulin, that is processed to proinsulin fol-
lowing its secretion and then to insulin following proteolytic cleavage 
(Fig. 9.33A). The insulin A chain includes 21 amino acid residues, while 
the B chain consists of 30 amino acid residues. Given the presence of two 
interchain and one intrachain disulfi de bond (not shown in Fig.  9.33), 

Test the activity of the
protein secreted by 

Lactobacillus in mice

Synthesize the CV-N gene 
with Lactobacillus codons

Replace Pro51 with Gly
to stabilize the
CV-N protein

Place CV-N gene 
under the control of 

a strong promoter

Isolate a strong
Lactobacillus

promoter

Add amino acids to the
N terminus to ensure

proper processing

Figure 9.32  Flowchart of the scheme used to develop a Lactobacillus strain that pro-
duces and secretes cyanovirin N (CV-N). doi:10.1128/9781555818890.ch9.f9.32
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nisA
promoter

Leader
peptide

Linker
peptide B chain

Single-chain
insulin with
His tag

A chain

S

S
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L

Preproinsulin Insulin

B

S
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S

S

A

C
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B

S

S
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NisK
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P
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insulin without
His tag

Figure 9.33  (A) Cleavage of inactive preproinsulin, fi rst to proinsulin and then to 
yield active insulin. Proteases remove the leader peptide (L) and an internal peptide 
(C) to yield a peptide that consists of chains A and B. (B) Genetic regulation of the ex-
pression of a single-chain (sc) form of insulin in L. lactis. The binding of nisin, which is 
added to the medium, to NisK (a histidine kinase) causes NisK to autophosphorylate. 
NisK then transfers its phosphate to NisR, which activates the nisA promoter, induc-
ing transcription of the single-chain insulin gene. The leader peptide ensures that the 
single-chain insulin will be secreted. Following secretion and removal of the leader 
peptide, a histidine (His) tag that is part of the protein facilitates its purifi cation before 
the His tag is removed by proteolytic cleavage to yield the single-chain form of insulin. 
doi:10.1128/9781555818890.ch9.f9.33



514 C H A P T E R  9

it is technically quite diffi cult to produce insulin in L. lactis. Therefore, 
it was decided to synthesize a single-chain insulin in which the A and B 
chains would be joined covalently by a 6-amino-acid-long linker peptide. 
To ensure that the single-chain insulin was as active as native insulin, four 
additional amino acid changes were introduced into the protein. Insulin 
derivatives with two of these amino acid changes were already in clinical 
use when this work was undertaken, making the researchers confi dent 
that the proposed four amino acid changes would yield an active and sta-
ble form of insulin. In fact, the resulting single-chain insulin is more stable 
at high temperature and is less likely to aggregate than native insulin. The 
single-chain insulin gene was expressed in L. lactis (Fig. 9.33B) under the 
control of the nisA promoter that is activated by a phosphorylated ver-
sion of the transcription factor NisR in the presence of nisin. The NisR 
protein is phosphorylated by a phosphate residue from a NisK protein 
bound to the protein nisin, a pore-forming toxin produced by L. lactis 
that is used commercially in the preparation of certain prepared foods. 
To date, it has been demonstrated that genetically engineered L. lactis can 
produce and secrete a single-chain insulin that has in vitro insulin-like 
biological activity. Whether this system will function effectively as a de-
livery system, replacing several-times-daily insulin injections for human 
diabetics, remains to be determined.

summary

A large number of proteins that have potential as therapeutic 
agents has been synthesized from cloned cDNA in bacteria. 
Because most of these proteins are from eukaryotic organ-
isms, the strategy for their isolation involves synthesizing a 
cDNA library and subcloning the selected target cDNA into 
an appropriate expression vector (see chapter 1). In some in-
stances, novel and useful variants of these proteins can be 
constructed either by shuffl ing functional domains of related 
genes or by directed replacement of functional domains of 
the cloned gene. In addition, long-acting and stable variants 
of some therapeutic proteins have been synthesized.

The development of recombinant DNA and monoclonal an-
tibody technologies, combined with an understanding of the 
molecular structure and function of immunoglobulin mole-
cules, has provided specifi c antibodies as therapeutic agents 
to treat various diseases. Antibody genes can be readily ma-
nipulated because the various functions of an antibody mole-
cule are confi ned to discrete domains.

Drugs, prodrugs, or enzymes can be coupled to monoclo-
nal antibodies or Fv fragments that are specifi c for proteins 
found only on the surfaces of certain cells, e.g., tumor cells. 
These antibody–drug or antibody–enzyme combinations 
act as therapeutic agents. However, if the therapy requires 

multiple treatments, the antibody component should be from 
a human source to prevent immunological cross-reactivity 
and sensitization of the patient. To achieve this, rodent 
monoclonal antibodies are “humanized” by substituting into 
human antibodies only the CDRs of the rodent monoclonal 
antibodies. In addition, it has become possible to produce 
and select human monoclonal antibodies in E. coli and in 
transgenic mice.

In some instances, genetically engineered enzymes may be 
used as therapeutic agents. For example, both recombinant 
DNase I and alginate lyase have been used in an aerosol form 
to decrease the viscosity of the mucus found in the lungs of 
patients with cystic fi brosis. In addition, phenylalanine am-
monia lyase may help patients with phenylketonuria as a re-
placement for phenylalanine hydroxylase, α1-antitrypsin may 
be used to limit some infections, and glycosidases may be uti-
lized to convert blood groups A, B, and AB to type O.

Certain therapeutic agents may be delivered directly to their 
target cells by expressing the genes for these proteins in a 
bacterium that is normally associated with human tissues 
and has been shown to be safe, such as Lactococcus lactis. In 
one study, L. lactis was used to deliver interleukin-10 to the 
human intestinal tract as a means of treating individuals with 
Crohn disease.
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review questions

1.  What is the Fc portion of an antibody molecule? The Fab 
portion? The Fv portion? The CDR portion? The FR portion?

2.  How are antibody L and H chains coordinately synthe-
sized in E. coli?

3.  How would you modify growth hormone to make it lon-
ger acting?

4.  Why would DNase I and alginate lyase be useful for treat-
ing cystic fi brosis?

5.  How is the production of alginate lyase from a cloned 
gene detected in E. coli transformants?

6.  What is a combinatorial cDNA library?

7.  How is bacteriophage M13 used to select Fv fragments 
that bind to specifi c target antigens?

8.  How would you express foreign genes in mitochondria?

9.  How are enzymes that are coupled to monoclonal anti-
bodies or Fv fragments used as therapeutic agents?

10.  How are mouse monoclonal antibodies humanized? 
Discuss the reasons for creating humanized monoclonal 
antibodies.

11.  Describe a protocol for producing a therapeutic agent 
that targets and kills a specifi c cell type.

12.  How would you engineer TNF-α to be a more specifi c 
and effective anticancer agent?

13.  What would you do to make interleukin-10 more effec-
tive for treating infl ammatory bowel disease?

14.  Besides pegylation, how would you extend the in vivo 
half-life of therapeutic proteins?

15.  How would you develop a strategy to protect at-risk 
women from HIV infection?

16.  How might low levels of phenylalanine be attained, 
other than with a phenylalanine-free diet, in patients with the 
human genetic disease phenylketonuria?

17.  What types of genetic manipulations can be used to 
generate a very large bacterial library of highly specific 
single-chain human monoclonal antibodies?

18.  How would you engineer a mouse so that it produces 
only human antibodies?

19.  How might bacteriophages be used to increase the sensi-
tivity of some bacterial pathogens to antibiotics?

20.  How would you design a short peptide so that it retains 
the antigen-binding specifi city of an entire immunoglobulin 
molecule?

21.  How would you develop antibodies that protect people 
against anthrax?

22.  How would you develop antibodies that facilitate weight 
loss?

23.  How can you use a chemotherapy agent to facilitate the 
targeting of tumor cells with monoclonal antibodies?

24.  How would you develop therapeutic antibodies with an 
extended in vivo half-life?

25.  How would you develop a single-chain version of insulin 
that can be delivered to diabetic patients using L. lactis?
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Treating Genetic and Nongenetic Disorders

It has been especially diffi cult to develop treatments for genetic diseases. 
In many instances prior to the 1990s, the gene that caused a particular 
disorder was unknown, and consequently, the root cause of the disorder 
was a mystery. Moreover, many genetic diseases have multiple effects that 
are diffi cult to treat in a straightforward manner and may require diverse 
therapies. Because of the physiological complexity of genetic diseases, 
curative measures have consisted mainly of treating the symptoms by 
administering drugs, performing surgery, restricting dietary intake, trans-
planting organs or bone marrow, or transfusing blood.

To many observers, the use of genes as therapeutic agents (gene ther-

apy) seemed to be a logical extension of other therapies. In its simplest 
form, gene therapy was envisioned as a way to correct a defect at its 
biological source, with a single treatment that would alleviate all symp-
toms of the disorder. By 1990, after thorough reviews by many different 
regulatory panels in the United States, the fi rst sanctioned human gene 
therapy trial was initiated with two young girls with adenosine deaminase 
(ADA)-defi cient severe combined immunodefi ciency (SCID).

Since 1990, there has been a proliferation of strategies designed to 
treat a variety of human genetic disorders. In this context, the Roman 
poet Ovid (43 BCE–17 CE) aptly asserted, “A thousand ills require a 
thousand cures.” This adage is especially true for human gene therapies. 
Currently, gene therapy entails not only providing cells that have a genetic 
defect with a gene sequence or cDNA that overrides or dominates the 
mutant state but also additional strategies to correct gene mutations at 
the DNA level, regulate the extent of production of a protein, and destroy 
tumor cells.

From 1989 to 2010, more than 1,900 human gene therapy clinical 
trials were conducted at the phase I and phase II levels, with thousands 
of individuals (Fig. 10.1A). Treatments for various cancers, hemophilia, 
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AIDS, cystic fi brosis, hypercholesterolemia, amyotrophic lateral sclero-
sis, and many other disorders have been tested for safety and effi cacy 
(Fig. 10.1B). At present, all research on human gene therapy is directed 
toward correcting genetic defects of somatic cells, i.e., cells that do not 
contribute to the next generation. For ethical, safety, and technical rea-
sons, human germ line gene therapy that entails the introduction of DNA 
into egg cells, sperm, or early embryonic cells (blastomeres) that can form 
part of the human germ line and be passed on to successive generations 
is not being examined experimentally at this time. In many countries, hu-
man germ line gene therapy experiments are prohibited by law. However, 
research on genetically modifying germ line cells in nonhuman organisms 
such as rodents, monkeys, and domesticated animals is being carried out.

Although the concept of human somatic cell gene therapy is straight-
forward, there are a number of critical biological considerations. How 
will the cells that are to be targeted for correction be accessed? How will 
the therapeutic (remedial) gene be delivered? What proportion of the 
target cells must acquire the input gene to counteract the disease? Does 
transcription of the input gene need to be precisely regulated to be effec-
tive? Will overexpression of the input gene cause alternative physiological 

ADA
adenosine deaminase

SCID
severe combined immunodefi ciency

Cancer diseases 64.6% (n = 1,107)

Cardiovascular diseases 8.5% (n = 146)

Single-gene disorders 8.3% (n = 143)

Infectious diseases 8.1% (n = 138)

Neurological disorders 2.0% (n = 35)

Ocular disorders 1.3% (n = 23)

Inflammatory diseases 0.8% (n = 13)

Other diseases 1.1% (n = 19)

Gene marking 2.9% (n = 50)

Healthy volunteers 2.3% (n = 40)

A B

Adenovirus 24.2% (n = 414)

Retrovirus 20.7% (n = 355)

Naked DNA 18.7% (n = 143)

Vaccinia virus 8.1% (n = 138)

Lipofection 6.4% (n = 109)

Poxvirus 5.5% (n = 94)

Adeno-associated virus 4.7% (n = 81)

Herpes simplex virus 3.3% (n = 57)

Lentivirus 2.3% (n = 40)

Other categories 5.3% (n = 90)

Unknown 3.2% (n = 55)

Figure 10.1  (A) Targets of gene therapy clinical trials worldwide from 1989 to 2010. 
Based on http://www.wiley.com/legacy/wileychi/genmed/clinical/. (B) Delivery systems 
used in clinical gene therapy trials from 1989 to 2010. Based on http://www.wiley
.com/legacy/wileychi/genmed/clinical/. doi:10.1128/9781555818890.ch10.f10.1

http://www.wiley.com/legacy/wileychi/genmed/clinical/
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problems? Will the cells with the input gene be maintained indefi nitely, or 
will repeated treatments be required?

Somatic cell gene therapy is implemented in one of two ways: in vivo 
or ex vivo. For in vivo gene therapy, a therapeutic gene is introduced by 
either a viral or nonviral delivery system into a targeted tissue of the pa-
tient (Fig. 10.2A). On the other hand, ex vivo gene therapy entails col-
lecting and culturing stem cells from an affected individual, introducing 
the therapeutic gene into these cultured cells, growing the cells with the 
therapeutic gene, and then either infusing or transplanting these cells back 
into the patient (Fig. 10.2B). The use of a patient’s own cells (autologous 
cells) ensures that after their reintroduction no adverse immunological 
responses will occur. Moreover, the use of a particular type of stem cell 
ensures that a differentiated progeny cell that otherwise might be inac-
cessible to genetic modifi cation carries the therapeutic gene. Under these 
conditions, the genetically modifi ed stem cells provide a continual source 
of “corrected” cells that function properly.

Human disorders such as cancer, infl ammatory conditions, and both 
viral and parasitic infections often result from the overproduction of a 
normal protein. Therapeutic systems using nucleotide sequences are be-
ing devised to treat these types of conditions. Theoretically, a small oli-
gonucleotide could hybridize to a specifi c gene or mRNA and diminish 
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Viral
delivery system

Nonviral
delivery system

Therapeutic
gene

Tissue X

Patient

B

Therapeutic
gene
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1

5
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Figure 10.2  Schematic representation of in vivo gene therapy. (A) The therapeutic 
gene is introduced into a specifi c tissue by physical methods such as injection or sys-
temically though the circulatory system. Various delivery systems are described in the 
text. (B) Schematic representation of ex vivo gene therapy. A cell sample containing 
stem cells is taken from an individual with a genetic disorder (1) and grown in culture 
(2). The isolated cells are transfected with a therapeutic gene (3). Cells carrying the 
therapeutic gene are grown (4) before transplantation or transfusion back into the 
patient (5). doi:10.1128/9781555818890.ch10.f10.2
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transcription or translation, respectively, thereby decreasing the amount 
of protein that is synthesized. An oligonucleotide that is designed to bind 
to a gene and block transcription is called an antigene oligonucleotide, 
and one that base-pairs with a specifi c mRNA is called an antisense oli-
gonucleotide. Also, some synthetic RNA/DNA molecules called aptamers 
that bind to specifi c regions of proteins, and are not naturally nucleic 
acid-binding proteins, can prevent the targeted protein from functioning. 
These aptamers may be created and selected to bind with a high affi nity 
to a wide range of proteins. Ribozymes, which are natural RNA sequences 
that bind and cleave specifi c RNA molecules, can be engineered to target 
an mRNA and subsequently decrease the amount of a particular protein 
that is synthesized. In addition, interfering RNAs, small double-stranded 
RNA molecules that direct the sequence-specifi c degradation of targeted 
mRNAs, may be used instead of either antisense RNAs (or oligonucleo-
tides) or ribozymes.

Targeting Specifi c mRNAs and DNAs

Antisense RNA

An antisense RNA is an RNA sequence that is complementary to all or 
part of a functional RNA (usually an mRNA). To be an effective thera-
peutic agent, an antisense RNA or an RNA oligonucleotide must bind to 
a specifi ed mRNA and prevent translation of the protein encoded by the 
target mRNA (Fig. 10.3).

The effectiveness of chemically synthesized antisense oligodeoxynu-
cleotides (Fig. 10.3B) relies on hybridization to an accessible nucleotide 
sequence on the target mRNA, resistance to degradation by cellular nu-
cleases, and ready delivery into cells. Oligonucleotides of about 15 to 24 
nucleotides in length have suffi cient specifi city to hybridize to a unique 
mRNA. Unfortunately, there are no general rules for predicting the best 
target sites in various RNA transcripts. Antisense oligonucleotides that 
are directed to the 5′ and 3′ ends of mRNAs, intron–exon boundaries, 
and regions that are naturally double stranded have all been effective.

Since oligodeoxynucleotides are susceptible to degradation by intra-
cellular nucleases, it was important to fi nd ways to synthesize molecules 
that are resistant to attack by nucleases without affecting the ability of the 
antisense oligonucleotide to hybridize to a target sequence. With this in 
mind, the backbone, pyrimidines, and sugar moiety have been modifi ed. 
Clinical trials with several phosphorothioate antisense oligonucleotides, 
which are considered to be “fi rst-generation” therapeutic agents, have 
been initiated. Second-generation antisense oligonucleotides typically 
contain alkyl modifi cations at the 2′ position of the ribose and are gen-
erally less toxic and more specifi c than phosphorothioate-modifi ed mol-
ecules. Third-generation antisense oligonucleotides contain a variety of 
modifi cations within the ribose ring and/or the phosphate backbone, as 
well as being less toxic than either fi rst- or second-generation antisense 
oligonucleotides.

The use of an expression vector to produce an antisense RNA that 
suppresses a pathogenic condition has been tested. Episomally based 
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Figure 10.3  Inhibition of translation of specifi c mRNAs by antisense (AS) nucleic acid 
molecules. The promoter and polyadenylation regions are marked by p and pa, respec-
tively; the intron is indicated by the letter A; and the exons are indicated by numbers 
(1 and 2). (A) A cDNA (AS gene) is cloned into an expression vector in reverse orien-
tation, and the construct is transfected into a cell, where the AS RNA is synthesized. 
The AS RNA hybridizes to the target mRNA, and translation is blocked. (B) An AS 
oligonucleotide is introduced into a cell, and after it hybridizes with the target mRNA, 
translation is blocked. doi:10.1128/9781555818890.ch10.f10.3
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expression vectors that carry the cDNA sequence for either insulin-like 
growth factor 1 or insulin-like growth factor 1 receptor were constructed 
with the cloned sequences oriented so that the transcripts were antisense 
rather than mRNA (sense) sequences. Insulin-like growth factor 1 is prev-
alent in malignant glioma, which is the most common form of human 
brain tumor. Excess production of insulin-like growth factor 1 receptor 
occurs in prostate carcinoma, which is a common type of cancer in males. 
In both vectors, the reverse-oriented cDNAs are under the control of the 
metallothionein promoter, which is induced by low levels of ZnSO4.

Cultured glioma cells were transfected with the vector that produces 
the antisense version of the insulin-like growth factor 1 mRNA. In the 
absence of ZnSO4, the tumor properties were retained; in contrast, when 
ZnSO4 was added to the culture medium, these properties were lost 
(Fig.  10.4). In another experiment, nontransfected glioma cells caused 
tumors after they were injected into rats, whereas glioma cells that had 
been transfected with antisense insulin-like growth factor 1 cDNA did not 
develop tumors.

When mice were injected with rat prostate carcinoma cells that were 
transfected with the insulin-like growth factor 1 receptor cDNA in the 
antisense orientation, they developed either small or no tumors, whereas 
large tumors were formed when mice were treated with either nontrans-
fected or control-transfected rat prostate carcinoma cells. In both cases, it 
was assumed that the antisense RNA hybridized with its complementary 
mRNA sequence and blocked translation of insulin-like growth factor 1 
and insulin-like growth factor 1 receptor, thus preventing the prolifera-
tion of the cancer cells.

One phosphorothioate antisense oligonucleotide has been approved 
by the U.S. Food and Drug Administration (FDA) to treat cytomegalovi-
rus infections of the retina in patients with AIDS. This particular antisense 
oligonucleotide, called fomivirsen and sold as Vitravene, is administered 
by injection directly into an affected eye after the application of a topical 
or local anesthetic. Fomivirsen treatment is typically once every 2 weeks 
for 4 weeks, followed by once every 4 weeks. Before treatment with fo-
mivirsen is started, it is essential that the presence of cytomegalovirus be 
absolutely confi rmed, since several other infective agents produce similar 
symptoms.

It has recently been shown that it is possible to protect mice against 
retroviruses by injecting them, intravenously or intraperitoneally, with 
phosphorothioate antisense oligonucleotides that prevent the conversion 
of the viral RNA genome into double-stranded DNA. In this system, the 
added antisense oligonucleotide effectively blocks replication of the ret-
rovirus. When an added antisense oligonucleotide binds to the junction 
of the polypurine tract (which is present in many retroviruses) and the 
U3 element, a structure is formed that mimics the normal substrate for 
the virus-encoded enzyme RNase H (Fig. 10.5). This causes premature 
cleavage of the viral RNA, resulting in the virus being destroyed before 
reverse transcription occurs. This strategy is effective in protecting mice 
from retroviruses. In principle, it should also work in humans and on a 
range of different retroviruses. However, a number of technical obstacles 
must be overcome before this approach is ready for testing in humans.

FDA
U.S. Food and Drug Administration

Transfect construct into
tumor-causing cells

Cells lose
tumorous
properties

Cells retain
tumorous
properties

MTp ILGF-1

–ZnSO4+ZnSO4

Figure 10.4  A cDNA for human insu-
lin-like growth factor 1 (ILGF-1) cloned 
on a vector in the antisense orientation 
under the transcriptional control of a 
metallothionein promoter (MTp). Fol-
lowing transfection into tumor-causing 
cells, when low levels of ZnSO4 are 
added, the cells have decreased tumorige-
nicity. The arrows above the gene and 
promoter indicate the normal direction 
of transcription. The origin of replication 
and other plasmid sequences have been 
omitted for clarity.
 doi:10.1128/9781555818890.ch10.f10.4
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Aptamers

Aptamers are nucleic acid sequences, either RNA or DNA, that bind very 
tightly to portions of proteins, amino acids, drugs, or other molecules. 
They are typically 15 to 40 nucleotides long, have highly organized sec-
ondary and tertiary structures, and bind with very high affi nity to their 
target molecules (i.e., 10−12 < Kd < 10−9, where Kd is the dissociation 
constant of the aptamer–target molecule complex). Aptamers are attrac-
tive as potential therapeutic agents because of their high specifi city, rel-
ative ease of production, low level or absence of immunogenicity, and 
long-term stability. In fact, as a consequence of these properties, the use 
of aptamers may be preferred over the use of antibodies in applications 
where targeted protein inhibition is desired.

Aptamers that are directed against specifi c targets are typically se-
lected by a procedure known as SELEX (systematic evolution of ligands 
by exponential enrichment), in which DNA or RNA ligands that bind 
to the target molecule are highly enriched during multiple rounds of se-
lection (Fig. 10.6). In this procedure, a random DNA sequence is cloned 
between two particular DNA sequences. The 3′ region contains an at-
tachment site for reverse transcriptase primers, and the 5′ region contains 
an attachment site for a polymerase chain reaction (PCR) primer. The 
double-stranded DNA is converted to RNA using T7 RNA polymerase. 
In the SELEX procedure, a large library of aptamers is added to a target 
molecule, with several different members of this collection of aptamers 
binding to the target molecule. The bound aptamer molecules are sepa-
rated from the unbound aptamers, and the bound molecules are amplifi ed 

SELEX
systematic evolution of ligands by 
exponential enrichment

PCR
polymerase chain reaction

1
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U3U5 PPT

U3U5 PPT
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Figure 10.5  Schematic representation of the reverse transcription of retroviral RNA 
(red) to produce double-stranded DNA (the minus strand is light blue, and the plus 
strand is dark blue). In step 1, a tRNA (shown as a blue circle) primes synthesis of 
the minus strand. The RNA shows U3 and U5 elements and a polypurine tract (PPT). 
In step 2, a complete RNA–DNA duplex is formed. In step 3, RNase H digests the 
viral RNA in the RNA–DNA duplex into small pieces (the arrows indicate diges-
tion sites). In step 4, a double-stranded DNA copy of the viral RNA is produced, 
which can exist as a provirus integrated into a cell’s DNA. To block the formation 
of the minus strand and hence the synthesis of a double-stranded DNA version of 
the virus, an antisense oligonucleotide that hybridizes to the PPT region is added. 
doi:10.1128/9781555818890.ch10.f10.5
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and then retested for binding to the target molecule. The entire procedure 
includes several rounds of binding (to a target molecule), partitioning, 
and amplifi cation of selected nucleotide sequences from an initial pool of 
up to 1016 nucleotide sequence variants. At each step, only the aptamers 
that bind most tightly to the target molecule are retained. The end result 
of this procedure is the selection of aptamers that bind to the target mol-
ecule with high affi nity. Ultimately, the SELEX procedure yields one (or 
just a few) unique nucleic acid sequence(s) from the original mixture with 
a high affi nity for the target molecule. To make aptamers less sensitive 
to nuclease digestion, OH residues at the 2′ positions of purines may be 
replaced with 2′-O-methyl residues. In addition, aptamers may be capped 
at their 3′ ends with a deoxythymidine residue. Table 10.1 lists some of 
the proteins against which aptamers have been generated, as well as the 
range of affi nities of the aptamer for the target protein.

A B

5' region Random nucleotide sequence 3' region

DNA

RNA

Folded RNA aptamers with
5' and 3' flanking regions

Target molecules

Bound
aptamer

Unbound
aptamer

Aptamer-target complex

Transcription

Dissociate 
aptamer-target

complex

Reverse transcribe
selected aptamers

Amplify aptamer
cDNAs by PCR
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aptamers against

target molecules to
find high-affinity
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Figure 10.6  Overview of the SELEX procedure for selecting aptamers with high affi n-
ity to a target molecule (often a protein). (A) The selected aptamers are typically cycled 
through this procedure 5 to 15 times. (B) A view of the surface of the target molecule 
binding some aptamers while not binding others.
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The bioavailability of aptamers is a key issue that affects their ap-
plication as in vivo diagnostic and therapeutic tools. The most common 
approaches to improve aptamer bioavailability include surrounding the 
aptamer with lipoproteins (i.e., liposomes) or the attachment of bulky 
groups, such as polyethylene glycol, cholesterol, or biotin–streptavidin, 
to the 5′ or 3′ ends, resulting in a decreased rate of renal clearance and 
therefore an increased plasma half-life.

An aptamer known as pegaptanib received approval from the FDA 
in December of 2004 for use as a human therapeutic agent. Pegaptanib 
is a 30-nucleotide-long aptamer that targets vascular endothelial growth 
factor (VEGF) and binds to the protein with extremely high affi nity 
(Kd = 0.05 nM). This secreted protein promotes the growth of new blood 
vessels by stimulating the endothelial cells that not only form the walls of 
the blood vessels but also transport nutrients and oxygen to the tissues. 
When retinal pigment epithelial cells begin to senesce from lack of nutri-
tion (ischemia), VEGF acts to stimulate the synthesis of new blood vessels 
(neovascularization). However, this process is imperfect, and often the 
blood vessels do not form properly and so leakage results, causing scar-
ring in the macular region of the retina, with the eventual loss of central 

VEGF
vascular endothelial growth factor

Table 10.1  Some proteins against which aptamers have been 
generated and the affi nities of the aptamers for the proteins

Protein Kd (nM)

Keratinocyte growth factor 0.0003

HIV-1 reverse transcriptase 0.02

Transforming growth factor β1 0.03

P-selectin 0.04

VEGF receptor 0.05

Platelet-derived growth factor 0.09

Immunoglobulin E 0.1

Extracellular signal-regulated kinase 0.2

CD4 antigen 0.5

HIV-1 RNase H 0.5

Factor IXa 0.58

Angiogenin 0.7

Complement factor 5 1.0

Transforming growth factor β2 1.0

Secretory phospholipase A2 2.0

Thrombin 2.0

Angiopoietin 2 2.2

γ-Interferon 2.7

L-selectin 3.0

Human neutrophil elastase 5.0

Tenascin C 5.0

Integrin 8.0

Hepatitis C virus NS3 protease 10.0

Factor VIIa 11.0

Yersinia pestis tyrosine phosphatase 18.0

Anti-insulin receptor antibody MA20 30.0

Trypanosoma cruzi cell adhesion receptor 172.0
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vision. These physiological changes contribute to the condition known as 
age-related macular degeneration, a leading cause of blindness in older 
adults. Pegaptanib was selected to bind to one of the four isoforms of the 
vascular endothelial growth factor protein (i.e., VEGF165) that is respon-
sible for age-related macular degeneration. The aptamer drug is injected 
directly into the eye every 6 weeks, or about nine times a year. All four 
forms of VEGF have a receptor-binding domain (Fig. 10.7), while only 
VEGF165 has a heparin-binding domain, which is the specifi c target for pe-
gaptanib. Pegaptanib is a new type of therapeutic agent with an unusual 
specifi city that can effectively suppress age-related macular degeneration; 
to date, approximately 95% of the patients receiving pegaptanib have 
been at least 65 years old.

In some instances, the safety of aptamers used in clinical trials is a 
concern, especially when the optimal dose of a particular aptamer is not 
known. One way to overcome this problem is through the use of aptamer 
“antidotes.” These molecules consist of short oligonucleotides whose se-
quences are complementary to the aptamers being tested. When antidotes 
are added to aptamers, they hybridize to the aptamers and inhibit their 
binding to the clinical target, thereby obviating concerns about too high a 
dose of the aptamer being used.

Ribozymes

Ribozymes are naturally occurring catalytic RNA molecules (RNA metal-
loenzymes) that are typically 40 to 50 nucleotides in length and have 
separate catalytic and substrate-binding domains. As is the case for most 
nucleic acid therapeutic agents, compared with protein therapeutics, an 
important advantage of ribozymes is that they are unlikely to evoke an 
immune response in a treated animal or human. The substrate-binding 
sequence combines by nucleotide complementarity and, possibly, non-
hydrogen-bond interactions with its target sequence. The catalytic portion 
cleaves the target RNA at a specifi c site. By altering the substrate-binding 
domain, a ribozyme can be engineered to specifi cally cleave any mRNA 
sequence (Fig.  10.8). For therapeutic purposes, either hammerhead or 
hairpin ribozymes—named after the appearance of their secondary struc-
ture that results from intrastrand base-pairing—may be used (Fig. 10.8).

In practice, an indirect strategy is often used for creating a therapeutic 
ribozyme, since the large-scale production of synthetic RNA molecules is 
diffi cult and RNA molecules are susceptible to degradation after deliv-
ery to a target cell. One approach to overcome these drawbacks entails 
chemically synthesizing a double-stranded oligodeoxyribonucleotide with 
a ribozyme catalytic domain (∼20 nucleotides) fl anked by sequences that 
hybridize to the target mRNA after it is transcribed. The double-stranded 
form of the ribozyme oligodeoxyribonucleotide is cloned into a eukary-
otic expression vector (usually a retrovirus). Cells are transfected with the 
construct, and the transcribed ribozyme cleaves the target mRNA, thereby 
suppressing the translation of the protein that is responsible for a disor-
der. To do this, target cells may be removed from a patient and then grown 
and transfected in culture before they are returned to the original tissue.

Receptor-binding
domain

Heparin-binding
domain

Figure 10.7  Schematic representation of 
protein VEGF, which contains both a 
receptor-binding domain and a heparin-
binding domain.
 doi:10.1128/9781555818890.ch10.f10.7
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As an alternative to intracellular ribozyme production, ribozymes 
may be delivered directly to cells by injection or with liposomes, spheri-
cal particles of lipid molecules in which the hydrophobic portions of the 
molecule are facing inward that can carry nucleic acids, drugs, or other 
therapeutic agents in its center (Fig. 10.9). Directly delivered ribozymes 
may be chemically modifi ed to protect them from rapid breakdown by 
nucleases—the 2′ hydroxyl groups may be modifi ed by alkylation or by 
substitution with either an amino group or a fl uorine atom. These modifi -
cations increase the half-life of ribozymes in serum from minutes to days.

Under laboratory conditions, ribozymes can inhibit the expression 
of a variety of viral genes and signifi cantly inhibit the proliferation of 
numerous organisms. For example, in cell culture, ribozymes inhibit the 
expression of (i) human cytomegalovirus transcriptional regulatory pro-
teins, resulting in a 150-fold decrease in viral growth; (ii) human herpes 
simplex virus 1 (HSV-1) transcriptional activator, resulting in a reduc-
tion of around 1,000-fold in viral growth; and (iii) a reovirus mRNA 
encoding a protein required for viral proliferation. Moreover, a hammer-
head ribozyme was designed to treat collagen-induced arthritis in mice. A 
plasmid-encoded ribozyme directed against the mRNA for tumor necrosis 
factor alpha, which is involved in rheumatoid arthritis, was intravenously 
injected into affected mice. Following this treatment, there was a signifi -
cant reduction in the level of the tumor necrosis factor alpha mRNA, as 
well as a decrease in collagen-induced arthritis. This type of ribozyme, 
used so far only in mice, has the potential to become a therapeutic agent 
for humans.
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Figure 10.9  Schematic representation of 
a liposome carrying a nucleic acid.
 doi:10.1128/9781555818890.ch10.f10.9
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The development of resistance in humans to various chemical treat-
ments is a persistent problem for the pharmaceutical industry. Generally, 
a single mutation that alters the target site is suffi cient to impair the ac-
tion of a drug. However, with appropriate ribozyme-based therapeutics, 
ribozymes for several different sites on a single viral gene could be used 
simultaneously, thereby cleaving an mRNA at different sites and making 
it less likely that any single viral mutation will confer resistance.

DNAzymes

Following the discovery of ribozymes, scientists speculated whether DNA 
might carry out some catalytic functions similar to what had been ob-
served for RNA. Notwithstanding the fact that DNA does not contain a 
2′ hydroxyl group on the sugar moiety, in the mid-1990s it was demon-
strated that some short single-stranded DNAs could cleave RNA strands 
at specifi c sites. The kinetic parameters of the DNAzymes on RNA targets 
were superior to those of their RNA counterparts. Other advantages of 
DNAzymes versus ribozymes are their greater ease of chemical synthe-
sis, broad target recognition properties, and high catalytic turnover. Since 
their initial development, numerous applications of these catalytic mol-
ecules have been tested, in particular as anticancer therapeutics. Despite 
some encouraging results, with DNAzymes, like many other nucleic acid 
molecules being developed as therapeutic agents, delivery to target sites 
has been problematic.

Recently, a DNAzyme that was complexed with a lipid carrier was 
injected directly into a mouse tumor that acts as a model of skin cancer. 
The DNAzyme targeted c-jun mRNA (where the c-jun protein is part of 
a transcription factor whose overproduction is associated with several 
human cancers) and profoundly inhibited skin cancer cell proliferation 
and metastases (Fig. 10.10). Moreover, the injection of the DNAzyme–
lipid complex triggered additional antitumor immune responses. The 
DNAzyme signifi cantly reduced concentrations of both c-jun mRNA 
and protein. And this occurred in the absence of any nonspecifi c toxic-
ities or side effects, a major advantage compared to some other nucleic 
acid-based therapeutic agents. Whether DNAzymes will turn out to be 
as effective and as free of side effects in the treatment of human tumors 
remains to be determined.

Interfering RNA

The addition of double-stranded RNA to animal or plant cells reduces the 
expression of the gene from which the double-stranded RNA sequence 
is derived. This “gene silencing,” which can specifi cally reduce the con-
centration of a target mRNA by up to 90%, is reversible, since there is 
no change in the target cells’ DNA content or composition. This phe-
nomenon has been termed RNA interference (RNAi) and occurs natu-
rally in virtually all eukaryotic organisms. Although its various biological 
roles remain to be established, RNAi may act to protect both animals 
and plants from viruses and from the accumulation of transposons (a 

RNAi
RNA interference
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transposon is a DNA sequence capable of independently replicating itself 
and inserting the copy into a new position within the same or a different 
chromosome). A working model for RNAi has been formulated based 
on experimental analyses (Fig. 10.11). Following the introduction of a 
double-stranded RNA molecule into a cell, the double-stranded RNA is 
cleaved by the RNase III-like enzyme Dicer into single-stranded pieces of 
RNA, approximately 21 to 23 nucleotides in length, that have been called 
small interfering RNAs (siRNAs). The antisense strand of an siRNA is 
incorporated into an RNA-induced silencing complex (RISC) that in-
cludes several other proteins and binds to and then cleaves the mRNA. 
The specifi c binding of the siRNA to the mRNA that occurs is based on 
the complementarity of the two RNA sequences. The site of cleavage of 
the targeted mRNA is between nucleotides 10 and 11 relative to the 5′ 
end of the siRNA (antisense) guide strand. Consistent with this model, the 
transfection of mammalian cells in culture with duplexes of 21-nucleotide 
RNA can also mediate RNAi activity.

Despite the fact that many aspects of RNAi are still not completely 
understood, it could form the basis for new therapeutic agents. The use 
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Figure 10.10  Schematic representation of a DNAzyme interacting with the c-jun 
mRNA. A purine (R = G or A) at the beginning of the DNAzyme catalytic core 
base-pairs with a pyrimidine (Y = C or U) in the target c-jun mRNA. Subsequent 
cleavage takes place between the pyrimidine and purine in the target sequence. Once 
cleaved, the mRNA is degraded by cellular ribonucleases. Inhibition of c-jun expres-
sion triggers a cascade of events eventually leading to apoptosis of the cancer cell. 
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of short RNA duplexes may eventually provide an alternative approach 
to gene silencing to the use of antisense oligonucleotides, aptamers, or 
ribozymes.

The phenomenon of RNAi is expected to facilitate the development 
of a wide range of antiviral compounds and therapies utilizing specifi c 
siRNAs delivered to the appropriate target cell. Similarly, the expression 
of endogenous eukaryotic genes may be inhibited by plasmid-driven ex-
pression of short hairpin RNAs (shRNAs), which are similar in struc-
ture to the microRNAs that often normally regulate gene expression in 
eukaryotic cells. In this case, the Dicer enzyme fi rst removes the hairpin 
loop from the shRNA to convert it into an siRNA. In fact, there are a 
number of reports of the use of either siRNA or shRNA to suppress virus 
replication in tissue culture. Moreover, RNAi is effective in vivo (in mice), 
suggesting that all viruses may be inactivated by RNAi.

Independently of how an siRNA or shRNA is introduced into a cell, 
it may have nonspecifi c effects. For example, introduction of these mole-
cules may inadvertently activate innate cellular immune responses, such 
as the interferon response. In addition, siRNA or shRNA may also be 
complementary to nontarget mRNAs. However, several experimental ap-
proaches may be utilized to avoid these problems. (i) Off-target effects are 
most often observed when the siRNA or shRNA concentration is ≥100 
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Figure 10.11  Schematic representation of the silencing of the expression of a specifi c 
gene by either siRNA or shRNA. dsRNA, double-stranded RNA.
 doi:10.1128/9781555818890.ch10.f10.11
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nM. By lowering the concentration as much as possible (often to 20 nM 
or less), off-target effects are often avoided. (ii) Since the interferon re-
sponse can be induced by double-stranded RNAs with as few as 11 base 
pairs (bp) that are perfectly complementary, siRNA or shRNA is designed 
to contain at least a 1-nucleotide bulge (where the bases on opposing 
strands are noncomplementary) near the center of the molecule (typi-
cally 21 bp). (iii) Since siRNA or shRNA can exert a toxic effect when it 
contains the nucleotide sequence 5′-UGGC-3′, this sequence should be 
avoided. (iv) Blunt-ended 27-bp RNA duplexes or 29-bp shRNAs with 
2 nucleotides overhanging at the 3′ end are much more potent inducers 
of RNAi than 21-mer siRNAs. The greater level of effectiveness of the 
slightly longer RNAs may refl ect the fact that they are fi rst bound and 
cleaved by Dicer, which facilitates their entry into the RISC. Using these 
slightly longer RNAs at low concentrations should avoid side reactions 
associated with 21-mer siRNAs.

Unlike siRNAs, shRNAs are expressed in vivo as part of a genetic 
construct that includes a promoter sequence. This means that shRNAs 
need to be introduced by using strategies different than those used with 
siRNAs. Thus, shRNAs are typically delivered to their target cells by us-
ing viral vectors. Viral vectors that integrate into the chromosomal DNA 
are generally used when persistent long-term knockdown of gene expres-
sion is desired; the most popular choice is lentiviruses.

Interfering RNAs have already found widespread use as tools in 
research that is directed toward understanding how gene expression is 
regulated in natural systems. One company that specializes in produc-
ing RNAi directed against human mRNAs advertises, “For each target 
(human) gene, we provide four plasmids each with a different short hair-
pin RNAi sequence (shRNA). Our experimentally verifi ed design algo-
rithm minimizes the risk of off target effects and ensures the maximum 
knock-down. At least one of the four shRNA plasmids will reduce the 
target mRNA levels in the transfected cells by >70%.” With the ready 
availability of human shRNA libraries, new insights and understanding 
of many fundamental and disease processes should be rapidly forthcom-
ing. It is hoped that this, in turn, will lead to a variety of new therapeutic 
agents and approaches.

In addition to the many reports of successful modifi cation of the gene 
expression of cells in culture with RNAi, there is an increasing number of 
reports of the in vivo effectiveness of RNAi. Thus, siRNAs against a wide 
range of proteins, viruses, and diseases have been successfully expressed 
in mice, including siRNAs directed against HSV-2, hepatitis B virus, hep-
atitis C virus, Huntington disease, metastatic Ewing sarcoma (a form of 
cancer), res pi ratory syncytial virus, hepatic cancer, transforming growth 
factor receptor 2, severe acute res pi ratory syndrome, heme oxygenase 1, 
keratinocyte-derived chemokine, tumor necrosis factor alpha, and human 
epidermal growth factor receptor 2. In addition, by mid-2013, several dif-
ferent RNAi therapeutics were being tested in clinical trials, although no 
RNAi-based product has yet been approved. Three of these therapeutics 
target vascular endothelial growth factor protein or its receptor, a cause 
of age-related macular degeneration (see “Aptamers” above), and all have 
successfully completed either phase I or phase II clinical trials.
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Zinc Finger Nucleases

Instead of treating a genetic disease with a therapeutic agent or by provid-
ing an additional “corrective” gene, it might be advantageous to directly 
repair a cell’s defective genes. This may become possible with the use of 
zinc fi nger nucleases that bind to a specifi c gene and cleave its DNA. The 
cell then “heals” the broken DNA strands using copies of all or part of a 
replacement gene that researchers supply. In the case of gene therapy, the 
copies lack the disease-causing mutation that is found in the original.

The class of proteins that contain unique small protein structural do-
mains that each bind a single molecule of Zn2+ are called zinc fi nger pro-
teins. Zinc fi ngers can be classifi ed into several different structural families 
and typically function as interaction modules that bind DNA, RNA, pro-
teins, or small molecules. These proteins bind to DNA in a sequence-specifi c 
manner by inserting a protein α-helical region into the major groove of 
the DNA double helix, with each zinc fi nger interacting with a specifi c 
DNA triplet codon. Moreover, since the zinc fi ngers bind to the DNA 
independently of one another, they can be linked together in a peptide by 
genetic engineering, so that they will bind to a predetermined sequence on 
a DNA fragment. Thus, it is possible to engineer nucleases that can cut 
DNA at specifi c sites by fusing several zinc fi nger-encoding sequences with 
the portion of the gene for the nonspecifi c nuclease FokI from the bacte-
rium Flavobacterium okeanokoites (Fig. 10.12). The DNA-binding zinc 
fi nger domain directs the nonspecifi c FokI cleavage domain to a specifi c 
DNA target site. The FokI cleavage domain is enzymatically active only as 
a dimer, so the creation of a specifi c nuclease that makes double-stranded 
breaks is dependent upon dimerization of zinc fi nger nucleases. Therefore, 
two zinc fi nger nuclease subunits are typically designed to recognize the 
target sequence in a tail-to-tail conformation, with each monomer binding 
to half-sites that are separated by a spacer sequence (Fig. 10.12).
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Figure 10.12  (A) Schematic representation of the binding of a zinc fi nger nuclease to 
DNA targeted to be cleaved; (B) genetic construct used to produce a zinc fi nger nucle-
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Bacteria that produce restriction enzymes protect their own DNA 
from being cleaved by these restriction enzymes by synthesizing other 
enzymes that bind to and methylate the restriction enzyme recognition 
sites on the DNA. However, a host genome would not be protected from 
digestion by the synthetic FokI hybrid restriction endonuclease. Conse-
quently, during cell growth, the expression of the hybrid enzyme must be 
prevented; this is achieved by placing it under the control of the bacterio-
phage T7 expression system. Following production of zinc fi nger nucle-
ases in bacteria, after purifi cation of the expressed protein, the N-terminal 
histidine residues may be removed by treatment with thrombin.

Repair of double-strand breaks in the DNA of animal cells can oc-
cur by either nonhomologous end joining or homologous recombination 
(see chapter 3). With nonhomologous end joining, insertions or deletions 
may result, leading to disruption of the target gene. On the other hand, 
homologous recombination between the endogenous target locus and an 
exogenously introduced homologous DNA fragment (the donor DNA) 
allows for the possibility of gene targeting. This is because the presence 
of a double-strand break within the target locus stimulates recombination 
with the exogenous donor DNA by several orders of magnitude. Impor-
tantly, the sequence of the donor DNA determines the outcome of the 
gene targeting event. Thus, donor DNA can be designed to either create 
or correct a mutation in a specifi c gene locus. In addition, the donor DNA 
can contain either an entire expression cassette or a complementary DNA 
fragment of the gene to be corrected. To date, the possibility of using zinc 
fi ngers to correct a wide range of genetic mutations has been limited by 
the lack of simple procedures for producing and selecting specifi c zinc fi n-
gers. Nevertheless, scientists are optimistic that these procedures will soon 
be developed and the promise of this approach will be realized.

Viral Delivery Systems

Given the potential of introducing corrective human genes as well as us-
ing different types of nucleic acids to prevent the functioning of various 
pathogenic agents, the major limitation in converting this possibility into a 
reality is the development of simple, reliable, and safe delivery systems for 
these therapeutic molecules. Systemic introduction of a therapeutic agent 
often leads to the accumulation of very high levels in tissues where the 
agent is not required and may result in serious side effects. Consequently, 
viral vectors that deliver small nucleic acids to specifi c cellular targets have 
been developed. Although virus-based gene delivery has been successful, 
a number of safety concerns have arisen with regard to the use of these 
vectors. As a result, several nonviral methods have been developed as an 
alternative to virus-based systems; these are discussed later in this chapter.

Gammaretrovirus

The fi rst viral delivery system to be developed was based on a mouse RNA 
virus (Moloney murine leukemia virus [MMLV]), which is a gammaret-
rovirus of the family Retroviridae. Some of the features that favored a 

MMLV
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gammaretrovirus as a therapeutic gene delivery system included the small 
size of the genome (8,332 nucleotides), which could be handled read-
ily with recombinant DNA techniques, and the relative ease of growing 
the virus in cell culture. In addition, as part of its life cycle, it integrates 
into chromosomes, which suggested that long-term gene expression of an 
introduced therapeutic gene was possible. The mature gammaretrovirus 
virion is a complex structure about 100 nm in diameter (Fig. 10.13A). 
The outermost lipid bilayer that envelops the virion is derived from the 
host cell. All other components are viral in origin. Embedded within the 
cell membrane are protrusions (spikes) composed of two proteins (surface 
glycoprotein and transmembrane protein). The inner surface of the lipid 
bilayer is coated with the matrix protein. Separated from the matrix layer, 
there is a protein shell made up of the capsid protein that encases the core. 
The core contains nucleocapsid molecules bound to the viral genome and 
the enzymes reverse transcriptase, integrase, and protease.

The genetic complement of a mature virion has two single-stranded 
RNA molecules with coding (gag, pol, and env) and noncoding sequences 
(Fig. 10.13B). Of the noncoding elements, there are an R sequence and 
a U5 sequence at the 5′ end and a U3 sequence and another R sequence 
at the 3′ end. Promoter and enhancer sequences are located in the U3 
region. One of the other noncoding sequences is the packaging signal (Ψ) 
that is essential for incorporating RNA molecules into virus particles. The 
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unique feature of the gammaretrovirus life cycle is that after infection, 
the RNA genome acts as a template for a reverse transcriptase complex 
that synthesizes a double-stranded DNA molecule that, in turn, integrates 
into a host cell chromosome. As a result of the replication and integration 
processes, an integrated viral DNA molecule (provirus) has a U3 element 
at the 5′ end and a U5 sequence at the 3′ end (Fig. 10.13C). Transcription 
of the provirus starts at the beginning of the the 5′ R sequence and termi-
nates at the end of the 3′ R sequence. This transcript acts as the mRNA 
for the production of viral proteins and is the sequence that is incorpo-
rated into virus particles.

The gag, pol, and env sequences encode polyproteins that after prote-
olytic cleavage yield functional protein units. The Gag polyprotein carries 
the structural components of the virus, which include the capsid, matrix, 
and nucleocapsid proteins. A fourth Gag protein, p12, plays a part in the 
release of the virus from the host cell as well as aiding the integration pro-
cess. The Pol polyprotein has sequences for three enzymes: reverse tran-
scriptase, protease, and integrase. The Env polyprotein gives rise to two 
proteins (surface glycoprotein and transmembrane protein) that facilitate 
entry of the virus into a host cell.

In the life cycle of a gammaretrovirus, following the binding of the vi-
ral surface glycoprotein to the host cell receptor, the viral membrane fuses 
with the host cell membrane and the capsid is released into the cytoplasm 
of the host cell (Fig.  10.14). After dissociation of the capsid, a reverse 
transcriptase complex copies viral RNA to synthesize a double-stranded 
DNA molecule which forms part of a preintegration complex. Integration 
of viral DNA into a host cell chromosome only occurs when the target cell 
is undergoing mitosis. The provirus DNA is transcribed and the viral RNA 
is transported to the cytoplasm, where it is translated to produce the Gag 
and Pol polyproteins. The Env polyprotein is synthesized from a spliced 
RNA, and after proteolytic cleavage, the two Env components combine 
and embed in the host cell membrane. The Gag polyprotein wraps around 
both an RNA dimer and an intact Pol polyprotein before the assemblage 
is budded off with host cell membrane studded with surface glycoprotein 
and transmembrane protein units. Finally, both the Gag and Pol polypro-
teins are processed and a mature virion is fashioned.

Some of the requirements for constructing an effective viral delivery 
system include making space for a therapeutic gene in the viral genome, 
creating a system for packaging the therapeutic gene–virus constructs into 
a virus particle, and ensuring that the virus carrying the therapeutic gene 
is not harmful to either the targeted cell (unless it is a cancer cell) or the 
recipient organism. The provirus of MMLV, for example, was isolated 
and cloned into a plasmid, and all of the coding regions were removed 
and replaced by a therapeutic gene (Fig. 10.15). Care was taken to avoid 
leaving any partial viral open reading frames that might be translated in 
a recipient cell and, consequently, induce an immunogenic response in the 
host organism. Noncoding regions that were retained included the 5′ and 
3′ long terminal repeats (LTRs), the packaging signal (Ψ), primer-binding 
sequence, and the polypurine tract (Fig. 10.15). The primer-binding se-
quence and the polypurine tract are necessary for reverse transcription 

LTR
long terminal repeat
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and integration of the double-stranded DNA. The Ψ sequence is for pack-
aging, and the U3 sequence in the 5′ LTR provides a promoter region to 
transcribe the therapeutic gene (Fig. 10.15).

For one type of packaging system (transient), the gag/pol gene unit 
and the env gene are cloned into separate plasmids, with each coding 
sequence under the control of the nonviral promoter (Fig. 10.16A). Both 
of these constructs lack a packaging signal. Three separate plasmids with 
the gag/pol, env, and therapeutic gene coding sequences are transfected 
into cells in culture. All of the viral components are produced within the 
cell. The only RNA that has a packaging signal is transcribed from the U3 
promoter (LTR-driven promoter) of the therapeutic gene–virus construct. 
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Figure 10.14  Life cycle of a gammaretrovirus. (1) A mature virion binds to a surface 
receptor on the host cell. (2) The envelope of the virus fuses with the cell membrane of 
the host cell, and the capsid compartment enters the cell. (3) The capsid disassociates. 
(4) RNA strands are copied into double-stranded DNA by reverse transcriptase. (5) 
The viral double-stranded DNA enters the nuclear area only during mitosis, when the 
nuclear membrane has broken down. (6) Integration of double-stranded viral DNA 
into a host cell chromosome. (7) The integrated double-stranded viral DNA (provirus) 
is transcribed. (8) Viral polyproteins are synthesized. (9) RNA genomes dimerize. (10) 
For each viral particle, a RNA dimer and Pol polyprotein are encased in Gag poly-
protein molecules. This complex makes contact with regions of the cell membrane 
that have embedded Env proteins. (11) An immature virus is budded off from the 
host cell, and the protease cleaves the Gag and Pol proteins to form a mature virion. 
doi:10.1128/9781555818890.ch10.f10.14
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This RNA is packaged and then released as part of a virion that has reverse 
transcriptase and integrase in its core (Fig. 10.16B). When these virions 
infect cells, the RNA is reverse transcribed, the resulting double-stranded 
DNA is integrated into a host chromosome, and the therapeutic gene is 
expressed (Fig.  10.16C). Generally, a gammaretrovirus-based delivery 
system can carry about 6 to 9 kilobase pairs (kb) of cloned DNA.

Stable packaging systems have been devised for some therapeutic gene–
virus constructs. In these cases, the gag/pol and env viral gene constructs 
are integrated on separate chromosomes of a cell line (Fig. 10.16D). The 
reason either for using separate plasmids carrying different viral genes 
with a transient package system or for integrating these genes on distinct 
chromosomes of a permanent packaging cell line is to minimize the prob-
ability of exchanges among the constructs that might create molecules 
that carry the packaging signal with a full set of viral genes and therefore 
be infectious. On the other hand, the virus particles that are generated by 
various packaging protocols are replication defective and not able to form 
progeny viruses.

Initially, it was thought that LTR-driven transcription would be suf-
fi cient for the expression of a therapeutic gene in a gammaretrovirus. 
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Figure 10.15  Constructing a therapeutic gene vector based on a gammaretrovirus 
provirus. After the gammaretrovirus is cloned into a plasmid, the coding genes gag, 
pol, and env are removed and replaced with a therapeutic gene. The noncoding re-
gions that are represented include the LTRs, primer-binding site (PBS), Ψ (packaging 
signal), and polypurine tract (PPT). The RNA transcribed from the therapeutic gene 
construct is shown in blue. doi:10.1128/9781555818890.ch10.f10.15
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Figure 10.16  (A) Production of gam-
maretrovirus particles with a therapeu-
tic gene and synthesis of a therapeutic 
protein in a target cell. Three plasmids 
are used for transient gammaretrovirus 
packaging of a therapeutic gene. The gag/
pol gene unit and the env gene that are 
under the control of nonviral promoters 
(p) are cloned into separate plasmids. 
The third plasmid carries the therapeu-
tic gene with gammaretrovirus noncod-
ing sequences including the packaging 
signal (Ψ). None of the plasmid genes 
are noted here or in other similar fi gures 
in this chapter. PBS, primer-binding site; 
PPT, polypurine tract. (B) Production of 
packaged therapeutic gene virions. The 
viral polyproteins (color-coded circles) 
are synthesized from the gag/pol gene 
unit and the env gene. The RNA from 
the therapeutic gene construct is synthe-
sized from the U3 promoter (i.e., LTR 
driven), has a packaging signal (Ψ), and 
is packaged into virus particles. The ar-
row points to an enlarged representation 
of the RNA genomes of a virion that are 
produced by a packaging cell. (C) Pro-
duction of a therapeutic protein in a tar-
get cell. (1) Entry of the capsid complex 
into the target cell. (2) Removal of the 
capsid protein. (3) Reverse transcription 
of the RNA version of the therapeutic 
gene–viral genome. (4) Entry into the 
nucleus and integration of the DNA 
version of the therapeutic gene–viral 
genome. (5) Transcription of the inte-
grated therapeutic gene–viral sequence 
from the U3 promoter. Transcription oc-
curs in cells that are not in the process 
of dividing. (6) Transport of the thera-
peutic gene–viral RNA to the cytoplasm. 
(7) Synthesis of the therapeutic protein 
(yellow circles). (D) Stable packaging 
cell line. The gag/pol gene unit and the 
env gene that are expressed by nonviral 
promoters are integrated into different 
packaging cell line chromosomes. Plas-
mids carrying the therapeutic gene with 
gammaretrovirus noncoding sequences 
including the packaging signal (Ψ) are 
introduced into a stable packaging cell 
line for the production of therapeutic 
gene-packaged virions (not shown here).
 doi:10.1128/9781555818890.ch10.f10.16
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However, due to the strong U3 promoter, unwanted transcription (read-
through) of an adjacent gene occurred frequently after integration, cre-
ating the possibility of tumor formation. Integration of DNA into a site 
that causes harmful consequences is called insertional mutagenesis. In 
addition, placing the therapeutic gene under the control of a cell-specifi c 
promoter may increase both safety and effectiveness where therapeutic 
gene activity occurs only in a targeted cell type. Another concern was that 
integration of the provirus into a compacted chromosome region might 
silence the therapeutic gene. Similarly, neighboring chromosome elements 
may block therapeutic gene transcription. Consequently, modifi cations 
were devised to address these issues.

Briefl y, the U3 promoter and enhancer sequences were deleted from 
the 3′ LTR of the vector, and a cell-specifi c promoter was inserted to drive 
the expression of the therapeutic gene; the U3 promoter and enhancer 
sequences drive the transcription of the RNA that is to be packaged. After 
introduction into a host cell, the integrated construct does not have U3 
promoter and enhancer sequences and transcription of the therapeutic 
gene is controlled by the cell-specifi c promoter. A vector with deleted U3 
promoter and enhancer sequences in its 3′ LTR is called a self-inactivating 
(SIN) vector. To decrease transcription readthrough from the integrated 
construct, a strong transcriptional terminator was inserted downstream 
from the therapeutic gene. Also, the woodchuck hepatitis virus posttran-
scriptional regulatory element that enhances mRNA stability, export, and 
translation was added to the vector. Finally, to shield the therapeutic gene 
from transcription silencing, an insulator sequence was inserted into the 
3′ LTR of the vector which fl anks the therapeutic gene after integration 
into target cells (Fig. 10.17).

Lentivirus

Lentiviruses are members of the Retroviridae family. Unlike gammaretro-
viruses, they infect and integrate into nondividing cells. In addition, lenti-
viruses have long incubation times, suggesting that stable therapeutic gene 
expression over a long period is likely. As well, lentiviruses rarely induce 
immunological response in a host organism. Despite the overall similar-
ities between gammaretroviruses and lentiviruses, there are differences. 
Lentiviruses are about 20% larger, their capsid is a rounded trapezoid, 
and lentiviruses have a number of additional genes that encode accessory 
and regulatory proteins that participate in various aspects of the life cycle.

The most thoroughly studied lentivirus at the molecular level is hu-
man immunodefi ciency virus type 1 (HIV-1), which is responsible for 
AIDS. This disease has caused millions of deaths, and currently, millions 
of people worldwide are HIV-1 positive. Therefore, why would HIV-1, 
which is a dangerous human virus, be considered as a therapeutic gene 
viral delivery system? The primary reason is that nondividing cells such as 
neurons and differentiated cells can be targeted for gene therapy. Safety 
is not a major concern because all of the viral genes are removed from 
the therapeutic gene vector construct and the packaging systems do not 
produce any active HIV-1 virions.

SIN
self inactivating

HIV-1
human immunodefi ciency virus type 1
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Similar to what has been described for the gammaretroviruses, the 
HIV-1 genome encodes Gag, Pol, and Env polyproteins as well as other 
gene products (Fig. 10.18A). The accessory proteins (Vif, Vpu, Vpr, and 
Nef) are translated from various internal initiation sites and terminated 
at specifi c stop codons in the viral mRNA. The regulatory proteins, Tat 
and Rev, are encoded by sequences that are created by RNA splicing. The 
conversion of HIV-1 into a viral vector entails removing all the HIV-1 
coding genes and replacing them with a therapeutic gene under the con-
trol of a cell-specifi c promoter (Fig. 10.18B). The carrying capacity of this 
vector is about 9 kb. The U3 promoter and enhancer sequences of the 5′ 
LTR are replaced with the promoter from the human cytomegalovirus in 
order that transcription of the HIV-1-based vector is independent of the 
Tat protein. Also, removal of the U3 sequences lowers the probability of 
reversion during the packaging stage that may lead to the formation of 
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Figure 10.17  Schematic representation of an enhanced gammaretrovirus delivery 
system. A cell-specifi c promoter (p) that drives the therapeutic gene is added. The 
woodchuck posttranscription regulatory element (wPRE) and both insulator and 
transcription terminator sequences are inserted into the vector construct. The U3 pro-
moter and enhancer sequences are deleted (ΔU3) from the 3′ LTR of the vector con-
struct. Transcription of the therapeutic gene of the integrated construct in the host cell 
is under the control of a cell-specifi c promoter.
 doi:10.1128/9781555818890.ch10.f10.17
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infectious viral particles. The packaging signal (Ψ) guarantees encapsi-
dation of only the vector RNA. The 3′ LTR does not have a U3 region 
(ΔU3), creating a self-inactivating (SIN) vector. A strong polyadenylation 
signal is inserted into the 3′ LTR to prevent transcriptional readthrough 
into adjacent genes. Finally, the addition of an insulator sequence lowers 
the likelihood that after integration the therapeutic gene will be silenced. 
Once established, the therapeutic gene is transcribed by the cell-specifi c 
promoter.

Various lentiviral packaging systems have been developed. Here, a 
four-plasmid protocol is illustrated (Fig. 10.19). The plasmid with the rev 
gene supplies the Rev protein that binds to the rev-responsive element and 
increases the transport of the gag/pol mRNA into the cytoplasm, which, 
in turn, leads to higher yields of packaged viral particles carrying the 
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Figure 10.18  (A) Schematic representation of the genome of the lentivirus HIV-1. The 
gag, pol, and env genes are indicated. The only structural elements that are depicted 
are the LTRs and the packaging signal (Ψ). The accessory genes include vif, encod-
ing viral infectivity factor, which promotes infectivity; vpu, encoding viral protein U, 
which enhances release of virions from the plasma membrane; vpr, encoding viral 
protein R, which forms part of the preintegration complex; and nef, encoding negative 
regulation factor, which enhances the spread of virus particles. After RNA splicing, 
the tat and rev genes encode regulatory proteins that modulate aspects of transcrip-
tion and posttranscription. (B) Lentivirus vector. The U3 sequence of the 5′ LTR has 
been replaced by a human cytomegalovirus (CMV) promoter. The packaging signal 
(Ψ) is present. The central polypurine tract–central termination sequence (cPPT–CTS) 
facilitates transport of the vector DNA into the nucleus of the target cell. The Rev 
protein binds to the Rev-responsive element (RRE) and enhances the export of viral 
RNA from the nucleus to the cytoplasm. The therapeutic gene is under the control of 
a cell-specifi c promoter (p). The woodchuck hepatitis virus posttranscriptional reg-
ulatory element (wPRE) increases virus production, promotes RNA processing, and 
prevents transcriptional readthrough. The 3′ LTR, which forms the 5′ LTR of the 
provirus, has the U3 promoter and enhancer sequences deleted (ΔU3), a polyadeny-
lation enhancer element [poly(A)], and a chromatin insulator sequence (insulator). 
doi:10.1128/9781555818890.ch10.f10.18
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therapeutic gene construct. Lentiviral delivery systems are highly effi cient 
in producing large numbers of packaged virions that readily transduce 
target cells. As a consequence, the HIV-1-based platform is being used to 
deliver a variety of genes for many preclinical and clinical studies. Never-
theless, integration of gammaretroviruses and lentiviruses into unwanted 
chromosome locations is an ongoing concern. The integration sites are 
not totally random. MMLV tends to incorporate into regions that precede 
transcriptionally active genes and HIV-1 into exons of transcribed genes. 
However, vectors that direct therapeutic genes to specifi c chromosome 
sites are currently being devised.

Adeno-Associated Virus

Adeno-associated virus (AAV) is a small (∼20-nm-diameter), nonpatho-
genic, nonenveloped, single-stranded human DNA virus (Fig. 10.20). The 
production of AAV particles requires not only AAV gene products but 
also both host cell proteins and the gene products of another virus (helper 
virus), which may be adenovirus, herpesvirus, or another virus. In other 

AAV
adeno-associated virus

ΨRCMV p R

5' LTR 3' LTR

Poly(A)

Δ3

Insulator

U5 cPPT–CTS RRE

RRE

U5wPRETherapeutic gene

pol

env

gag

p

revp

p

Figure 10.19  Lentivirus packaging plasmids. The gammaretrovirus and lentivirus 
packaging systems are similar, and both produce replication-incompetent virions. The 
Rev protein combines with the RRE sequence and facilitates nuclear export of an 
mRNA transcript. Abbreviations are as in Fig. 10.18.
 doi:10.1128/9781555818890.ch10.f10.19
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words, the AAV genome does not contain all the genes that are necessary 
for the propagation of its own virions. Thus, AAV is assigned to the genus 
Dependovirus. The name adeno-associated virus was coined initially be-
cause AAV was found in an adenovirus sample.

The size of the AAV genome is about 4.6 kb, with two repeated regions 
called inverted terminal repeats at the ends. The inverted terminal repeats 
contain segments that base-pair with each other and form a T-shaped 
structure at each end of the viral genome. The coding component of the 
AAV genome consists of two open reading frames, rep and cap. The rep 
gene encodes four proteins (Rep78, Rep68, Rep52, and Rep40). Rep78 
is encoded in a full-length RNA transcribed from the p5 promoter, and 
Rep68 is derived from a spliced version of this RNA (Fig. 10.21). A second 
promoter (p19) produces a transcript that encodes Rep52, and a spliced 
derivative of this RNA carries the sequence for Rep40. The cap gene is 
transcribed by a third promoter (p40), and internal translation start sites 
give rise to three proteins (VP1, VP2, and VP3). The Rep proteins are 
multifunctional. They bind to elements of the inverted terminal repeat 
and are critical for viral DNA replication, packaging, and integration and 
excision of viral genomes. The 3′ OH group of the left-hand inverted 
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Figure 10.20  Schematic representation of the AAV genome (upper diagram) high-
lighting the base-pairing of the left inverted terminal repeat (ITR) (lower diagram). 
RBE, Rep-binding element. doi:10.1128/9781555818890.ch10.f10.20
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terminal repeat provides the primer site for the initiation of replication of 
the second viral DNA strand by a host cell DNA polymerase in conjunc-
tion with Rep proteins. The Cap proteins make up the units (facets) of the 
symmetrical capsid in a ratio of 1:1:8 for VP1, VP2, and VP3, respectively.

Currently, there are 12 known AAV strains (AAV1 through AAV12) 
due to genetic variants of the cap gene. From the perspective of human 
gene therapy, the various AAV serotypes provide viruses that are specifi c 
for certain cell types and many kinds of tumors. For example, AAV1 is 
specifi c for skeletal muscle and cardiac tissue, while AAV8 is specifi c for 
liver cells. In addition, it is possible to combine VP sequences from differ-
ent strains and by genetic modifi cation of cap genes to create capsids that 
bind to novel cell surface receptors.

The fi rst step of the AAV infection cycle is the binding of the virus 
to surface receptors of either a dividing or nondividing cell (Fig. 10.22). 
Next, the virus particle is internalized by formation of a clathrin-coated 
vesicle. The clathrin layer is removed and the vesicle fuses with an early 
endosome which, in turn, is routed along microtubules to the cell nucleus, 
where the virus is released and where uncoating of the capsid occurs. The 
rep gene is expressed and second-strand DNA synthesis takes place with 
the aid of a host cell DNA polymerase. At this point, in the absence of 
a helper virus, integration of the viral genome into a specifi c site on the 
short arm of human chromosome 19 and, to a lesser extent, at a few other 
chromosome sites occurs. Alternatively, the presence of a helper virus pro-
vides proteins necessary for the production of AAV particles. Assembly 
of virions occurs in the nucleus, and the virus particles pass through the 
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Figure 10.21  Schematic representation of the AAV genome with the rep and cap 
genes; transcripts (blue) derived from p5, p19, and p40 (right-angled arrows); and the 
translated viral proteins (labeled colored boxes within the transcripts). The blue V’s 
indicate spliced RNAs. doi:10.1128/9781555818890.ch10.f10.21
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Figure 10.22   Schematic representation of the life cycle of AAV. The virus binds to 
specifi c surface receptors (1), and receptor-mediated endocytosis is initiated (2). The 
virus is internalized and wrapped in a clathrin-coated vesicle (3). Within an endosome, 
the virus is routed along microtubules to the nucleus (4), from which it escapes (5). 
More than likely, an intact virus enters the nucleus (6), where it is uncoated (7), re-
leasing the viral genome (8), which is duplicated (9). In the absence of a helper virus, 
integration into a chromosome site is likely (10). In the presence of a helper virus 
(11), both AAV and helper virus proteins are synthesized (12) and lead to the assem-
bly of virus particles (13) which leave the nucleus (14) and exit the cell (not shown). 
doi:10.1128/9781555818890.ch10.f10.22
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cytoplasm and eventually escape from the cell. A provirus can be excised, 
and the AAV life cycle will be completed if the host cell is infected by an 
appropriate helper virus.

In the AAV vector packaging system, the AAV genome is cloned into 
a plasmid and all the viral DNA except for the inverted terminal repeats 
is removed and replaced with an expression unit (cassette). The cassette 
includes a therapeutic gene under the control of the cell-specifi c promoter, 
DNA elements that enhance transcription and translation, and a strong 
transcription stop signal (Fig. 10.23). The rep and cap genes are cloned 
into another plasmid under the control of a mammalian promoter. Three 
of the helper genes from adenovirus virus, E2A, E4, and VA RNA, are 
inserted into a third plasmid under the control of another promoter. The 
additional adenovirus helper genes, E1A and E1B, are integrated into the 
chromosomes of the packaging cell line (Fig. 10.23).

After cotransfection with the three plasmids, the components necessary 
for the formation of virus particles are synthesized (Fig. 10.24). Under these 
conditions, single-stranded DNA is replicated from the plasmid with the 
inverted terminal repeats, and only this DNA is taken into virions because 
it has a packaging sequence located within an inverted terminal repeat. 
The AAV vector particles are released and harvested. After transduction 
of target cells, the AAV vector DNA is delivered to the nucleus, where it 
forms, by recombination, duplex linear and circular molecules with two or 
more linked copies of the therapeutic gene cassette–inverted terminal repeat 
DNA (Fig. 10.24). Since these DNA molecules lack origins of replication, 
they are maintained for short periods in dividing cells and, potentially, for 
a long time in nondividing cells. Since no Rep protein is synthesized in the 
target cells, integration at the preferred AAV chromosome sites is unlikely. 
However, some integration of the AAV vector DNA does occur, but it is usu-
ally rare and random. To date, no instances of insertional mutagenesis have 
been observed with animal studies or in human trials. Many AAV-derived 
therapeutic gene vectors have been tested, with no signifi cant adverse ef-
fects. Moreover, in some instances, expression of the therapeutic gene has 
been observed for a number of years after introduction into the host tissue.

Adenovirus

Adenoviruses are nonenveloped viruses (∼100-nm-diameter particles) 
that infect the upper res pi ratory tract, with usually mild consequences. 
The capsid has 20-sided symmetry with protruding knobbed fi bers an-
chored to a penton protein at the junction of the individual units of the 
capsid (Fig. 10.25). The protein that comprises the edges of the virion has 
been designated hexon and is the most abundant component of the capsid 
(Fig. 10.25). The core carries proteins that bind to the genome, which is a 
linear, double-stranded DNA molecule that is about 36 kb in length.

Adenovirus and AAV enter a cell and reach the nuclear membrane in 
similar ways. The knob of the fi ber protein of adenovirus makes contact 
with a cell surface receptor, and then the penton protein binds to surface 
proteins. Importantly, the knob component can be genetically engineered 
to target an adenovirus vector to specifi c cell surface receptors. After 
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Figure 10.23  Schematic representation 
of an AAV packaging system. A three-
plasmid system is shown here, viz., AAV 
vector, packaging plasmid with rep and 
cap genes, and a helper plasmid with 
adenovirus E2A, E4, and VA RNA 
genes. The plasmids are cotransfected 
into cell line HEK 293, which has inte-
grated adenovirus genes E1A and E1B, 
which are expressed constitutively. Once 
in the nucleus of the cell, the plasmid-
based adenovirus helper genes and the 
AAV genes are expressed. After transla-
tion, these proteins enter the nucleus and 
a double-stranded DNA version of the 
AAV vector is assembled into viral par-
ticles. The left inverted terminal repeat 
(ITR) of the AAV vector has sequences 
that enable replication and packaging 
of the AAV vector. The virus particles 
are harvested and concentrated. wPRE, 
woodchuck hepatitis virus posttran-
scriptional regulatory element; ssDNA, 
single-stranded DNA; TG, therapeutic 
gene.
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Figure 10.24  Delivery of a therapeutic 
gene as part of an AAV vector into a 
target cell. The target cell is transduced 
with viruses carrying a therapeutic gene 
expression cassette. The viral DNA is re-
leased and duplicated within the nucleus. 
DNA molecules with multiple units of 
the AAV vector DNA are formed by re-
combination. Here, linear and circular 
dimers are depicted with the therapeutic 
gene expression cassettes (yellow) and the 
inverted terminal repeats (gray). The ther-
apeutic protein (yellow circles) is synthe-
sized in the cytoplasm of the target cell.
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Figure 10.25  Structure and proteins of adenovirus. (A) Three-dimensional repre-
sentation of adenovirus. Image source: David S. Goodsell/RCSB Protein Data Bank 
[http://www.rcsb.org/pdb/101/motm.do?momID=132]). (B) Schematic representation 
of adenovirus. Labels on the right indicate the major capsid proteins, and those on the 
left mark some of the core proteins. doi:10.1128/9781555818890.ch10.f10.25

http://www.rcsb.org/pdb/101/motm.do?momID=132
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binding, the virion is enclosed in a clathrin-coated vesicle that fuses with 
an endosome, and the virus is routed to the nucleus. At a nuclear pore, 
the released virus is disassembled and adenoviral DNA enters the nucleus.

The adenoviral genome has inverted terminal repeats at the ends, with 
a packaging signal (Ψ) adjacent to the the 5′ inverted terminal repeat 
(Fig. 10.26). The adenoviral DNA encodes a large number of proteins, 
and transcription from both strands is carried out in two main phases: 
early and late (Fig. 10.26). Proteins required for viral DNA replication 
are synthesized early, while late synthesis entails the production of capsid 
and core components.

Immediately after entry into the nucleus, the E1A gene is expressed. 
The E1A RNA is spliced at different sites to produce three mRNAs. One 
of the encoded proteins from these RNAs activates the transcription of 
the early genes. Each of the adenoviral transcripts shown in Fig. 10.26 
undergoes splicing to produce mRNAs for several viral proteins. The ter-
minal protein binds to the 5′ end of the adenoviral DNA and primes the 
synthesis of the complementary DNA strand. After a number of rounds of 
DNA replication, a long primary RNA molecule, i.e., the major late tran-
scriptional unit, is transcribed. This transcript is cleaved into fi ve late gene 
sequences (L1 to L5), each of which is processed further; the resulting 
mRNAs encode capsid and core proteins. The formation of virions takes 
place in the nucleus. Once assembled, about 10,000 virions at a time exit 
the cell, destroying it in the process.

Adenovirus is well suited as a therapeutic gene vector. It infects a large 
number of different dividing and nondividing cells. Pathogenicity is mild. 
There is no concern about insertional mutagenesis because it does not 
insert into host chromosomes.

An effective adenovirus vector was created by removal of all the cod-
ing sequences, leaving only the inverted terminal repeats and the packag-
ing signal (Fig. 10.27A). This vector has been dubbed as gutless, gutted, or 
helper dependent. In order to be packaged, an adenovirus vector must be 
about 36 kb in length (one or more genes can be delivered to target cells, 
or large genes can be used as therapeutic agents). If the therapeutic gene 
expression cassette is less than the standard length, extra DNA (stuffer 
DNA) must be added to the vector, as long as the additional DNA does 
not contain coding sequences that might lead to the synthesis of immuno-
genic peptides (Fig. 10.27B).

Ψ

5' ITR 3' ITR

E2 transcription unit

E4E2AE2B

E1A E1B L1 E3L2 L5L4L3

Major late transcription unit

Figure 10.26  Schematic representation of the adenovirus genome with an abridged 
transcription map. The early (E) and late (L) genes are presented in green and blue, 
respectively. ITR, inverted terminal repeat; Ψ, packaging signal.
 doi:10.1128/9781555818890.ch10.f10.26
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One packaging system for adenovirus vectors employs a cell line that 
has chromosomally integrated E1A and E1B genes and a helper virus 
that carries all the adenovirus genes except the E1A, E1B, and E3 genes 
(Fig. 10.27C). Deletion of the E1A and E1B genes ensures that the helper 
virus will not replicate on its own. The E3 gene proteins are not required 
for either viral DNA replication or capsid and core protein synthesis. 
However, to maintain a supply of the helper virus, it must have a packag-
ing signal, which means that in the producer cell both the helper virus and 
vector DNAs will be packaged, lowering the yield of packaged therapeutic 
gene–adenovirus vector. To overcome this problem, the packaging signal 
of the helper virus is removed by the Cre–loxP system (see chapter 6) so 
that the adenovirus vector DNA is preferentially packaged. However, the 
system is not totally effi cient, with about 0.1 to 10% of the progeny viri-
ons carrying the helper virus genome. Packaged helper viruses should not 
proliferate, to any extent, in a targeted tissue due to the deletion of the E1 
gene. To date, no adverse effects due to helper virus have been observed. 
Once packaged, the therapeutic gene is delivered to the nucleus of the 
target cell, where expression is transient in dividing cells and longlasting 
in nondividing cells.

Adenovirus vectors can be used to test the therapeutic effects of novel 
gene combinations and determine if subunits of a multimeric protein that 
are encoded on a single DNA molecule assemble more accurately than 
when they are delivered by separate viruses. The simplest multigene or-
ganization is separate expression cassettes for each gene (Fig. 10.28A). 
Another type of construct entails placing a protein cleavage site sequence 
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Figure 10.27  (A) DNA components of a therapeutic gene–adenovirus vector system. 
(B) Adenoviral elements that make up the gutless (gutted, helper-dependent) vector. 
(C) Adenovirus vector with a therapeutic gene expression cassette and stuffer DNA. 
Helper virus with E1 and E3 genes deleted and loxP sites fl anking the packaging 
signal (Ψ). ITR, inverted terminal repeat; Ψ, packaging signal; p, promoter; poly(A), 
polyadenylation signal. doi:10.1128/9781555818890.ch10.f10.27
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Figure 10.28  (A) Organization of two-gene, “gutless” adeno-
virus vectors. Two expression cassettes that are driven by sep-
arate cell-specifi c promoters (p) and terminated by individual 
poly(A) signaling sequences are incorporated into an adenovirus 
vector. (B) In the target tissue, the genes of each cassette are 
transcribed and translated. Two therapeutic genes that are sep-
arated by a protease cleavage site (PCS) are under the control 
of the cell-specifi c promoter (p) with a poly(A) signaling site. 
This arrangement is transcribed as a single mRNA. (C) After 

translation, the primary protein product is cleaved (scissors) to 
yield two separate proteins. Two therapeutic genes are separated 
by an internal ribosome entry site (IRES) sequence and under 
the control of the cell-specifi c promoter (p) with a poly(A) sig-
naling site. This arrangement is transcribed as a single mRNA. 
Translation occurs at the 5′ end of the mRNA and stops at 
the IRES sequence and, for the second protein, at the IRES 
sequence. Two proteins are formed. Stuffer DNA is in yellow. 
doi:10.1128/9781555818890.ch10.f10.28
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between two genes at the DNA level. After translation, the protein cleav-
age site is cut and the two proteins are released (Fig. 10.28B). With this 
approach, for example, an active monoclonal antibody was produced in 
a targeted tissue. Finally, an internal ribosome entry site sequence may be 
placed between two genes. In this case, ribosomes bind to the 5′ end of 
the mRNA, and translation proceeds to the internal ribosome entry site 
sequence. Ribosomes also bind at the internal ribosome entry site and 
translation goes to the end of the mRNA, so that two proteins are synthe-
sized (Fig. 10.28C). In sum, high-capacity, “gutless” adenovirus vectors 
are an excellent resource for devising novel, multifunctional therapeutic 
strategies.

Herpes Simplex Virus 1

HSV-1 is a common human pathogen the causes periodic cold sores and, 
rarely, fatal encephalitis; it infects and persists within nondividing neu-
rons. The virus usually remains quiescent in the neurons, although the 
viral production cycle can be initiated by stress or hormonal changes.

There are many different disorders that affect the central and pe-
ripheral nervous systems, including tumors, metabolic and immunolog-
ical defects, and neurodegenerative syndromes such as Alzheimer disease 
and Parkinson disease. Because of its preference for neurons, HSV-1 is 
a suitable candidate as a gene therapy vector for treating these kinds of 
illnesses.

HSV-1 is an enveloped virus with a diameter of about 150 nm 
(Fig. 10.29). There are at least 13 different glycoproteins that protrude 
from the envelope, forming about 700 spikes of various lengths. Beneath 

A BGlycoprotein spikes

DNA

Tegument

Capsid

Figure 10.29  Organization and structure of HSV-1. (A) Schematic representation 
of HSV-1; (B) three-dimensional structure of HSV-1 capsid. Panel B is reproduced 
with permission from the Chimera Image Gallery at http://plato.cgl.ucsf.edu/chimera/
ImageGallery/entries/herpes/herpes.html; image produced with UCSF Chimera.
 doi:10.1128/9781555818890.ch10.f10.29

http://plato.cgl.ucsf.edu/chimera/ImageGallery/entries/herpes/herpes.html
http://plato.cgl.ucsf.edu/chimera/ImageGallery/entries/herpes/herpes.html
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the envelope, there is an amorphous matrix of about 20 proteins (teg-
ument) that surrounds a capsid (Fig.  10.29). The HSV-1 genome is a 
152-kb, double-stranded DNA molecule that contains about 90 genes. 
Entry of the virus into a cell is facilitated by the glycoproteins that bind 
to surface receptors. These glycoproteins trigger fusion of the virus with 
either the host cell plasma membrane or directly to endocytic vesicle 
membranes, bypassing the formation of a clathrin-coated vesicle. The 
capsid–tegument complex is routed to the edge of the nucleus, where the 
protein components are removed and the viral DNA enters the nucleus. 
Once inside the nucleus, the viral DNA circularizes. At this point, the pro-
duction of virus particles is initiated (lytic phase); if it is not, then the viral 
DNA is not replicated, nor are the mRNAs for the structural components 
transcribed (latent phase). Latency, which is due principally to an active 
HSV-1 promoter (latency-associated promoter 1 [LAP1]) that transcribes 
a latency-associated transcript, can be maintained in neurons as ex tra-
chro mo somal DNA for extended periods. A second latency-associated 
transcript is transcribed by LAP2. HSV-1 DNA does not integrate into 
host cell chromosomes.

The HSV-1 lytic cycle entails DNA replication, successive waves of 
transcription, and the production of viral proteins. The capsid with its 
viral genome is assembled and surrounded by the tegument proteins in 
the nucleus. To pass from the nucleus to the outside the cell, the capsid–
tegument complex is wrapped and unwrapped in various membranes. 
Briefl y, the capsid–tegument complex is initially enveloped by the inner 
nuclear membrane, which is studded with some of the viral glycopro-
teins. This envelope allows the capsid–tegument complex to enter the cy-
toplasm through the outer nuclear membrane. Then, the virus becomes 
encased with a Golgi apparatus membrane that, in turn, enables it to exit 
through the cell membrane.

The HSV-1 genome is used as a platform for three types of vector 
systems: attenuated replication competent, replication incompetent (rep-
lication defective), and amplicon. Although it seems counterintuitive, 
proliferating HSV-1 particles that are replication competent with low 
pathogenicity and little immunogenicity can be used to selectively destroy 
neuronal tumor cells while not damaging healthy neurons. Thus, HSV-1 
proliferation is confi ned to dividing cells by deleting HSV-1 genes that 
enable the virus to be produced in nondividing cells. As a result, dividing 
tumor cells are infected and destroyed by viral production, while non-
dividing neurons do not support the HSV-1 lytic cycle and therefore are 
spared (Fig. 10.30). Generally, replication-incompetent HSV-1 particles are 
injected directly into the brain tumor mass, and the released progeny vi-
ruses spread the zone of cell lysis by infecting neighboring tumor cells. The 
viruses and cell debris are cleared from the brain. The term “attenuated” 
is used to describe replication-incompetent HSV-1, which signifi es that the 
normal ability to proliferate in nondividing neurons is constrained.

The primary purpose of replication-incompetent vectors is to deliver 
a therapeutic gene about 10 to 15 kb in length to the nucleus of a cell, 
usually a neuron, and establish its long-term expression. Several variants 
of replication-incompetent vectors and their packaging systems have been 

LAP1
latency-associated promoter 1
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devised. In all cases, genes that are essential for viral replication are deleted 
from the HSV-1 genome. For the system described here, removal of both 
copies of the ICP4 (ICP stands for “infected-cell protein”) gene and the 
ICP27 gene prevents both viral DNA replication and production of viral 
structural components. In addition, the bacterial lacZ gene that encodes 
β-galactosidase under the control of an HSV-1 promoter and a mamma-
lian polyadenylation signal is inserted into an HSV-1 gene that is not nec-
essary for viral production in cell culture, such as UL41 (Fig. 10.31). The 
lacZ gene cassette is fl anked by PacI restriction endonuclease sites that are 
not present anywhere else in the HSV-1 genome. The lacZ gene provides 
a convenient marker for identifying cells that produce viruses with this 
HSV-1 genome. The lacZ gene gene is transcribed during viral production, 
and its presence in the cell debris after viral release can be visualized as a 
blue spot (plaque) following cleavage of the synthetic substrate 5-bromo-
4-chloro-3-indolyl-β-d-galactopyranoside (X-Gal).

The therapeutic gene with a cell-specifi c promoter and a polyade-
nylation signal is inserted between UL41 sequences that were incorpo-
rated into a plasmid. In the example described here, the packaging cell 
line is engineered with ICP4 and ICP27 genes (Fig. 10.31). Briefl y, the 
HSV-1 vector DNA is fi rst cleaved with the restriction endonuclease PacI 
and then transfected along with the plasmid–therapeutic gene construct 
into packaging cells. The UL41 sequences of the vector and the plasmid–
therapeutic gene cassette pair with each other, and homologous recombi-
nation results in the formation of a packageable DNA molecule carrying 
the therapeutic gene. As a result, both the recombinant vector with the 
therapeutic gene cassette and any uncut, full-length vector genomes are 

X-Gal
5-bromo-4-chloro-3-indolyl-β-D-
galactopyranoside

Tumor Destroyed tumor cells

Replication-
competent HSV-1

Neuron Neuron

Figure 10.30  Schematic illustration of the mode of action of a replication-competent 
HSV-1 vector. doi:10.1128/9781555818890.ch10.f10.30



558 C H A P T E R  1 0

Digest HSV vector with restriction
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Figure 10.31  Schematic representation of the formation and isolation of an HSV-1 
replication-incompetent vector with a therapeutic gene. p, promoter; poly(A), polyade-
nylation signal; PacI, restriction endonuclease site; UL41, nonessential HSV-1 gene; Δ, 
deleted gene; TG, therapeutic gene. doi:10.1128/9781555818890.ch10.f10.31
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packaged. To distinguish between these two types of viruses, the initially 
packaged viruses are serially diluted to decrease the concentration and 
then added to colonies of packaging cells. After viral production, the lysed 
colonies are reacted with X-Gal. Blue plaques contain viruses that do not 
carry the therapeutic gene, whereas clear plaques have viruses with the 
therapeutic gene. Viruses from the clear plaques are selected and propa-
gated to provide a stock of the vector carrying the therapeutic gene.

HSV-1 amplicon vectors are unusual therapeutic gene delivery systems 
with a number of distinct advantages. These vectors carry up to 150 kb of 
input DNA with either multiple copies of one or more therapeutic genes 
or very large multigene constructs. Moreover, HSV-1 amplicons are nei-
ther toxic nor pathogenic because they carry no viral coding genes. Pack-
aged amplicons infect neurons and other cell types with the therapeutic 
gene(s) and become localized in the nucleus of the targeted cell. The key 
feature of the amplicon strategy is based on the mode of HSV-1 DNA rep-
lication, which is a rolling-circle mechanism. In this way, multiple lengths 
(concatemers) of the original DNA molecule are formed (Fig. 10.32). The 
HSV-1 packaging sequences are spaced about 150 kb apart. The mecha-
nism for loading HSV-1 DNA into an empty capsid requires cleaving the 
concatemeric DNA at the packaging sites.

OriS

Therapeutic
gene cassette

HSV-1 amplicon plasmid

pac

1

2

3

Figure 10.32  Rolling-circle DNA replication of an HSV-1 
amplicon plasmid. (1) HSV-1 amplicon plasmid with HSV-1 
sequences (OriS, blue; pac, green) and a therapeutic gene 
cassette (yellow) which consists of a therapeutic gene with 
a cell-specifi c promoter and an effective polyadenylation sig-
nal; (2) initial phase of discontinuous DNA synthesis (red) 
and early strand displacement; (3) later stage of rolling-circle 
DNA replication with multiple copies of the HSV-1 ampli-
con DNA. doi:10.1128/9781555818890.ch10.f10.32
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For the production of packageable DNA with the HSV-1 amplicon 
system, a therapeutic gene(s) is cloned into a plasmid equipped with the 
HSV-1 origin (OriS) and HSV-1 packaging sequence (Fig. 10.33). If an 
amplicon plasmid is 5 kb, then about 30 copies of the therapeutic gene 
will be packaged into a capsid; if 25 kb, then 6 copies are packaged, and 
so on. For loading DNA into a capsid, only packaging signals that are 150 
kb apart are cleaved. The intervening packaging sequences are ignored.

Initially, HSV-1 was used to supply the components for viral pro-
duction, which led to packaging of both HSV-1 genomes and amplicon 
DNA molecules. This required the two viruses to be separated from one 
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HSV-BAC (178 kb)
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Δpac
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Figure 10.33  Schematic representation of the packaging of a therapeutic gene–HSV-1 
amplicon vector. In this case, the HSV genes that are required for producing virions 
that can be packaged with amplicon vector DNA are incorporated into a bacterial ar-
tifi cial chromosome (BAC). The packaging signals are deleted from the helper HSV-1 
genome (Δpac), and the ICP27 gene is replaced with additional ICP0 genes (+ICP0 
[purple]). The ICP27 gene (blue) is cloned into another plasmid. The three plasmids 
are transfected into a cell line that supports viral production. With a 25-kb amplicon 
plasmid, six copies of the therapeutic gene cassette are incorporated into an HSV-1 
capsid. doi:10.1128/9781555818890.ch10.f10.33
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another. To avoid this problem, helper virus-independent strategies were 
devised. By cloning the HSV-1 genome without packaging sequences into 
a large-capacity cloning vehicle such as a bacterial artifi cial chromosome, 
a helper virus was no longer required for packaging amplicon DNA. 
Further modifi cations entailed deleting the ICP27 gene and inserting ad-
ditional copies of the ICP0 gene into the HSV-1 DNA. These changes 
have two effects. First, the bacterial artifi cial chromosome-based HSV-1 
genome is increased to 178 kb, which makes it less likely that it will be 
packaged. Second, extra copies of the early-acting ICP0 gene help boost 
the production of viral components in the packaging cells. The ICP27 
gene, which is essential for the production of the viral components, is 
added to another plasmid. For this packaging system, three plasmids are 
tranfected into the packaging cells and 150 kb of amplicon DNA is pack-
aged into virions (Fig. 10.33).

To date, HSV-1 amplicons have been tested in a number of preclinical 

trials with different therapeutic gene constructs. To expand the capabil-
ities of HSV-1 amplicons, hybrid amplicons with sequences from other 
viruses have been created. For example, adding genes from Epstein–Barr 
virus to the HSV-1 amplicon enables it to replicate in the nuclei of divid-
ing cells, with the consequence that a therapeutic gene can be maintained 
in growing tissue.

Nonviral Nucleic Acid Delivery Systems

Direct Injection

To alter the expression of either a defective endogenous gene or the gene 
of a pathogenic agent, naked DNA or RNA may be introduced directly 
into animal tissues. Nucleic acids may be injected on a macroscale into 
specifi c tissues, such as muscle, or on a microscale into specifi c cells or 
portions of those cells. Conceptually, microinjection of nucleic acids is the 
simplest possible nucleic acid delivery system; however, in practice this 
technique is fraught with problems. Naked nucleic acids are diffi cult to 
deliver due to their rapid clearance, the presence of nucleases that limit 
their serum half-life, a lack of organ-specifi c distribution, and the low 
effi ciency of cellular uptake following systemic delivery. To be effective, 
the direct injection of nucleic acids requires exceptionally high levels of 
the input nucleic acid, with the possibility of unwanted side effects being 
very real. Thus, while the effectiveness of siRNAs for specifi cally inhib-
iting gene expression in animal cells in culture has been demonstrated 
on numerous occasions, it is diffi cult to effi ciently deliver these RNAs to 
tissues in vivo.

Lipids

One approach used to overcome some of the problems associated with 
direct injection of therapeutic nucleic acids has been to chemically cou-
ple a therapeutic molecule such as an siRNA (at the terminal hydroxyl 
group of the sense strand RNA) to a lipid molecule such as cholesterol 
(Fig. 10.34).When this was done experimentally, the siRNA that was used 
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was complementary to an mRNA that encodes apolipoprotein B, a pro-
tein involved in the metabolism of cholesterol. Following intravenous in-
troduction of the siRNA–cholesterol complex by injection into mice, the 
complex was specifi cally taken up by the liver, jejunum (part of the small 
intestine), heart, kidneys, lungs, and fat tissue cells. Once the complex 
was inside the tissue, the sense strand of the siRNA was destroyed and the 
antisense strand bound to the target mRNA.

With this approach, the level of apolipoprotein B was reduced by 
more than 50% in the liver and by 70% in the jejunum. This resulted in 
a signifi cant decrease in the plasma apolipoprotein B level, as well as the 
total amount of cholesterol. This strategy is an important fi rst step in the 
development of a method to therapeutically lower cholesterol levels in 
humans.

Several other molecules, including some long-chain fatty acids and 
bile acids, have been used in place of cholesterol to mediate the uptake of 
siRNAs into cells. A critical factor in mediating the interaction between 
fatty acid-conjugated siRNAs and lipoprotein particles is the length of 
the fatty acid alkyl chain. Thus, docosanyl (C22) and stearoyl (C18) con-
jugates bind more tightly to high-density lipoprotein and subsequently 
silence gene expression more effectively in vivo (in mice) than lauroyl 
(C12) and myristoyl (C14) conjugates. Studies are under way to improve 
the delivery of lipid-conjugated siRNAs to treat a wide range of diseases.

As mentioned briefl y earlier in this chapter, scientists have had some 
success delivering nucleic acids using both synthetic and biological 
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Figure 10.34  A conjugate of cholesterol and an siRNA in which the cholesterol is 
coupled through the 5′ OH of the sense strand of the siRNA. The cholesterol facili-
tates uptake of the siRNA into specifi c tissues. The antisense strand becomes part of 
the RISC and specifi es where the mRNA is to be cleaved.
 doi:10.1128/9781555818890.ch10.f10.34



 Nucleic Acid Therapeutic Agents and Human Gene Therapy 563

liposomes (Fig. 10.9). Biological liposomes are phospholipid-based spher-
ical particles derived from human cells. If biological liposomes are derived 
from patients, they are likely to be recognized as self by one’s immune 
system and thereby avoid an immune attack. However, biological li-
posomes tend to be diffi cult to harvest and maintain and are therefore 
not currently used to any signifi cant extent. Notwithstanding some of the 
above-mentioned limitations of liposomal delivery, when apolipoprotein 
B siRNA-carrying liposomal particles were intravenously injected into 
monkeys, greatly reduced apolipoprotein B expression and serum choles-
terol levels were observed.

Bacteria

Nonpathogenic bacteria that are normally found in association with var-
ious mammalian tissues and cells may be isolated, attenuated, and then 
genetically engineered to deliver therapeutic nucleic acid molecules. To 
date, bacterial nucleic acid delivery has been used mainly in cancer gene 
therapy and for DNA vaccination; it is also being tested for the treat-
ment of genetic diseases, including cystic fi brosis. Strains of bacteria cur-
rently used include Listeria monocytogenes, certain Salmonella strains, 
Bifi dobacterium longum, and modifi ed Escherichia coli. The engineered 
bacteria are used as vectors to deliver these therapeutic agents directly 
to the affected tissues. For example, a nonpathogenic strain of E. coli 
was transformed with the plasmid vector TRIP, containing the gene that 
encodes the protein invasin, which permits E. coli to bind to and enter 
β1-integrin-positive mammalian cells, and the gene hlyA, which encodes 
listeriolysin O, a protein that enables genetic material to escape from en-
try vesicles (Fig. 10.35). In addition, the TRIP vector carries an shRNA 
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Figure 10.35  Use of a nonpathogenic strain of E. coli to de-
liver siRNAs to certain tissues. The bacterium was engineered 
to produce the protein invasin, which permits E. coli to enter 
β1-integrin-positive mammalian cells, as well as the gene hlyA, 
encoding listeriolysin O, which permits the shRNAs synthe-
sized by the bacterium to be released inside the mammalian 
cell. doi:10.1128/9781555818890.ch10.f10.35
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molecule under the control of a bacterial promoter directed against the 
mRNA produced by the cancer gene CTNNB1. As long as a bacterium 
is able to enter target mammalian cells and release shRNAs that are then 
processed to siRNAs (Fig. 10.11), the siRNAs may be directed against any 
specifi c mRNAs. The E. coli cells act as a vector to transport the shRNAs 
to where they are required, e.g., cancer cells. One important reason for 
the effectiveness of this approach is that bacterium-mediated RNAi ex-
pression may evade the host defense against exogenous DNA because the 
DNA is enclosed within the bacteria, potentially allowing for long-term 
expression of the transgene. This approach has been shown to work both 
for cancer cells in culture and with mice. Using live animals, the bacteria 
can be administered orally. The intrinsic toxicity of bacteria is the most 
signifi cant risk in using bacteria as a delivery vehicle (i.e., bactofection). 
However, using attenuated strains of Salmonella in preliminary clinical 
gene transfer trials, no signifi cant side effects were observed.

Another way in which bacteria may be used to target specifi c mam-
malian cells includes the use of bacterial minicells (Fig. 10.36A). In this 
case, a normal-size bacterial cell carries a mutation that upon cell division 
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Figure 10.36  Transformation of bacterial cells with plasmid DNA encoding either 
a mammalian cellular toxin or an shRNA. Plasmid DNA is present in multiple cop-
ies, while chromosomal DNA is present in a single copy. Upon cell division, both 
normal-size cells containing both chromosomal and plasmid DNA and minicells con-
taining only plasmid DNA are formed (A). Normal-size cells and minicells are sepa-
rated by centrifugation and cross-fl ow fi ltration. Then minicells may be linked to the 
targeted mammalian cells using antibodies directed against proteins on the minicell 
and mammalian cell surfaces. The Fc portions of the antibodies are linked by the ad-
dition of protein A/G (shown in red) (B). doi:10.1128/9781555818890.ch10.f10.36
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causes it to produce some minicells (only a fraction of the size of normal 
bacteria) that do not contain any chromosomal DNA. If minicell-forming 
bacteria are fi rst transformed with plasmid DNA, the minicells, although 
they are devoid of chromosomal DNA, will contain plasmid DNA. Mini-
cells may be physically separated from normal-size cells by centrifugation 
and/or cross-fl ow fi ltration. Minicells may be targeted to cancer cells us-
ing two different antibodies, one that targets a protein on the surface of 
the minicell and another targeting the surface of a cancer cell, with the 
two types of antibodies being linked to one another through their Fc re-
gions by protein A/G (Fig. 10.36B). When the target cell is a cancer cell, 
the minicell, which can produce protein encoded by the plasmid, may 
be engineered to produce a compound that is toxic to the cancer cell. 
Alternatively, plasmids carried by minicells may be designed to produce 
specifi c shRNAs that are eventually converted into siRNAs. In practice, 
minicells have been shown to be able to successfully deliver a variety of 
chemotherapeutic agents to target cells, suggesting that this will also be 
an effective means of delivery of plasmid-encoded products to target cells.

Dendrimers

In the past 5 to 10 years, numerous polycations and polymer micelles 
have been used for formulating genes, shRNAs, and siRNAs into com-
plexes that have been termed “polyplexes.” The polycations that have 
been used include histones, polylysine, cationic oligopeptides, polyethyl-
eneimine, polypropyleneimine, dendrimers, poly(2-(dimethylamino)ethyl 
methacrylate), and chitosan.

Dendrimers are biocompatible, nonimmunogenic, water-soluble 
nanoparticles with sizes ranging from 1 to 15 nm. They possess terminal 
modifi able amine functional groups as the “sensors” for binding various 
targeting or guest molecules. Unlike classical polymers, dendrimers have 
a high degree of molecular uniformity, a narrow molecular weight distri-
bution, specifi c size and shape characteristics, and a large number of po-
tentially interactive terminal amino moieties (Fig. 10.37). Dendrimers are 
produced in an iterative sequence of reaction steps, with each additional 
iteration leading to a higher-generation dendrimer. Each new layer cre-
ates a new “generation,” with double the number of active sites (i.e., end 
groups) and approximately double the molecular weight of the previous 
generation. With dendrimers it is relatively easy to precisely control the 
size, composition, and chemical reactivity.

Dendrimers can form complexes with nucleic acid drugs including 
plasmid DNA, shRNA, and siRNA through electrostatic interactions, and 
they also bind to glycosaminoglycan molecules, such as heparan sulfate, 
hyaluronic acid, and chondroitin sulfate, that are typically found on cell 
surfaces. In addition, dendrimers have been shown to be more effi cient and 
safer than either cationic liposomes or other cationic polymers for in vitro 
gene transfer. It has been suggested that the high transfection effi ciency 
of dendrimers is a consequence of both their well-defi ned shape and the 
low pKas of the amines. One dendrimer-based formulation with activity 
against HSV (VivaGel) has successfully completed phase II clinical trials.
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Antibodies

Monoclonal antibodies may now be generated against nearly any target 
protein. These antibodies, or their variable regions, may be humanized and 
then produced in heterologous host cells. Moreover, at the DNA level, it is 
easy to fuse the antibody gene with the gene for another protein. With this 
in mind, the gene encoding a single-chain Fab fragment that binds specifi -
cally to an oncogenic protein called ErbB2, which is found on the surfaces 
of breast cancer cells, was fused to the gene for the positively charged nu-
cleic acid-binding protein protamine. The Fab portion of the fusion protein 
(at the N terminus) binds to the surfaces of cells expressing ErbB2, while 
the C-terminal end of the fusion protein carries the 51-amino-acid-long 
protamine, which readily binds to added siRNAs (Fig. 10.38). In one test 
of this system, an anti-HIV envelope Fab and an siRNA that is designed 
to cleave the HIV gag mRNA were employed. Using cells in culture, it was 
possible to reduce the amount of secreted Gag protein (the protein of the 
nucleocapsid shell around the RNA of a retrovirus) by >70%. This system 
also works in vivo in mice when the construct is injected either intrave-
nously or directly into tumors. The hope is that by using a combination 
of specifi c antibodies (or antibody fragments) that direct siRNAs only to 
certain cells, and siRNAs that selectively cleave specifi c target mRNAs, 
this system can be used to treat a wide range of diseases.

Aptamers

The binding specifi city to a target antigen that is a central feature of the 
functioning of antibodies is also a property of aptamers. Thus, conjugat-
ing aptamers, which bind to specifi c cell surface proteins, to siRNAs that 
are designed to reduce the expression of certain mRNAs should provide 
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another method of targeting siRNAs to specifi c tissues or cells. Also, since 
both aptamers and siRNAs are chemically synthesized RNA oligonucle-
otides, it should be simple and straightforward to synthesize chimeric 
RNA molecules that include both the binding specifi city of an aptamer 
and an siRNA that targets a specifi c mRNA (Fig. 10.39). For example, 
an aptamer that binds selectively to a prostate-specifi c membrane anti-
gen (found on cancerous prostate cells) was fi rst selected. Then, a 21-bp 
siRNA directed against mRNAs encoded by either of two genes that are 
necessary for prostate cells to survive was added to the aptamer sequence. 
When this was done, both activities (i.e., aptamer binding and RNAi) 
were maintained in the chimeric molecule. The targeting aptamer did not 
impair the ability of the siRNA to silence the target gene, and the presence 
of the siRNA did not affect the ability of the aptamer to bind to its target. 
This simple but highly effective approach should be amenable to treating 
a wide range of human diseases provided that (i) silencing specifi c genes 
in a population produces therapeutic benefi ts, and (ii) there are surface 
receptors (usually proteins) that distinguish the target cell population and 
allow the siRNA to be internalized by the cell.

Transposons

Transposons are discrete DNA elements that have the ability to move from 
one chromosomal location to another. They are typically excised from one 
chromosomal locus and then integrated into another location, and this 
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Figure 10.38  A single-chain Fab (scFab) fragment directed against a mammalian cell 
surface protein is fused to the positively charged polypeptide protamine, which binds 
noncovalently to negatively charged siRNAs. The Fab fragment acts to deliver the 
siRNA to specifi c cells. Note that a conventional (two-chain) Fab fragment has also 
been used to deliver siRNAs. doi:10.1128/9781555818890.ch10.f10.38
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movement is catalyzed by an enzyme called a transposase. Being able to 
move DNA from one site to another makes transposons attractive as po-
tential foreign gene delivery tools. The transposase can act in trans (i.e., 
it can reside on a separate DNA fragment) on virtually any target DNA 
sequence that is fl anked by the terminal repeat DNA sequences, normally 
found at each end of the transposon. To use DNA transposons for gene 
delivery, a simple system has been developed (Fig. 10.40). This system con-
sists of a plasmid that encodes and expresses the transposase as well as a 
plasmid containing the target DNA to be integrated, which is fl anked by 
the transposon terminal repeat sequences that are required for transposi-
tion. Once it is synthesized, the transposase binds to the terminal repeat 
DNA sequences and catalyzes the excision of the gene of interest from the 
plasmid. The transposase then catalyzes the insertion of the target DNA 
into the genome of the host cell. Physically separating the transposase gene 
from the transposon-containing plasmid optimizes the stoichiometry of 
both components and hence the effi ciency of the process.

At present, three different transposon systems are being developed 
as gene therapy delivery vectors: Sleeping Beauty, Tol2, and PiggyBac. 
Sleeping Beauty, which has been used most frequently, was constructed by 
combining fragments of silent and defective Tc1/mariner elements from 
salmonid fi sh and shows signifi cant transposition effi ciencies in vertebrate 
cells. When tested, the original Sleeping Beauty transposon was at least 
10-fold more effi cient than other Tc1/mariner transposons. Moreover, to 
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increase its activity, almost every amino acid in the transposase has been 
changed by in vitro molecular evolution by DNA shuffl ing and PCR. Fol-
lowing the screening of a large number of variants of the original trans-
poson, one version, SB100X, was found to be more than 100-fold more 
active at catalyzing transposition in HeLa cells than the original Sleeping 
Beauty.

Since Sleeping Beauty may integrate into any portion of the chromo-
somal DNA, there is a risk of disrupting an important gene. However, in 
contrast to the case with many viral vectors, the terminal repeat sequences 
of Sleeping Beauty have very low intrinsic promoter/enhancer activity. 
Thus, Sleeping Beauty cannot readily activate chromosomal genes that 
fl ank the transposon integration sites. However, the internal promoter/
enhancer sequences that are used to drive the expression of the target 
gene may potentially activate expression of neighboring genes in proxim-
ity of the integration site. To prevent this from happening, the expression 
cassette in a Sleeping Beauty transposon was fl anked with insulator DNA 
sequences that signifi cantly reduce the risk of activating the expression of 
neighboring genes.

Clinical trials using the SB100X version of the Sleeping Beauty trans-
poson have recently been approved. In these trials, human T cells will be 
genetically altered with Sleeping Beauty transposons and then transferred 
for adoptive immunotherapy (a way of using the immune system to fi ght 
cancer) into patients. The phase I clinical trial will determine the feasibil-
ity, safety, and persistence of Sleeping Beauty transposon-modifi ed T cells 
in vivo.

Prodrug Activation Therapy

Prodrug activation therapy (suicide gene therapy) is designed for local-
ized eradication of tumor cells with minimal debilitating biological ef-
fects that often accompany chemo- or radiotherapy. In practice, prodrug 
activation therapy entails introducing a gene for an enzyme that is not 
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Figure 10.40  Schematic representation of transposase-catalyzed movement of a tar-
get gene into cellular chromosomal DNA. The transposase gene and the target gene 
fl anked by transposon sequences (shown in blue) are encoded on separate plasmids. 
The transposase (depicted as an orange circle) binds to the transposon sequences and 
catalyzes the excision of the transposon-fl anked target gene from the plasmid and its 
subsequent insertion into chromosomal DNA.
 doi:10.1128/9781555818890.ch10.f10.40
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part of the human repertoire and is under the control of a tumor-specifi c 
promoter into tumor cells. A prodrug is then added to the tumor mass. It 
is expected that the enzyme will be synthesized in recipient cells and will 
convert the prodrug to its active form, thereby leading to tumor cell death. 
When a gene causes the death of its own cell, it is called a suicide gene. 
Moreover, the activated molecule can enter into neighboring cells, which 
very likely did not receive the suicide gene, and kill them (Fig. 10.41). The 
latter process has been designated the bystander effect.

Many prodrug-modifying enzyme combinations have been de-
vised. For example, the ganciclovir [2-amino-9-(1,3-dihydroxypropan-
2-yloxymethyl)-3H-purin-6-one]–HSV thymidine kinase (HSV TK) duo 
has been thoroughly examined. Briefl y, HSV TK phosphorylates ganci-
clovir to form ganciclovir monophosphate. Although host cell kinases 
do not effi ciently phosphorylate ganciclovir, they readily add phosphate 
groups to ganciclovir monophosphate to form ganciclovir triphosphate. 
Ganciclovir triphosphate inhibits DNA polymerase activity and termi-
nates DNA synthesis, causing the death of a proliferating cell. Moreover, 
phosphorylated ganciclovir can pass into unmodifi ed cells through gap 
junctions and kill these cells as well. Generally, one HSV TK-expressing 
tumor cell destroys up to 10 unmodifi ed neighbor cells.
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herpes simplex virus thymidine kinase
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Figure 10.41   Overview of prodrug activation therapy. Tumor cells are either trans-
fected or transduced with the gene (red) that encodes an enzyme (E) that activates a 
prodrug (X) (1). The introduced prodrug-activating gene is expressed in a recipient 
cell (2), and the enzyme converts the prodrug to its cytotoxic form (X*), which, in 
turn, destroys the cell (skull and crossbones) (3 and 4). The activated prodrug (X*) 
enters adjacent cells (5) and destroys them (6), creating a bystander effect.
 doi:10.1128/9781555818890.ch10.f10.41
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Various strategies have been devised to improve both the effi ciency of 
gene transfer into tumor cells and the extent of penetration into a tumor 
mass as well as augmenting the bystander effect of prodrug activation 
systems. For example, by creating a double suicide gene combination of 
5-fl uorouracil-cytosine deaminase and ganciclovir–HSV TK with both of 
the enzyme-coding genes under the control of a cancer-specifi c promoter, 
tumor destruction was increased with little effect on noncancerous cells. 
Clinical trials have shown that the ganciclovir–HSV TK treatment and 
other prodrug activation combinations can be effective in purging tumor 
cells but not to the extent of entirely eradicating a cancer. That is, pro-
drug activation therapy must be used in combination with other cancer 
therapies.

Gene Therapy

Severe Combined Immunodefi ciency

SCID, which is caused by different gene mutations, is characterized by 
the loss of function of B and T cells. The B cells are responsible for the 
production of antibodies, while the T cells mediate the activation of mac-
rophages and other cell types that protect against pathogens. As a result, 
individuals with SCID, which occurs in about one in 500,000 live births, 
are susceptible to severe infections of the bloodstream, lungs, and ner-
vous tissue that are life threatening. One type of SCID, which makes up 
about 15% of the cases, is due to mutations in the ADA gene and is called 
ADA-defi cient SCID. ADA is part of the purine salvage pathway, and when 
it is impaired, the levels of adenosine and adenine deoxyribonucleotides 
accumulate intracellularly. Since B and T cells actively undergo cell divi-
sion, they are extremely susceptible to excess amounts of adenosine and 
adenine deoxyribonucleotides. Consequently, the populations of B and T 
cells are inadequate for the immune system to respond fully to pathogens 
and other foreign entities.

One of the strategies for treating SCID entails hematopoietic stem 
cell transplantation using bone marrow cells. This procedure is effec-
tive if there is a complete human leukocyte antigen (HLA; see chapter 4) 
match between the transplanted cells and those of the recipient. Perfect 
and near-perfect matches are hard to fi nd. In many instances, matches are 
partial and the transplant is less successful and can be rejected or, more 
seriously, result in graft-versus-host disease, in which the acquired im-
mune cells attack the cells of the patient. If transplantation is not feasible, 
patients with ADA-defi cient SCID may be administered purifi ed bovine 
ADA that is coated with polyethylene glycol (pegylated ADA) to prolong 
its half-life. While pegylated ADA is an effective treatment for a number 
of patients with ADA-defi cient SCID, some recipients develop an immune 
reaction to the enzyme. Moreover, this therapy is lifelong. In light of the 
diffi culties of traditional treatments for SCID, gene therapy offers a prom-
ising alternative.

The fi rst human gene therapy clinical trial was conducted in 1990 
on two young girls with ADA-defi cient SCID. Peripheral blood lympho-
cytes were collected from each patient, transduced with a gammaretrovi-
rus vector carrying a human ADA cDNA sequence, and cultured before 

HLA
human leukocyte antigen
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reintroduction into the patients. A 12-year follow-up study showed that 
for one patient about 20% of her lymphocytes expressed ADA. This result 
shows that T-cell expression of an introduced gene can be maintained for 
a very long period. On the other hand, the enzyme was not evident in 
the second patient. The procedure had no apparent side effects. However, 
since this trial was designed, for the most part, to ascertain whether the 
treatment was safe, both patients continued to be treated with pegylated 
ADA. As a result, it was not possible to judge defi nitively whether the 
therapeutic gene had any benefi cial effect. In other clinical trials with pa-
tients with ADA-defi cient SCID in the 1990s, a short-term, therapeutic 
benefi t was observed.

By 2000, isolation and transduction of hematopoietic stem cells 
(HSCs), which give rise to all blood cells, became feasible. Transduced HSCs 
produce progenitor lymphoid cells that, in turn, provide a supply of trans-
duced lymphocytes, in contrast to transduced peripheral blood lympho-
cytes that were used in the early SCID gene therapy trials. Consequently, ex 
vivo gene therapy clinical trials for ADA-defi cient SCID with transduced 
HSCs were initiated. In this case, 12 of 16 patients no longer required 
enzyme replacement therapy after 9 years. However, four of these patients 
developed T-cell acute lymphocytic leukemia. The leukemia was likely due 
to insertional mutagenesis that upregulated the LM02 proto-oncogene. 
Probably, transduced cells with these particular insertions had a selective 
advantage after infusion and the excessive proliferation gave rise to T-cell 
acute lymphocytic leukemia. Future SCID gene therapy trials will use SIN 
vectors or other gene delivery systems to avoid LM02-induced leukemia.

Cancer

About two-thirds of all gene therapy trials have been directed at treating 
a large number of different cancers using a variety of gene delivery strat-
egies with dozens of therapeutic genes. Generally, these trials have been 
found to be safe. However, eradication of any particular cancer by these 
agents alone has proven to be elusive. The crucial objective for managing 
cancers in this way is to determine how to deliver an effective gene-based 
anticancer system to a large number of cells of a particular cancer that 
would lead to its remission.

One category of anticancer gene therapy involves the generation of 
nonreplicating viruses that deliver one or more genes encoding products 
that specifi cally destroy cancer cells. Generally, these vectors are used in 
combination with other cancer treatments such as chemotherapy or radi-
ation to maximize the overall effectiveness. Many of these vectors, such as 
Gendicine (offi cially approved by the State Food and Drug Administration 
of China as part of a treatment repertoire for head and neck squamous 
cell carcinoma), are based on the adenovirus platform. In these cases, the 
adenovirus E1 gene is deleted, which makes the vector incapable of repli-
cating. An expression cassette that encodes an anticancer protein and has 
no demonstrable effect on normal cells is inserted into the vector. With 
Gendicine and other similar vectors, the anticancer agent is often either 
the TP53 gene or its cDNA (Fig. 10.42).

HSC
hematopoietic stem cell
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The p53 protein is referred to as the “guardian of the genome.” It is a 
ubiquitous transcription factor that interacts with more than 100 differ-
ent proteins and is mutated in over 50% of all cancers. In normal cells, 
activation of p53 occurs in response to DNA damage, oxidative stress, 
or other adverse cellular conditions. Through complex sets of interacting 
proteins, p53 induces DNA repair proteins and arrest of the cell cycle 
and initiates programmed cell death (apoptosis) to remove cells that are 
damaged beyond repair (Fig. 10.43). In the absence of p53, these path-
ways are not initiated, and consequently, cell cycling proceeds normally 
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Figure 10.42  Anticancer replication-defective adenovirus vector. The deletion of the 
adenovirus E1 and E3 genes (ΔE1 and ΔE3) abolishes the ability of a packaged vector 
to produce virions in targeted cells. After the introduction of the p53 coding sequence 
into a cancer cell, the production of p53 induces cell arrest and apoptosis. Additional 
p53 in normal cells has no adverse effect. p, promoter ITR, inverted terminal repeat; 
ψ, packaging signal. doi:10.1128/9781555818890.ch10.f10.42
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and apoptosis is not triggered. These features are the hallmarks of cancer 
cells. The production of p53 in cancer cells by an introduced p53 DNA 
sequence generally leads to apoptosis, whereas in normal cells, the extra 
p53 production has no effect (Fig. 10.44). In addition, destroyed cancer 
cells release tumor-specifi c antigens which may initiate an immune re-
sponse against the cancer.

A second class of anticancer vectors relies on the selective replication 
of a virus in cancer cells and not in normal cells. These vectors lyse cancer 
cells and release virions that attack adjacent cancer cells (Fig. 10.45). One 
strategy, using an adenovirus vector, is to place the E1 gene under the 
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Figure 10.44  Overview of the mode 
of action of a replication-defective p53 
gene vector. The transduced p53 gene 
produces p53 in p53-defi cient (p53−) 
cancer cells, which leads to cell lysis. In 
turn, tumor-specifi c antigens induce an 
immune response to the cancer cells. The 
transduced p53 gene in normal cells pro-
duces p53 that has no adverse effect.
 doi:10.1128/9781555818890.ch10.f10.44
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control of a cancer-specifi c promoter such as the human telomerase re-
verse transcriptase promoter (hTERTp). Telomerase reverse transcriptase 
is a ribonucleoprotein that adds repeat units (TTAGGG) to the ends of 
chromosomes, i.e., telomeres. As normal cells undergo successive cell di-
visions, the telomeres become shorter due to the absence of telomerase 
activity. Eventually, after about 60 cell cycles in vitro, mitosis ceases due, 
in part, to the loss of telomeric DNA. By contrast, part of the cancer pro-
cess is the activation of the telomerase reverse transcriptase gene, which 
keeps elongating telomeres and ensures tumor progression. Most cancers 
have elevated levels of telomerase activity. A number of hTERTp–E1 ade-
novirus vectors have been developed. Some of these rely solely on viral 
production to kill cancer cells (Fig. 10.46A). Others have an added gene 
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Figure 10.45  Overview of the mode of 
action of a replication-competent virus 
that produces virions only in cancer cells, 
with no viral replication in normal cells.
 doi:10.1128/9781555818890.ch10.f10.45
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also under the control of the hTERT promoter that triggers apoptosis in 
cancer cells and not in normal cells (Fig. 10.46B). An example of the latter 
type of “death” gene is the gene for apoptin, which is found in a chicken 
anemia virus and induces apoptosis only in tumor cells. Oncolytic virus is 
the term used for a virus that exclusively infects and lyses cancer cells. In 
addition to adenovirus, many oncolytic viruses have been created using 
HSV, lentivirus, reovirus, vaccinia virus, and others.

Eye Disorders

The photoreceptors of the retina of the eye comprise about 70% of the 
total complement of human sensory receptors, and about 30% of all 
nerve fi bers going to the central nervous system are contained in the optic 
nerves. The structural components of the eye (Fig. 10.47A), such as the 
cornea, iris, and lens, have distinctive properties that direct light onto the 
retina. The photoreceptors (rods and cones) of the retina (Fig. 10.47B) 
transduce this radiant energy into nerve signals by a series of activation 
steps called the phototransduction cascade. These impulses are transmit-
ted from the ganglia of the retina through the fi bers of the optic nerves 
to the visual cortex of the brain, where the signals are processed and a 
conscious interpretation of the retinal image is created.

In addition to injury, infections, and nonhereditary diseases, many 
inherited conditions also disrupt ocular function. Over 300 different gene 
loci are associated with eye defects. Some genetic disorders affect differ-
ent tissues and organ systems, including the eye, at the same time. Al-
ternatively, several genetically determined, eye-specifi c (nonsystemic and 
nonsyndromic) diseases modify a single ocular structure and/or adjacent 
components within the eye. Because a single gene is often the basis of 
many nonsyndromic eye disorders, they are excellent candidates for gene 
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Figure 10.46  Anticancer adenovirus vectors that replicate only in cancer cells. The 
human telomerase reverse transcriptase promoter (hTERTp) drives the expression 
of the E1 gene (A) or both the E1 gene and a “death” gene, such as that encod-
ing apoptin, that specifi cally destroys cancer cells (B). ITR, inverted terminal repeat. 
doi:10.1128/9781555818890.ch10.f10.46
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therapy. Moreover, the human eye is not subject to immune attack; i.e., 
it is immune privileged. The eye has discrete and accessible components, 
and noninvasive techniques can be used to assess the effects of treatment. 
These features have facilitated a large number of studies designed to alle-
viate eye diseases using gene therapy strategies with animal models and in 
human clinical trials.

The commonly used vectors for ocular gene therapy are derived from 
AAV and adenovirus. These agents are injected either into the vitreous 
(intravitreal) or into the base of the retina (subretinal). In animal studies, 
a mouse strain that lacks the Bbs4 gene, which simulates Bardet-Biedl 
syndrome in humans, has been created. In humans with Bardet-Biedl syn-
drome, extreme retinal degeneration occurs by the mid-teens. The human 
BBS4 gene controls transport of the visual protein pigments (opsins) from 
the inner segment to the outer segment of rods and cones. Failure to es-
tablish opsins in the disks of the photoreceptors leads to apoptosis of 
these cells. The addition of the murine Bbs4 gene by subretinal injection 
in mice lacking this gene was examined using an AAV vector. Under these 
conditions, cell death did not occur in regions where the vector was ad-
ministered. The photoreceptor cells functioned normally, indicating that 
gene therapy may be eventually be used to treat some types of blindness 
in humans.

Thus, after a successful series of animal model gene therapy exper-
iments, phase I clinical trials were initiated with individuals with Leber 
congenital amaurosis (LCA). This disorder starts with severe visual im-
pairment in infants, and total blindness occurs during the third decade. At 
least 11 different genes are associated with LCA. Of these, LCA2 is due to 
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loss of the retinal pigment epithelium-specifi c 65-kilodalton (kDa)-protein 
gene (RPE65). This gene was administered as part of an AAV vector to 
nine patients in three different phase I trials. No signifi cant adverse effects 
were noted despite different protocols. About 6 to 12 months after gene 
therapy, many treated patients showed various degrees of improvement in 
various visual parameters. However, more trials, especially with younger 
patients, are required to determine whether this form of gene therapy is 
effective over a long period.

Muscle Disorders

Many activities that require movement (smiling, writing, running, draw-
ing, walking, gripping, chewing, kissing, swallowing, breathing, etc.) de-
pend on one or more of the approximately 650 different muscles in the 
human body. Muscles are responsible for locomotion, upright posture, 
balancing on two legs, support of internal organs, controlling valves and 
body openings, production of heat, and movement of materials, includ-
ing blood, along internal tubes. There are three types of muscle tissue: 
skeletal, cardiac, and smooth. Skeletal muscles comprise about 40% of 
our body mass, are attached to the skeleton, and are responsible for lo-
comotion; both contraction and relaxation are controlled voluntarily 
(i.e., consciously). Cardiac (heart) muscle pumps blood and functions 
involuntarily. Smooth muscle, which lines the walls of internal systems, 
is involuntary and propels material through internal passageways. Both 
voluntary and involuntary muscle contractions are stimulated by nerve 
impulses.

The hallmarks of skeletal muscle disorders are chronic or acute pain 
and muscle weakening, often with loss of muscle mass that can be fatal. 
Gene mutations of muscle structural components are among the causes 
of muscle disorders and include a group of about 30 inherited disorders 
that have been designated as muscular dystrophies and are characterized 
by progressive muscle wasting and weakness.

Duchenne muscular dystrophy, an X-linked trait (i.e., the gene is lo-
cated on the X chromosome), is the most common of the muscular dystro-
phies and occurs in about 1 in 3,500 males. Onset of Duchenne muscular 
dystrophy muscle weakness begins in childhood and the condition pro-
gressively worsens, with a wheelchair being required at about 12 years 
of age, and often death occurs in the early twenties. Duchenne muscular 
dystrophy mainly affects specifi c muscle groups. As the disease progresses, 
cardiac muscles can also be affected. Other muscular dystrophies have 
different times of onset and patterns of progression as well as affecting 
particular muscle groups. There are no effective treatments for the differ-
ent muscular dystrophies.

The genetic defect in Duchenne muscular dystrophy is due to mu-
tations of the dystrophin gene. This gene encodes a structural protein 
that is part of a dystrophin–glycoprotein complex, which maintains the 
structural integrity of the plasma membrane of muscle cells, among other 
functions (Fig.  10.48). The dystrophin–glycoprotein complex regulates 
muscle cell regeneration and maintains calcium levels in muscle cells. 
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With Duchenne muscular dystrophy, the muscle cells are damaged after 
every contraction and the normal repair process is ineffective due to the 
absence of functional dystrophin molecules. In a mild form of Duchenne 
muscular dystrophy, called Becker muscular dystrophy, a partially defec-
tive dystrophin is synthesized and often carries a single-site mutation. In 
contrast, dystrophin that has a large deletion or is severely truncated usu-
ally occurs with Duchenne muscular dystrophy.

An initial problem that researchers faced with preclinical gene ther-
apy trials using animal models for Duchenne muscular dystrophy was the 
size of the dystrophin gene. In humans, it is the largest gene in the genome, 
covering about 2.6 × 103 kb, with the coding sequence comprising about 
11 kb. There are a number of repeated spectrin-like units that form part 
of the dystrophin molecule. Detailed molecular analyses of individuals 
with mild Duchenne muscular dystrophy symptoms revealed that a large 
portion of the dystrophin gene may be deleted without a total loss of 
function. Based on these observations, truncated versions of the dystro-
phin gene without introns were constructed. One class of these smaller 
coding sequences was designated as minidystrophins, which range from 
about 4 to 7 kb in length (Fig. 10.49). The minidystrophins are suitable as 
potential therapeutic agents to be used with viral delivery systems.
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Figure 10.48   Schematic representation of the dystrophin–glycoprotein complex. 
Dystrophin consists of an N-terminal domain (NT), four hinge domains (gray), 24 
spectrin-like repeats (light blue), a cysteine-rich domain (CR), and a C-terminal do-
main (CT). The sarcoglycan proteins are labeled as α-Sg, β-Sg, δ-Sg, and γ-Sg.
 doi:10.1128/9781555818890.ch10.f10.48
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A phase I clinical trial was conducted with a minidystrophin gene 
delivered by a novel AAV vector. Previously, this minidystrophin gene was 
shown to be effective with a Duchenne muscular dystrophy mouse model 
system. The AAV vector was generated by DNA shuffl ing among the cap 
genes for a number of AAV serotypes. After screening, a novel hybrid cap 
gene was identifi ed that enabled the vector to transduce skeletal mus-
cle cells exclusively. Also, the vector was not susceptible to preexisting 
antibodies.

The minidystrophin gene trial was judged to be safe. Unfortunately, 
the minidystrophin protein was not detected by conventional assays. 
However, the minidystrophin protein elicited a cellular immune response 
in four of the six patients tested without causing any adverse effects, in-
dicating that some expression had occurred. These results suggest that in 
future clinical trials, expression of the minidystrophin gene needs to be 
enhanced, possibly with a muscle cell-specifi c promoter.

Neurological Disorders

The nervous system is a complex, extensive cellular communication net-
work that is divided into two parts: the central and peripheral nervous 
systems. The central nervous system consists of the brain and spinal cord, 
while all the nerves extending from and going to the central nervous sys-
tem comprise the peripheral nervous system. Information is detected and 
transmitted by impulses along nerves to the central nervous system, where 
it is processed and interpreted. Response signals then are conducted back 
via nerves to nerve, muscle, or gland cells. The complete nervous system 
has more than 1 × 1011 individual neurons and about 5 to 10 times as 
many nonneuronal cells that are closely associated with neurons.

Neurons are highly specialized biochemically differentiated cells 
that transmit electrical impulses and have a variety of shapes, sizes, 
and roles. Neurons may synthesize acetylcholine, dopamine, serotonin, 
γ-aminobutyric acid, somatostatin, or other compounds important for 
the transmission of nerve impulses. A neuron has three basic structural 
elements: a cell body, dendrites, and an axon (Fig. 10.50).

Masses of axons in the brain form the white matter, and clusters of 
neuronal cell bodies comprise the gray matter. Over 50 different white 
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Figure 10.49  Structures of dystrophin (A) and a minidystrophin (B). Hinge domains 
are gray, and spectrin-like repeats are numbered and light blue. NT, N-terminal do-
main; CR, cysteine-rich domain; CT, C-terminal domain.
 doi:10.1128/9781555818890.ch10.f10.49
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matter disorders have been identifi ed, with many of them due to defects 
in myelin sheath formation.

Regions within the brain are demarcated by concentrations of cell 
bodies (nuclei and ganglia) and their specifi c functions. Several cell body 
clusters that are found within the middle region of the brain are des-
ignated the basal ganglia (Fig.  10.51A). Of these, the substantia nigra 
inhibits forced involuntary movements. Neurodegeneration of a portion 
of the substantia nigra, called the pars compacta, occurs in patients with 
Parkinson disease. The hippocampus, which lies deep within the brain, 
contributes to emotional states, such as fear, anger, rage, pleasure, and 
sorrow, and is also associated with learning and memory capabilities. This 
cluster of neurons undergoes neuronal degeneration in individuals with 
Alzheimer disease (Fig. 10.51B).

Parkinson Disease

Parkinson disease affects about 1 million people in the United States, with 
about 60,000 new cases occurring annually. This neurodegenerative dis-

order is chronically progressive, with an average age at onset of about 57 
years. The characteristic symptoms involve motor functions that include 
an extended time to initiate normal movements (bradykinesia), involun-
tary shaking (resting tremor), stiff gait, stooped posture, and muscle rigid-
ity. The nonmotor component of Parkinson disease entails sleep disorder, 
rapid eye movements, tingling of the skin, and loss of the sense of smell. 
Psychiatric disturbances often accompany the disease.

The primary effect of Parkinson disease is a progressive loss of the 
dopamine-releasing neurons, which affects the transmission of signals be-
tween other brain components and results in motor defi ciencies. While 
various genes have been implicated in Parkinson disease, about 85% of 
the patients do not have a mutation in any of the identifi ed Parkinson 
disease genes. Consequently, there is no specifi c gene that might be used 
therapeutically. Levodopa therapy, which is an attempt to make up for 
the loss of dopamine, is effective for short periods, but eventually motor 
fl uctuations develop, voluntary movements diminish, and the frequency 
of tremors increases. Nevertheless, levodopa therapy and other treatments 
provide some relief from the symptoms of the disease.

Another option for controlling the motor problems associated with 
Parkinson disease is deep brain stimulation. Briefl y, thin-wire electrodes are 
implanted on both sides of the brain. A battery-operated, electronic-pulse 
neurostimulator (brain pacemaker) that regulates the delivery of electric 
pulses to the target regions is implanted in the chest with a wire connec-
tion to the electrodes. It is thought that the electronic pulses normalize the 
Parkinson disease-induced signal pathway. Deep brain stimulation does 
not cause signifi cant brain tissue damage. Rather, this stimulation reduces 
motor-related symptoms such as walking problems, tremors, rigidity, and 
slow movements, although it has no appreciable impact on the nonmotor 
aspects of the disease.

Based on the deep brain stimulation procedure, it was reasoned 
that delivery of a gene that would dampen the overactive subthalamic 
nucleus in Parkinson disease patients would, in turn, reduce the signal 
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Figure 10.50  Schematic representation 
of a neuron. The cell body (soma) con-
tains the nucleus, the components for 
protein synthesis, and the enzymes for 
metabolic pathways. Most neurons have 
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of dendrites that receive stimuli and 
transmit nerve impulses toward the cell 
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reaching the ventral anterior and ventral lateral nuclei of the thalamus 
and, as a result, increase the signals to the motor cortex. The reduction 
of γ-aminobutyric acid input to the subthalamic nucleus is part of the 
consequences of Parkinson disease. Therefore, inserting the gene for the 
production of γ-aminobutyric acid directly into the subthalamic nucleus 
was considered a likely treatment strategy.

γ-Aminobutyric acid is synthesized by glutamic acid decarboxylase 
(GAD) (Fig. 10.52). In humans, there are two GAD genes, GAD1 and 
GAD2, which encode the GAD67 and GAD65 enzymes, respectively. The 
GAD65 enzyme is found mostly in axons and synthesizes the neurotrans-

mitter γ-aminobutyric acid. The GAD67 isoform is localized in nerve 
cell bodies and is involved in metabolic processes. The two human GAD 
genes have been cloned into separate AAV2 vectors. After promising 
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Figure 10.51  (A) Coronal section through the anterior portion of the cerebrum of the 
human brain showing some of the elements of the basal ganglia and limbic system; 
(B) schematic representation of the hippocampus within the human brain.
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preclinical trials, a phase I trial was initiated with both GAD65– and 
GAD67–AAV2 vectors being infused into one subthalamic nucleus of 
Parkinson disease patients. This study established the safety of the ther-
apy with alleviation of symptoms for up to 1 year in some patients. Sub-
sequently, a phase II trial with a larger number of subjects was conducted 
in which the GAD65– and GAD67–AAV2 vectors were delivered to both 
subthalamic nuclei. The patients infused with the vectors, in compari-
son to those who had a sham operation, showed statistically signifi cant 
improvement in their condition. A phase III trial is required to defi ni-
tively determine if this gene therapy will become a common procedure 
for treating Parkinson disease.

Alzheimer Disease

Alzheimer disease, named for the German neurologist Alois Alzheimer, 
who described its clinical and neuropathological features in 1907, cur-
rently accounts for two-thirds or more of all diagnosed cases of dementia. 
There are currently more than 4 million people with Alzheimer disease 
in the United States, where ∼100,000 people die from this disease every 
year. As the population ages, this number will increase, as Alzheimer dis-
ease predominantly affects older people.

Many different clinical features are associated with Alzheimer dis-
ease, including the inability to create new memories, the loss of short-term 
memory, and the inability to concentrate. Alzheimer disease patients often 
have no accurate sense of time, they often become disoriented, and both 
sentence formation and coherent verbal communication diminish and are 
eventually lost. Some Alzheimer disease patients become extremely pas-
sive, others become very hostile, some are abnormally suspicious, and 
∼50% become delusional. In the end, death is often the result of res pi-
ratory failure. For Alzheimer disease patients diagnosed at 65 years or 
older, the disease lasts from about 8 to 20 years. In cases of onset before 
65 years of age, the course of the disease is rapid and death occurs within 
5 to 10 years from the time of diagnosis.

Mutations in three genes—those for amyloid precursor protein (APP), 
presenilin-1 (PSEN1), and presenilin-2 (PSEN2)—account for less than 
5% of all cases of Alzheimer disease and often cause early onset of the 
disease in individuals who are 60 years old or younger. Thus, despite con-
siderable research effort, the root cause of Alzheimer disease in the vast 
majority of cases is unknown.

Histological analysis of autopsied brains of Alzheimer disease pa-
tients shows losses of synapses and neurons in the hippocampus, a re-
gion of the cerebral cortex (neocortex) beneath the hippocampus, and 
the nucleus basalis of Meynert (Fig. 10.53). Many cerebral cortex neu-
rons that connect with other cortical neurons also degenerate. By the 
fi nal stage of the disease, the overall width of most of the neocortex 
is dramatically reduced and brain activity is severely affected. Further-
more, dense spherical structures (20 to 200 mm in diameter), called 
senile plaques, are prevalent outside the neurons of the hippocampus 
and other regions of the brain. When senile plaques are surrounded by 
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cellular debris from disintegrated axons and dendrites, they are called 
neuritic plaques. Finally, aggregations of fi brils (neurofi brillary tangles) 
accumulate within the cell bodies and dendritic processes of the neurons 
of the hippocampus, the neocortex, the amygdala, and other parts of the 
brain.

The core of a senile plaque is a densely packed fi brous structure 
known as an amyloid body. The principal protein of Alzheimer disease 
amyloid bodies is a 4-kDa peptide (Aβ protein; also called β-protein, A4, 
and β/A4). Of these, the two main isoforms contain 40 and 42 amino 
acids and are designated Aβ40 (Aβ40) and Aβ42 (Aβ42), respectively. The 
Aβ proteins are cleavage products of a precursor protein called amyloid 
precursor protein. Under normal conditions, an enzyme called α-secretase 
cleaves the amyloid precursor protein after amino acid residue 687. Nei-
ther of the fragments produced by this cleavage gives rise to the formation 
of fi brils or amyloid. Cleavage by β-secretase after amino acid residue 
671 also produces two nonamyloidogenic fragments. When some amy-
loid precursor protein molecules are doubly cleaved by β-secretase and 
γ-secretase, then Aβ40 and Aβ42 isoforms are released.

An additional hallmark of Alzheimer disease is reduced synthesis of 
the neurotransmitter acetylcholine. The major source of acetylcholine in 
the brain is the cluster of neurons (cholinergic neurons) comprising the 
nucleus basalis of Meynert. These neurons project into the cortex and 
other centers (e.g., the hippocampus). Destruction of these cholinergic 
neurons occurs during the initial stage of Alzheimer disease, likely caus-
ing memory dysfunction and the deterioration of the ability of Alzheimer 
disease patients to process concepts. Accompanying the atrophy of cho-
linergic neurons is the absence of nerve growth factor activity. The nerve 
growth factor protein is essential for the maintenance and survival of neu-
rons, axonal growth, enhancing neuronal metabolism, repair of injured 
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Figure 10.53  Schematic representation of some of the regions of the brain that un-
dergo neuronal loss as Alzheimer disease progresses. The names with blue letters de-
note regions of the brain that undergo a loss of neurons during the early stages of 
Alzheimer disease. doi:10.1128/9781555818890.ch10.f10.53
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neurons, and prevention of nerve cell death. Based on these features, the 
nerve growth factor gene has been considered as a therapeutic agent for 
Alzheimer disease and other neurodegenerative disorders.

Animal studies have established that nerve growth factor can prevent 
the degeneration of cholinergic neurons due to amyloid accumulation 
and other injurious events. Also, nerve growth factor boosts cholinergic 
neuron activity and can reverse some memory loss. A phase I trial was 
therefore initiated for the ex vivo gene delivery of the nerve growth factor 
gene into the brains of eight Alzheimer disease patients. Fibroblasts were 
removed from individuals with mild Alzheimer disease, transduced with 
a retrovirus carrying the nerve growth factor gene, and introduced into 
each recipient. No adverse effects were noted after 2 years, and the rate 
of cognitive decline was slowed. As well, positron emission tomography 
scans showed increased brain activity. However, expression of the nerve 
growth factor gene declined after about 18 months. Nevertheless, these 
results were encouraging enough to warrant an additional phase I trial. 
At this point, the researchers switched the protocol from an ex vivo gene 
therapy strategy to one that used a nerve growth factor cDNA–AAV2 
vector system. Not only is this viral system easier to administer to pa-
tients, but also gene expression may be maintained for longer periods. 
In a phase I trial, this vector was infused directly into the nucleus basalis 
of Meynert on both sides of the brain. After 12 months, no adverse oc-
currences were recorded. Importantly, the rate of cognitive decline was 
curtailed and brain activity was enhanced. A future phase II trial will de-
termine whether this strategy effectively limits the progress of Alzheimer 
disease.

X-Linked Adrenoleukodystrophy

In X-linked adrenoleukodystrophy, as a result of a defective ABCD1 
gene, which encodes the adrenoleukodystrophy protein (located in the 
peroxisome plasma membrane), there is an excess accumulation of hex-
acosanoic acid (C26:0) (Fig. 10.54A) and tetracosanoic acid (C24:0) in the 
plasma of affected individuals. The buildup of these very-long-chain fatty 
acids causes a range of clinical effects with various degrees of severity. The 
adrenoleukodystrophy protein is an ATP cassette transporter that delivers 
very-long-chain fatty acids into peroxisomes, where they are degraded 
(Fig. 10.54B and C). Mutations of the ABCD1 gene that interfere with the 
transport of very-long-chain fatty acids into peroxisomes lead to the ac-
cumulation of these molecules in neurons, adrenal glands, and the blood 
system (Fig. 10.54D).

In about 35% of the cases of this disease, onset is between 3 and 
10 years of age, with progressive behavioral, learning, and neurological 
impairment within 3 years of onset, followed by coma, and then death 
in the early teens (childhood cerebral adrenoleukodystrophy). The most 
common type of X-linked adrenoleukodystrophy is designated adren-
omyeloneuropathy, which occurs in about 45% of the cases and begins 
in individuals who are about 30 years old. The course of this version of 
X-linked adrenoleukodystrophy is usually slow, with loss of mobility due 
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to spinal cord and peripheral nerve demyelination. In about 20% of these 
individuals, cerebral demyelination leads to early death.

There is no general treatment that signifi cantly affects the neuro-
logical symptoms of X-linked adrenoleukodystrophy. Successful bone 
marrow or hematopoietic stem cell transplants can slow the progress 
of this disease due to cells entering the central nervous system and 
forming microglial cells. These brain cells have functioning adrenoleu-
kodystrophy protein molecules that enable very-long-chain fatty acids 
to be degraded. To overcome the lack of a matched donor, ex vivo gene 
therapy with autologous hematopoietic stem cells that were transduced 
with a self-inactivating lentivirus carrying an ABCD1 cDNA sequence 
was conducted on two young boys with symptomatic X-linked adreno-
leukodystrophy. After 30 months, expression of adrenoleukodystrophy 
protein was observed in different types of blood and immune cells. In ad-
dition, from about 12 months onward, demyelination within the brains 
of both patients had demonstrably declined. Further testing will deter-
mine if ex vivo gene therapy routinely alleviates the effects of X-linked 
adrenoleukodystrophy.
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summary

Several human disorders that result from the overproduc-
tion of a normal protein may be treated by using (i) nucle-
otide sequences that bind to a specifi c mRNA and prevent 
its translation, i.e., an antisense oligonucleotide; (ii) small 
RNA molecules, i.e., aptamers, that assume highly orga-
nized secondary and tertiary structures and bind tightly to 
a wide range of molecules, including proteins and amino 
acids; (iii) RNA or DNA sequences that bind and cleave 
specifi c RNA molecules, i.e., ribozymes or DNAzymes; or 
(iv) small double-stranded RNA molecules that direct the 
sequence-specific degradation of mRNA, i.e., interfering 
RNAs. In addition, zinc fi nger nucleases may be used to di-
rectly repair a cell’s defective genes. These techniques may 
also be used to lessen or prevent diseases caused by patho-
genic viruses and other disease-causing organisms.

The development of effective treatments for genetic diseases 
has been elusive because, in many instances, the appropri-
ate gene product cannot be provided to a patient. However, 
when a normal version of a gene is identifi ed and cloned, ei-
ther the gene or a cDNA derivative may be used to correct 
the defect in affected individuals. Numerous viral systems 
have been developed for the delivery of therapeutic genes. 
Viral vectors take advantage of the ability of a virus to pen-
etrate a specifi c cell, protect the DNA from degradation, and 
direct it to the cell nucleus. Several viruses have been engi-
neered for gene therapy applications. Packaging cell lines for 
some viral systems ensure that virtually no infectious viruses 
are present in a sample of vector viruses.

The key requirements for gene therapy are the effi cient and 
safe delivery of a therapeutic gene to a specifi c tissue in suf-
fi cient numbers such that the introduced gene can alleviate a 
particular disorder. Somatic cell gene therapy is implemented 

in one of two ways: in vivo or ex vivo. For in vivo gene ther-
apy, a therapeutic gene is introduced into a targeted tissue of 
the patient. Ex vivo gene therapy entails collecting and cul-
turing stem cells from an affected individual, introducing the 
therapeutic gene into these cultured cells, growing the cells 
with the therapeutic gene, and then either infusing or trans-
planting these cells back into the patient.

Construction of an effective viral delivery system includes 
making space for a therapeutic gene within the viral genome, 
creating a system for packaging the therapeutic gene–virus 
constructs into a virus particle, and ensuring that the virus 
carrying the therapeutic gene is not harmful to either the tar-
geted cell, unless it is a cancer cell, or the recipient organism. 
For the gammaretrovirus and lentivirus vectors, SIN systems 
were devised to avoid unwanted transcription of adjacent 
chromosome regions after integration. Other viruses, such as 
AAV, adenovirus, and HSV, have been altered to create vec-
tors that deliver therapeutic genes to targeted cells.

The greatest impediment to the development of nucleic 
acid-based therapeutic agents is the diffi culty in delivering 
these agents to their target tissue(s). Nonviral approaches for 
the delivery of nucleic acid-based therapeutic agents include 
intravenous injection, local injection at the site of the pa-
thology, packaging the nucleic acid into cationic liposomes, 
physical methods (e.g., electroporation), and conjugating the 
nucleic acid to another molecule (e.g., lipid, cholesterol, anti-
body fragment, or aptamer).

Although they are still at an early stage of development, gene 
therapy clinical trials have been initiated for a wide range 
of diseases. These include SCID and many different cancers, 
as well as eye, muscle, and neurological disorders. In many 
instances, the results of phase I and phase II clinical studies 
have been encouraging.

review questions

1.  How can antisense oligonucleotides be used as a thera-
peutic agent?

2.  What is an aptamer, how is it selected, and how is it used 
as a therapeutic agent?

3.  What are ribozymes, and how can they be used as human 
therapeutic agents?

4.  What are DNAzymes, and how do they compare to 
ribozymes?

5.  What are interfering RNAs, and how might they be used 
as human therapeutic agents?

6.  How can the interferon response, which is usually induced 
by double-stranded RNA, be avoided when utilizing siRNAs 
as therapeutic agents?

7.  How can the progression of age-related macular degener-
ation be limited using RNA therapeutics?

8.  How can zinc fi nger nucleases be used to repair a cell’s 
defective genes?

(continued)
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18.  Describe how the AIDS virus can be used as a vector sys-
tem. What are the advantages of a lentivirus-based vector for 
gene therapy?

19.  A variety of novel delivery strategies have been devel-
oped to introduce nucleic acids to their cellular targets. 
These include the use of lipids, dendrimers, antibodies, and 
aptamers. Briefl y explain how these strategies may be used 
in practice.

20.  Describe how the prodrug strategy works.

21.  How are bacteria and bacterial minicells used to specifi -
cally deliver therapeutic nucleic acids to their cellular targets?

22.  Discuss how transposons may be used as gene delivery 
agents.

23.  Describe a gene therapy strategy that has been tested for 
alleviating the motor effects of Parkinson disease.

review questions (continued)

9.  What is ex vivo gene therapy?

10.  What is in vivo gene therapy?

11.  What are the features of an idealized viral vector delivery 
system?

12.  What are the potential problems that might prevent the 
success of a gene therapy strategy?

13.  What is a packaging cell line?

14.  Describe how an AAV gene therapy vector is packaged.

15.  What are the advantages and disadvantages of gam-
maretrovirus, adenovirus, and herpesvirus vector systems?

16.  Describe the basic features of an HSV-based vector 
system.

17.  What is a self-complementary AAV vector?
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Vaccination: Overview

It has become increasingly evident that our understanding of how to stim-
ulate an optimum immune response to combat a specifi c pathogen that 
induces an infectious disease, whether the parameters of such a response 
are shared by all pathogens, and if they can be induced by a vaccine at 
the optimum time and location will require novel rational design and 
approaches. This chapter presents the advantages, limitations, and future 
challenges of the use of various types of vaccines to protect against a host 
of many different types of existing and emerging bacterial, viral, and par-
asitic infectious diseases, autoimmune diseases, and cancers in the 21st 
century.

Advantages

The attainment and maintenance of health, a major goal of our society, 
provide a high quality of life in high-income countries and an improved 
quality of life in poor countries. Much recent progress in raising the 
standard of health care has resulted from the signifi cant contribution of 
vaccination to the prevention of infectious diseases. Vaccines have revo-
lutionized health care during the 20th century. They have provided one 
of the most effective interventions in modern medicine and have elimi-
nated most of the childhood diseases that previously caused millions of 
deaths. Two years ago, Bill Gates said that “vaccines are one of the best 
investments we can make in the future because healthy people can drive 
thriving economies.”

Beginning with Edward Jenner’s fi rst use of a vaccine against smallpox 
in 1796, vaccines have become the sine qua non choice for the eradication 
of disease (see chapter 5). While smallpox claimed about 375 million lives 
in the 20th century, it is noteworthy that no deaths from smallpox have 
been registered since a successful eradication campaign in 1978. Today, a 
large number of people are alive and well due to the more than 70 vaccines 
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now licensed for use against approximately 30 microbes (Fig. 11.1 and 
11.2). Diseases including diphtheria, measles, mumps, poliomyelitis, ru-
bella, smallpox, and others gave rise to more than 39 million infections in 
the 20th century in Canada and the United States. Despite this alarming 
number of infections, vaccines have since reduced considerably the fre-
quencies of these diseases (Table 11.1). This public health intervention 
owes its success not only to the identifi cation of effective vaccines but 
also to an effi cient infrastructure for vaccine production, regulatory and 
safety procedures, and vaccine delivery. Vaccines are the most economical 
and benefi cial way to protect against serious epidemics. Society benefi ts 
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Figure 11.1  Timeline for vaccine development. Shown are major milestones and ad-
vances in vaccine development since Edward Jenner’s fi rst use of vaccination against 
smallpox in 1796, including the birth of immunology in the 1880s. rDNA, recom-
binant DNA. Adapted from Nabel, N. Engl. J. Med. 368: 551–560, 2013, with per-
mission from the Massachusetts Medical Society (original fi gure copyright © 2013 
Massachusetts Medical Society). doi:10.1128/9781555818890.ch11f.11.1

Table 11.1  Comparison of estimated number of cases with infectious diseases in the 
United States in the 20th century pre- and post-vaccine usage

Disease
No. of prevaccine cases in the 

20th century (millions) No. of deaths in 2002

Diphtheria 17.6 2

Haemophilus infl uenzae type b 2.00 22

Measles 5.03 36

Mumps 1.52 236

Pertussis 1.47 6,632

Poliomyelitis 1.63 0

Rubella 4.77 20

Smallpox 4.81 0

Tetanus 0.13 13

Data are from the Centers for Disease Control and Prevention, MMWR Morb. Mortal. Wkly. Rep. 48: 
243–248, 1999, and Roush and Murphy, JAMA 298: 2155–2163, 2007.

The vaccines used were against the causative agents of the diseases.
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economically by reduced hospitalization, avoidance of long-term disabil-
ity, and diminished absence from work. Thus, vaccines provide the most 
cost-effective means to save lives, preserve good health, and maintain a 
high quality of life.

Limitations

Infectious diseases still have a negative impact on too many human lives. 
This is partially due to the fact that vaccines have not yet realized their 
full potential. Effective vaccines are often not available in developing 
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1986
Hepatitis B

surface antigen
recombinant

1989
Typhoid

(Salmonella strain Ty21a), live

1992
Japanese encephalitis, inactivated

1991
Cholera (WC-rBC)

1993
Cholera (recombinant toxin B)

1995
Varicella (chicken pox)

1994
Cholera, live attenuated

Typhoid (Vi polysaccharide)

1996
Acellular pertussis (whooping cough), various

Hepatitis A, inactivated

1998
Lyme disease bacterium OspA protein

2000
Heptavalent pneumococcal conjugate

1999
Rotavirus reassortants

Meningococcal conjugate (group C)

2003
Cold-adapted influenza

2005
Meningococcal quadrivalent conjugates

2006
Zoster (shingles), live

Rotavirus (attenuated and new reassortants)

Human papillomavirus recombinant quadrivalent

2012
21-valent pneumococcus

Meningococcal CY 
serogroups and Haemophilus
influenzae type b

2009
Japanese encephalitis (Vero cell)

Cholera (whole cell only)

Human papillomavirus
recombinant bivalent

2011
Adenovirus serotypes 4 and 7

2010
13-valent pneumococcal conjugates

Figure 11.2  Timeline for commercial vaccines licensed from 1980 to 2012 against 
the indicated pathogens. OspA, outer surface protein A; WC, whole-cell Vibrio 
cholerae O1; rBC, recombinant B subunit of cholera toxin. Adapted from Nabel, 
N. Engl. J. Med. 368: 551–560, 2013, with permission from the Massachusetts 
Medical Society (original fi gure copyright © 2013 Massachusetts Medical Society). 
doi:10.1128/9781555818890.ch11f.11.2
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countries. The Global Alliance for Vaccines and Immunization estimates 
that more than 1.5 million children die every year from vaccine-preventable 
diseases. Second, effective vaccines are also not yet available for many 
leading diseases, including human immunodefi ciency virus (HIV)/AIDS, 
tuberculosis, and malaria, which incur more than 5 million deaths glob-
ally each year (Table 11.2). Natural immunity to infection and protective 
immune responses have been reported for most vaccines licensed since 
1990 (Fig. 11.2). However, it has proven diffi cult thus far to show pre-
ventative immunity for vaccines used to treat HIV infection, tuberculosis, 
and malaria.

HIV
human immunodefi ciency virus

Table 11.2  Some infections for which vaccines are not yet available

Disease Estimated no. of annual deaths worldwide

Malaria 1,272,000

Schistosomiasis 15,000

Intestinal worm manifestation 12,000

Tuberculosis 1,566,000

Diarrheal disease 1,798,000

Respiratory infections 3,963,000

HIV/AIDS 2,777,000

Measles 611,000

The estimated mortality data shown for 2002 were obtained from Murray et al., p. 1–38, in Ezzati et al. 
(ed.), Comparative Quantifi cation of Health Risks: Global and Regional Burden of Disease Attributable to 
Selected Major Risk Factors (World Health Organization, Geneva, Switzerland, 2004).

Note that current measles vaccines are effective but are heat sensitive, which makes their use diffi cult in 
tropical countries.

Table 11.3  Licensure of commercial vaccines between 1920 and 1990

Vaccine(s) Year

Diphtheria toxoid 1923

Pertussis 1926

Tetanus toxoid 1923

Tuberculosis (BCG) 1927

Yellow fever 1935

Infl uenza 1936

Typhus 1938

Polio (injected inactivated) 1955

Polio (oral live), measles (live) 1963

Mumps (live) 1967

Rubella (live) 1969

Anthrax (secreted proteins) 1970

Meningococcal polysaccharides 1974

Pneumococcus polysaccharides 1977

Adenovirus (live), rabies (cell culture) 1980

Hepatitis B (plasma derived), tick-borne encephalitis 1981

H. infl uenzae type b polysaccharide 1985

Hepatitis B surface antigen recombinant 1986

H. infl uenzae conjugate 1987

Typhoid (salmonella strain Ty21a, live) 1989

Data were obtained from Nabel, N. Engl. J. Med. 368:551–560, 2013. Adapted with permission from 
the Massachusetts Medical Society (original fi gure copyright © 2013 Massachusetts Medical Society).

The year of licensure of several vaccines for various pathogens during the period from 1970 to 1990 is 
shown.
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Additional drawbacks in vaccine development arise from many vac-
cine technologies being outdated and not well suited to rapidly address 
emerging outbreaks. For example, the production of infl uenza vaccines 
relies on technology developed 50 years ago (growth in chicken embryo 
eggs) and the use of Haemophilus infl uenzae strains licensed more than 
20 years ago (Table 11.3). Current seasonal infl uenza vaccines may not be 
well matched or effective against circulating viral strains. Moreover, the 
unanticipated emergence of new strains of infl uenza virus, e.g., from an 
animal reservoir in the 2009 infl uenza A (H1N1) pandemic, prohibited 
vaccine developers from rapidly developing a new vaccine strain. Thus, 
while much success has resulted from the synthesis of many vaccines in 
the 20th century, many challenges remain for the production of effi ca-
cious vaccines in the 21st century. Today, more than 2 billion humans 
suffer from diseases that theoretically could be reduced signifi cantly by 
vaccination. In addition, new diseases for which vaccines might be useful 
continue to emerge.

Current vaccines typically consist of either an inactivated (killed) 
(Fig. 11.3A) or an attenuated (live, nonvirulent) pathogen (Fig. 11.3B). 
Traditionally, the pathogen is grown in culture, purifi ed, and either 

A Heat-killed or formalin-inactivated vaccine

B Live attenuated vaccine

Pathogen

Heat or
chemicals Administer

Dead, but antigenicity
is retained

Live, attenuated
cells or viruses

Attenuated
pathogen

Alive, with
same antigenicity

Antigens

Vaccine stimulates
immunity, but
pathogen cannot
multiply

Virulence is
eliminated or

reduced Administer Vaccine stimulates
immunity, and
pathogen multiplies

Figure 11.3  Inactivated and attenuated forms of a vaccine. The methods of produc-
tion of inactivated and attenuated forms of a vaccine are shown. The main difference 
between these forms is that while an inactivated vaccine stimulates immunity and can-
not multiply, a live attenuated vaccine can both stimulate immunity and also multiply. 
doi:10.1128/9781555818890.ch11f.11.3
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inactivated or attenuated without losing its ability to evoke an immune 
response that is effective against the virulent form of the pathogen. Al-
though considerable success has been achieved in creating effective vac-
cines against many infectious diseases (Table  11.1), there are several 
limitations to the current mode of vaccine production. Adaptation to 
growth in culture, requirement for large-scale growth, production and 
yield, relevant safety issues, insuffi cient attenuation and introduction of 
virulent organisms, attenuation reversion, limited shelf life, and need for 
refrigeration pose some of the limitations associated with viral growth 
and vaccine production (Box 11.1).

Current Vaccine Design

During the last two decades, recombinant DNA technology has provided 
a means of creating a new generation of vaccines that overcome the draw-
backs of traditional vaccines. The availability of gene cloning has enabled 
researchers to contemplate various novel strategies for vaccine develop-
ment, as summarized in Box 11.2.

Because of less stringent regulatory requirements, the fi rst vaccines 
that were produced by recombinant DNA techniques were for animal 
diseases, such as foot-and-mouth disease, rabies, and scours, a diarrheal 
disease of pigs and cattle. In addition, many more animal vaccines are 
currently being developed. For human diseases, a large number of recom-
binant vaccines are currently in various stages of development, including 
clinical trials (Table 11.4).

In addition to the use of recombinant DNA technology, the following 
observations may facilitate our goal to construct new and improved vac-
cines for the 21st century. By 6 years of age, children in Canada and the 
United States receive 10 different vaccines that protect against 14 different 
viral and bacterial diseases. Nine of these vaccines are delivered intramus-
cularly into an arm or leg. Several contain attenuated (live, nonvirulent) 

box 11.1
Limitations to the Current Mode of Vaccine Production

• As not all infectious agents can be 
grown in culture, vaccines have not 
been developed for several diseases.

• Production of animal and human 
viruses requires animal cell culture, 
which is expensive.

• Both the yield and rate of produc-
tion of animal and human viruses in 
culture are often quite low, making 
vaccine production costly.

• Extensive safety precautions are 
necessary to ensure that laboratory 
and production personnel are not 
exposed to a pathogenic agent.

• Batches of vaccine may not be killed 
or may be insufficiently attenuated 
during the production process, 
thereby introducing virulent organ-
isms into the vaccine and inadver-
tent spread of the disease.

• Attenuated strains may revert, a 
possibility that requires continual 
testing to ensure that the reacquisi-
tion of virulence has not occurred.

• Not all diseases (e.g., AIDS) are 
preventable by the use of traditional 
vaccines.

• Most current vaccines have a 
limited shelf life and often require 
refrigeration to maintain potency. 
This requirement creates storage 
problems in countries with rural 
areas not equipped with electrical 
wires and facilities.
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or inactivated (killed) viruses, whereas others are composed of bacterial 
sugars, virus-like particles, or purifi ed proteins. Only some vaccines may 
be formulated with aluminum-based adjuvants (agents that stimulate im-
munity). Despite these differences, upon injection they all induce protec-
tive immunity against an array of pathogens that target different tissues 
and use different strategies of immune evasion.

Taken together, the above-mentioned fi ndings suggest that these vari-
ous vaccines may use common mechanisms to induce protection and that 
these mechanisms may be identifi ed and applied to the development of 
future vaccines. However, while signifi cant advances have been made to 
rationally develop vaccines by optimization of a few factors, including de-
livery systems, size of particulate vaccines, targeting of antigen-presenting 
dendritic cells, and addition of components (T-cell epitopes) to improve 
vaccine effi cacy, the following problems must still be solved to success-
fully develop these vaccines. Systems biology approaches have identifi ed 
molecular signatures of the immune responses to infl uenza and yellow 
fever vaccines, but these signatures do not correlate with protection con-
ferred by the vaccines. Preclinical studies of new adjuvants have revealed 
novel insight into their stimulatory effects on innate immune cells, al-
though for many of these adjuvants, the key pathways by which they 
induce protective immunity remain unknown. One can now predict T-cell 
receptor (TCR) and B-cell receptor epitopes and their immunogenicity, 
but the accuracy of these methods still requires improvement for rou-
tine application. Moreover, the recent experiences with the malaria and 
dengue vaccines show that predicting immunogenicity is not equivalent to 
predicting protection. Different pathogens have different degrees of anti-
genicity, mutation rates, and mechanisms to bypass protective immunity. 
A given pathogenic infection might be blocked if the right magnitude, 
breadth, and potency of immune response are rapidly recruited upon 

TCR
T-cell receptor

box 11.2
Application of Gene Cloning Technology 
to the Development of Novel Vaccines

Virulence genes may be deleted 
from a pathogen, with the pro-
viso that the modifi ed pathogen 

can still stimulate a vigorous immune 
response. Thus, the genetically modifi ed 
pathogen may be used as a live vaccine 
without concern about reversion to vir-
ulence, as it is not possible for a whole 
gene to be reacquired spontaneously 
during growth in culture.

Live nonpathogenic carrier sys-
tems that carry discrete antigenic 

determinants of an unrelated patho-
gen may be created. In this form, the 
carrier system facilitates the induction 
of a strong immune response directed 
against the pathogen.

For pathogens that cannot be 
maintained in culture, the genes for 
the proteins that have critical antigenic 
determinants can be isolated, cloned, 
and expressed in an alternative host 
system, such as Escherichia coli or 
a mammalian cell line. These cloned 

gene proteins can be formulated into a 
vaccine.

Some pathogens do not damage 
host cells directly. Rather, disease 
results when the host immune system 
attacks its own (infected) cells. For 
such a disease, it may be possible to 
induce the activity of pathogen-specifi c 
targeted CTLs. Although not a true 
vaccine, these CTLs attack only 
infected cells, thereby removing the 
source of the adverse immune re-
sponse. In these cases, the gene for a 
fusion protein is typically constructed. 
After one part of this fusion protein 
binds to an infected cell, the other part 
kills the infected cell.



600 C H A P T E R  1 1

initial infection. The objective is to achieve active immunity, which refers 
to antibody and/or cell-mediated immune responses elicited by adminis-
tration of the vaccine (see chapters 2 and 4). Both active immunity and 
immune memory (see chapters 2 and 4) induced by a vaccine resemble 
the type of immunity observed upon natural infection but without risk 
of disease. The various strategies currently used for the development of 
different types of vaccines and immunity (Table 11.5) address how these 
problems may be overcome. It remains to be determined whether some 
or all of the requirements for an effective vaccine can be met (Box 11.3).

Table 11.4  Human disease agents for which recombinant vaccines are currently 
being developed

Pathogenic agent Disease

Viruses

Varicella-zoster viruses Chicken pox

Cytomegalovirus Infection in infants and immunocompromised patients

Dengue virus Hemorrhagic fever

Hepatitis A virus High fever, liver damage

Hepatitis B virus Long-term liver damage

HSV-2 Genital ulcers

Infl uenza A and B viruses Acute respiratory disease

Japanese encephalitis Encephalitis

Parainfl uenza virus Infl ammation of the upper respiratory tract

Rabies virus Encephalitis

Respiratory syncytial virus Upper and lower respiratory tract lesions

Rotavirus Acute infantile gastroenteritis

Yellow fever virus Lesions of heart, kidney, and liver

HIV AIDS

Bacteria

Vibrio cholerae Cholera

E. coli enterotoxin strains Diarrheal disease

Neisseria gonorrhoeae Gonorrhea

Haemophilus infl uenzae Meningitis, septicemic conditions

Mycobacterium leprae Leprosy

Neisseria meningitidis Meningitis

Bordetella pertussis Whooping cough

Shigella strains Dysentery

Streptococcus group A Scarlet fever, rheumatic fever, throat infection

Streptococcus group B Sepsis, urogenital tract infection

Streptococcus pneumoniae Pneumonia, meningitis

Clostridium tetani Tetanus

Mycobacterium tuberculosis Tuberculosis

Salmonella enterica serovar Typhi Typhoid fever

Parasites

Onchocerca volvulus River blindness

Leishmania spp. Internal and external lesions

Plasmodium spp. Malaria

Schistosoma mansoni Schistosomiasis

Trypanosoma spp. Sleeping sickness

Wuchereria bancrofti Filariasis
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Subunit Vaccines

Traditional vaccines generally consist of either inactivated or attenuated 
forms of a pathogen. The antibodies elicited by these vaccines stimulate 
an immune response to inactivate (neutralize) pathogens by binding to 
proteins on the outer surface of the pathogen. For disease-causing viruses, 
purifi ed outer surface viral proteins, either capsid or envelope proteins 
(Fig. 11.4), are often suffi cient for eliciting neutralizing antibodies in the 
host organism. Vaccines that use components of a pathogen rather than 
the whole pathogen are called subunit vaccines.

Subunit vaccines offer the potential to develop safe and highly 
characterized vaccines that target immune responses toward specifi c 
epitopes. Since they are composed of individual components (e.g., an-
tigens, adjuvants, delivery systems, and targeting moieties), they enable 
the production of custom vaccines beyond that provided by traditional 
whole-attenuated-pathogen approaches. Using recombinant DNA tech-
nology, the generation of libraries of different vaccine components per-
mits the selection of vaccine constituents to stimulate immune responses 

Table 11.5  Vaccine strategies

Type of vaccine Example(s) Form of protection

Subunit (antigen) vaccines Tetanus toxoid, diphtheria toxoid Antibody response

Conjugate (peptide) vaccines Haemophilus infl uenzae infection Th cell-dependent antibody response

DNA vaccines Clinical trials ongoing for several infections Antibody and cell-mediated immune responses

Live attenuated or killed bacteria BCG, cholera Antibody response

Live attenuated viruses Polio, rabies Antibody and cell-mediated immune responses

Vector vaccines (viruses, bacteria) Clinical trials of HIV and vaccinia virus and 
tuberculosis bacteria

Antibody and cell-mediated immune responses

Examples of different types of vaccines are provided, and the nature of the protective immune responses induced by these vaccines is summarized. Toxoid is a 
modifi ed bacterial toxin that is altered so that it is nontoxic but still retains the ability to stimulate the formation of protective antibodies.

box 11.3
Requirements for an Effective Vaccine

Safe and protective
• The vaccine must not elicit illness or 

death, and it must protect against 
illness resulting from exposure to 
live pathogen. Protection against 
illness must be sustained for several 
years (T- and B-cell-mediated im-
mune memory).

Nature of infectious pathogen
• Extracellular: must induce protec-

tive neutralizing antibodies

• Intracellular: must induce a protec-
tive CD8+ CTL response

Host defense at point of entry of 
infectious agent
• Mucosal immunity: an important 

goal of vaccination against many 
organisms that enter through mu-
cosal surfaces (e.g., oral and nasal)

Preexisting antibodies at the time of 
exposure to the infection
• Antibodies against extracellular 

pathogens (diphtheria and teta-
nus exotoxins) may not protect 
against infection by these exotoxins 
and may require vaccination for 
protection.

• Antibodies to an intracellular 
pathogen (poliovirus) may not 
be protective and may require 
vaccination to activate T cells for 
protection.

Antibodies and T cells directed against 
the correct epitopes
• Antibodies against many epitopes 

may be elicited, but only some 
of these epitopes may confer 
protection.

• T-cell epitopes recognized can also 
affect the nature of the response.

Practical considerations
• Cost-effective (low cost per dose); 

biologically stable; ease of admin-
istration, few (or no) adverse side 
effects
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that yield protective immunity against a specifi c pathogen. In addition to 
the identifi cation of antigens and their components that can elicit pro-
tective or therapeutic immunity, the use of appropriate adjuvants that 
stimulate potent, antigen-specifi c immune responses is equally important. 
Although very few adjuvants are currently used in licensed vaccine formu-
lations, several have been assessed in preclinical studies or are currently 
undergoing human vaccine trials. Adjuvants that enable the generation 
of potent cytotoxic T lymphocyte (CTL) (see chapter 4) responses are of 
particular interest and are essential for the development of therapeutic 
vaccines. The development of new subunit vaccine components is a rather 
important area of investigation upon which future vaccine development 
will be based.

Nonetheless, there are advantages and disadvantages to the use of 
subunit vaccines (Box 11.3). The advantages include the use of a purifi ed 
protein(s) as an immunogen that ensures that the preparation is stable 
and safe, is precisely defi ned chemically (improving lot-to-lot consis-
tency), is free of extraneous proteins and nucleic acids that may initiate 
undesirable side effects in the host organism, enables incorporation of un-
natural components, and can be freeze-dried (permitting nonrefrigerated 
transport and storage). The disadvantages include the high cost of protein 
purifi cation and the fact that an isolated protein or carbohydrate antigen 
(e.g., capsid or envelope derived) may differ in its conformation from that 
achieved in situ and thereby reduce the immunity directed towards this 
antigen. Thus, the decision to produce a subunit vaccine depends on an 
assessment of several biological and economic factors. The current em-
phasis and future direction of subunit vaccine development are discussed 
below, with a focus on the described components and their potential to 
stimulate a desirable and vigorous immune response.

Herpes Simplex Virus

Herpes simplex virus (HSV) has been implicated as a cancer-causing (on-
cogenic) agent, in addition to its more common roles in causing sexually 
transmitted disease, severe eye infections, and encephalitis. Therefore, pre-
vention of HSV infection by vaccination with either killed or attenuated 

CTL
cytotoxic T lymphocyte

HSV
herpes simplex virus

Figure 11.4  Schematic representation of an animal virus. Vi-
ruses consist of a small nucleic acid genome (3 to 200 kb of 
either double- or single-stranded DNA or RNA) present in a 
viral protein capsid. Depending on the virus, the capsid may 
be surrounded by a protein-containing viral envelope (mem-
brane). doi:10.1128/9781555818890.ch11f.11.4
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virus may put the recipient at risk for cancer. Current evidence suggests 
that protection from HSV infection may be best achieved by treatment 
with a subunit vaccine that is not oncogenic.

The primary requirement for creating any subunit vaccine is identifi -
cation of the component(s) of the infectious agent that elicits antibodies 
that react against the intact form of the infectious agent. HSV-1 envelope 
glycoprotein D (gD) is such a component, because after injection into 
mice, it elicits antibodies that neutralize intact HSV. The HSV-1 gD gene 
was isolated and then cloned into a mammalian expression vector and ex-
pressed in Chinese hamster ovary (CHO) cells (Fig. 11.5), which, unlike the 
Escherichia coli system, properly glycosylate foreign eukaryotic proteins. 
The complete sequence of the gD gene encodes a protein that becomes 
bound to the mammalian host cell membrane (Fig.  11.6A). However, 
since a membrane-bound protein is much more diffi cult to purify than a 
soluble one, the gD gene was modifi ed by removing the nucleotides en-
coding the C-terminal transmembrane-binding domain (Fig. 11.6B). The 
modifi ed gene was then transformed into CHO cells, where the prod-
uct was glycosylated and secreted into the external medium (Fig. 11.5). 
In laboratory trials, the modifi ed form of gD was effective against both 
HSV-1 and HSV-2 infections.

However, the successful prevention of HSV infection observed in ani-
mal models has not yet been achieved in many clinical trials of HSV-1 or 
HSV-2 whole or subunit vaccines. Before designing more powerful treat-
ments to treat HSV infection, it is important to identify (i) mechanisms 
of nonprotective immunity associated with natural infection, (ii) major 
effectors of immunity that control the acute and latent phases of herpes-
virus infection, (iii) immune evasion strategies employed by HSV-1 and 
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glycoprotein D

CHO
Chinese hamster ovary

Inject
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Not protected Protected

Infect
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concentrate

Clone Transfect

HSV
Cloned viral gD gene Transfected CHO cell

Secreted gD protein

Figure 11.5  Schematic representation of the development of a subunit vaccine against 
HSV. The isolated HSV gD gene is used to transfect CHO cells, after which the cells 
are grown in culture to produce HSV gD. Mice injected with the purifi ed HSV gD are 
protected against infection by HSV. doi:10.1128/9781555818890.ch11f.11.5
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HSV-2 to dampen the immune response, (iv) protective versus pathogenic 
protein (such as glycoprotein K) antigens among the more than 80 immu-
nogenic HSV proteins, and (v) a safe antigen delivery system.

Cholera

Cholera is a major global public health problem and remains an impor-
tant threat in developing countries, particularly in areas of population 
overcrowding and poor sanitation. Cholera can lead to death within 24 h 
if left untreated. Without treatment, severe infection has a mortality rate 
of 30 to 50%. In 2007, the World Health Organization (WHO) recorded 
177,963 cholera cases and 4,031 deaths worldwide. However, the esti-
mated actual burden of cholera is about 3 to 5 million cases and 100,000 
to 130,000 deaths per year. The disease is endemic to parts of Africa, Asia, 
the Middle East, and South America.

The causative agent of cholera, the bacterium Vibrio cholerae, col-
onizes the small intestine and secretes large amounts of the pathogenic 
hexameric enterotoxin. This toxin consists of one subunit, the A subunit, 
that has ADP-ribosylation activity and stimulates adenylate cyclase and 
fi ve identical B subunits that bind specifi cally to an intestinal mucosal cell 
receptor (see Fig. 7.13A in chapter 7). The A subunit has two functional 
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Figure 11.6  (A) Location of HDV-1 gD with the transmembrane domain in the en-
velope. (B) Extracellular location of soluble gD protein without the transmembrane 
domain. doi:10.1128/9781555818890.ch11f.11.6
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domains: the A1 peptide, which contains the toxic activity, and the A2 
peptide, which joins the A and B subunits. Until recently, a traditional 
cholera vaccine consisting of phenol-killed V. cholerae was commonly 
used. This vaccine generated only moderate protection, typically last-
ing only 3 to 6 months. More recently, a combination vaccine (Duko-
ral) consisting of the heat-inactivated V. cholerae Inaba classic strain, 
heat-inactivated Ogawa classic strain, formalin-inactivated Inaba El Tor 
strain, formalin-inactivated Ogawa classic strain, and a recombinant 
cholera toxin B subunit has been used. The vaccine is taken orally (two 
doses 1 to 2 weeks apart), and recent evidence indicates that this vaccine 
is immunogenic, as it elicits high-titer immunoglobulin G (IgG) and IgA 
antibodies in children. The IgA antibodies found in the gut after oral im-
munization inhibit bacterial colonization and the binding of the toxins 
to intestinal epithelial cells. An additional booster immunization is not 
required until about 3 years later.

An important feature of the combination cholera vaccine is its ability 
to stimulate herd immunity (protection against spread of infection in a 
population based on a critical mass of successfully vaccinated individu-
als). This is a hallmark of orally or nasally administered mucosal vaccines, 
as pathogen-specifi c IgA antibodies prevent infection and therefore reduce 
the virulence and spread of infection. Furthermore, even if the effi cacy of 
a mucosal vaccine is lower than that of most vaccines administered sys-
temically, it might effectively prevent the spread of infection in a given 
population. It follows that a better understanding of how IgA-dependent 
herd immunity can be exploited may result in the enhanced prevention of 
mucosal infections.

Severe Acute Respiratory Syndrome

The fi rst new infectious disease of the 21st century was identifi ed as se-

vere acute respiratory syndrome (SARS), and the fi rst case of SARS was 
reported in the Guangdong province of China in November 2002. In 
2003, there were simultaneous outbreaks of SARS in several major cit-
ies, including Hong Kong, Singapore, and Toronto, Canada. Given the 
high frequency of air travel, the disease rapidly spread to 29 countries on 
fi ve continents. With the assistance of the WHO, authorities in affected 
regions immediately implemented strict infection control procedures, so 
that by 23 September 2003, the outbreak was effectively contained. How-
ever, this was not before a total of 8,096 SARS cases and 774 associated 
deaths were reported. Within a very short time, scientists had identifi ed a 
novel coronavirus, SARS coronavirus (SARS-CoV), as the causative agent 
of the disease.

The overall fatality rates of SARS are currently about 10% in the 
general population and more than 50% in patients 65 years of age and 
older. The most recent epidemic of SARS occurred in Beijing and Anhui 
in China in April 2004 and originated from laboratory contamination. 
Since then, not one new case of SARS has been reported, possibly because 
of continued global vigilance and surveillance and laboratory biosafety 
practices, as well as the euthanizing or quarantining of animals that may 
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have been exposed to SARS-CoV. Although the outbreaks of SARS seem 
to have terminated, SARS remains a safety concern because of the possible 
reintroduction of a SARS-like CoV into humans and the risk of an escape 
of SARS-CoV from laboratories.

SARS-CoV is enveloped and contains a single-stranded plus-sense 
RNA genome of about 30 kilobases (kb). The viral spike (S) protein, 
which is inserted into the viral membrane, binds to a receptor protein 
that is present on the surfaces of mammalian host cells (Fig. 11.7). After 
binding of the virus to the receptor, the viral and cell membranes can fuse 
and facilitate entry of the virus into the cell.

The spikes of SARS-CoV are composed of trimers of S protein, 
which belongs to a group of class I viral fusion glycoproteins that also 
includes HIV glycoprotein 160 (Env), infl uenza virus hemagglutinin 
(HA), paramyxovirus F, and Ebola virus glycoprotein. The SARS-CoV S 
protein encodes a surface glycoprotein precursor predicted to be 1,255 
amino acids in length, and the amino terminus and most of the protein 
are predicted to be on the outside of the cell surface or the virus parti-
cles. The predicted S protein consists of a signal peptide (amino acids 1 
to 12) located at the N terminus, an extracellular domain (amino acids 
13 to 1195), a transmembrane domain (amino acids 1196 to 1215), and 
an intracellular domain (amino acids 1216 to 1255). The S protein is 
composed of two subunits; the S1 subunit contains a receptor-binding 
domain that engages with the host cell receptor angiotensin-converting 
enzyme 2, and the S2 subunit mediates fusion between the viral and host 
cell membranes. The S protein is essential to induce neutralizing antibody 
and T-cell responses, as well as protective immunity, during infection with 
SARS-CoV. Because the S protein mediates receptor recognition as well as 
virus attachment and entry, it is an important target for the development 
of SARS vaccines and therapeutics.

Thus, the extracellular domain of the S protein is an attractive can-
didate for the development of a subunit vaccine. In particular, amino 
acids 318 to 510 bind effi ciently to the host cell receptor protein. De-
termination of the whole nucleotide sequence of the SARS virus in 2003 
was soon followed by the expression of a codon-optimized version of 
this 192-amino-acid peptide in CHO cells. In addition to encoding the 
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Figure 11.7  Schematic representation of the binding of the SARS virus glycosylated S 
protein to its cellular outer surface protein receptor angiotensin-converting enzyme 2 
(ACE2). doi:10.1128/9781555818890.ch11f.11.7
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192-amino-acid S peptide, the DNA construct introduced into the CHO 
cells also included a mammalian secretion signal, an N-terminal (Staph-
ylococcus aureus) protein A purifi cation tag, and a tobacco etch virus 
protease cleavage site (Fig. 11.8). The recombinant protein synthesized in 
CHO cells was secreted into the growth medium, purifi ed by immunoaf-
fi nity chromatography on an IgG column, and then digested with tobacco 
etch virus protease to remove the protein A purifi cation tag. Using this 
construct, the S protein fragment was synthesized and purifi ed. To date, 
the fully glycosylated form of this subunit vaccine candidate has been 
shown to elicit a strong immune response in mice and rabbits. Moreover, 
it was recently shown that this vaccine candidate can protect immunized 
animals against infection with the SARS virus.

Despite the success with current vaccine candidates in the effective 
neutralization of SARS-CoV in young-animal replication models without 
clinical symptoms, it is important to note that they may not protect an 
elderly human population against SARS-CoV infection. Thus, it is essen-
tial to test the vaccine candidates in robust lethal-challenge models using 
aged animals. Future vaccines should effectively protect both the young 
and the elderly populations from infection by either human or animal 
SARS-CoV strains that may cause future SARS epidemics. However, clini-
cal trials of such candidate vaccines are diffi cult to initiate due to a lack of 
SARS-CoV-infected subjects and insuffi cient fi nancial support by the large 
pharmaceutical companies.

Staphylococcus aureus
The gram-positive bacterium Staphylococcus aureus colonizes the skin or 
mucous membranes of about 30% of the human population. It is a major 
cause of localized and invasive infections that occur in skin and soft tissue, 
muscle and liver abscesses, septic arthritis, osteomyelitis, pneumonia, pleu-
ral pus, bloodstream infections (about 88% of all S. aureus infections), en-
docarditis, and toxin-mediated syndromes such as toxic shock syndrome 
and food poisoning. S. aureus also elicits many health care-associated 
surgical site infections. Methicillin-resistant S. aureus (MRSA) strains have 
emerged and spread rapidly in the community and are now the most 
common cause of community-associated skin and soft tissue infections. 
MRSA-induced infections have fewer effective treatment options. The 
morbidity and mortality rates of patients with health care-associated 
MRSA bloodstream infections are about twice those of patients with in-
fections caused by methicillin-susceptible strains. The frequently used an-
tistaphylococcal agents (e.g., vancomycin, linezolid, and daptomycin) are 
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Figure 11.8  Characteristics of part of the recombinant plasmid construct used to 
transfect CHO cells and to produce the fragment of the SARS virus S protein that 
interacts with the host cell receptor. doi:10.1128/9781555818890.ch11f.11.8
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not very effective in treating MRSA infections, and 12 strains of S. aureus 
are fully resistant to vancomycin. Thus, in view of the many limitations 
in the availability of effective therapy for serious S. aureus infections, the 
discovery of a safe and effective S. aureus vaccine for current prevention 
strategies has the potential for great benefi t in public health care.

To address the challenge of treating S. aureus infections, whole-cell at-
tenuated or killed vaccines have been developed. However, these vaccines 
have not been particularly effective. Similarly, subunit vaccines composed 
of individual bacterial surface proteins generate immune responses that 
afford only partial protection when tested in experimental animals.

However, a more effective subunit vaccine has recently been developed 
to protect individuals against S. aureus by combining several of the bacte-
rium’s antigens (Fig. 11.9). Starting with one disease-causing strain of S. 
aureus, 23 bacterial outer surface proteins were identifi ed from genomic 
DNA sequence data. Then, the coding regions of these proteins, minus the 
signal sequences, were amplifi ed by polymerase chain reaction (PCR) and 
cloned into plasmid vectors that enabled the proteins to be expressed in E. 
coli with a poly-His tag at the N terminus of the protein (to facilitate the 
purifi cation of the overexpressed protein). The proteins were expressed 
and purifi ed, and mice were separately immunized with each of the 23 
purifi ed proteins. The immunized mice were subsequently challenged by 
injections of live disease-causing S. aureus. Many of the recombinant sur-
face proteins generated an immune response that afforded partial protec-
tion against staphylococcal disease, with some proteins affording more 
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Figure 11.9  Development of a vaccine against S. aureus. The coding regions of sev-
eral bacterial outer surface proteins from a disease-causing strain of S. aureus were 
cloned into plasmid vectors. The proteins were expressed and purifi ed, and mice were 
separately immunized with each of the purifi ed proteins. The mice were then injected 
with live disease-causing S. aureus. Many recombinant surface proteins generated an 
immune response that afforded partial protection against staphylococcal disease, with 
some proteins affording more protection than others. Mice that were not injected with 
any of the surface proteins but were infected with S. aureus were not protected from 
disease. doi:10.1128/9781555818890.ch11f.11.9
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protection than others. However, over the long term, immunization with 
individual surface proteins afforded only modest protection. A mixture of 
the four proteins that individually generated the most effective antibodies 
was used to immunize mice and was found to completely protect against 
the pathogen. The experimental design ensured that only common, and 
not strain-specifi c, S. aureus surface proteins were used to immunize mice. 
Thus, it is not surprising that the tetravalent subunit vaccine that was 
developed was effective against fi ve different clinical isolates (strains) of 
S. aureus. This work represents an important fi rst step in the development 
of an S. aureus vaccine.

Human Papillomavirus

Human papillomavirus (HPV) infections cause many common sexually 
transmitted diseases. While most of these infections are benign and often 
asymptomatic, persistent infection with some strains of HPV is associated 
with the development of cervical and related cancers, as well as genital 
warts. Over 100 different types of HPV exist, and 15 types have carcino-
genic potential. HPV type 16 (HPV-16) and HPV-18 account for about 
70% of invasive cervical cancers. HPV-16 is also strongly associated with 
cancers in both the anogenital and oropharyngeal (oral part of the throat 
in the digestive and respiratory systems) regions.

Importantly, the recent high rate of increase in the diagnosis of oro-
pharyngeal cancer predicts that this form of HPV-induced cancer will 
surpass cervical cancers caused by HPV by 2020 in the United States. 
The fact that HPV-16 and HPV-18 alone account for most of the ag-
gressive infections suggests that intervention directed specifi cally at these 
types may reduce the burden of disease appreciably. In particular, as HPV-
16 is associated with approximately 50% of cervical cancers, a vaccine 
that prevents HPV-16 infection may signifi cantly decrease the incidence 
of cervical cancer. Moreover, a vaccine directed against several different 
types of HPVs could effectively prevent nearly all HPV-induced cervical 
cancers. Such a vaccine may provide a signifi cant public health care ben-
efi t, as HPV-associated cervical cancer is the third most commonly diag-
nosed cancer and second leading cause of cancer-related death worldwide 
among women, accounting for more than 250,000 deaths per year.

In June 2006, the U.S. Food and Drug Administration approved a vac-
cine that protects women against infection by HPV-6, -11, -16, and -18, 
the types most frequently associated with genital warts (HPV-6 and -11) 
and cervical cancer (HPV-16 and -18). At the end of 2006, this vaccine 
was approved for use in more than 50 countries worldwide. The vaccine, 
called Gardasil, is quadrivalent; i.e., it contains virus-like particles assem-
bled from the major capsid (L1) proteins of the above-mentioned four 
types of HPV (Fig. 11.10 and Box 11.4). The L1 protein can self-assemble 
into virus-like particles that resemble papillomavirus virions, and these 
particles are highly immunogenic, inducing neutralizing antibodies di-
rected against the whole live virus. The gene for the L1 protein from each 
of the four virus types was cloned and expressed in a recombinant Sac-
charomyces cerevisiae (yeast) strain. Following separate fermentations of 
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the four yeast strains, the viral capsid proteins assembled into virus-like 
particles (consisting of the viral capsid without any other viral proteins or 
viral nucleic acid). These virus-like particles were then purifi ed and com-
bined to form the quadrivalent vaccine.

Unfortunately, recent data from the Centers for Disease Con-
trol and Prevention reveal that only 32% of teenagers who qualify for 

Type 6 Type 11 Type 16 Type 18

Figure 11.10  Schematic representation of the virus-like particles assembled from 
cloned and overproduced L1 proteins from the capsids of four different strains of 
HPV. These virus-like particles are the constituents of a commercial subunit vaccine 
against the virus. doi:10.1128/9781555818890.ch11f.11.10

box 11.4
A Vaccine To Prevent Cervical Cancer

On 15 September 2007, the 
headline on the front page 
of The Globe and Mail, a 

Toronto, Canada, newspaper, read, 
“Should your daughter get the needle?” 
The article that followed related how 
the Canadian federal government, in 
conjunction with the Ontario pro-
vincial government, was funding a 
program that would offer free vacci-
nations against HPV to girls in grade 
8 (typically 12- and 13-year-olds). The 
vaccine, which had received approval 
in the United States a year earlier, pro-
vides inoculated women with immunity 
against the viruses that are responsible 
for approximately 70% of all cervical 
cancers and 90% of genital warts. 
Grade 8 was chosen because, accord-
ing to offi cials, it is before most girls 
become sexually active. The vaccine, 
sold under the brand name Gardasil, 
is given by needle in three doses over 
6 months and is approved for females 

between the ages of 9 and 26 years. 
The rationale for giving the vaccine at 
such a young age is related to the fact 
that once a woman has been exposed 
to the four strains of the virus for 
which the vaccine provides protection, 
the vaccine will no longer be effective. 
The three doses of vaccine cost about 
$300 to $400, although those inocu-
lated through this program received the 
vaccine free of charge. Boys can also 
get HPV infections, but testing is still 
under way to determine whether the 
vaccine works as well for them.

According to The Globe and Mail, 
“For many parents it’s a no-brainer: 
anything that will protect their daugh-
ters from cancer . . . is worth the risks.” 
However, at the same time, a small but 
vocal minority has expressed serious 
reservations about this program. On 
one hand, there are individuals who 
do not trust the medical establishment, 
the pharmaceutical companies, and/or 

the government. Others have expressed 
concerns that some girls will naïvely 
believe that this vaccine will protect 
them against any and all sexually 
transmitted diseases and use this as 
a rationale or excuse for becoming 
sexually active at an early age. Still 
others have questioned the potential 
side effects from the vaccine, despite 
the fact that extensive clinical trials 
have shown that they are quite rare. 
Notwithstanding the concerns of some 
individuals, the vaccine was initially 
offered through school inoculation 
programs to young females in the 
Canadian provinces of Newfoundland 
and Labrador, Prince Edward Island, 
Nova Scotia, and Ontario. However, 
by September 2008, all of the other 
provinces in Canada had decided to 
implement this program. The real 
benefi ts of the program (hopefully an 
enormous reduction in cervical cancer) 
may not be known for several decades; 
in the meantime, the debate will con-
tinue. Also, since the vaccine does not 
protect against all strains of HPV, it is 
essential that women continue to get 
an annual Pap test.
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immunization are getting all three of the recommended doses of the quad-
ri valent vaccines in the United States, suggesting that the majority of teens 
remain susceptible to infection with the high-risk HPV-16 and -18 and 
thus susceptible to high-grade disease. In addition, patients already in-
fected with either of these types have not received any therapeutic effect 
with these vaccines, indicating the absence of any benefi t of these vaccines 
for preexisting cervical infection or the presence of cervical lesions.

Therefore, a gap in immune-based coverage of established cervical 
disease currently exists in patients who were infected prior to approval 
of the prophylactic vaccines, as well as those who were approved for 
vaccination but declined to initiate or fi nish the three-dose regimen 
prior to exposure and infection. It is evident that the development of 
an immune-based interventional therapy may signifi cantly benefi t this 
group of patients, by providing them the possibility of a noninvasive, 
nonsurgical option for treatment of HPV infection. Indeed, several recent 
clinical reports of the control and regression of HPV-related disease high-
light the associations and correlations of HPV-specifi c T-cell responses 
in peripheral blood and tissues into which lymphocytes were recruited. 
These fi ndings and others further support the notion that a strong 
HPV-specifi c Th1 cell-biased (see chapters 2 and 4) immune response 
mediated by γ-interferon (IFN-γ) may be important not only for the con-
trol or elimination of infection in precancerous states of HPV-16 and -18 
infection but also for the control or elimination of HPV-induced cervical 
cancer. Recent data show that the IFN-γ-induced activation of CD8+ 
cytolytic T cells that are recruited to tumor tissue and sites of infection 
is essential for these protective T-cell responses and partial clearance of 
HPV-positive lesions. Ongoing clinical trials in which strong Th1- and 
CD8+ T-cell-dependent responses to HPV-16 and -18 are induced will 
reveal whether this approach is benefi cial.

Despite the above-mentioned issues that remain to be overcome with 
global HPV vaccination programs in the United States, there is cause to 
celebrate the extraordinary success of Australia’s HPV vaccination pro-
gram. Remarkable data were recently obtained for about 86,000 new pa-
tients vaccinated with the quadrivalent HPV vaccine beginning in 2007 
from six sexual health clinics in Australia. Vaccine coverage rates were 
excellent and averaged about 80% for all three doses of the quadrivalent 
vaccine. The proportion of women under 21 years of age who had genital 
warts was reduced from 11.5% in 2007 to 0.85% in 2011. Only 13 cases 
of genital warts were observed in women younger than 21 years in these 
six health clinics in 2011. The proportion of women aged 21 to 30 years 
who presented with genital warts was reduced from 11.3% in 2007 to 
3.1% in 2011. Unfortunately, the rate of diagnoses of genital warts in 
women over 30 was unaffected. The proportion of men under 21 years 
old with genital warts also decreased appreciably, from 12.1% in 2007 
to 2.2% in 2011. However, for both heterosexual and homosexual men 
over 21 years old, the percentage of men with genital warts was not re-
duced. Overall, these fi ndings are to be regarded as a major public health 
achievement that may have a very signifi cant impact on the costs of health 
care for sexually transmitted diseases.
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Peptide Vaccines

Does a small peptide fragment of a protein act as an effective subunit 
vaccine and induce the production of neutralizing antibodies? Intuitively, 
one would expect that only those peptides of a protein that are accessible 
to antibody binding, e.g., those on the exterior surface of the virus, are 
immunologically recognized by an antibody and that those located in in-
accessible regions inside the virus particle will be ignored if they do not 
contribute to the conformation of the immunogenic peptide (Fig. 11.11). 
If this is the case, it may be anticipated that short peptides that mimic 
epitopes (antigenic determinants) are immunogenic and may be used as 
peptide vaccines.

However, there are certain limitations to the use of short peptides as 
vaccines: (i) to be effective, an epitope must consist of a short stretch of 
contiguous amino acids, which does not always occur naturally; (ii) the 
peptide must be able to assume the same conformation as the epitope in 
the intact viral particle; and (iii) a single epitope may not be suffi ciently 
immunogenic.

Malaria

Malaria is a parasitic disease transmitted to humans and other vertebrates 
by mosquitoes and is potentially fatal. Historically, the malaria parasite 
is thought to have killed more humans than any other single cause. To-
day, along with HIV and tuberculosis, malaria remains one of the “big 
three” infectious diseases, every year exacting a heavy toll on human life 
and health in parts of Central and South America, Asia, and sub-Saharan 
Africa, where up to 90% of malaria deaths occur. Malaria parasites are 
bigger, more complicated, and wilier than the viruses and bacteria that 
have been controlled with vaccines. Despite decades of research toward 
a vaccine for malaria, this goal has remained elusive. Nevertheless, recent 
advances provide optimism that a licensed malaria vaccine may be avail-
able in the near future.

The genus Plasmodium consists of approximately 125 known spe-
cies of parasitic protozoa, 5 of which (Plasmodium falciparum, P. vivax, 
P. ovale, P. malariae, and P. knowlesi) infect humans and cause malaria. 
Because P. falciparum elicits the most severe malaria disease and deaths, 
it is the target of most vaccine development efforts. The Plasmodium life 
cycle is very complex. Sporozoites from the saliva of a biting female mos-
quito are transmitted to either the blood or the lymphatic system and then 
migrate to the liver and invade liver cells (hepatocytes) (Fig. 11.12). The 
parasite buds off the hepatocytes in merosomes containing hundreds or 
thousands of merozoites. These merosomes lodge in pulmonary capillar-
ies, and while they slowly disintegrate there during a period of 2 to 3 days, 
they release merozoites. The merozoites invade red blood cells (erythro-
cytes), in which the parasite divides several times to produce new mero-
zoites, which then leave the erythrocytes and travel in the bloodstream 
to invade new erythrocytes. The parasite eventually forms gametocytes, 
which may be ingested by feeding mosquitoes. Fusion of the gametes that 
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develop from gametocytes leads to the formation of new sporozoites in 
the mosquito that can infect new individuals, spreading the disease. A 
highly effi cacious pre-erythrocyte-stage vaccine would be expected to 
completely block infection and block transmission, thereby preventing 
parasites from reaching the blood and causing disease.

In the life cycle of the malaria parasite, it is the asexual blood-stage 
multiplication that is responsible for most of the acute symptoms of the 
disease. Thus, malaria vaccines that target the blood stage of the para-
site may prevent or reduce clinical illness without preventing infection. 
In areas where malaria is endemic (maintained in the population), some 
individuals show considerable resistance to the disease despite the fact 
that when their blood is examined, they are found to carry the para-
site. This resistance to the worst symptoms of malaria results from an 
antibody-dependent cellular cytotoxicity mechanism that inhibits parasite 
development. Thus, some individuals who are infected with the malaria 
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Figure 11.12  Infection of an individual with Plasmodium falciparum (a malaria-causing 
parasite) introduced by a mosquito. doi:10.1128/9781555818890.ch11f.11.12
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parasite make antibodies against merozoite surface protein 3 that prevent 
parasite growth. While the N-terminal part of this protein varies consid-
erably among different Plasmodium strains, its C-terminal end is highly 
conserved in these various strains.

Therefore, peptides that correspond to regions of the C terminus of 
merozoite surface protein 3 were synthesized. Human serum antibodies 
from individuals who were resistant to the parasite were affi nity puri-
fi ed based upon their interaction with one or more of these peptides and 
were then tested in an antibody-dependent cellular-cytotoxicity assay. An-
tibodies directed against peptides B, C, and D (Fig. 11.13) had a major 
inhibitory effect on parasite growth. Based on the ability of peptides B, 
C, and D to bind to and select protective antibodies, peptide 181–276 of 
merozoite surface protein 3 was synthesized and is currently being tested 
in clinical trials as a novel malaria vaccine. While more research needs to 
be done, current evidence suggests that synthetic peptide vaccines may be-
come highly specifi c, relatively inexpensive, safe, and effective alternatives 
to traditional vaccines.

Despite the promise that peptide vaccines hold for the prevention of 
malaria infection, it is important to note that both humoral and cellu-
lar factors contribute to acquired immune protection against malaria. 
While cellular immune responses are more effective in controlling the pre-
eryth rocyte stages of malaria infection, antibodies are better at blocking 
erythrocyte invasion to suppress blood-stage infection. For these reasons, 
cellular immune responses are emphasized more in the development of 
preerythrocyte vaccines and antibody responses more in the development 
of blood-stage vaccines.

However, the basis of protective immunity against malaria is poorly 
understood and requires further experimentation, as clinical protection 
does not seem to correlate closely with a specifi c immune response as yet. 
Moreover, since the host immune response to malaria infection contrib-
utes to the pathogenesis of malaria, a vaccine may increase the risk of 
harmful infl ammatory responses to subsequent infection, especially for a 
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Figure 11.13  Schematic representation of Plasmodium falciparum merozoite surface 
protein 3 and peptides corresponding to portions of the C terminus. The peptides, la-
beled A to F, are drawn to scale, with the numbers above the whole protein indicating 
the amino acid number (counting from the N terminus). The fi nal peptide is currently 
being tested in clinical trials for effi cacy as a malaria vaccine.
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vaccine directed against the blood stages that mediate pathology. Thus, 
the monitoring and prevention of such adverse infl ammatory responses 
to malaria vaccines or to postvaccination malaria infection are important 
aspects of clinical malaria vaccine development, especially for blood-stage 
vaccines.

In November 2012, a large phase IIIb trial of the most advanced ma-
laria vaccine in development, RTS,S/AS01, was reported. RTS,S contains 
the repeat and T-cell epitope regions of the immunodominant cir cum-
spo rozoite, which covers the exterior of the parasite when it fi rst enters 
the body after the bite of an infected mosquito (Fig. 11.12). The repeat 
and T-cell epitope regions are fused to the hepatitis B virus surface anti-
gen to form protein particles in the presence of an additional S antigen 
and are administered with the liposomal-based AS01 adjuvant (adjuvant 
system 01, a proprietary adjuvant system from GSK Biologicals) to boost 
the immune response (Fig.  11.14). AS01 contains 3-deacylated mono-

phosphorylated lipid A (MPL), a detoxifi ed product of the Re595 strain 
of Salmonella enterica serovar Minnesota. MPL binds to and stimulates 
Toll-like receptor 4 (TLR4), which activates both humoral and cellular 
immune responses. AS01 also consists of the QS21 compound, a saponin 
derived from the bark of the South American Quillaja saponaria tree.

In African infants, this trial showed only 31% protection against clin-
ical malaria compared with a control nonmalaria vaccine. The result was 
in contrast to the promising fi nding of 55.8% protection in an earlier 
and smaller phase IIIa trial with RTS,S in children aged 5 to 17 months 
at trial enrollment in the fi rst 12 months after vaccination. In addition, 
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Figure 11.14  Schematic representation of the RTS,S hybrid vaccine particle used 
in the treatment of malaria. The central repeat (R) region is derived from the Plas-
modium falciparum circumsporozoite protein (CSP) and is genetically fused to the 
T-cell epitope (T) and surface antigen (S) regions derived from the hepatitis B virus. 
The hybrid protein, RTS, expressed in transformed Saccharomyces cerevisiae yeast 
cells, self-assembles into virus-like particles similar to native hepatitis B surface anti-
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lipid bilayer of a cell membrane. Adapted from Regules et al., Expert Rev. Vaccines 10: 
589–599, 2011, with permission. doi:10.1128/9781555818890.ch11f.11.14
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in the initial trial of RTS,S in adults, the three formulations used induced 
similar antibody and T-cell responses, but only one formulation protected 
against malaria. The fi nding that the kind and quality of immune response 
required to prevent infection are variable compromises somewhat our at-
tempts to rationally approach vaccine design.

Cancer

Peptides corresponding to immunogenic tumor antigens or antigen 
epitopes have been administered as cancer vaccines. Peptide vaccines have 
the advantage that they do not require manipulation of patient tissues, 
whose availability may be limited. A potential mechanism of tumor elim-
ination by peptide vaccine therapy is shown in Figure 11.15. Importantly, 
many peptide vaccines are designed to enhance CD8+ CTL responses, 
since these responses elicit tumor destruction and elimination.

Several peptide vaccines have been successfully used to produce 
antigen-specifi c responses in pancreatic cancer patients. In a phase I study, 
vaccination with a peptide of 100 amino acids in length (100-mer) from 
the extracellular domain of the mucin 1 (MUC-1) cell surface-associated 
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Figure 11.15  Possible mechanism of tumor elimination by peptide vaccine therapy. 
The steps of this potential antitumor immune response are numbered in order as 
follows: (1) introduction of vaccine to the bloodstream; (2) processing and presenta-
tion of the peptide by a dendritic cell (DC) in a lymph node, resulting in activation 
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of tumor-specifi c CD8+ CTLs that lyse tumor cells; (5) degranulation of CTLs follow-
ing recognition of tumor antigen; (6) Fas-FasL interaction-mediated transduction of a 
death signal to the tumor; and (7) tumor destruction and elimination. Adapted from 
Bartnik et al., Vaccines 1: 1–16, 2013. doi:10.1128/9781555818890.ch11f.11.15
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glycoprotein generated a MUC-1-specifi c T-cell response in some patients 
with resected or advanced pancreatic cancer. Two of the 15 patients were 
alive at 61 months postinjection. In another phase I clinical trial using 
the same 100-mer peptide vaccine, the production of anti-MUC-1 cir-
culating antibodies was detected in the sera of patients with inoperable 
pancreatic or biliary cancer, although no signifi cant impact on survival 
was discovered. A telomerase-based vaccine, consisting of a human te-
lomerase reverse transcriptase peptide, induced a telomerase-specifi c 
T-cell-mediated immune response in 63% of the patients monitored, as 
measured by delayed-type hypersensitivity (DTH; see chapter 4) in nonre-
sectable pancreatic cancer. Those with a positive DTH response lived lon-
ger than those that did not have a positive DTH response. In other vaccine 
studies, a peptide containing amino acids 2 to 169 of the vascular endo-

thelial growth factor receptor (VEGFR) was administered with gemcitabine 
(a nucleoside analogue used in chemotherapy) to patients with advanced 
pancreatic cancer. A total of 83% of patients receiving the vaccine had an 
antigen-specifi c DTH response, and VEGFR 2–169-specifi c CD8+ T cells 
were detected in 61% of those vaccinated with a median survival time of 
8.7 months. A randomized, placebo-controlled, multicenter, phase II/III 
clinical trial of this VEGFR 2–169 peptide vaccine, combined with gem-
citabine, is being conducted with patients with advanced nonresectable or 
recurrent pancreatic cancer.

Very encouraging results were provided by studies of K-Ras (a GTPase 
member of the Ras family that mediates many signal transduction path-
ways)-targeted peptide vaccines. A mutation of a K-RAS gene is essential 
for the development of many cancers. In a pilot vaccine study, pancre-
atic and colorectal cancer patients were vaccinated with K-Ras peptides 
containing patient-specifi c mutations. Three of fi ve pancreatic cancer 
patients displayed an antigen-specifi c immune response to K-Ras, and 
these responders had no evidence of disease. Disease progression was 
observed in two pancreatic cancer patients that did not respond to the 
vaccine. Of the pancreatic cancer patients, a mean disease-free survival 
of ≥35.2 months and a mean overall survival of ≥44.4 months were 
observed. In a longer-term study, patients were monitored for up 10 
years after surgical resection of pancreatic adenocarcinoma and vaccina-
tion with a K-Ras peptide vaccine administered concomitantly with the 
granulocyte-macrophage colony-stimulating factor (GM-CSF) cytokine. 
Remarkably, 20% of patients who received the vaccine were still alive 
after 10 years, and a memory T-cell response was still present in 75% of 
the survivors.

To increase the immunogenicity of peptide vaccines, key anchor resi-
dues in the peptides were mutated to increase binding to major histocom-
patibility complex class I (MHC-I) molecules and presentation to CD8+ 
T cells (see chapters 2 and 4). This is very important when vaccinating 
against tumor (self) epitopes, as they are usually weak or intermediate 
binders to HLA molecules. In a murine model of pancreatic cancer, this 
strategy increased survival when applied to a peptide vaccine derived 
from the murine mesothelin protein (present on normal mesothelial cells 
and overexpressed in several human tumors, including mesothelioma and 
ovarian and pancreatic adenocarcinoma). A similarly modifi ed MUC-1 
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peptide vaccine increased IFN-γ production by patient and normal do-
nor T cells. Interestingly, vaccination with a modifi ed HLA-A2-restricted 
peptide of the protein survivin resulted in remission of liver metastasis 
in one individual with pancreatic cancer. Survivin, an inhibitor of apop-
tosis, is highly expressed in most cancers associated with chemotherapy 
resistance, increased tumor recurrence, and shorter patient survival. Thus, 
antisurvivin therapy may be an attractive cancer treatment strategy.

Autoimmune Disease

The immune system of a healthy person represents a delicate balance be-
tween pathogenic T cells that can elicit tissue damage and cause autoim-
mune disease and T cells that regulate immune responses and prevent or 
limit tissue damage (see chapter 4) (Fig. 11.16). The characterization of T 
regulatory (Treg) cells has provided the stimulus to discover safe and ef-
fective ways to induce these cells. Induction of Treg cells is a major goal of 
immunotherapy of autoimmune disease, since antigen-specifi c Treg cells 
can confer specifi city to this therapy, reduce or eliminate any use of non-
specifi c drugs, and, most importantly, restore self-tolerance.

Studies of several chronic infl ammatory autoimmune diseases in dif-
ferent experimental animal models indicate that the administration of 
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Figure 11.16  Benefi t of antigen-specifi c immunotherapy in the immunopathogene-
sis of an autoimmune disease. During the pathogenesis of an autoimmune disease 
such as T1D, pancreatic islet β cell destruction is mediated by interactions between 
proinfl ammatory Th1 cells and CTLs that are primed against an islet autoantigen 
(e.g., insulin) by infl ammatory dendritic cells (DCs). The main benefi cial effects of 
antigen-specifi c immunotherapy are (i) deletion of proinfl ammatory Th1 cells and 
CTLs, (ii) induction of regulation mediated by Treg cells, and (iii) regulation mediated 
by deviation from a Th1 to a Th2 cell phenotype. Immune regulation and immune 
deviation are anti-infl ammatory mechanisms designed to prevent or downregulate 
infl ammatory responses. The major benefi t of Treg induction is linked suppression 
during which Treg cells induced to suppress a response to one autoantigen can also 
suppress a response to another autoantigen(s) presented by the same dendritic cell. 
Adapted from Peakman and von Herrath, Diabetes 59:2087–2093, 2010, with per-
mission. doi:10.1128/9781555818890.ch11f.11.16
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autoantigens or autoantigen peptides (epitopes), at different stages of a 
disease by various routes, can both sustain health and protect from infl am-
matory autoimmune disease (see chapter 4). Antigen-specifi c immunother-
apy can effectively control the autoimmune response via the induction 
(pre-disease onset) or restoration (post-disease onset) of immune tolerance 
to a tissue-specifi c target cell, e.g., the pancreatic islet β cell in type 1 dia-
betes (T1D). Furthermore, this immunotherapy may alleviate the concerns 
about safety and antigen-nonspecifi c immunosuppression in the host.

Despite its many advantages, the successful application of peptide im-
munotherapy in humans has proven diffi cult. Predicting the outcome of 
immunization with autoantigens, e.g., islet β cell autoantigens, is complex. 
The resulting immune response depends not only on the dose, frequency, 
and route of administration of an autoantigen (or peptide) but also on the 
use of suitable adjuvants, as well as several host factors (age, gender, and 
severity of infl ammation). In patients with T1D, some islet-reactive T cells 
are likely preactivated at the time of immunization, and their avidities for 
autoantigens may vary depending on previous cell interactions in central 
(thymus) or peripheral (lymph node or spleen) lymphoid sites. These con-
ditions infl uence the magnitude and cytokine production of the resulting 
antigen-specifi c response.

It is encouraging that studies with human T cells in vivo recently 
showed that desirable Treg cell responses are elevated and deleterious 
islet-specifi c effector T cells are deleted by antigen-specifi c immunother-
apy (Table 11.6). Both outcomes may prevent T1D, which is manifested 
by both a Treg cell defi ciency and the resistance of effector T cells to im-
munoregulation (Fig. 11.16). Treg cells have been generated in humans, 
as evidenced by the production of the interleukin-10 (IL-10) cytokine in-
duced by a proinsulin peptide after low-dose intradermal administration 
of the peptide in T1D patients. IL-10 is an immunosuppressive cytokine 
that has direct effects on lymphocytes and antigen-presenting cells, such 
as dendritic cells. Repeated stimulation of lymphocytes in vitro in the 
presence of large amounts of IL-10 leads to the differentiation of Treg 
cells. Moreover, the Treg cells induced by autoantigen therapy seem to 
be active only in tissues in which the autoantigen is expressed. Thus, this 
type of therapy may offer a site-specifi c approach to antigen-regulated 
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Table 11.6  Mechanism of action of antigen-specifi c therapy and predicted outcomes

Mechanism Predicted outcome Induction of tolerance Durability of responses

Immune regulation against target antigen 
(mediated by Treg cells, IL-10, etc.)

T-cell responses detected (cell proliferation, 
cytokine production, other functions)

Should facilitate linked suppression of 
responses to other target cell antigens

Yes Several months to 1 yr

Immune deviation of dominant antigen-
specifi c T-cell phenotype (e.g., from Th1 to 
Th2)

T-cell responses detected (cell proliferation, 
cytokine production, other functions)

May facilitate linked suppression of responses 
to other target cell antigens

Yes Several months

Immune deletion of antigen-specifi c T cells May not detect deletion

No role for linked suppression

Maybe Short (weeks/months)

For the proposed mechanism of these responses, the example of an autoantigen, such as insulin in T1D, is used.
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immunomodulation that can provide clinical benefi t. It is recommended 
that optimization of dosing and delivery regimens for antigen-specifi c 
therapy in parallel with the development of suitable adjunct therapies 
receive priority.

A clinical disadvantage may be that antigen-specifi c therapies may 
have less potency than generalized immunosuppression, as they tend to 
work only prior to the onset of disease. Additional concerns with the use 
of antigen-specifi c therapy include the acceleration of disease and possible 
induction of life-threatening DTH responses (see chapter  4). However, 
clinical studies have shown that the use of native (but not altered) pep-
tide sequences of autoantigens in T1D (insulin and proinsulin), multiple 
sclerosis (myelin basic protein), and rheumatoid arthritis (DnaJ) does not 
exacerbate disease. Similarly, the repeated injection of appropriate doses 
of native peptide sequences into patients with autoimmune disease has 
not elicited any DTH, allergy, or anaphylaxis responses to date.

Finally, the introduction of new strategies to enhance the delivery and 
potency of peptide vaccines may prove benefi cial for antigen-specifi c im-
munotherapy (Table 11.7). These strategies may include the delivery of 
multiple epitopes from one or more autoantigens to duplicate the success 
realized in clinical allergy; the use of steroid hormone adjuvants (gluco-
corticoids and vitamin D) to modulate dendritic cells that present autoan-
tigen peptides and enhance tolerance induction in the skin, the delivery of 
antigens to the intestine using the gene from the gram-positive bacterium 
Lactococcus lactis modifi ed to deliver islet autoantigens and cytokines, 
the use of soluble TCRs specifi c for islet peptides and antigens coupled to 
inert cells, and the development of relevant combinations of native auto-
antigen peptides with immunomodulators selected to maximize dendritic 
cell-activated Treg cell function and expansion while reducing the effector 
T-cell load.

Allergy

Allergy is a hyperimmune response based on IgE production against 
harmless environmental antigens, i.e., allergens (see chapter 4). Interest-
ingly, vaccination with allergens, termed allergen-specifi c immunotherapy, 

Table 11.7  Novel approaches to enhance the delivery and potency of peptide 
vaccines for antigen-specifi c immunotherapy

Direct route of therapy Indirect route of therapy

Intranasal (antigen or peptide) Gene modifi ed probiotic delivery (antigen or 
peptide)

Oral (antigen) Injection of tolerogenic dendritic cells, blood cells, 
or inert particles as carriers (antigen or peptide)

Intradermal, subcutaneous, or intra-
muscular (antigen, peptide or DNA in 
presence or absence of adjuvants)

Injection of antigen-specifi c Treg cells (primed ex 
vivo; expanded ex vivo, gene-modifi ed Treg cells)

Adapted from Peakman and von Herrath, Diabetes 59: 2087–2093, 2010, with permission.
Shown are several direct and indirect approaches currently under investigation for the optimal delivery 

of antigen-specifi c immunotherapy. Antigen refers to a given autoantigen(s) under study for a specifi c auto-
immune disease. Dendritic cells, may be tested in dendritic cell-targeted peptide vaccines.
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is the only disease-modifying therapy of allergy with long-lasting effects. 
New forms of allergy diagnosis and allergy vaccines based on peptides, 
recombinant allergen derivatives, and allergen genes have emerged from 
the characterization of allergens. Such vaccines enable targeting of the 
immune system with the benefi t of reducing and eliminating side effects. 
Successful clinical trials performed with the new vaccines indicate that 
broad allergy vaccination promises to enhance the control of the allergy 
pandemic.

Allergen-specifi c immunotherapy with T-cell epitope-containing aller-
gen peptides can regulate allergen-specifi c T-cell responses. The administra-
tion of peptides from the major cat allergen Fel d 1 decreases T-cell-mediated 
DTH responses, possibly by the induction of IL-10-producing Treg cells 
and linked immunosuppression. In a TCR-transgenic model, Th1 cells and 
Treg cells suppress the effector functions of Th2 cells, suggesting a role 
for immune deviation. However, the effects of T-cell peptide therapy on 
allergen-induced mast cell degranulation and acute allergic infl ammation 
observed in clinical trials have been modest thus far. After mapping of 
T-cell epitopes of allergens became feasible, the concept of inducing T-cell 
tolerance with non-IgE-reactive but T-cell-epitope-containing peptides 
emerged as the fi rst targeted allergen-specifi c immunotherapy approach. 
Currently, several immunotherapy studies with allergen-derived T-cell 
peptides are ongoing; a recent study has shown relief from the late-phase 
allergic symptoms to cat allergens. Although there is evidence for linked 
immunosuppression, the T-cell peptide approach will likely require that 
several different allergen-derived peptides be included in the vaccine to 
cover the diverse spectrum of T-cell epitopes recognized by allergic pa-
tients. Note that these concepts of T-cell-dependent immune regulation 
via linked suppression and the recognition of multiple epitopes are similar 
to those approaches illustrated above for the therapy of autoimmune dis-
ease (Table 11.6 and Fig. 11.16).

To reduce IgE-mediated side effects during allergen-specifi c immuno-
therapy, recombinant hypoallergenic allergen derivatives were developed. 
These derivatives reduce IgE reactivity while preserving T-cell epitopes 
in the natural allergens, using recombinant DNA technologies including 
mutation, reassembly, or fragmentation. Successful phase III clinical trials 
conducted with recombinant hypoallergenic derivatives of the major birch 
pollen allergen Bet v 1 revealed that these derivatives work by inducing 
allergen-specifi c IgG antibodies that block the action of the allergen. Sim-
ilar clinical success was realized for recombinant grass pollen allergens 
that also generated allergen-specifi c IgG blocking antibodies. Recombi-
nant hypoallergens for the treatment of allergy to house dust mites and 
cat dander have been successful in experimental animal models and await 
further analysis in clinical trials.

During clinical studies performed with non-IgE-reactive T-cell peptides 
and recombinant hypoallergenic allergen derivatives, it was recognized 
that allergen-derived T-cell epitopes induce late-phase, non-IgE-mediated 
side effects. To eliminate these side effects, a new type of allergy vaccine 
was developed based on the identifi cation of allergen peptides that form 
part of the major IgE binding sites on allergens but lack allergenic activity. 
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These peptides, which are typically 20 to 35 amino acids in length, can 
either be coupled chemically via a linker to a carrier protein or produced 
as recombinant fusion proteins with a carrier protein (Fig. 11.17). Im-
munization with carrier-bound allergen peptides induces and focuses IgG 
antibodies towards the IgE epitopes on allergens with the T-cell help of 
the carrier protein and thus do not activate allergen-specifi c T cells. Since 
the presence of allergen-specifi c T-cell epitopes is reduced in these vac-
cines, they should bypass T-cell-mediated side effects. Viral carrier pro-
teins have been suggested to induce a benefi cial antiviral immunity in 
addition to protection against allergens. Allergen-specifi c immunotherapy 
approaches usingT-cell-reactive allergen peptides, carrier-bound allergen 
peptides, recombinant allergen, and hypoallergens are currently in clinical 
evaluation and hold promise that allergen-based vaccines will be soon 
available for broad, safe, and durable therapeutic vaccination.

Dendritic Cell Vaccines

Human Immunodefi ciency Virus

Critical to the modulation of the immune response is the presentation of 
specifi c antigens to the immune system by dendritic cells. Three subgroups 
of dendritic cells, including two forms of myeloid dendritic cells and one 
plasmacytoid dendritic cell, each with distinct sets of TLRs (see chapters 
2 and 4), modulate the response to specifi c antigens and adjuvants. This 
modulation is achieved via a feedback loop between dendritic cells and 
Treg cells that maintains the physiological numbers of these two cell types 
(see Fig. 4.5). Traditionally, vaccines have relied on live attenuated or in-
activated organisms, attenuated bacteria or capsules, or inactivated toxins 
and have generally worked by inducing protective antibodies. However, 
in many infections like HIV, malaria, and tuberculosis as well as cancers, 
it is necessary to maintain a durable and protective T-cell immunity. Re-
cent progress has been made in enhancing T-cell immunity through an im-
proved understanding of the biology of dendritic cells and their response 
to adjuvants.

Carrier
protein

Linker

Short peptides

Figure 11.17  Structure of a peptide vaccine composed of iden-
tical short peptides of a protein antigen bound via a linker 
peptide to a large carrier protein.
 doi:10.1128/9781555818890.ch11f.11.17
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Thus, many efforts have been made to develop a safe T-cell-based 
protein vaccine that exploits the pivotal role of dendritic cells in initiating 
adaptive immunity. One approach has involved a focus on the HIV Gag 
p24 protein antigen, an HIV group-specifi c antigen that makes up the viral 
capsid. HIV Gag p24 was introduced into a monoclonal antibody (MAb) 
that effi ciently and specifi cally targets the DEC-205 antigen uptake recep-
tor on dendritic cells. Attempts were made to coadminister the Gag p24 
antigen and anti-DEC-205 MAb with a synthetic double-stranded RNA, 
polyriboinosinic acid⋅polyribocytidylic acid [poly(I⋅C)] or its analogue 
poly-ICLC [poly(I⋅C) stabilized with carboxymethyl cellulose and poly-
l-lysine]. It was reasoned that the double-stranded RNA, a viral mimic, 
would bind to TLR3 and thereby function as an adjuvant (see chapter 4). 
Indeed, HIV Gag p24 with anti-DEC-205 MAb was found to be highly 
immunogenic in mice, rhesus macaques, and healthy human volunteers. 
In mice primed with both anti-DEC-Gag p24 protein and poly-ICLC, 
there was a very large and rapid boost in Gag-specifi c CD8+ T cells upon 
a single injection of the vaccine, which previously had been very diffi cult 
to achieve. This fi nding yielded a very desirable result; i.e., protein vacci-
nation enables CD8+ T cells in the vaccinated host to respond quickly and 
well, even to a low-dose antigenic challenge. More recently, human sub-
jects injected with a single low dose of HIV Gag p24 and anti-DEC-205 
MAb plus poly-ICLC were observed to form both T- and B-cell responses 
to dendritic cell-targeted protein. These data indicate that the response 
to adjuvant was very rapid and suggest that adaptive immunity may be 
achieved in the host within a few weeks to months. A randomized dose es-
calation of the vaccine study is under way, as well as efforts to design the 
vaccine to include HIV envelope protein and to evaluate other adjuvants 
(see “Adjuvants” below).

Cancer

Approaches similar to that use for HIV protein vaccines can also be ap-
plied to other important clinical targets such as cancer. It has been reported 
that tumor immune T cells stimulated in response to a protein vaccine 
targeted by DEC-205 (antigen uptake receptor on dendritic cells) are able 
to recognize endogenous processed antigen in tumor cells, and upon see-
ing specifi c antigen, the T cells can proliferate and make many cytokines 
(Fig. 11.18). Although tumors and HIV represent distinct challenges, new 
protein vaccine approaches for both targets require that strong, specifi c, 
and durable T-cell immunity be generated. Thus, the concept of a den-
dritic cell-targeted vaccine seems relevant for immunization against highly 
expressed human tumor antigens. Candidate tumor antigens include 
mesothelin (overexpressed in mesothelioma and ovarian and pancreatic 
adenocarcinoma tumors), survivin (a protein inhibitor of apoptosis, highly 
expressed in most cancers and associated with chemotherapy resistance, 
increased tumor recurrence, and shorter patient survival), carcinoembry-

onic antigen (CEA) (a glycoprotein involved in cell adhesion; expressed on 
metastatic colon carcinoma cells), and human epidermal growth factor 
receptor 2 (mediates the pathogenesis and progression of breast cancer).

MAb
monoclonal antibody

poly(I⋅C)
polyriboinosinic acid⋅polyribocytidylic acid

poly-ICLC
poly(I⋅C) stabilized with carboxymethyl cellulose 
and poly-L-lysine

CEA
carcinoembryonic antigen
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Using a dendritic cell-targeted approach to enhance the presenta-
tion of tumor antigen peptides, an anti-murine DEC-205 antibody fused 
to either human mesothelin or survivin enhanced immune responses by 
directing delivery of tumor antigen to activated murine dendritic cells 
(Fig. 11.18). Similarly, the HIV Tat protein, which facilitates entry into 
cells, was fused to antigens to enhance uptake by dendritic cells. To date, 
this technique has been used mainly to introduce antigens into dendritic 
cells and not as a peptide vaccine alone. Another protein-based vaccine 
approach utilized an antibody vaccine that functionally mimics the tumor 
antigen CEA. This 3H1 murine MAb stimulated anti-CEA antibody and 
T-cell responses that rejected CEA-expressing tumor in a murine model of 
colon cancer. It is anticipated that the results of two recently completed 
phase II trials involving the 3H1 MAb in lung and colorectal cancer will 
be published in the near future.

Recent efforts have also been made to generate personalized peptide 
vaccines based on dendritic cell-targeted tumor antigen epitopes that are 
most immunogenic for a particular patient, a move towards “personalized 

DCMesothelin
peptide

Tumor antigen
(e.g., mesothelin)

Anti-DEC-205
peptide vaccine

Tumor

CD8+

CTL

Cytokine secretion

CD8+ CTL

TCR

Anti-DEC-205 MAb

DEC-205

Antitumor
attack

MHC-I

Figure 11.18  Peptide vaccine therapy for cancer by an anti-DEC-205 MAb-coupled 
tumor antigen targeted to dendritic cells. In this CD8+ CTL-mediated antitumor re-
sponse, a tumor protein antigen (or peptide) such as mesothelin is chemically cou-
pled to the anti-DEC-205 MAb. This MAb binds to the DEC-205 antigen uptake 
receptor on the surface of a dendritic cell (DC) and in this way effi ciently and spe-
cifi cally directs the mesothelin antigen to the dendritic cell for antigen processing. 
A processed mesothelin peptide(s) binds to MHC-I and is presented to a TCR on a 
CD8+ antigen-specifi c CTL, which is activated by a dendritic cell to secrete many cy-
tokines following antigen activation. These cytokines stimulate the proliferation and 
expansion of mesothelin peptide-specifi c CD8+ T cells to mount an attack against the 
mesothelial tumor cells and destroy them. doi:10.1128/9781555818890.ch11f.11.18
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medicine.” In combination with gemcitabine therapy, this approach was 
used to treat pancreatic cancer in a phase I clinical trial. Prior to vaccina-
tion, peripheral blood T cells from patients were screened against a panel 
of tumor antigen-derived peptides, and patients were then vaccinated only 
with the anti-DEC-205-bound peptides to which they responded. An in-
crease in tumor antigen-specifi c T-cell responses was observed from the 
13 patients analyzed, but there was no correlation between these T-cell 
responses to clinical responses or antibody responses postvaccination. 
However, 11 patients did experience a signifi cant reduction in tumor size, 
and the median survival time was 7.6 months. In the absence of treatment, 
the median survival time was about 2 to 3 months. Thus, despite some 
setbacks, dendritic cell-targeted protein (peptide) vaccines are a potential 
new vaccine platform, either alone or in combination with highly attenu-
ated viral vectors, to induce integrated immune responses against micro-
bial or cancer antigens, with improved ease of clinical use. As discussed 
above, the effi cacy of dendritic cell-targeted autoantigen peptide vaccines 
is also being tested in clinical trials of autoimmune disease (e.g., T1D and 
multiple sclerosis) (Table 11.7).

DNA Vaccines

When tumor cells or antigens are injected into the body as a vaccine, they 
may elicit a vigorous immune response initially but subsequently may be-
come less effective over time. This is because the immune system may rec-
ognize them as foreign and seek to rapidly destroy them. Without further 
antigen stimulation, the immune system often returns to its normal state 
of activity. Thus, to increase the durability of an antitumor response after 
tumor vaccination, a steady supply of an antigenic stimulus is required. 
To facilitate this requirement, plasmid vectors containing a gene(s) that 
encodes tumor antigens have been used to provide a constant source of 
tumor antigen to stimulate an immune response. Such vaccines are termed 
DNA vaccines.

Delivery and Immune Mechanisms of Action

Early studies showed that the method of DNA delivery affected the cell 
types that were transfected. Gene gun or biolistic (high-pressure bom-
bardment of the skin with plasmid DNA used to coat gold microbeads) 
delivery tended to directly transfect epidermal keratinocytes and also 
skin dendritic cells, which migrated rapidly to regional lymph nodes. In 
this case, dendritic cells were transfected directly and behaved as the 
source of antigen presentation. Alternatively, intramuscular injection of 
plasmid predominantly led to transfection of muscle cells (myocytes). 
Myocytes lack expression of MHC-II and costimulatory molecules (see 
chapter 4) and thus would not be expected to prime T cells directly. In-
stead, immune priming likely occurs by dendritic cells that migrate to 
the site of DNA inoculation in response to infl ammatory or chemotactic 
signals following vaccination. Gene gun immunization generally induces 
a greater CD8+ T-cell response and requires less vaccine to achieve tumor 
immunity.
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Thus, the site and procedure used for injection of plasmid DNA in-
fl uence the extent of immunity induced, with transfected muscle and skin 
cells able to act as a reservoir of antigen but unable to prime the immune 
response. It is likely that cross-presentation of antigens on the muscle and 
skin cells by dendritic cells is the major route to priming (Fig. 11.15). How-
ever, gene gun delivery to skin sites may also lead to the direct transfection 
of dendritic cells; in this case, the host-synthesized antigen is processed and 
presented by dendritic cells in the context of both MHC-I and MHC-II 
molecules (Fig. 11.15). Antigen-loaded dendritic cells travel to the draining 
lymph nodes, where they present peptide antigens to naïve T cells, thereby 
eliciting both humoral and cellular immune responses (see chapter 4). Al-
though plasmid DNA vaccines can induce CD4+ T helper cell (Th cell) and 
antibody responses, they elicit even stronger CD8+ CTL responses because 
they express antigens intracellularly. This introduces the antigens into the 
MHC-I antigen processing and presentation pathway (Fig. 11.15). Impor-
tantly, these features of DNA vaccines, which produce only low levels of 
antigen, induce both antibody and T-cell immune responses.

Advantages and Disadvantages

The use of DNA vectors represents an important platform for clinical 
applications, in which large-scale vaccine production is not easily man-
ageable with other forms of vaccine including recombinant protein, whole 
tumor cells, or viral vectors. Although virus-mediated gene transfer by 
genetically modifi ed lentiviruses, adenoviruses, adeno-associated viruses, 
and retroviruses is advantageous because of its high transfection effi ciency 
and stability, the largest hurdles using viral vectors are to overcome the 
immunogenicity of the viral packaging proteins. In addition, viral meth-
ods are disadvantageous because of their high expense, toxic side effects, 
limits on transgene size, and potential for insertional mutagenesis (muta-
genesis of DNA by the insertion of one or more bases).

In comparison to viral vectors, nonviral vectors can encode several 
immunological components and are less cytotoxic, relatively more stable, 
and more cost-effective for production and storage (Table 11.8). Injected 

Th cell
T helper cell

Table 11.8  Advantages and disadvantages of DNA vaccines

Process or characteristic Advantage Disadvantage

Construction May consist of several immunological components; permits synthetic- and PCR-based mod-
ifi cations; one plasmid may encode several antigens, or several plasmids could be admixed 
and administered simultaneously

Production Viral or bacterial strains are not used, excluding the possibility that attenuated strains will 
revert to virulence and cause disease; rapid and inexpensive production and formulation, 
since synthesis and purifi cation of a protein(s) are not required; easily engineered and 
reproducible; facilitates large-scale production and isolation, since growth of dangerous 
organisms is not required

Safety Absence of pathogenic infection in vivo; no signifi cant adverse side effects in clinical trials; 
neutralizing antibody-mediated responses are rare; permits an immune boost strategy

Stability Stability of DNA permits long-term storage; relatively insensitive to temperature changes

Immunogenicity Weakly immunogenic

Adapted from Fioretti et al., J. Biomed. Biotechnol. 2010: 174378, 2010, and from Glick et al., Molecular Biotechnology: Principles and Applications of 
Recombinant DNA, 4th ed. (ASM Press, Washington, DC, 2010).



 Vaccines 627

nonviral vectors have proven safe and have not resulted in any signifi cant 
adverse side effects in animal models and human clinical trials. Moni-
toring of the safety and effi cacy in a trial of a DNA vaccine against HIV 
type 1 (HIV-1) infection demonstrated that DNA plasmid vaccines are 
safe and can induce detectable cellular and antibody immune responses. 
Gene manipulation and a simple plasmid backbone allow the incorpora-
tion of genes, which may then be expressed by cells transfected in vivo. 
Although this transfection is ineffi cient and varies with the target tissue 
and means of delivery, suffi cient DNA is generally taken up to prime 
the immune response. Plasmid DNA vaccines are free of the problems 
associated with producing recombinant protein vaccines, and they are 
also safer than live attenuated viruses that can cause pathogenic infec-
tion in vivo. Interestingly, even after multiple immunizations with DNA 
vaccines, anti-DNA antibodies are not produced. The ability to introduce 
antigen to the host immune system and enable it to elicit strong CD4+ 
Th1 cell and CD8+ CTL responses is a unique feature of DNA vaccines 
that distinguishes them from conventional protein or peptide vaccines. As 
a result of this feature, DNA vaccines can readily induce both humoral 
and cellular immune responses. In the case of DNA vaccine treatment for 
cancer, the following hurdles must be overcome. Tumor antigens are of-
ten weakly immunogenic, and the immune system of cancer patients may 
be severely compromised. Thus, DNA vaccine-guided immune responses 
must be suffi ciently strong to suppress tumor growth and/or cause tumor 
regression.

Improved Effi  cacy and Immunogenicity

To overcome the generally low immunogenicity of DNA vaccines in large 
animal models and humans, several approaches have been tested, includ-
ing plasmid design, immunomodulatory molecules, delivery techniques, 
and prime–boost strategy (Table 11.9).

HIV-1
human immunodefi ciency virus type 1

Table 11.9   Strategies to improve the effi cacy and immunogenicity of DNA vaccines

Strategy Approach Type of cancer

Route of administration Intramuscular/electroporation

Intradermal/electroporation

Biolistic

Intratumor

Liquids under high pressure

Prostate, B-cell lymphoma

Prostate, colon

Cervical

Melanoma, renal carcinoma

Colon, B-cell lymphoma

Immune modulators as adjuvants Cytokine

Chemokine

Th cell epitopes

TLR ligands

Heat shock proteins

Liver, prostate, melanoma, B-cell lymphoma

Prostate, B-cell lymphoma, follicular lymphoma

Colon, B-cell lymphoma

Lung

Cervical

Prime–boost regimen Plasmid DNA or plasmid DNA + electroporation

Plasmid DNA or recombinant protein antigen

Plasmid DNA or viral vector

Viral vector or plasmid DNA

Prostate, colon

Prostate, breast

Liver, prostate, melanoma

Prostate

Adapted from Fioretti et al., J. Biomed. Biotechnol. 2010: 174378, 2010.
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Plasmid Design

The induction of robust immune responses by DNA vaccines requires that 
the expression of the encoded antigen be maximal. Strong viral promot-
ers, such as the cytomegalovirus promoter intron A region (CMV-intA), 
are favored overregulated or endogenous eukaryotic promoters. Nuclear 
targeting sequences are introduced to increase the effi ciency of nuclear 
plasmid uptake from the cytoplasm after intramuscular injection. The use 
of codon-optimized (not wild-type) sequences signifi cantly improves vac-
cination. Optimal coding sequences are determined from the amino acid 
sequence of the antigen using algorithms that account for relative tRNA 
abundance in the cytosol of human cells and the predicted mRNA structure. 
The selected gene sequence, constructed in vitro with synthetic oligonucle-
otides, is optimal for expression and induction of an immune response.

Cytosine–phosphate–guanine (CpG) unmethylated regions in bacterial 
DNA can function as adjuvants in innate immunity and stimulate an im-
mune response to DNA vaccines. The inclusion of CpG motifs in plas-
mid DNA vaccines induces the expression of proinfl ammatory cytokines, 
e.g., IL-12 or IFN type I. CpGs are recognized by the TLR9 expressed on 
dendritic cells, which stimulate the function of CD8+ CTLs in immune 
responses. The coadministration of genes that encode TLR ligands with a 
gene that encodes a tumor antigen improves the immunogenicity of DNA 
vaccines.

Engineering DNA vaccine design for maximizing T-cell epitope-specifi c 
immunity has allowed epitope enhancement by sequence modifi cation. 
Epitope sequences can be modifi ed to increase the affi nity of a peptide 
epitope for an MHC molecule. The knowledge of sequence motifs for 
peptide binding is the key to improve the primary and/or secondary an-
chor residues that mediate the specifi city of binding to MHC-I or MHC-II. 
This strategy can greatly increase the potency of a vaccine and can con-
vert a weakly immunogenic epitope into a dominant one by making it 
more competitive to bind to available MHC molecules.

Immunomodulatory Molecules as Adjuvants

Although the intramuscular or intradermal injection of a high dose (5 to 
10 mg) of naked DNA vaccines can induce specifi c antibody and CTL 
responses in clinical trials, these responses are rather weak. Modifying 
the microenvironment of the vaccinated site by coadministration of DNA 
plasmids coding for immunostimulatory molecules, protein, or chemi-
cal adjuvants improves the low immunogenicity of DNA vaccines (Ta-
ble 11.9). The encapsulation of plasmid DNA with liposomes, polymers, 
and microparticles has been attempted, but this approach has not en-
hanced the immunogenicity of the DNA vaccine relative to that observed 
with nonencapsulated plasmid DNA vaccines and has behaved poorly in 
clinical trials.

As many biological adjuvants are now available, several clinical trials 
are under way in which a given adjuvant(s) is tailored and encoded in 
the same DNA vector as encodes the antigen under study (Table 11.10). 
These adjuvants include chemokines to attract dendritic cells, cytokines, 

CpG
cytosine–phosphate–guanine
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costimulatory molecules, dendritic cell-targeting antibodies, and mole-
cules to manipulate antigen presentation and/or processing. A commonly 
used cytokine is GM-CSF, which induces the proliferation, maturation, 
and migration of dendritic cells as well as the expansion and differentia-
tion of T and B cells.

Route of Administration

The method of delivery of a DNA vaccine signifi cantly infl uences its im-
munogenicity. In a mouse melanoma model, DNA vaccination was ad-
ministered together with intratumoral delivery of antiangiogenic plasmids 
encoding angiostatin and endostatin. Combined melanoma vaccination 
resulted in 57% tumor-free survival over 90 days after challenge. In a 
modest proportion of patients with malignant disease, intratumoral injec-
tion of DNA led to regression of tumor at distant sites.

As mentioned above, physical methods of delivery are superior to 
other delivery methods that administer DNA in solution. Biolistic gene 
gun immunization of mice with a plasmid DNA vaccine induces a greater 
CD8+ T-cell response and requires less vaccine to achieve tumor immu-
nity. A promising strategy to increase the increase the transfection of 
DNA encoding target antigens is electroporation, in which DNA is in-
jected intramuscularly and the skeletal muscle is immediately electrically 
stimulated with a pulse generator. Although this procedure causes some 
patient discomfort and may lead to local tissue injury and infl ammation, 
patients tolerate this procedure without the need for any anesthesia and 
without any long-term negative side effects. Delivery by electroporation 
increases both the level and duration of immune responses in primates. 
Electroporation overcomes the diffi culty in translating the effectiveness of 
DNA vaccination from rodents to large animals to human subjects. This 
method of DNA delivery enhances the cellular uptake of DNA vaccines 
appreciably, perhaps by causing some tissue damage. The tissue damage 
caused by electroporation results in infl ammation and recruits dendritic 
cells, macrophages, and lymphocytes to the injection site, inducing sig-
nifi cant antibody- and T-cell-mediated immune responses. Moreover, it 
is tolerable without anesthetic and does not induce unwanted immune 
responses against the delivery mechanism; thus, it can be used for repeat 
administrations.

Until now, the intramuscular or intradermal route of injection has 
been used for most DNA vaccines. Although these vaccines can induce a 

Table 11.10   Adjuvants being tested in ongoing cancer trials to enhance immunity

Form of delivery Adjuvant Phase

DNA Cytokines (GM-CSF, IL-2, IL-6, IL-12, IL-15, IL-21)

Bacterial toxins (pDOM/tetanus toxin FrC)

Immune modulators (HSP65)

I/II

I/II

I/II

Protein Cytokines (GM-CSF, IL-2) I/II

Adapted from Fioretti et al., J. Biomed. Biotechnol. 2010: 174378, 2010.
pDOMFrC is a plasmid that contains a domain (DOM) of fragment C (FrC) of tetanus toxin. FrC is a 

non-self-antigen that activates CD4+ T-cell help to reverse tolerance and induce high levels of immunity.
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potent immune response, they do not induce mucosal immunity. Mucosal 
immunity can prevent pathogens from entering the body, while systemic 
immunity deals with pathogens only once they are inside the body. This is 
an important consideration because mucosal surfaces, including the respi-
ratory, intestinal, and urogenital tracts, are the major sites of transmission 
of many infectious diseases. However, because of the protective barriers 
of the mucosal surfaces, traditional antigen-based vaccines are largely in-
effective unless they are administered with specifi c agents that penetrate 
or bind to the mucosa, e.g., mucosal adjuvants.

Mucosal immunity induces a separate and distinct response from sys-
temic immunity. The antibodies produced as part of the mucosal immune 
response restrict not only mucosal pathogens but also microorganisms 
that initially colonize mucosal surfaces and then cause systemic disease. 
Many mucosal vaccines are live attenuated organisms that infect mucosal 
surfaces and are effective at inducing mucosal responses. Of these, oral 
polio vaccines and both attenuated Salmonella enterica serovar Typhi 
Ty21a and Vibrio cholerae vaccines are licensed for use in humans.

Another important route of delivery of a vaccine to mucosal sur-
faces is the oral route. Oral vaccines are safe and easy to administer 
and convenient for all ages. In recent animal model studies, formula-
tion of oral vaccines in a nanoparticle-releasing microparticle delivery 
system selectively induced large intestinal protective immunity against 
infections at mucosal sites in the rectal and genital regions. These large 
intestine-targeted oral vaccines area may potentially substitute for in-
tracolorectal immunization, which is effective for rectal and genital in-
fections but not for mass vaccination. Interestingly, this novel delivery 
system may be modifi ed to selectively target either the small or large 
intestine for immunization and thereby achieve region-specifi c immunity 
at mucosal surfaces in the gut.

DNA vaccines designed for delivery to mucosal surfaces are similar 
to those used for intramuscular or intradermal delivery. To increase plas-
mid uptake and decrease its subsequent degradation, various methods 
of formulating DNA have been attempted. Cationic (positively charged) 
liposomes have been used to deliver DNA (has a negatively charged 
phosphate backbone) to the respiratory tract, and DNA entrapment in 
biodegradable microparticles has been used for the oral delivery of for-
eign DNA. To improve the potency of DNA vaccines for humans, several 
strategies have been designed. These strategies include the use of plasmids, 
which in addition to encoding a target gene (e.g., tumor antigen) also ex-
press a cytokine(s) such as IL-2, IL-10, or IL-12, which functions as an in-
tercellular immunomodulator of immune responses. Additional systems, 
including liposomes, live vectors (bacteria and viruses), and several adju-
vants that increase the immune response (bacterial toxins, carboxymethyl 
cellulose, lipid derivatives, aluminum salts, and saponins), have been ex-
amined for delivery of DNA to different cell types. Such approaches are 
generally optimized in mice before analysis in larger animals and humans, 
with the caveat that an approach that is optimal in mice may not prove 
successful in humans.
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Prime–Boost Regimens

Vaccination schedules based on combined prime–boost regimens using 
different vector systems to deliver the desired antigen have successfully 
improved the outcome of DNA vaccination. The DNA prime–viral vector 
boost approach, in which the same antigen is used to prime and boost the 
response, focuses on the induction of T-cell immune responses. Viral vec-
tors that have been tested as booster vaccines include adenovirus, vaccinia 
virus, fowlpoxvirus, and recombinant vesicular stomatitis virus.

When the priming and boosting vectors used are different, this strat-
egy allows for greater expansion of disease antigen-specifi c T-cell pop-
ulations and elicits the most potent cellular immune responses. These 
antigen-specifi c T-cell responses are 4-fold to 10-fold higher than those 
obtained when the same priming and boosting vectors are used. Due 
to the strong Th1-biased and MHC-I-restricted immune responses that 
DNA vaccines can induce, they are attractive priming agents in prime–
boost regimens for clinical trials of infectious diseases in which this type 
of immunity correlates with protection. A summary of results obtained in 
recent clinical trials of cancer and tuberculosis is presented below.

Clinical Trials

Injection of plasmid DNA vaccines into human patients is well tolerated 
and safe. DNA vaccines currently being tested do not show relevant levels 
of integration into host cellular DNA. Preclinical studies with nonhuman 
primates and humans did not detect increases in antinuclear or anti-DNA 
antibodies. No evidence of induction of autoimmunity against the plas-
mid DNA has yet been reported for a DNA vaccine.

The earliest phase I clinical trial was conducted with a DNA vaccine 
for HIV-1 used in individuals infected by HIV-1 and in volunteers who 
were not infected by HIV-1. Other prophylactic and therapeutic DNA 
vaccine trials followed, including trials that tested DNA vaccines against 
cancer, tuberculosis, infl uenza, malaria, hepatitis B, and HIV-1. These tri-
als demonstrated that the DNA vaccine platform is well tolerated and 
safe, as no adverse events were reported and all trials were carried to 
completion. The evidence of the safety of DNA vaccines led to a relax-
ation of the requirements for approval by both the U.S. Food and Drug 
Administration and the national regulatory authorities in Europe. Thus, 
many phase I and phase II clinical trials are currently being conducted.

Cancer

Since tumor antigens are weakly immunogenic, they often induce a low 
level of spontaneous immunity and in some cases result in tolerance. To 
increase the immunogenicity of a DNA vaccine, the use of adjuvants (e.g., 
cytokines) and immunomodulatory molecules has been extensively em-
ployed in clinical trials. Clinical trials conducted over the last few years 
have provided promising results, particularly when DNA vaccines were 
used in combination with other forms of vaccines, as demonstrated in 
prostate and liver cancer clinical trials. Delivery of gene-based vaccines 
by physical methods (electroporation and gene gun) has amplifi ed the 
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immune responses induced by therapeutic vaccines against cancer. Several 
completed and ongoing clinical trials of different types of cancer in which 
DNA vaccines have been used are summarized in Table 11.11.

Tuberculosis

Novel vaccines are required to replace Mycobacterium bovis BCG vac-
cines to achieve enhanced protection against Mycobacterium tuberculo-
sis infection worldwide. However, to date, a novel vaccine of this type 
for clinical use has not yet been developed. Recently, two novel tuber-
culosis vaccines were developed based on a plasmid DNA platform. A 
DNA vaccine was produced using mycobacterial heat shock protein 65 
(HSP65) and IL-12 by using the hemagglutinating virus of Japan (HVJ) 
liposome (HSP65 + IL-12/HVJ) (Fig. 11.19). A mouse IL-12 expression 
vector (mIL-12 DNA) encoding single-chain IL-12 proteins comprised of 
the p40 and p35 subunits was constructed. In a mouse model, a single 
gene gun vaccination with the combination of HSP65 DNA and mIL-12 
DNA provided signifi cant protection against challenge with virulent M. 
tuberculosis; bacterial numbers were 100-fold lower in the lungs of these 
mice than in those of control mice vaccinated with only BCG.

Clinically, a comparison of the HVJ liposome-encapsulated HSP65 
DNA and mIL-12 DNA (HSP65 + mIL-12/HVJ) DNA vaccine to BCG 
treatment revealed that the HVJ liposome method improved the protec-
tive effi cacy of the HSP65 DNA vaccine in mice and guinea pigs much 
more than the gene gun method of vaccination. This increased protection 
was associated with the ability of the HSP65 + IL-12/HVJ vaccine to 
induce CD8+ CTL activity and IFN-γ secretion in response to HSP65. In 
a cynomolgus monkey model, currently the best animal model of human 

HSP65
heat shock protein 65

HVJ
hemagglutinating virus of Japan

mIL-12
mouse interleukin-12

Table 11.11  Use of DNA vaccines in phase I or II clinical trials of cancer

Tumor Objectives Status Results Side eff ects

Lymphoma Safety, dose, immunogenicity Completed Safe, nontoxic, antibody and cellular 
immune responses observed

Prostate Safety, effi cacy Open, recruiting

Safety, feasibility, immunogenicity Open Safe, nontoxic, PAP-specifi c CD8+ 
T-cell secretion of IFN-γ

Transient pain at injection 
site

Safety Completed PSAP-specifi c CD4+ and CD8+ T-cell 
proliferation

Antibody response to PSMA Completed Anti-PSMA antibodies detected

Melanoma Immune and clinical responses Completed No regression of established disease Grade I or II toxicity

Safety, tolerability
Antitumor response

Open, not recruiting PAP-specifi c T-cell proliferative 
responses observed

Grade I toxicity

Cervical Safety, feasibility, detection of changes 
in lesion size and HPV load, immune 
responses and clinical responses

Open, not recruiting Safe, nontoxic, no signifi cant differ-
ences between vaccinated and nonvac-
cinated cohorts

Transient pain at injection 
site

Liver Dose-limiting toxicity and maximum 
tolerated dose

Completed Nontoxic

Breast Memory T-cell response to HER2 ICD Open, recruiting Nontoxic

Adapted from Fioretti et al., J. Biomed. Biotechnol. 2010: 174378, 2010.
PSMA, prostate-specifi c membrane antigen, also known as glutamate carboxypeptidase II; PAP, prostatic acid phosphatase; PSAP, prostate-specifi c acid phos-

phatase (an enzyme produced by the prostate in males); HER2 ICD, human epidermal growth factor receptor 2 intracellular domain.
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tuberculosis, vaccination with HSP65 + IL-12/HVJ provided signifi cantly 
more protection than BCG. Most importantly, HSP65 + IL-12/HVJ re-
sulted in an increased survival of the host monkeys for more than 1 year. 
This is the fi rst report of successful DNA vaccination against M. tubercu-
losis in the monkey model. These results suggest that the HSP65 + IL-12/
HVJ DNA vaccine may be a promising candidate for a new tuberculosis 
DNA vaccine, which is superior to the currently available BCG vaccine. It 
remains to optimize the HSP65 + IL-12/HVJ DNA vaccine in nonhuman 
primates and then proceed to test the vaccine in human clinical trials.

The rationale behind the booster vaccines administered to individ-
uals receiving only BCG is that BCG-induced immunity wanes with 
time and lasts only 10 to 15 years. These boosting protocols increase 
MHC-II-restricted CD4+ T-cell responses but not MHC-I-restricted CD8+ 
T cells (poorly induced by the BCG vaccine). A high level of CD8+ T-cell 
activity is required to control latent TB and the prevention of its reactiva-
tion. Use of attenuated, live M. tuberculosis mutants may generate CD8+ 
more effi ciently and requires further experimentation. Plasmid DNA 
vaccines are the most powerful subunit vaccines capable of triggering 

Figure 11.19  Schematic diagram of an M. tuberculosis DNA vaccine. The HSP65 
gene was amplifi ed from M. tuberculosis H37Rv genomic DNA and cloned into 
pcDNA3.1 to generate pcDNA-hsp65 (designated HSP65 DNA). The hsp65 gene was 
fused with the mouse Ig κ secretion signal sequence to generate pcDNA-Ighsp65 (des-
ignated IgHSP65 DNA). For construction of the mIL-12 p40 and p35 single-chain 
genes, mIL12p35 and mIL12p40 genes were cloned from pcDNAp40p35, fused, 
and cloned into pcDNA3.1 to generate pcDNA-mIL12p40p35-F (designated mIL-
12 DNA). IgHSP65 DNA and mIL-12 DNA were incorporated into an empty vec-
tor (nonviral vector) containing the lipid envelope of HVJ. DNA vaccination was 
performed with the HSP65 + mIL-12/HVJ liposomal vector [HVJ (+ DNA)]. HN, 
hemagglutinin-neuraminidase protein; F, fusion protein; M, matrix protein; NP, nu-
cleoprotein. Adapted from Okada et al., Clin. Dev. Immunol. 2011: 549281, 2011. 
doi:10.1128/9781555818890.ch11f.11.19
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CD8+ T-cell responses. In contrast to viral vectors, they do not induce 
vector immunity and can be used for repeated boosting when needed. 
Combination of plasmid DNA encoding early secreted and particularly 
latency-associated antigens with the existing BCG vaccine may provide a 
novel and much improved vaccination approach that may overcome the 
weak potential of BCG to trigger MHC-I-restricted immune responses 
and achieve signifi cantly enhanced protection against M. tuberculosis 
infection.

Attenuated Vaccines

Genetic manipulation may be used to construct modifi ed organisms (bac-
teria or viruses) that are used as live recombinant vaccines. These vac-
cines are either nonpathogenic organisms engineered to carry and express 
antigenic determinants from a target pathogen or engineered strains of 
pathogenic organisms in which the virulence genes have been modifi ed or 
deleted. In these instances, as part of a bacterium or a virus, the important 
antigenic determinants are presented to the immune system with a confor-
mation that is very similar to the form of the antigen in the disease-causing 
organism. Although successful in some cases, purifi ed antigen alone often 
lacks the native conformation and elicits a weak immunological response.

Cholera

It is usually advantageous to develop a live vaccine, because they are gen-
erally much more effective than killed or subunit vaccines. The major 
requirement for a live vaccine is that no virulent forms be present in the 
inoculation material. With this objective in mind, a live cholera vaccine 
has been developed. Cholera, caused by the gram-negative bacterium V. 
cholerae, is a fast-acting intestinal disease characterized by fever, dehy-
dration, abdominal pain, and diarrhea. It is transmitted by drinking wa-
ter contaminated with fecal matter. In developing countries, the threat of 
cholera is a real and signifi cant health concern whenever water purifi ca-
tion and sewage disposal systems are inadequate.

The burden of cholera is greatest in sub-Saharan Africa and South 
Asia. Incidence rates for children less than 5 years of age are signifi cantly 
higher than for older children or adults in areas where cholera is endemic. 
Among the 1.4 billion people at risk of cholera, 2.8 million cholera cases 
are estimated to occur in countries where it is endemic (maintained) each 
year and 87,000 cases in countries where it is not endemic. These esti-
mates exclude the recent Haitian outbreak during which an estimated 
500,000 cases and 7,000 deaths occurred less than 18 months after the 
outbreak started in October 2010. These fi ndings validate the high public 
health need to vaccinate against cholera to help eradicate the global chol-
era burden.

Since V. cholerae colonizes the surface of the intestinal mucosa, it was 
reasoned that an effective cholera vaccine should be administered orally 
and directed to this structure. With this in mind, a strain of V. cholerae 
was created with part of the coding sequence for the A1 peptide deleted. 
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This strain cannot produce active enterotoxin; therefore, it is nonpatho-
genic and is a good candidate for a live vaccine. Specifi cally, a tetracycline 
resistance gene was incorporated into the A1 peptide DNA sequence on 
the V. cholerae chromosome. This insertion inactivated the A1 peptide 
activity and also made the strain resistant to tetracycline. Although the 
A1 peptide sequence has been disrupted, the strain is not acceptable as 
a vaccine because the inserted tetracycline resistance gene can be excised 
spontaneously, thereby restoring enterotoxin activity.

Consequently, it was necessary to engineer a strain carrying a defec-
tive A1 peptide sequence that could not revert (Fig. 11.20). In this strat-
egy, a plasmid containing the cloned DNA segment for the A1 peptide 

Figure 11.20  Strategy for deleting part 
of the cholera toxin A1 peptide DNA 
sequence from a strain of V. cholerae. 
Note that the tetracycline resistance 
gene is introduced into the gene for the 
A1 peptide as part of a transposon. This 
construct no longer makes A1 peptide; 
however, it cannot be used as a vaccine 
because the transposon may be excised 
and thereby restore A1 synthesis and 
pathogenicity.
 doi:10.1128/9781555818890.ch11f.11.20
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was digested with the restriction enzymes ClaI and XbaI, each of which 
cut only within the A1 peptide-coding sequence of the insert. To recircu-
larize the plasmid, an XbaI linker was added to the ClaI site and then cut 
with XbaI. T4 DNA ligase was used to join the plasmid at the XbaI sites, 
thereby deleting a 550-base-pair (bp) segment from the middle of the A1 
peptide-coding region. This deletion removed 183 of the 194 amino acids 
of the A1 peptide. By conjugation, the plasmid containing the deleted A1 
peptide-coding sequence was then transferred into the V. cholerae strain 
carrying the tetracycline resistance gene in its A1 peptide DNA sequence. 
Recombination (a double crossover) between the remaining A1 coding 
sequence on the plasmid and the tetracycline resistance gene-disrupted 
A1 peptide gene on the chromosome replaced the chromosomal A1 
peptide-coding sequence with the homologous segment on the plasmid 
carrying the deletion. After growth for a number of generations, the ex-
trachromosomal plasmid, which is unstable in V. cholerae, was sponta-
neously lost. Cells with an integrated defective A1 peptide were selected 
on the basis of their tetracycline sensitivity. The desired cells no longer 
had the tetracycline resistance gene but carried the A1 peptide sequence 
with the deletion.

A stable strain with an A1 peptide sequence containing a deletion was 
selected in this way. This strain did not produce active enterotoxin but 
nevertheless retained all the other biochemical features of the pathogenic 
form of V. cholerae; i.e., V. cholerae with an A1 peptide containing a de-
letion is a good vaccine candidate because the bacterium that synthesizes 
only the A2 and B peptides is as immunogenic as the native bacterium. 
When this strain was evaluated in clinical trials to test its effectiveness as 
a cholera vaccine, the results were equivocal. While the vaccine conferred 
nearly 90% protection against diarrheal disease in volunteers, it induced 
side effects in some of those who were tested. This strain may require 
modifi cation at another chromosomal locus before it can be used as a 
vaccine.

The whole-cell cholera vaccine which is administered parenterally is 
not recommended by the WHO due to its low protective effi cacy and 
diarrhea-inducing tendency. However, currently available oral cholera 
vaccines are safe and offer good protection (more than 70%) for an ac-
ceptable period (at least 1 year). The use of oral cholera vaccines is con-
sidered a public health tool additional to usually recommended cholera 
control measures, such as provision of safe water and adequate sanita-
tion. Oral cholera vaccine use is recommended for populations to limit 
the risk of occurrence of cholera outbreaks in displaced populations in 
areas where cholera is endemic and of the spread and incidence of cholera 
during an outbreak.

Several experimental live oral candidate vaccines are currently being 
developed. Live attenuated vaccines confer greater and longer-term pro-
tection due to rapid intestinal colonization and eliminate the need for 
repeated dosing. They have the potential to be administered as a single 
dose and can be easily integrated into a suitable vaccine schedule. CVD 
103 HgR (Orochol or Mutachol) was the fi rst licensed live attenuated 
vaccine to reach the market. It was given orally together with a buffer in 
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a single-dose schedule. In placebo-controlled trials, the vaccine proved to 
be safe, immunogenic, and effective. However, in a subsequent large-scale 
trial conducted in an area where cholera is endemic, the vaccine failed to 
demonstrate protection. As a result, the production of this vaccine was 
stopped in 2004.

Three live attenuated vaccines are now in the active stage of devel-
opment. The fi rst one is trehalose-reformulated Peru-15 (Choleragarde), 
which is derived from the vaccine strain Peru-15, which was created from 
a V. cholerae O1 El Tor Inaba strain isolated in Peru in 1991. The strain 
is genetically engineered to be nontoxigenic (Fig. 11.20) and is now un-
dergoing phase II clinical trials. The second and third vaccines are known 
as Cuban 638 and VA 1.4, respectively. These three vaccines are stored in 
lyophilized form, solubilized in buffer before use, and then administered 
orally.

Salmonella Species

Other attempts to engineer nonpathogenic strains of pathogenic bacteria 
that could be used as live vaccines have involved deletions in chromoso-
mal regions that code for independent and essential functions. At least 
two deletions are preferred, because the probability that both sets of func-
tions can be simultaneously reacquired is very small. It is assumed that a 
“doubly deleted” strain would have a limited ability to proliferate when 
it is used as a vaccine, thereby restricting its pathogenicity while allowing 
it to stimulate an immunological response.

Strains of the genus Salmonella cause enteric fever, infant death, ty-
phoid fever, and food poisoning. Therefore, an effective vaccine against 
these organisms is needed. Deletions in a number of different genes have 
been used to attenuate various Salmonella strains (Table 11.12). These 
mutations can be grouped into three basic categories: mutations in 

Table 11.12  Deleted genes and their functions in the development of attenuated 
strains of Salmonella spp.

Deleted gene(s) Gene function(s)

galE Synthesis of LPS; decrease toxicity from galactose

aroA, aroC, or aroD Synthesis of chorismate, an aromatic amino acid precursor and a 
PABA precursor; PABA is involved in the synthesis of iron chelators

purA or purE Synthesis of purines

asd Peptidoglycan and lysine biosynthesis

phoP and phoQ Regulation of acid phosphatases and genes necessary for survival in 
the microphage

cya Encodes adenylate cyclase, which is involved in cAMP synthesis

crp Enclosed camp receptor; regulates expression of proteins involved in 
transport and breakdown of carbohydrates and amino acids

cdt Involved in tissue colonization by the bacterium

dam Encodes DNA methylase; appears to be a master switch for 20–40 
different virulence genes

htrA Encodes a stress-induced polypeptide; results in signifi cantly reduced 
persistence in human tissues

cAMP, cyclic AMP; PABA, p-aminobenzoic acid.
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(i) biosynthetic genes, (ii) regulatory genes, and (iii) genes involved in vir-
ulence. In addition, strains with more than one deletion have been con-
structed. For example, one double-deletion strain has deletions in the aro 
genes, which encode enzymes involved in the biosynthesis of aromatic 
compounds, and in the pur genes, which encode enzymes involved in pu-
rine metabolism. These double-deletion strains, which can be grown on a 
complete and enriched medium that supplies the missing nutrients, gener-
ally establish only low-level infections, since their host cells contain only 
a very low level of the metabolites that they require for growth. Typically, 
their virulence is reduced 100-fold or greater. The attenuated Salmonella 
strains are effective oral vaccines for mice, sheep, cattle, chickens, and 
humans.

Deletion of the dam gene, which encodes DNA methylase, may be a 
highly effective approach to produce avirulent Salmonella strains. The 
dam gene is a master switch that regulates the expression of 20 to 40 dif-
ferent Salmonella regulatory proteins. Thus, when mice were immunized 
with Dam-negative strains of Salmonella, they tolerated up to 10,000 
times the normally lethal dose. Generally, pathogenic bacteria turn on 
many of their genes as briefl y as possible to avoid detection and attack 
by the host’s immune system. However, with Dam-negative strains, these 
genes are expressed for much longer periods, making it easier for the host 
immune system to detect and destroy the invading bacteria. Because many 
other gut-colonizing bacteria have dam genes, if this approach with Sal-
monella turns out to be as effective as is expected, it may be possible to 
utilize a similar protocol with a range of pathogenic bacteria.

As discussed above, live attenuated Salmonella strains are excellent 
carriers or vectors for prokaryotic or eukaryotic antigens, as they can 
stimulate strong systemic and local immune responses against the ex-
pressed antigens. With this aim in mind, three Salmonella enterica serovar 
Typhi strains were engineered to express a gene encoding the α-helical 
domain of the Streptococcus pneumoniae surface protein, PspA. The latter 
strains served as live biological vaccine vectors in a recent phase I clinical 
trial to evaluate maximum safe and tolerable single-dose levels after their 
oral administration to subjects. The objectives of the study were (i) to 
evaluate maximum safe tolerable single-dose levels of the three recombi-
nant attenuated S. enterica serovar Typhi vaccine vectors using dose esca-
lation, dose-sequential studies in healthy adult subjects and (ii) to evaluate 
immunogenicity of the three recombinant attenuated S. enterica serovar 
Typhi vaccine vectors with regard to their abilities to induce mucosal and 
systemic antibody responses to the S. pneumoniae PspA and S. enterica se-
rovar Typhi antigens. The vaccines are not anticipated to prevent disease. 
Although the immune responses generated by the vaccine vectors may con-
fer some degree of protection against future infection with S. pneumoniae 
and S. enterica serovar Typhi, such protection is incidental. The primary 
goals of this study were (i) to select the S. typhi vector that provides opti-
mal delivery of the PspA antigen in a safe and immunogenic manner and 
(ii) to demonstrate that the regulated attenuation strategy results in highly 
immunogenic antigen delivery vectors for oral vaccination. The trial has 
been completed, and the results are forthcoming in the near future.



 Vaccines 639

Leishmania Species

Although the human immune system can respond to infections by proto-
zoan parasites of the genus Leishmania, it has been diffi cult to develop an 
effective vaccine against these organisms. Attenuated strains of Leishmania 
are sometimes effective as vaccines; however, they often revert to virulence. 
Also, the attenuated parasite can persist for long periods in an infected but 
apparently asymptomatic individual. Such individuals can act as reservoirs 
for the parasite, which can be transferred to other people by an intermedi-
ate host. To overcome these problems, an attenuated strain of Leishmania 
that is unable to revert to virulence was created by targeted deletion of 
an essential metabolic gene, such as dihydrofolate reductase–thymidylate 
synthase. In one of these attenuated strains, Leishmania major E10-5A3, 
the two dihydrofolate reductase–thymidylate synthase genes present in 
wild-type strains were replaced with the genes encoding resistance to the 
antibiotics G-418 and hygromycin. For growth in culture, it is necessary 
to add thymidine to the medium that is used to propagate the attenuated 
(but not the wild-type) strain. In addition, unlike the wild type, the atten-
uated strain is unable to replicate in macrophages in tissue culture unless 
thymidine is added to the growth medium (Fig. 11.21). Importantly, the 
attenuated strain survives for only a few days when inoculated into mice; 
in that time, it does not cause any disease. Moreover, this period is suffi -
cient to induce substantial immunity against Leishmania in BALB/c mice 
after administration of the wild-type parasite. Since the attenuated parasite 
did not establish a persistent infection or cause disease, even in the most 
susceptible mouse strains tested, it is considered to be a strong candidate 
vaccine. Following additional experiments with animals, it will be possible 
to test whether this attenuated parasite is effective as a vaccine in humans.

Poliovirus

Two effective vaccines, the inactivated polio vaccine and oral polio vac-
cine, which consists of the live attenuated Sabin strains, have been used 
for the control of paralytic poliomyelitis since the 1950s. Both vaccines 

Figure 11.21  Schematic representation of the Leishmania major DHFR-TS E10-5A3 
auxotrophic cell line. The DHFR-TS E10-5A3 line was produced by targeted dele-
tion of two copies of an essential metabolic gene, dhfr-ts (which encodes the bifunc-
tional dihydrofolate reductase–thymidylate synthase), in L. major. This line does 
not cause disease when injected into highly susceptible mouse strains, and vaccina-
tion confers signifi cant and specifi c protective immunity. In line E10-5A3, the two 
dhfr-ts genes were replaced by the hph (hygromycin phosphotransferase [HYG]) 
gene, which confers resistance to hygromycin B, and the aph (neomycin phospho-
transferase [NEO]) gene, which confers resistance to aminoglycosides such as G-418. 
doi:10.1128/9781555818890.ch11f.11.21
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are effective in providing individual protection against poliomyelitis, but 
the ease of oral administration and lower costs of the attenuated oral 
polio vaccine favored its use in most countries. The Global Poliomyelitis 
Eradication Initiative has been very successful since its launch in 1988, 
with annual reported cases caused by wild-type polioviruses decreasing 
by about 96% in 2010 (from 35,251 cases appearing in 125 countries in 
1988 to 1,352 cases appearing in four countries—Afghanistan, Pakistan, 
India, and Nigeria—in 2010). The availability of monovalent and bivalent 
oral vaccines against poliovirus types 1 and 3 could help to accelerate 
eradication in countries where polio is endemic and act as possible tools 
for future outbreak control.

Use of an attenuated oral vaccine is complicated by the rare outcomes 
of vaccine-associated paralytic poliomyelitis, chronic shedding of rever-
tant poliovirus by B-cell-immunodefi cient individuals, and the emergence 
of circulating vaccine-derived poliovirus strains, which are biologically 
equivalent to wild-type polioviruses. The accumulation of mutations in 
the determinants of the thermosensitive phenotype of attenuated Sabin 
oral vaccine strains, in addition to recombination events during their rep-
lication in the human gut, has been associated with the reversion of atten-
uated oral vaccine strains to neurovirulent ones. Thus, it is important that 
the use of the attenuated oral vaccine strains be halted as soon as possible 
to eradicate polioviruses. Inactivated vaccine used in routine vaccination 
schedules is an optimal solution to prevent the oral-vaccine-related risks 
of vaccine-associated paralytic poliomyelitis and vaccine-derived poliovi-
rus strains.

To avoid recurrent paralytic poliomyelitis, a sequential inactivated vi-
rus or an inactivated and attenuated oral virus vaccination schedule was 
implemented in most countries. The problems associated with the world-
wide use of inactivated virus include the high cost, the injectable route of 
administration, the induction of diminished mucosal intestinal immunity, 
and the need for biocontainment during its production. However, current 
research is being directed to overcome these disadvantages to maximize 
the chance for rapid progress. It is projected that the generation of spe-
cifi c drugs against polioviruses along with the new inactivated virus will 
help to address future polio epidemics and achieve global eradication of 
polioviruses. These drugs, now in the early stages of development, include 
replication inhibitors acting on viral replication protein 2C or 3A, capsid 
inhibitors acting on virus uncoating and the release of viral RNA from the 
capsid into the cell, protease inhibitors acting on 3C viral protease, and 
several nucleoside inhibitors of viral polymerases.

Infl uenza Virus

Infl uenza vaccines are formulated annually to protect against strains ex-
pected to circulate globally during the upcoming infl uenza seasons. Rec-
ommendations regarding strain composition are issued by the WHO and 
national regulatory authorities. All licensed infl uenza vaccines are cur-
rently trivalent, containing two type A strains (A/H1N1 and A/H3N2) 
and one type B strain; these strains have circulated worldwide since 1977. 
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Vaccine strains in licensed live attenuated infl uenza vaccines (LAIVs) are 
generally comparable in immunogenicity and effi cacy, whether adminis-
tered in monovalent or trivalent formulations. For a LAIV, reduced im-
munogenicity of one or more vaccine strains is not an accurate measure 
of clinically signifi cant viral interference. This is because the immune 
mechanisms by which the vaccine exerts its effects are not well known, 
and an anti-HA antibody response is not an absolute correlate of protec-
tion for LAIVs. Furthermore, some infl uenza HAs are intrinsically less 
immunogenic than others owing to variations in sequence, independent 
of whether they are presented to the immune system as a wild-type virus, 
a live attenuated vaccine, or an inactivated vaccine.

Currently used LAIVs are reassorted, cold-adapted and temperature-
sensitive master strain viruses with recommended seasonal strains (do-
nate relevant HA and neuraminidase [N] protein genes) or are reverse 
genetic engineered (analysis of the phenotype of specifi c gene sequences 
obtained by DNA sequencing) viruses that express those cold-adapted 
and temperature-sensitive mutations as well as other attenuating muta-
tions. Reassortment occurs when two similar viruses, such as infl uenza 
viruses, that infect the same cell exchange DNA or RNA. If a single host 
(human or animal) is infected by two different infl uenza virus strains, new 
assembled viral particles may be created from segments whose origins are 
mixed, some derived from one strain and some from the other strain. The 
new strain will share properties of both of its parental lineages.

The reassorted or reverse genetically engineered viruses are limited 
in their ability to replicate at the warmer temperatures of the lower res-
pi ra tory tract after intranasal administration. Live attenuated vaccines 
have superior effi cacy to inactivated virus without adjuvant in young chil-
dren, but they are not licensed for use in children less than 2 years of age 
and have restricted use in children under 5 years of age who commonly 
wheeze. The effi cacy of LAIVs falls by young adulthood, probably because 
acquired, cross-reactive immunity limits replication of the attenuated vi-
rus after intranasal administration. The risk of wheezing in children and 
reduced effi cacy in older individuals are also likely to pose challenges for 
the new live attenuated vaccines in development.

In view of such challenges, novel approaches to generating a live at-
tenuated infl uenza vaccine by deleting or altering the NS1 gene are being 
explored. The resultant virus, ΔNS1-H1N1, contains the surface glyco-
proteins from A/NC/20/99, whereas the remaining gene segments are 
from the infl uenza virus strain IVR-116. In addition, ΔNS1-H1N1 lacks 
the complete NS1 open reading frame (Fig. 11.22).

The NS1 protein inhibits host resistance to infection by several mech-
anisms including the blocking of IFN-α production. If NS1 function is 
lost or reduced, a greater host native immune response to vaccination 
leads to a more robust cellular and humoral immune response and in-
hibits replication of the ΔNS1-mutated virus. Limited replication atten-
uates the infection and, importantly from a clinical safety perspective, 
limits viral shedding and avoids transmission of the vaccine virus with the 
potential for reassortment. Human volunteer recipients of a monovalent 
ΔNS1 vaccine candidate produced both nasal wash and serum antibodies, 
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with almost no viral shedding, and experienced local symptoms similar 
to those experienced by placebo recipients. Serum antibodies that were 
induced despite the intranasal route of administration also neutralized 
antigenically different viruses. A live attenuated trivalent ΔNS1 formu-
lation is under clinical evaluation. Viruses attenuated with more limited 
deletions or mutations, coupled with mutations in other gene segments or 
in NS2, are in preclinical development.

Four strains may be recommended for inclusion in infl uenza vaccine 
formulations in the future, based on epidemiology and the inability of tri-
valent formulations containing a single infl uenza B virus strain to protect 
against the two distinct B lineages that frequently cocirculate. The lineage 
responsible for annual epidemics caused by infl uenza B virus has been 
diffi cult to predict. In the United States, in 5 of the past 10 infl uenza sea-
sons, the predominant circulating infl uenza B virus lineage differed from 
that present in the vaccine. Thus, the inclusion of another B strain in the 
annual infl uenza vaccine formulations would increase the chance of the 
vaccine matching the circulating epidemic strains of infl uenza.

Human clinical trials in adults and children of quadrivalent LAIVs 
(multivalent, Ann Arbor strain) and inactivated vaccines containing 
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Figure 11.22  Diagram of the DNA sequence present in the NS1-HIN1 and ΔNS1-
H1N1 infl uenza viruses. The variant vaccine virus, ΔNS1-H1N1, was generated by 
deletion of the open reading frame from the wild-type NS1-H1N1 infl uenza virus. 
ΔNS1-H1N1 virus expresses surface glycoproteins and various gene segments inher-
ited from other infl uenza virus strains. The open reading frame of the nonstructural 
protein NS1 contains the RNA-binding domain, effector domain, and the two nuclear 
localization signals (NLS1 and NLS2). Deletion of this open reading frame totally 
inactivates the NS1 viral protein, which is desirable since this deletion eliminates the 
ability of NS1 to counteract the IFN-mediated immune response of the host. Instead, 
upon infection of host cells, the ΔNS1/H1N1 virus elicits high levels of IFN, which 
promotes strong B- and T-cell-mediated immune responses in the host. The latter re-
sponses protect the host against NS1-containing wild-type infl uenza virus challenge. 
ΔNS1 viruses do not replicate or form viral progeny, which prevents vaccinated hosts 
from shedding vaccine virus. Adapted from Egorov et al., J. Virol. 72: 6437–6441, 
1998. doi:10.1128/9781555818890.ch11f.11.22
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infl uenza B virus strains representing both lineages are currently under 
way, and safety and immunogenicity data in comparison with trivalent 
vaccines will be available in the near future. For LAIVs, because vaccine 
strains for each infl uenza B virus lineage (B/Victoria and B/Yamagata) are 
effi cacious in the trivalent formulation, the main question is whether the 
addition of a second B lineage LAIV strain interferes with the replication 
of the other vaccine strains. This question was evaluated in nonclinical 
studies in seronegative ferrets, with no evidence of signifi cant interference. 
In humans, demonstration of quadrivalent vaccine effi cacy in randomized 
controlled fi eld studies with all four vaccine components is not feasible 
because it would require multiple years and because in many countries, 
placebo-controlled studies are no longer ethical owing to recommenda-
tions for the annual vaccination of children against infl uenza. As a result, 
the clinical development of a quadrivalent LAIV will involve assessment 
of safety and immunogenicity in children and adults. The goal is to 
demonstrate comparable safety and immunogenicity between a quadriva-
lent LAIV and two trivalent LAIV formulations, each including a B strain 
of a different infl uenza B virus lineage. A quadrivalent vaccine would be 
expected to have safety and effectiveness comparable to those of the cur-
rently licensed trivalent vaccines, with additional protection against the 
alternate infl uenza B lineage. Quadrivalent seasonal infl uenza vaccines are 
expected to enter the commercial market within 2 to 5 years.

In a recent study of 88,468 participants vaccinated with different 
infl uenza vaccines, live attenuated vaccines performed better than inac-
tivated vaccines in children (80% versus 48%), whereas inactivated vac-
cines performed better than live attenuated vaccines in adults (59% versus 
39%). There was a large difference (20%) in effi cacy against infl uenza A 
(69%) and infl uenza B (49%) virus types for unmatched strains. The con-
clusions reached are that infl uenza vaccines are effi cacious, but effi cacy 
estimates depend on many variables, including type of vaccine and age 
of persons vaccinated, degree of matching of the circulating strains to the 
vaccine, infl uenza type (relevant to unmatched strains), and methods used 
to determine endpoints of analysis.

Dengue Virus

Dengue is one of the most important and widespread mosquito-borne 
viral diseases of humans, with about half the world’s population now 
at risk. The WHO estimates that 50 million to 100 million dengue virus 
infections occur each year in more than 100 countries and that half a 
million people develop severe dengue necessitating hospital admission. 
A specifi c treatment is not available, and in absence of a vaccine, preven-
tion relies on individual protection against mosquitoes and vector control 
strategies.

The major challenges facing the development of a dengue vaccine in-
clude the existence of four pathogenic dengue virus serotypes (serotypes 1 
to 4) that compete and interact immunologically. Additional problems are 
associated with the lack of suitable animal models or a correlate of pro-
tection. During the last 50 years, various vaccine approaches have been at-
tempted, and several candidate vaccines are in early clinical or preclinical 
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development. One candidate vaccine, CYD-TDV, is a recombinant, live, 
attenuated, tetravalent dengue vaccine based on the yellow fever 17D vac-
cine strain and produced in Vero cells (monkey kidney epithelial cells are 
used as host cells for growing virus) (Fig. 11.23). Previously, phase I and 
II trials conducted in southeast Asia and Latin America with cohorts of 
adults and children, who did not have immunity against dengue virus, 
showed that a three-dose regimen given over 12 months is well toler-
ated and elicits balanced neutralizing antibody responses against the four 
serotypes. More recently, a randomized, controlled, single-center, phase 
IIb, proof-of-concept trial was conducted with healthy 4- to 11-year-old 
Thai schoolchildren, who received three injections of the CYD-TDV live 
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Figure 11.23  Schematic diagram of the CYD-TDV dengue virus vaccine. In 2010, the 
fi rst phase III clinical trial to investigate the CYD tetravalent dengue vaccine (TDV) 
was initiated. The CYD-TDV candidate is composed of four recombinant, live, atten-
uated vaccines (CYD 1 to 4) based on a yellow fever virus vaccine 17D (YFV 17D) 
backbone, each expressing the premembrane (prM) and envelope (E) genes of one of 
the four wild-type dengue virus serotypes. These wild-type viruses were the PUO-359/
TVP-1140 Thai strain for serotype 1, PUO-218 Thai strain for serotype 2, PaH881/88 
Thai strain for serotype 3, and 1228 (TVP-980) Indonesian strain for serotype 4. The 
CYD-TDV vaccine is produced by combination of the four CYD viruses into a single 
preparation. The vaccine is freeze-dried, contains no adjuvant or preservative, and is 
presented in a single-dose vial or in a fi ve-dose multidose vial. Preclinical studies have 
demonstrated that CYD-TDV induces controlled stimulation of human dendritic cells 
and signifi cant immune responses in monkeys. Adapted from Guy et al., Vaccine 29: 
7229–7241, 2011. doi:10.1128/9781555818890.ch11f.11.23
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attenuated tetravalent dengue vaccine (2,452 children) or a control (rabies 
vaccine or placebo; 1,221 children) at 0, 6, and 12 months. The primary 
objective was to assess protective effi cacy after three injections against 
virus-positive confi rmed symptomatic dengue, irrespective of severity or 
serotype. Effi cacy was found to be 30.2% and differed by serotype. Pro-
tection was limited to three of the four serotypes of dengue virus, but 
the vaccine did not confer protection against the most prevalent sero-
type (serotype 2). Nonetheless, dengue vaccine was well tolerated, with 
no adverse side effects after 2 years of follow-up after the fi rst dose. These 
data are the fi rst to show that the generation of a safe vaccine against 
dengue may be possible. Ongoing large-scale phase III studies in various 
epidemiological settings may further demonstrate the effi cacy of a new 
live attenuated dengue vaccine. Further, this trial may provide proof of 
concept for a very signifi cant public health care advance given that about 
half the world’s population is currently at risk for dengue virus infection.

Vector Vaccines

Vaccines Directed against Viruses

The use of a live vaccinia virus vaccine helped to eradicate smallpox glob-
ally. The vaccinia poxvirus consists of a double-stranded DNA genome 
(187 kb) that encodes about 200 proteins. Cytoplasmic, rather than nu-
clear, replication and transcription of vaccinia virus genes are possible 
because vaccinia virus DNA contains genes for DNA polymerase, RNA 
polymerase, and the enzymes to cap, methylate, and polyadenylate mRNA. 
Thus, if a foreign gene is inserted into the vaccinia virus genome under the 
control of a vaccinia virus promoter, it will be expressed independently 
of host regulatory and enzymatic functions. Vaccinia virus infects humans 
and many other vertebrates and invertebrates.

Since vaccinia virus has a broad host range, is well characterized 
molecularly, is stable for years in lyophilized (freeze-dried) form, and is 
usually benign, this virus is an excellent candidate for a vector vaccine. 
A vector vaccine delivers and expresses cloned genes encoding antigens 
that elicit neutralizing antibodies against pathogens. The large size of the 
vaccinia virus genome and its lack of unique restriction sites prevent the 
insertion of additional DNA into this genome.

The genes for specifi c antigens must be introduced into the viral ge-
nome by in vivo homologous recombination. The DNA sequence that 
encodes a specifi c antigen, such as hepatitis B core antigen (HBcAg), is in-
serted into a plasmid vector immediately downstream of a cloned vaccinia 
virus promoter and in the middle of a nonessential vaccinia virus gene, 
such as thymidine kinase (Fig. 11.24A). This plasmid is used to transfect 
thymidine kinase-negative animal cells in culture, usually chicken embryo 
fi broblasts previously infected with wild-type vaccinia virus to produce a 
functional thymidine kinase. Recombination between promoter-fl anking 
DNA sequences and the neutralizing antigen gene on the plasmid with the 
homologous sequences on the viral genome incorporates the cloned gene 
into the viral DNA (Fig. 11.24B). The use of thymidine kinase-negative 
host cells and disruption of the thymidine kinase gene in the recombined 

HBcAg
hepatitis B core antigen
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virus render the host cells resistant to the toxic effects of bromodeoxyuri-
dine. This selection enriches for cell lines that carry a recombinant vaccinia 
virus, which may be confi rmed by DNA hybridization with a probe for the 
antigen gene. Since thymidine kinase-negative mutants of vaccinia virus 
arise spontaneously at a relatively high frequency, a selectable marker is 
often cotransferred with the target gene. This facilitates the detection of a 
spontaneous thymidine kinase mutant from a mutant deliberately gener-
ated by homologous recombination. A virus with a spontaneous mutation 
does not carry the selectable marker, while a virus that underwent ho-
mologous recombination does. The neo gene, which encodes the enzyme 
neomycin phosphotransferase II and confers resistance to the kanamycin 
analogue G-418, is often used as the selectable marker. The neo gene is 
relatively stable after insertion into the vaccinia virus genome.

Figure 11.24  Method of integration of a gene that encodes a viral antigen into vac-
cinia virus. (A) Plasmid carrying a cloned expressible antigen gene. (B) A double-
crossover event results in the integration of the antigen gene into vaccinia virus DNA. 
doi:10.1128/9781555818890.ch11f.11.24
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To avoid disruption of any vaccinia virus genes or screening for se-
lectable markers, a novel system was devised in which every recombinant 
virus that forms a plaque contains and expresses the target gene. Wild-type 
vaccinia virus contains the vp37 gene, responsible for plaque formation 
when the virus is grown on an animal cell monolayer (Fig. 11.25A). De-
leting the vp37 gene and replacing it with an Escherichia coli marker gene 
(Fig. 11.25B) creates a vaccinia virus mutant that does not form plaques 
after 2 to 3 days of growth in vitro. Target genes are introduced into 
the mutant vaccinia virus by homologous recombination with a transfer 
vector that carries vp37 and the target gene (Fig. 11.25C). If homologous 
recombination between the non-plaque-forming mutant and the trans-
fer vector occurs, the viruses that can form plaques have acquired the 
vp37 gene. Also, the target gene is inserted into the vaccinia virus genome, 
and the selectable marker gene is lost. Since the vp37 gene is deleted in 
the mutant vaccinia virus, this mutation cannot revert to the wild type. 
Therefore, every virus that forms a plaque carries the desired construct. 
This simple procedure is applicable to the cloning and expression of any 

Figure 11.25  (A) Portion of a wild-type vaccinia virus genome that contains the vp37 
gene that is responsible for plaque formation in host cells. (B) Portion of a mutant 
vaccinia virus genome in which the vp37 gene has been replaced by a marker gene. (C) 
Portion of a vaccinia virus transfer vector. “Left fl ank” and “right fl ank” refer to the 
DNA sequences that immediately precede and follow the vp37 gene in the wild-type 
vaccinia virus genome. The native vp37 promoter is part of the vp37 gene sequence 
(not shown). MCS is a multiple-cloning site with seven unique restriction enzyme 
sites. p7.5 is a strong early/late vaccinia virus promoter. The target gene is inserted 
into the multiple-cloning site. Subsequently, homologous recombination between the 
transfer vector (C) and the genomic DNA of the mutant virus (B) results in the re-
placement of the E. coli marker gene with the vp37 gene, together with a target gene. 
doi:10.1128/9781555818890.ch11f.11.25
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target gene, does not require extra marker genes, and does not disrupt any 
vaccinia virus genes.

Several antigen genes have been inserted into the vaccinia virus ge-
nome and subsequently expressed in animal cells in culture. These an-
tigens include rabies virus G protein, hepatitis B virus surface antigen, 
Sindbis virus surface proteins, infl uenza virus nucleoprotein and HA, ve-
sicular stomatitis virus N and G proteins, and HSV glycoproteins. Sev-
eral recombinant vaccinia virus vehicles have been shown to be effective 
vaccines. For example, a recombinant vaccinia virus that expresses the 
HSV-1 gD gene prevents herpesvirus infections in mice. Another recom-
binant vaccinia virus that expresses the rabies virus surface antigen gene 
can elicit neutralizing antibodies in foxes, the major carriers of rabies in 
Europe. The vaccinia virus–rabies virus glycoprotein recombinant virus 
vaccine presently on the market (Raboral) is a live viral vaccine contain-
ing 108 plaque-forming units (PFU), or live viral particles, per dose. It 
is constructed by insertion of a rabies virus glycoprotein G gene into a 
vaccinia virus thymidine kinase gene. Upon ingestion, the vaccinia virus 
replicates and expresses rabies virus glycoprotein G, which elicits rabies 
virus glycoprotein-specifi c neutralizing antibodies. This immunity typi-
cally lasts about 12 months in cubs and 18 months in adult foxes.

The use of vaccinia virus vector vaccines carrying cloned genes en-
coding several different antigens enables the simultaneous vaccination of 
individuals against many different diseases. The timing of production of 
a foreign protein gene carried in a vaccinia virus-derived vector depends 
on whether a vaccinia virus promoter functions during the early or late 
phase of the infection cycle, and the strength of the promoter determines 
the amount of an antigen that is produced. Usually, late promoters for an 
11-kilodalton (kDa) protein (p11) and the cowpox virus A-type inclusion 
protein (pCAE) are used to achieve high levels of foreign-gene expression. 
When genes encoding several different foreign proteins are inserted into 
one vaccinia virus vector, each is placed under the control of a different 
vaccinia virus promoter to avoid homologous recombination between dif-
ferent regions of the virus genome and deletion of the cloned genes.

A live recombinant viral vaccine has several advantages over killed 
virus or subunit vaccines. First, the virus can express the authentic an-
tigen(s) in a manner that closely resembles a natural infection. Second, 
the virus can replicate within the host, thereby amplifying the amount of 
antigen that activates humoral and cellular immune responses. A disad-
vantage of using a live recombinant viral vaccine is that vaccination of an 
immunosuppressed host, such as an individual with AIDS, can lead to a 
serious viral infection. One way to avoid this problem may be to insert 
the gene encoding human IL-2 into the viral vector. IL-2 enhances the 
response of activated T cells and permits the recipient to limit the prolif-
eration of the viral vector, which decreases the possibility of an unwanted 
infection. If the proliferation of vaccinia virus has deleterious effects in 
certain patients, it would be helpful to kill or inhibit it after vaccina-
tion. This may be achieved by creating an IFN-sensitive vaccinia virus 
(wild-type vaccinia virus is relatively resistant to IFN) whose proliferation 
is blocked. Such a virus vector would be susceptible to drug intervention if 
complications from vaccination with vaccinia virus vectors arose.

PFU
plaque-forming unit(s)
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The basis of resistance of vaccinia virus to IFN was not known until a 
vaccinia virus open reading frame (K3L) was found to encode a 10.5-kDa 
protein that has an amino acid sequence very similar to that of a por-
tion of the 36.1-kDa host cell eukaryotic initiation factor 2a (eIF-2a). The 
N-terminal regions of both of these proteins contain 87 amino acids that 
are nearly identical. Moreover, this shared sequence contains a serine at 
residue 51, which in eIF-2a is normally phosphorylated by IFN-activated 
P1 kinase. Phosphorylation of Ser51 in eIF-2a blocks protein synthesis 
and viral replication in IFN-treated cells. Vaccinia virus may therefore 
avoid inhibition by IFN because the K3L protein is a competitive inhib-
itor of eIF-2a phosphorylation (Fig. 11.26). Deletion of all or a portion 
of the K3L gene from vaccinia virus should make the virus sensitive to 
IFN. Indeed, when wild-type and a K3L-negative mutant of vaccinia virus 
were tested for sensitivity to IFN, the mutant was found to be 10 to 15 
times more sensitive to IFN than the wild-type virus. Reinsertion of the 
wild-type K3L sequence into the mutant virus restored the level of IFN 
sensitivity found in the wild type. This indicates that K3L controls the 
IFN resistance phenotype of vaccinia virus. This fi nding is important for 
the development of safer vaccinia virus vectors, as other IFN-resistant vi-
ruses may contain sequences comparable to K3L and be amenable to the 
construction of IFN-sensitive deletion mutants.

Currently, several veterinary vaccinia virus-based vaccines are li-
censed, and clinical studies to test their effi cacies in preventing a number 
of human infectious diseases are under way. This technology is based in 
part on the development of an attenuated vaccinia virus strain previously 
used to eradicate smallpox. To avoid any risk of the vector inducing a 
disease, some genetic information was removed from the virus genome 
so that the viral vector was highly attenuated. This attenuated virus has 

eIF-2a
eukaryotic initiation factor 2a

Figure 11.26  Competitive inhibition of the IFN-stimulated phosphorylation (inhi-
bition) of eIF-2a by protein K3L, which is encoded by vaccinia virus and is nearly 
identical to a portion of eIF-2a. (A) In the presence of IFN, a kinase is activated 
that phosphorylates eIF-2a molecules and thereby prevents them from functioning. 
(B) When vaccinia virus protein K3L is also present, it is phosphorylated instead of 
eIF-2a, which remains active. The thickness of the arrows represents the relative fl ux 
through each pathway. doi:10.1128/9781555818890.ch11f.11.26
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been used to express many viral antigens with the expectation that the 
recombinant virus would be an effective live vaccine. Protection has been 
achieved by cloning glycoproteins from porcine pseudorabies virus, HA 
glycoproteins from equine infl uenza virus, a spike protein from the SARS 
virus, and a polyprotein of Japanese swine encephalitis virus. People were 
then vaccinated to prevent transmission of these viruses. Based on the 
success of these attenuated vaccinia virus vaccines, it was proposed that 
this virus be considered as a general delivery system for a wide range of 
proteins.

For mass-vaccination campaigns in developing countries, it would 
be advantageous to be able to deliver live vaccines in a simple, expedi-
tious, and cost-effective manner. In addition, with mucosally transmitted 
pathogens, such as HIV, traditional parenteral vaccination routes may not 
induce mucosal immune responses suffi cient to provide protective immu-
nity. An alternative to traditional vaccination may be aerosol immuniza-
tion, which is potentially safer, easier, and less expensive to administer. 
Interestingly, two attenuated vaccinia virus-based vectors delivered by 
aerosol immunization were shown to be safe and effective and yielded 
long-lasting systemic and mucosal immune responses in rhesus macaques. 
It remains to test this approach in humans, with the hope that it may offer 
an effective means of inoculating large numbers of people in the future.

There is also considerable interest in modifi ed vaccinia Ankara virus 
(MVA) as a vector system, which consists of a highly attenuated strain of 
vaccinia virus produced by frequent passage of vaccinia virus in chicken 
cells. MVA has lost about 10% of the vaccinia virus genome and cannot 
replicate effi ciently in primate cells. MVA is considered the vaccinia virus 
strain of choice for clinical investigation because of its high safety profi le 
(in monkeys, mice, swine, sheep, cattle, elephants, and humans). Studies 
with mice and nonhuman primates have further demonstrated the safety 
of MVA under conditions of immunosuppression. A recent clinical trial of 
a recombinant MVA–pandemic infl uenza A/H5N1 vaccine was reported 
to be successful. Currently, the use of MVA as a recombinant HIV vaccine 
(MVA-B) is being tested in approximately 300 volunteers in several phase 
I studies conducted by the International AIDS Vaccine Initiative.

Although much work on the development of live attenuated viral 
vaccines has been done with vaccinia virus, other viruses, such as HSV, 
poliovirus, and infl uenza virus (see previous section) as well as adeno-
virus and varicella–zoster virus (see chapter 10), are also being tested as 
potential vaccine vectors. As discussed above, live attenuated poliovirus 
can be delivered orally, and such a mucosal vaccine directed to receptors 
in the lungs or gastrointestinal tract might also be useful against a range 
of diseases, including cholera, typhoid fever, infl uenza, pneumonia, mono-
nucleosis, and rabies. In addition, adenoviruses naturally target mucosal 
receptors, and mucosal administration of the vector can overcome the an-
tivector immunity seen with parenteral administration. Defective adenovi-
rus 5 particles expressing HA delivered intranasally can induce innate and 
adaptive heterosubtypic (cross-protection to infection with an adenovirus 
serotype other than the one used for primary infection) responses. In mice, 
defective adenoviruses may also induce a transient infl uenza-resistant 

MVA
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state, simulating a protective drug effect, without interfering with the de-
velopment of persistent immunity. More conserved viral genes and HAs 
of various adenovirus subtypes also have been incorporated to produce 
more broadly protective candidate vaccines. Orally delivered adenovirus 
4 and 5 vectored vaccines are currently in development.

Vaccines Directed against Bacteria

Since the discovery and subsequent widespread dissemination of antibiot-
ics, only a modest amount of research has been directed toward the devel-
opment of vaccines for bacterial diseases. However, there is considerable 
need for the development of bacterial vaccines for several reasons. First, 
not all bacterial diseases are readily treated with antibiotics. Second, the 
use of antibiotics over the last 40 years has resulted in the proliferation 
of bacterial strains that are resistant to several antibiotics. Third, reliable 
refrigeration facilities for the storage of antibiotics are not commonly 
available in many tropical countries. Fourth, it is often diffi cult to ensure 
that individuals receiving antibiotic therapy undergo the full course of 
treatment.

Given the need to produce vaccines that will be effective against bac-
terial diseases, an important question is, which strategies are likely to 
be most effective? In instances where the disease-causing bacterium does 
not grow well in culture, the development of an attenuated strain is not 
feasible. For these types of bacteria, alternative approaches must be used. 
For example, Rickettsia rickettsii, a gram-negative obligately intracellular 
bacterium that causes Rocky Mountain spotted fever, does not grow in 
culture. In this case, a cloned 155-kDa protein that is a major surface anti-
gen of R. rickettsii was used as a subunit vaccine and was found to protect 
immunized mice against infection by this disease-causing bacterium.

Tuberculosis

Today, along with HIV and malaria, tuberculosis remains one of the “big 
three” infectious diseases globally. This disease is caused by the bacte-
rium M. tuberculosis, which can form lesions that lead to cell death in 
any tissue or organ. The lungs are most commonly affected. Patients suf-
fer fever and loss of body weight, and without treatment, tuberculosis is 
often fatal. It is estimated that approximately 2 billion people are cur-
rently infected with the organism and that about 2 million to 3 million 
deaths per year result from these infections. During the past 50 years, 
antibiotics have been used to treat patients infected with M. tuberculo-
sis. However, numerous multidrug-resistant strains of M. tuberculosis are 
now prevalent. In the United States, among HIV patients infected with an 
antibiotic-resistant strain of M. tuberculosis, there is a 50% mortality rate 
within 60 days. Consequently, a bacterial disease that was thought to be 
under control has again become a serious global public health problem.

Currently, in some countries, BCG, an attenuated strain of Mycobac-
terium bovis that was developed between 1906 and 1919, is still used as 
a vaccine against tuberculosis. However, the overall effi cacy of BCG is 
controversial, and the use of this vaccine has some serious limitations. 
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While the BCG vaccine can prevent disseminated disease and mortality 
in newborns and children, it cannot prevent chronic infection or protect 
against pulmonary tuberculosis in adults. Consequently, M. tuberculo-
sis establishes a latent chronic infection that reactivates when there are 
diminished immune responses, e.g., in aged people, in individuals with 
genetic immune defects, and in those whose medication reduces their im-
mune responses, such as patients treated with antibodies against tumor 
necrosis factor alpha. Immunosuppression caused by HIV is now an ex-
tremely important factor in the reactivation of tuberculosis, and in the 
15 million people coinfected by HIV and M. tuberculosis, it is the major 
cause of mortality in this population. About 2 billion people carry a latent 
M. tuberculosis infection, and approximately 10% progress to active dis-
ease at some time. Additional limitations to the use of BCG as a vaccine 
are that individuals treated with BCG respond positively to a common 
tuberculosis diagnostic test, which makes it impossible to distinguish be-
tween individuals infected with M. tuberculosis and those inoculated with 
BCG cells. For these reasons, the BCG strain is not approved for use in 
several countries, including the United States.

To determine whether a safer and more effective vaccine against 
tuberculosis might be developed, the extent of the immunoprotection 
elicited by purifi ed M. tuberculosis extracellular proteins was exam-
ined. Following growth of the bacterium in liquid culture, 6 of the most 
abundant of the approximately 100 secreted proteins (Fig. 11.27) were 
purifi ed. Each of these proteins was used separately and then in com-
bination to immunize guinea pigs. The immunized animals were then 
challenged with an aerosol containing approximately 200 cells of live M. 
tuberculosis—a large dose for these animals. The animals were observed 
for 9 to 10 weeks before their lungs and spleens were examined for the 
presence of disease-causing organisms. In these experiments, some of the 
purifi ed protein combinations provided a lower level of protection against 
weight loss, death, and infection of lungs and spleen than the live BCG 
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Figure 11.27  Schematic representation of the development of a multiprotein subunit 
vaccine for tuberculosis. The six most abundant secreted proteins from M. tubercu-
losis are purifi ed from the growth medium and then tested for the ability to induce 
antibodies in guinea pigs. The immunized animals are subsequently challenged with 
M. tuberculosis. doi:10.1128/9781555818890.ch11f.11.27
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vaccine. A major protein that provided protection was the M. tuberculosis 
secretory protein, a 30-kDa mycolyl transferase also known as α-antigen, 
or antigen 85B (Ag85B). However, a DNA vaccine encoding this protein 
was even less effective than the purifi ed secreted protein.

While this and possibly other M. tuberculosis-secreted proteins might 
eventually be part of a safe and effi cacious vaccine for the prevention of 
tuberculosis in humans, it is necessary to develop a suitable delivery sys-
tem for them. In theory, the optimal delivery system for an antigen that 
provides protection against tuberculosis should be (i) able to multiply 
in the mammalian host, (ii) nonpathogenic, and (iii) able to express and 
secrete the protective antigen. All of these requirements are satisfi ed by 
the available BCG strain. Therefore, an E. coli–mycobacterium shuttle 
vector that contained the gene for the 30-kDa protein (α-antigen) under 
the control of its own promoter was introduced into two different BCG 
strains (Fig.  11.28). Transformed cells produced 2.0- to 5.4-fold more 
30-kDa protein than did nontransformed cells. Despite the fact that the 
introduced genes were plasmid carried and therefore potentially unstable, 
transformed cells continued to express a high level of 30-kDa protein af-
ter the vaccination of a test animal. In agreement with the hypothesis that 
the extracellular proteins of intracellular organisms are key immunopro-
tective molecules, guinea pigs immunized with transformed BCG strains 
had signifi cantly fewer bacilli in their lungs and spleens. In addition, there 
were smaller and fewer lesions in their lungs, spleens, and livers, and the 
survival of the animals was signifi cantly increased, compared with fi nd-
ings in animals vaccinated with a nontransformed BCG strain. This was 
the fi rst report of a vaccine against tuberculosis that is more potent than 
the currently available commercial vaccine. This vaccine is currently in 
clinical trials; if it is successful, it could save tens of thousands of lives. 
Moreover, it is possible to prepare dried preparations of BCG that may 
serve as the basis for a live bacterial vaccine that is delivered as an aerosol, 
thereby facilitating the inoculation of newborn infants.

It is encouraging that there are 12 different vaccines against tuber-
culosis currently in clinical trials. Several of them are subunit vaccines 
consisting of recombinant antigens such as the Mtb72F fusion protein or 
the Ag85B–ESAT-6 fusion protein delivered with the adjuvant AS02, the 
Ag85–TB10.4 fusion protein delivered with the adjuvant IC31, the fusion 
of Ag85B–ESAT-6–Rv2660c, and a variety of antigens delivered via DNA 
or viral vectors. Other subunit vaccines have boosted BCG immunity in 
preclinical studies. These subunit vaccines could be used to boost BCG 
vaccination in infants in the hope of preventing chronic infection. These 
vaccines could also be used in adolescents and adults to boost immunity 
induced by BCG or natural infection to delay or avoid reactivation.

Another approach to improving tuberculosis vaccines is to reengi-
neer BCG to achieve better priming. For example, the rBCG30 strain was 
engineered to overexpress Ag85B to make it more immunogenic. Clini-
cal trials of rBCG30 were found to induce better CD4+ T-cell responses 
against Ag85B than wild-type BCG. Another engineered BCG strain was 
designed to engage the MHC-I antigen presentation pathway based on 
the assumption that CD8+ T cells are important for protection by killing 
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Figure 11.28  Plasmid construct used to 
transform BCG to make it a more ef-
fective vaccine. The plasmid is isolated 
from E. coli cells and then introduced 
into BCG by electroporation. ori E, E. 
coli origin of replication; ori M, My-
cobacterium origin of replication; Hygr 
gene, hygromycin resistance gene (and 
its promoter); P and α-antigen, the pro-
moter and the coding region, respec-
tively, of the 30-kDa secreted protein.
 doi:10.1128/9781555818890.ch11f.11.28
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M. tuberculosis-infected cells. This strain was therefore engineered to ex-
press the cytolysin of Listeria monocytogenes, a protein that enables the 
mycobacterium to escape from the vacuole to the cytosol, where it can 
be presented via the MHC-I antigen presentation pathway. The vaccine 
strain rBCGDUreC:Hly also has an inactivated urease gene that allows 
better acidifi cation of the vacuole and improves the release of the bacte-
rium. Preclinical studies demonstrated that this vaccine was more atten-
uated and more protective than BCG, and it is now being tested in phase 
I clinical studies.

It is interesting that after a century of tuberculosis vaccine develop-
ment, and after immunizing more than 3 billion people with BCG, we 
still know relatively little about immunity to M. tuberculosis. For exam-
ple, we do not know why BCG induces protection, why immunity does 
not prevent persistent infection, or what immune responses are needed 
to achieve sterile immunity or to prevent reactivation of latent infection. 
Information about immunity to tuberculosis can, however, be obtained by 
studying infected individuals. Two recent studies used systems approaches 
to compare the transcripts in the blood of individuals with active infec-
tion to those of individuals who were latently infected. Subsets of genes 
were identifi ed that correlated with the extent of the disease. Although 
these genome signatures are not related to tuberculosis vaccine effi cacy 
or immunogenicity, identifi cation of the essential cellular pathways asso-
ciated with tuberculosis disease progression may help to defi ne molecular 
components of these pathways that can be targeted in novel vaccines.

Autism

Clostridium bolteae is a bacterium that controls the development of gas-
trointestinal (gut) disorders. The number of these bacteria is frequently 
elevated in the gastrointestinal tracts of autistic children compared to 
those in healthy children. Among children with autism spectrum disorders 
(a group of developmental brain disorders), more than 90% suffer from 
chronic, severe gastrointestinal symptoms, and of those, about 75% have 
constipation and diarrheal disease.

The number of cases of autism has increased about 6-fold over the 
past 20 years, and we have little knowledge about the factors that predis-
pose autistic children to C. bolteae. In 2012, the Centers for Disease Con-
trol and Prevention in the United States reported that the prevalence rate 
of autism spectrum disorders was 1 in 88 based on combined data from 
14 monitoring sites obtained from 2000 to 2008. Given that autism spec-
trum disorders are the most common form of any neurological disorder 
or severe developmental disability of childhood, identifi cation of the root 
cause(s) of autism has become a central focus of neurobiology research 
today. Although environmental factors are implicated in the development 
of autism, current evidence suggests that toxins and/or metabolites pro-
duced by gut bacteria, including C. bolteae, may also be associated with 
the symptoms and severity of autism, particularly regressive autism. Re-
gressive autism occurs when a child appears to develop normally but then, 
between 15 and 30 months of age, begins to lose speech and social skills 
and is subsequently diagnosed with autism.
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Although most C. bolteae infections are treated with antibiotics, the 
expectation is that a vaccine will improve current treatment. In this re-
gard, it is of considerable interest that scientists have very recently de-
veloped a carbohydrate-based vaccine against C. bolteae, which has the 
potential to be the fi rst vaccine designed to control constipation and 
diarrhea caused by this bacterium. It is possible that this vaccine may 
also control autism-related symptoms associated with this bacterium. 
The anti-C. bolteae vaccine targets the specifi c complex polysaccha-
rides, or carbohydrates, present on the surface of the bacterium. C. bolt-
eae produces a conserved specifi c capsular polysaccharide comprised of 
rhamnose and mannose units: [→3)-α-d-Manp-(1→4)-β-d-Rhap-(1→] 
(Fig. 11.29). When rabbits were immunized with the C. bolteae vaccine, 
the rabbits produced C. bolteae-specifi c antibodies directed against the 
C. bolteae polysaccharide. Additional experiments in animal models and 
clinical studies are being pursued to determine whether injection of the 
C. bolteae vaccine induces such antipolysaccharide antibodies that both 
detect C. bolteae and protect against C. bolteae infection, i.e., reduce or 
prevent C. bolteae colonization of the intestinal tract in autistic patients. 
If this vaccine proves effective and protective, this will be the fi rst vaccine 
for several gut bacteria common in autistic children and may also be of 
benefi t in the control of some autism symptoms.

Bacteria as Antigen Delivery Systems

Antigens that are located on the outer surface of a bacterial cell are gen-
erally more immunogenic than are those in the cytoplasm. Thus, localiza-
tion of a neutralizing antigen from a pathogenic bacterium on the surface 
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Figure 11.29  Structure of C. bolteae capsular polysaccharide. An analysis of the 
monosaccharide composition of the C. bolteae capsular polysaccharide surface anti-
gen revealed the presence of rhamnose (Rha) and mannose (Man), with Man present as 
a 3-monosubstituted pyranose unit [→3)-Man-(→1] and Rha as a 4-monosubstituted 
pyranose unit [→4)-Rha-(→1]. This structure is the fi rst to be reported for a C. bolt-
eae surface antigen and presents the possibility that this polysaccharide may be used 
as a vaccine to reduce or prevent C. bolteae infection of the gastrointestinal tract in 
autistic patients. Adapted from Pequegnat et al., Vaccine 31:2787–2790, 2013, with 
permission from Elsevier. doi:10.1128/9781555818890.ch11f.11.29
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of a live nonpathogenic bacterium is expected to increase the immuno-
genicity of the antigen. Flagella consist of fi laments of a single protein 
called fl agellin, which microscopically appear as threadlike structures on 
the outer surfaces of some bacteria. If the fl agella of a nonpathogenic or-
ganism could be confi gured to carry a specifi c epitope from a pathogenic 
bacterium, protective immunogenicity might be easily achieved.

This strategy was used to engineer a cholera vaccine (Fig. 11.30). A 
synthetic oligonucleotide specifying an epitope of the cholera toxin B sub-
unit was inserted into a portion of the Salmonella fl agellin gene that var-
ies considerably from one strain to another (hypervariable segment). The 
construct was then introduced into a fl agellin-negative strain of Salmo-
nella. The epitope (residues 50 to 64) of the cholera toxin B subunit elicits 
antibodies directed against intact cholera toxin. The chimeric fl agellin was 
found to function normally, and the epitope was expressed on the sur-
face of the fl agellum. Immunization of mice by intraperitoneal injections 
of approximately 5 × 106 live or formalin-killed “fl agellum-engineered” 
bacteria elicited high levels of antibodies directed against both the pep-
tide (residues 50 to 64) and intact cholera toxin. Two or three different 
epitopes can be inserted into a single Salmonella fl agellin gene, thereby 
creating a multivalent bacterial vaccine.

Attenuated Salmonella strains can be administered orally, which 
would enable them to deliver a range of bacterial, viral, and parasite an-
tigens to the mucosal immune system. For this purpose, the choice of the 
promoter that drives the transcription of the foreign antigen is important. 
If too strong a promoter is used, the metabolic load might constrain bac-
terial proliferation. Moreover, unlike a closed system, such as a fermen-
tation vessel, shifting the temperature or adding specifi c metabolites to 
induce foreign-gene expression is not possible when the bacterial vector 
is added to a host animal. On the other hand, promoters that respond 
to environmental signals may provide effective means of controlling the 
expression of the foreign antigen gene. For example, the E. coli nirB pro-
moter, which is regulated by both nitrite and the oxygen tension of the 
environment, is activated under anaerobic conditions. The nirB promoter 
has been used to direct the expression of the nontoxic immunogenic 
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Figure 11.30  Using Salmonella as an 
antigen delivery system and a fl agellin–
antigen fusion protein for presenting 
the antigen to the host immune system. 
A fl agellin negative strain of Salmonella 
was transformed with a plasmid con-
taining a synthetic oligonucleotide spec-
ifying an epitope of the cholera toxin B 
subunit inserted into a hypervariable re-
gion of a Salmonella fl agellin gene.
 doi:10.1128/9781555818890.ch11f.11.30
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fragment C of Clostridium tetani toxin (tetanus toxin) in an attenuated 
strain of Salmonella. More than 1 million deaths per year in the develop-
ing world result from C. tetani infections. When the engineered Salmo-
nella strain was grown aerobically in culture, tetanus toxin fragment C 
was not synthesized. However, following oral administration of the bac-
terium to test mice, fragment C was produced, and the animals generated 
antibodies against the peptide. Thus, the engineered Salmonella strain has 
potential as a live oral tetanus vaccine.

Helicobacter pylori is a gastrointestinal, microaerophilic (requires a 
less-than-atmospheric level of oxygen to survive) gram-negative bacte-
rium that is widely distributed among human populations. It is believed 
to be the causative agent for several gastrointestinal diseases, including 
chronic gastritis, peptic ulcers, gastric lymphoma, and gastric cancer. 
Among infected individuals, which include more than half of the world’s 
population, about 10% are at risk of developing peptic ulcers. In recent 
years, the medical treatment for peptic ulcers has changed from antacids 
to antibiotics and proton pump inhibitors. The antibiotics eradicate the 
H. pylori infection, while the proton pump inhibitors block the enzyme 
hydrogen–potassium ATPase, preventing the production of acid from the 
parietal cells at the gastric mucosa, which facilitates healing of the mucosa.

Unfortunately, H. pylori is resistant to many commonly used anti-
biotics, including metronidazole, amoxicillin, erythromycin, and clarith-
romycin. Treatment of H. pylori requires multidrug regimens because the 
organism resides in a layer of mucus that acts as a barrier to antibiotic 
penetration. In addition, the necessary course of antibiotic treatment is 
too expensive for populations of less developed countries.

Colonization of the gastrointestinal tract by H. pylori is facilitated by 
the action of an H. pylori-encoded urease. This enzyme hydrolyzes urea 
to carbon dioxide and ammonia, thereby neutralizing stomach acid, and 
enables the bacterium to survive, bind, and function in the host. Urease 
is a cytosolic and surface-exposed nickel metalloenzyme and is one of the 
most abundantly expressed proteins in H. pylori. The enzyme comprises 
two subunits, A and B, that assemble into a complex [(αβ)3]4 supramo-
lecular structure. Subunit B is more antigenic, making it a possible vac-
cine candidate. To develop a vaccine that protects individuals against H. 
pylori infections, the genes encoding H. pylori urease subunits A and B 
were constitutively expressed under the control of a Salmonella promoter 
in a genetically deleted (attenuated) strain of S. enterica serovar Typhi 
(Fig. 11.31). Neither immunization with urease-expressing S. enterica se-
rovar Typhi alone nor immunization with the purifi ed urease enzyme plus 
an adjuvant protected against a challenge with a mouse-adapted strain of 
H. pylori. In contrast, a combined vaccination with urease-expressing S. 
enterica serovar Typhi and urease plus an adjuvant was protective. While 
the success of this approach remains to be established in humans, these 
initial results are encouraging and provide the impetus to develop a hu-
man vaccine against H. pylori in the near future.

Another approach to the regulation of antigen delivery by bacteria is 
the use of bacterial components that elicit vigorous immune responses. 
One such component is lipopolysaccharide (LPS), which consists of a lipid 

LPS
lipopolysaccharide
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covalently linked to a polysaccharide. LPS is an endotoxin that possesses 
high therapeutic potential by means of its adjuvant properties. On the sur-
face of gram-negative bacteria, the hydrophobic anchor of LPS is the endo-
toxin lipid A that is recognized by the innate immune system. Recently, the 
Food and Drug Administration in the United States approved an adjuvant 
comprised of a less toxic combination of MPL species. Whereas wild-type 
E. coli LPS activates strong infl ammatory MyD88 (myeloid differentiation 
primary response gene 88)-mediated TLR4 signaling, MPL elicits much 
lower infl ammatory responses. To further determine whether structural 
modifi cation of LPS molecules infl uences the nature and magnitude of 
innate immune responses, a recent study used 61 diverse E. coli strains 
generated to express unique lipid A regions (Fig. 11.32). The objective was 
to analyze whether this collection of variants stimulates distinct TLR4 ag-
onist activities and cytokine induction. The reasoning was that if targeting 
a specifi c immune response through the administration of engineered LPS 
is possible, improved vaccine adjuvants could be developed.

Presently, the available adjuvants cannot trigger certain types of im-
mune responses, e.g., innate immune responses. On the other hand, LPS 
can induce signifi cant innate immune responses; however, it requires mod-
ifi cation to avoid stimulation of undesired infl ammatory responses too 
robust for safe use. The experimental results obtained showed that mice 
immunized with engineered lipid A–antigen emulsions exhibited robust 
IgG titers, indicating the effi cacy of these molecules as adjuvants. Thus, 
this approach demonstrates how combinatorial engineering of lipid A can 
be exploited to generate a spectrum of immunostimulatory molecules for 
vaccine and therapeutic development.

The engineered library of E. coli strains with LPS variants described 
above offers a wide range of innate immune responses that may allow 
selection of appropriate adjuvants for many different types of vaccines. 
First, MPL is a combination of lipid A species from Salmonella enterica 
serovar Minnesota R595 that must be detoxifi ed chemically by successive 
acid and base hydrolysis. Alternatively, one may produce and purify suf-
fi cient MPL by using an MPL-producing strain of E. coli. Second, these 
engineered E. coli strains provide access to whole bacteria, intact LPS 
(lipid and polysaccharide), and lipid A. This type of access may provide 
an improved vaccine delivery system. Third, many bacteria that produce 

P ureA ureB

Figure 11.31  Schematic representation of an attenuated strain of S. enterica serovar 
Typhi transformed with a plasmid encoding H. pylori urease subunits A and B under 
the transcriptional control of a Salmonella promoter (P). The arrow indicates the di-
rection of transcription. doi:10.1128/9781555818890.ch11f.11.31
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LPS are diffi cult to work with in the laboratory. In contrast, E. coli is 
well characterized, is easily grown in culture, and can generate numerous 
distinct LPS surfaces. These advantages of the use of E. coli strains to 
elicit diverse immune responses further support the idea that bacterial 
components may be utilized as custom-made adjuvants of the immune 
system. Such adjuvants, in combination with antigens from a bank of 
disease-causing organisms, should enhance and expedite future vaccine 
and therapeutic development for many existing and emerging infectious 
diseases.
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Figure 11.32  Production of unique LPSs that differentially regulate innate immune 
responses and vaccination. The variability in LPS structures (indicated by different 
colors) in the outer surface of E. coli strains is shown. Plasmids are engineered to 
contain combinations of up to fi ve lipid A-modifying (Lipid A Mod) enzymes. Lipid A 
(endotoxin) is recognized by the innate immune system through the conserved PRR, 
the TLR4–myeloid differentiation factor 2 (TLR4–MD2) complex, which initiates a 
signaling pathway that elicits the production of cytokines that mediate clearance of in-
fection. The altered LPS molecules differ in their binding and activation of the TLR4–
MD2 complex. This changes the nature of downstream cytokine production, which 
is illustrated by shapes that indicate the different types and quantity of cytokines 
released. Adapted from Needham et al., Proc. Natl. Acad. Sci. USA 110: 1464–1469, 
2013, with permission. doi:10.1128/9781555818890.ch11f.11.32
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Adjuvants

Adjuvants were discovered serendipitously more than 90 years ago in the 
early years of vaccine production. Those batches of vaccine that were 
accidentally contaminated during production frequently stimulated stron-
ger immune responses than those obtained in the absence of the contam-
inant(s). Among immunologists, these contaminants were known as “the 
dirty little secret of immunology.” The main ingredient of the vaccine, a 
killed or inactivated version of the bacterium or virus, protected against 
the pathogen and stimulated the production of specifi c antibacterial or 
antiviral antibodies. Identifi cation of the structure of the contaminating 
bacterium- or virus-derived immunostimulants in the vaccine demon-
strated that adjuvants are substances that function to enhance immunity 
to vaccines and antigens with which they are coadministered.

For about 70 years, the adjuvant of choice in nearly every vaccine 
worldwide was alum, an aluminum salt precipitate (Table 11.13). In ad-
dition to alum, vaccines containing AS04 adjuvant (a combination of 
alum and MPL) have been used to treat patients with hepatitis B virus 
or HPV infections. Although alum salts have been the most common ad-
juvant used, they are generally weak adjuvants and may not increase the 
poor immunogenicity of certain viral or bacterial antigens. Immuniza-
tion with alum-adsorbed antigens is associated with CD4+ Th2 cell- and 
antibody-mediated immunity and is generally unsuitable for eliciting the 
CD8+ CTL-mediated immunity critical for vaccines that target cancers 
and intracellular pathogens. The latter defi cit in CTL-mediated immu-
nity arises frequently in the rapidly growing aging population and makes 
this demographic more vulnerable to many infections against which they 
were previously immune. Susceptibility to infections such as those caused 
by infl uenza virus, meningococci, group B streptococci, pneumococci, 
respiratory syncytial virus, and varicella–zoster virus is elevated in this 
age group. Predictably, this group of people need more frequent booster 
vaccinations, in many cases with vaccines enhanced by adjuvants specif-
ically designed to stimulate the aging immune system to respond more 
strongly to vaccination. An example of a licensed adjuvant that has effec-
tively boosted immune responses in the elderly is the squalene-containing 
oil-in-water emulsion MF59, which is licensed for use as an adjuvanted 

Table 11.13  Adjuvants licensed for use in human vaccines

Adjuvant (company, year 
licensed) Class Component(s) Vaccines (disease)

Alum (1924) Mineral salts Aluminum phosphate or aluminum 
hydroxide

Several

MF59 (Novartis, 1997) Oil-in-water emulsion Squalene, polysorbate 80, sorbitan 
trioleate

Fluad (seasonal infl uenza), Focetria 
(pandemic infl uenza), Afl unov (prepan-
demic infl uenza)

AS03 (GlaxoSmithKline, 2009) Oil-in-water emulsion Squalene, polysorbate 80, 
α-tocopherol

Pandremix (pandemic infl uenza), 
Prepandrix (prepandemic infl uenza)

Virosomes (Berna Biotech, 2000) Liposomes Lipids, HA Infl exal (seasonal infl uenza), Epaxal 
(hepatitis A)

AS04 (GlaxoSmithKline, 2005) Alum-adsorbed TLR4 agonist Aluminum hydroxide, MPL Fendrix (hepatitis B), Cervarix (HPV)

Adapted by permission from Macmillan Publishers Ltd. (Rappuoli et al., Nat. Rev. Immunol. 11: 865–872, 2011).
Alum and AS04 are adjuvants licensed in the United States.
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seasonal infl uenza vaccine in the European Union (Table 11.13). In sev-
eral other countries, MF59 treatment has reduced hospitalization in the 
elderly.

The treatment of emerging infections has also benefi tted from the use 
of the water-in-oil emulsion adjuvants, MF59 and AS03. During the 2009 
pandemic infl uenza outbreak caused by the H1N1 virus, the availability 
of MF59 and AS03 facilitated the production of more doses of vaccine 
by reducing the amount of antigen needed per dose of vaccine admin-
istered to all age groups. This experience demonstrated that it may be 
possible to prevent the risk of avian infl uenza in the future by priming the 
population with a vaccine containing an H1N1 strain plus an adjuvant. 
Nevertheless, it may still prove to be a daunting task to produce suffi cient 
vaccine to prime and boost all or most of the seven billion people in the 
world in a timely manner to prevent or reduce infection by a new and 
rapidly spreading pandemic disease agent. Thus, it is essential that new 
technologies continue to be developed to produce novel, fast-acting types 
of vaccines and adjuvants.

The two general classes of adjuvants are immunopotentiators and de-
livery systems. Many immunopotentiators are pathogen-associated mo-
lecular patterns (PAMPs), which are invariant molecular structures (e.g., 
cell wall components and nucleic acids) found exclusively in pathogens 
but not humans (see chapter 2). Receptors for these PAMPs, called pat-
tern recognition receptors (PRRs), enable the cells of the innate immune 
system to distinguish pathogen-derived versus self-derived molecules. By 
comparison, adjuvant delivery systems are typically particulate systems 
designed to improve antigen uptake and presentation. They also function 
to stabilize antigens against degradation, sustain antigen release, target 
specifi c cells of the immune system (e.g., dendritic cells), and codeliver 
antigen with adjuvant. Combinations of both classes of adjuvants, i.e., 
immunopotentiators and delivery systems, are expected to generate the 
most effi cient adjuvants.

Delivery systems allow the development of “single-shot” vaccines in 
which a prime–boost regimen may be achieved with a single injection, 
which may increase patient compliance with vaccination. Moreover, these 
systems exert greater control over the size and shape of administered vac-
cine components. For example, particles of a size similar to that of viruses 
or bacteria can mimic pathogens, potentially improving their uptake by 
dendritic cells. While 20- to 200-nm particles effi ciently enter the lym-
phatic system and are internalized by dendritic cells, this is not the case 
for particles less than 10 nm in size. Larger particles (up to 20 mm) do 
not effi ciently enter lymph capillaries, and they require cellular transport 
to the lymph. Examples of delivery systems include lipid-based systems 
(emulsions, immune-stimulating complexes, liposomes, and virosomes), 
polymer-based systems (nanoparticles and microparticles), and virus-like 
particles.

The conjugation (covalent linkage) of antigens to PAMPs can signifi -
cantly enhance antigen-specifi c immune responses by targeting dendritic 
cells and providing costimulation to the same cell. Relevant PAMPs and/
or a combination of adjuvants may be selected to direct a specifi c immune 
response toward a given pathogen. For example, different adjuvants may 

PAMP
pathogen-associated molecular pattern

PRR
pattern recognition receptor
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infl uence the differentiation of T cells toward different lineages (e.g., Th1, 
Th2, and Th17). Alternatively, a particular combination of adjuvants may 
block the activity of one or more T-cell subsets. Adjuvant mixtures should 
therefore be assessed both individually and in combination. Furthermore, 
because vaccines are generally administered to healthy individuals, the 
safety of novel adjuvants also needs careful assessment. This is best re-
fl ected by the reports of Bell’s palsy (a form of facial paralysis) noted after 
the intranasal administration of vaccines containing E. coli heat-labile en-
terotoxin (LPS) as the adjuvant and the association of the AS03 adjuvant 
with cases of narcolepsy in Finland.

Several classes of PRRs have been described, including the 10 TLRs 
in humans expressed by B cells, dendritic cells, T cells, monocytes, and 
macrophages (see chapters 2 and 4). The distinguishing characteristics of 
these receptors are their subcellular localization, intracellular signaling 
pathways, and ligands. Cell surface TLRs (TLR1, -2, and -4 through -6) 
mainly sense pathogen-associated cell wall components, whereas intra-
cellular TLRs (TLR3, -7, -8, and -9) sense nucleotide-based components. 
Recognition of PAMPs by TLRs leads to transcription factor activation 
followed by secretion of proinfl ammatory cytokines, type I IFN, and 
expression of IFN-inducible gene products. In addition, TLRs are di-
vided according to their ability to sense lipopeptides (TLR1, TLR2, and 
TLR6), nucleotide-derived materials (TLR3, TLR7, TLR8, and TLR9), 
LPS (TLR4), and fl agellin (TLR5). A list of vaccine adjuvants that target 
different TLRs, and which have been tested in humans but are not yet 
licensed for use, is shown in Table 11.14. Several novel adjuvants that 
target TLR2, TLR7, and TLR9 are in the advanced developmental stage, 
either alone or in combination with alum, emulsions, saponins, and li-
posomes. Such novel adjuvants may lead to the commercial availability of 
a number of novel vaccines for both elderly patients and various diseases 
in the near future.

In conclusion, most of the unlicensed adjuvants in development stimu-
late several different components of the innate immune system. Adjuvants 
currently used in humans enhance humoral immunity, but many new ad-
juvants in clinical or preclinical development are focused on enhancing 
specifi c types of T-cell responses and generating the multifaceted immune 
responses required for many infectious diseases, including malaria, HIV, 
and tuberculosis.

One caveat is that the rate of adoption of new adjuvants as licensed 
vaccines has been slow, for two main reasons. The fi rst is a safety con-
cern: a potentially increased risk of autoimmune disease may be triggered 
or exacerbated by infection. Secretion of type I IFNs induced by TLR4 
agonists can initiate the pathogenesis of systemic lupus erythematosus, 
an autoimmune disease, and disease fl ares are often triggered by viral 
infections. Second, in animal models, TLR agonists can break tolerance 
by overcoming immunosuppression by Treg cells. Repeated injection with 
IFN-inducing TLR agonists can also enhance the growth and pathoge-
nicity of M. tuberculosis in mouse models. Despite these concerns, it is 
encouraging that engineered adjuvants can enhance the immune response 
to foreign microbial antigens. Few, if any, adjuvants render a self-antigen 
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suffi ciently immunogenic to trigger an autoimmune disease, even if au-
toreactive T cells are present. Furthermore, although many of the widely 
used and safest vaccines (live, attenuated viral and bacterial vaccines) rely 
on activation through multiple TLRs, these vaccines have not been linked 
to an increased risk of any autoimmune disease in humans. Similarly, the 
large human safety databases obtained with the MF59 or AS04 vaccines, 
both licensed for human use in several countries, as well as more limited 
experience with several advanced experimental vaccines have not yielded 
an increase in autoimmune or infectious diseases. It is hoped that similar 
preclinical and clinical results will be obtained during the future testing of 
combinations of adjuvants. Such outcomes will predictably accelerate the 
licensing of additional novel adjuvants and provide new therapeutics to 
fi ght preexisting and chronic and emerging infectious diseases.

Systems Biology and Evaluation of Vaccines

It is commonly held that the sine qua non to accelerate vaccine develop-
ment is an increase of our understanding of the molecular and cellular 
components of the human immune system. Conventionally, the approach 
to evaluate vaccines during the last 70 years has been to measure the con-
centration of antibodies in blood that neutralize a pathogen (neutralizing 
antibodies). Although this has been a reliable indicator of the effectiveness 
of a vaccine, current evidence suggests that the availability of novel adju-
vants and analysis of additional markers of immune response (i.e., innate 
immune response and T-cell immune response) may be more relevant to 
vaccine effi cacy. This interest in analyzing other arms of the immune re-
sponse, in addition to neutralizing antibody, has been expedited by the 
development of several new technologies that allow many parameters of 

Table 11.14  Adjuvants tested in humans but not yet licensed for use

Adjuvant(s) Class Components

CpG7909, CpG1018 TLR9 agonist CpG oligonucleotides alone or com-
bined with alum or emulsions

Imidazoquinolines TLR7 + TLR8 agonists Small molecules

Poly(I⋅C) TLR3 agonist Double-stranded RNA analogues

Pam3Cys TLR2 agonist Lipopeptide

Flagellin TLR5 agonist Bacterial protein linked to antigen

Iscomatrix Combination Saponin, cholesterol, dipalmitoylphos-
phatidylcholine

AS01 Combination Liposome, MPL, saponin (QS21)

AS02 Combination Oil-in-water emulsion, MPL, saponin 
(QS21)

AF03 Oil-in-water emulsion Squalene, Montane 80, Eumulgin B1 
PH

CAF01 Combination Liposome, DDA, TDB

IC31 Combination Oligonucleotide, cationic peptides

Adapted by permission from Macmillan Publishers Ltd. (Rappuoli et al., Nat. Rev. Immunol. 11: 865–
872, 2011).

AF03, adjuvant formulation 03; CAF01, cationic adjuvant formulation 01; DDA, dimethyldioctadecy-
lammonium; Pam3Cys, tripalmitoyl-S-glyceryl cysteine; TDB, trehalose dibehenate.
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the immune system to be measured at one time in a single blood sample. 
These technologies include gene expression microarrays (see chapter 3), 
multiplex cytokine assays (see chapters 2 and 4), synthesis of peptide–
MHC tetramers (see chapter  4), and fl uorescence-activated cell sorting 
(FACS) analysis (see chapters 2 and 4).

For gene expression microarrays, manufacturing techniques at the 
nanoscale have enabled the synthesis of DNA probes for all expressed 
genes in the human genome (more than 25,000) and the arrangement of 
these probes on a single silicon chip. This chip can then be used to analyze 
the expression of any of these genes in RNA from peripheral blood lym-
phocytes (Table 11.15). Importantly, this technology was used to analyze 
the human response to yellow fever vaccine, one of the most successful 
vaccines known. In these studies, numerous signifi cant gene expression 
patterns correlated closely with the response to this vaccine across many 
types of immune cells. These studies provided much insight into what 
makes a successful immune response and have charted a road map for 
future studies.

Collectively, more than 100 cytokines that mediate cell–cell interac-
tions in the various arms of the immune system have been identifi ed. The 
expression and quantity of these many cytokines may change during in-
nate and adaptive immune responses, particularly in response to a vac-
cine, indicating the signifi cance of being able to monitor the expression of 
very many cytokines during such responses. To assay many cytokines at 
one time (multiplex cytokine assay), antibodies specifi c to these molecules 
are attached to beads and then analyzed for their binding to more than 
50 of the different cytokines found in the blood, and their relative con-
centrations are then measured. The increase and decrease in expression of 
these cytokines can signal the onset or decline in an immune response, an 
important parameter of vaccine design.

Cells of the immune system can express about 350 known cell sur-
face molecules, called CD antigens, or secrete one or more of the ap-
proximately 100 known cytokines. FACS analyses that use a fl uorescence 
activation-based fl ow cytometer equipped with multiple high-intensity 
lasers to detect fl uorescent dyes of many colors (32 colors are now 
possible) can catalogue many of these molecules, and the new mass 
spectrometry-based machine, which uses lanthanide metal labels, can pro-
vide signifi cantly more information about cell types in the blood, their rel-
ative activation state, and their frequency and functional properties (e.g., 
what cytokines they are secreting) (see chapter 4).

FACS
fl uorescence-activated cell sorting

Table 11.15  Systems biology approach to vaccine development

Method of analysis No. and parameter detected

Gene expression microarray >25,000 genes

Multiplex cytokine assay >50 secreted cytokines

FACS analysis 350 cell surface-associated CD antigens

FACS isolation and quantitation using pMHC 
tetramers

Antigen-specifi c T cells present in low fre-
quency and with low TCR avidity for antigen

The listed methods of analysis may be performed at a single time on one sample of blood from an indi-
vidual that received a single dose of a vaccine and/or adjuvant under study. CD, cluster determinant.
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T cells mediate and regulate a wide spectrum of immune responses. 
Detection and isolation of the low-frequency T cells that contribute to 
a specifi c response, which need to be monitored during a response to a 
vaccine, have proven to be diffi cult. This is due to the very low affi nity 
of a TCR for its ligand, an antigenic peptide bound to MHC (pMHC). 
This problem was solved in recent years owing to the use of tetramers of 
a particular pMHC containing a biotinylation site on the MHC and the 
tetrameric nature of streptavidin, in which each of the four subunits has 
its own biotin binding site (see chapter 2). Such pMHC tetramers bind 
with higher affi nity and stability to T cells and have been used clinically 
to determine the magnitude of T-cell responses to systemic viral infections 
in humans (e.g., HIV-1, infl uenza virus, hepatitis B virus, cytomegalovi-
rus, Epstein–Barr virus, and hantavirus). In human vaccine clinical trials, 
tetramer analyses have had the most impact in epitope-targeted vaccines, 
such as those designed to elicit responses to well-defi ned tumor antigens.
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group A streptococcus, group B streptococcus,
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polio, rabies, smallpox, tetanus)

Figure 11.33  Progress in technologies for vaccine development. Conventionally, for 
about last 70 years, vaccines have been developed by empirical approaches consisting 
primarily of killed or live attenuated microorganisms, partially purifi ed components of 
pathogens (subunit vaccines), detoxifi ed toxins, or polysaccharides. These vaccines have 
been very successful in eliminating many devastating diseases. However, since empirical 
approaches were limited in the types of vaccines they could generate, newer technolo-
gies developed during the past 30 years have surpassed the previously used empirical 
ones. The latter technologies include recombinant DNA technology, glycoconjugation, 
reverse vaccinology, and many emerging next-generation technologies, such as novel 
adjuvants, systems biology, and structure-based vaccine design (structural vaccinol-
ogy), that promise a successful future for vaccines. MMRV, measles, mumps, rubella, 
varicella. Adapted by permission from Macmillan Publishers Ltd. (Rappuoli et al., Nat. 
Rev. Immunol. 11: 865–872, 2011). doi:10.1128/9781555818890.ch11f.11.33
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summary

Traditional vaccines have demonstrated considerable success 
in preventing human infectious diseases and preserving pub-
lic health by reducing or eradicating human death and suffer-
ing. The success of such therapies has ushered in a new era 
for vaccines in the 21st century. This new era is attributable 
largely to an increased understanding of the mechanisms of 
human immunity and microbial pathogenesis. Importantly, 
this new knowledge has catalyzed remarkable advances that 
can be translated into an improved state of public health. 
Such scientific, medical, and biotechnological advances 
promise to improve the use of existing vaccines and expand 
the list of vaccines developed in this century.

A primary driver of vaccine research in the 21st century is 
the development of vaccines to prevent cancer and several 
chronic infectious diseases, including HIV, tuberculosis, and 
malaria. Although vaccines against these various diseases are 
still at an early stage of development, it is encouraging that 
due to the revolutionary technologies of the past 20 years, 
vaccines have become much safer and may now be devel-
oped against infectious agents or diseases that could not be 
effectively targeted using early vaccination methods. An ex-
ample of a new innovative technology is the method of man-
ufacturing of a vaccine that allowed a shift from egg-based 
methods to cell-based or recombinant methods, including 
production from insect or plant cells. Recombinant DNA 
technology made possible the development and large-scale 
manufacture of the hepatitis B vaccine. Glycoconjugation 
technology (covalent linkage of carbohydrates to proteins, 
peptides, lipids, or saccharides) made possible the develop-
ment of vaccines against H. infl uenzae type b, pneumococci, 
and meningococci. Genome-wide sequencing of viruses and 
bacteria has permitted the selection of targets for vaccine de-
velopment. The expression and evaluation of these microbial 
gene products have allowed the discovery of new antigens by 
reverse vaccinology and made possible the development of 
a vaccine against meningococcus B. Following this example, 
the genome approach provided promising antigen targets for 
vaccines against group B streptococci, group A streptococci, 
and pneumococci, as well as for antibiotic-resistant bacteria, 

such as S. aureus. Novel technology has enabled the use of 
virus-like particles in the development of a vaccine against 
HPV. DNA vaccines and vector vaccines directed against vi-
ruses or bacteria may expedite the development of new vac-
cines for cancer, HIV, tuberculosis, and malaria.

Considerable progress has been made in understanding the 
human innate immune system, which should facilitate the 
production and licensing of novel TLR agonist-based adju-
vants in the next decade. Thus, the rapid emergence of new 
next-generation technologies (Fig. 11.33) should promote 
the development of effective vaccines against many new 
pathogens, improve the safety and effi cacy of the existing 
vaccines, and begin to address novel targets for the treatment 
of chronic infectious diseases, autoimmune diseases, and can-
cer. It is recommended that new vaccines be systematically 
analyzed for their potential to confer protection against a 
wide spectrum of diseases in people of all ages, particularly 
in young children and the aging population.

Finally, to accelerate vaccine development and increase our 
understanding of the human immune system, it is important 
to (i) implement innovative clinical trials in which several 
vaccines or vaccination regimes are tested in parallel and 
(ii) obtain information early (1 to 2 weeks) after vaccination 
using sensitive high-throughput technologies that allow for 
systems biology analyses of gene expression patterns and 
cytokine production in both T and B cells as well as in mi-
crobes and in particular systems biology methodologies (Ta-
ble 11.15). A total of more than 25,000 human genes and 
more than 50 human cytokines can be analyzed at one time 
in a single blood sample. Such information not only identi-
fi es susceptible microbial targets but also has the potential to 
defi ne new biomarkers of protective immune responses. This 
approach is termed systems vaccinology. Such information 
enables an accurate and comprehensive analysis of immune 
activation, minimizes undesirable adverse side effects, and 
maximizes clinical effi cacy. Depending on the vaccine, dose, 
regimen, recipient, and many other associated factors, suc-
cessful protection may require neutralizing antibodies, effec-
tive T-cell responses, or a combination of antibodies and T 
cells.

Thus, application of these many new systems biology methods of anal-
ysis to vaccine research is rapidly changing the modes of evaluation of ex-
isting and novel vaccines in the 21st century. A much more comprehensive 
view of the innate and adaptive immune responses to a given vaccine is 
now attainable, as revealed initially by the report of the successful yellow 
fever vaccine. This arsenal of new methodologies (Fig. 11.33) provides a 
more reliable and more rapid way to assess and improve effi cacy in smaller 
numbers of people, which is expected to reduce the time and expense, and 
at the same time increase the success rate, of vaccine development.
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review questions

1.  Outline the advantages and limitations of traditional ap-
proaches to vaccine production. Briefl y describe how these 
approaches have resulted in adapting new technologies to 
current vaccine design.

2.  Defi ne a subunit vaccine, and discuss the advantages and 
disadvantages of the use of such vaccines. Compare the effi -
ciency and effi cacy of live attenuated vaccines versus subunit 
vaccines.

3.  To date, clinical trials of HSV-1 or HSV-2 whole or subunit 
vaccines have not been successful. Describe what information 
is required before designing more powerful treatments to 
treat HSV infection that might enable such vaccines to pre-
vent HSV infection in humans.

4.  What is the hallmark of orally or nasally administered 
mucosal vaccines that gives rise to herd immunity and pre-
vents infection?

5.  As part of your work with an international animal health 
organization, you are given the task of developing a vaccine 
against a bovine virus that is the cause of tens of thousands 
of cattle deaths around the world annually. The viral genome 
consists of a 10-kb linear piece of single-stranded RNA with 
a poly(A) tail that encodes eight different proteins. The vi-
rus does not have a viral envelope, and the major antigenic 
determinant is the capsid protein viral protein 2. Outline an 
experimental strategy to develop a vaccine against this virus.

6.  Briefl y describe a protocol for developing a vaccine against 
an enterotoxin-producing bacterium, such as V. cholerae.

7.  Discuss some of the different strategies that have been 
used to produce vaccines against cholera.

8.  Describe how neutralizing antibody and T-cell responses 
were induced to provide protective immunity against infec-
tion with SARS-CoV. How did this result lead to the rapid 
production of a SARS vaccine?

9.  How would you develop a vaccine against S. aureus and 
particularly against the infectious antibiotic-resistant strains 
of S. aureus encountered in hospitals?

10.  How would you develop a vaccine against HPV? De-
scribe why the HPV vaccine produced in 2006 was a mile-
stone in vaccine development.

11.  Discuss the development of peptide vaccines that are di-
rected against viruses. Use foot-and-mouth disease virus as 
an example.

12.  Describe how malaria, a parasitic disease, is transmitted 
to humans. Discuss what recent advances provide optimism 

that a licensed malaria vaccine may be available in the near 
future.

13.  What is known about a potential mechanism of tumor 
elimination by peptide vaccine therapy? How can peptide 
vaccines be designed to enhance CD8+ CTL responses and 
thereby elicit tumor destruction and elimination?

14.  Describe how injection of autoantigen peptides (epitopes) 
can both sustain health and protect from an infl ammatory 
autoimmune disease in an antigen-specific manner when 
administered at different stages of a disease and by various 
routes. Outline the important role that dendritic cells play in 
controlling the outcomes of antigen-specifi c therapy for auto-
immune disease.

15.  How does allergen-specifi c immunotherapy with T-cell 
epitope-containing allergen peptides regulate allergen-specifi c 
T-cell responses and susceptibility to allergy?

16.  How has our improved understanding of the biology 
of dendritic cells and their response to adjuvants aided us in 
achieving suffi cient immunity to reduce and/or prevent HIV 
infection?

17.  Are personalized peptide vaccines designed based on 
dendritic cell targeted tumor antigen epitopes immunogenic 
and effective in the treatment of cancer?

18.  How has biolistic delivery contributed to tumor 
immunity?

19.  How may the immunogenicity and effi cacy of DNA vac-
cines be improved? Discuss relevant outcomes in the treat-
ment of cancer and tuberculosis.

20.  Are prime–boost regimens effective for the successful 
outcome of DNA vaccination?

21.  Describe the three live attenuated vaccines now in the 
active stage of development for protection against V. cholerae 
infection.

22.  Outline how and why attenuated infl uenza vaccines are 
formulated annually to protect against strains expected to 
circulate globally during upcoming infl uenza seasons.

23.  What is vaccinia virus, and how can it be used to pro-
duce unique live recombinant vaccines?

24.  As an employee of the WHO, you have to decide on 
the best strategy for eradicating rabies in wild animal pop-
ulations. Assuming that you must choose between a peptide- 
and a vaccinia virus-based vaccine, select one type of vaccine 
and justify your choice.

(continued)
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29.  Describe attempts to develop a carbohydrate-based 
vaccine against C. bolteae that may control autism-related 
symptoms.

30.  Describe what adjuvants are, why they have taken on 
increased importance in the generation of immune responses, 
and which adjuvants are either licensed or now being tested 
for approval for licensure.

31.  Defi ne the term “systems biology,” and explain why this 
approach is expected to rapidly improve and advance the de-
velopment of vaccines in the 21st century.

review questions (continued)

25.  How can bacteria be used as part of a DNA vaccine de-
livery system?

26.  How can vaccinia virus be made more sensitive to IFN? 
Explain.

27.  Suggest several methods that you could use to deliver 
DNA for genetic immunization to animal cells.

28.  How would you improve the traditional vaccine against 
tuberculosis?
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Medical biotechnology is  currently driving advances in med-
icine. Many of the products of the molecular biotechnologies 
described in the preceding chapters represent a substantial pro-

portion of treatments recently made commercially available for human 
diseases. In addition to new drugs, innovative methods for effi cient de-
livery of drugs to target tissues are being developed. Our increasing un-
derstanding of the genetic and molecular basis of disease is leading to 
methods for early disease detection and to individualized treatments, both 
of which have the potential to improve disease prognosis.

All new treatments and diagnostic tests must be proven effective and 
safe before they are used in human medicine. There is some level of risk of 
unintended, harmful effects associated with all medical interventions. For 
example, all medications may cause side effects, regardless of how they 
are produced. The risk is reduced as much as possible by the requirement 
for testing on small groups of individuals in clinical trials. Most govern-
ments have regulations in place to ensure that these requirements are met 
before new human therapeutic agents are made available to the public.

Pharmaceutical companies take fi nancial risks in developing new 
medicines. Only a small fraction of new drugs are successful in clinical tri-
als and are made available to patients. To protect investments and to en-
courage research and development of new medicines, most nations have 
implemented a patenting system that gives the inventor exclusive rights 
to use and sell the drug for a specifi ed period. However, patenting is not 
without controversy, as many argue that the system actually discourages 
innovation, restricts options for patients, and gives patent holders rights 
to profi t from substances that are not inventions, for example, human 
genes. The signifi cant investment of capital, time, and human and tech-
nical resources to bring a small number of drugs to market contributes 
to the high costs of drugs that are unaffordable for many patients. These 
issues associated with medical biotechnology are the focus of this chapter.
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Safety and Ethical Issues

Regulation of New Drugs

There is consensus among most countries that regulations for the ap-
proval of new pharmaceuticals for commercial use are suffi cient to ensure 
the effi cacy and safety of a drug regardless of how it is produced. In the 
United States, the Food and Drug Administration (FDA) is responsible for 
regulating the introduction of foods, drugs, and medical devices into the 
marketplace. Similar regulations regarding the commercialization of new 
therapeutic products are developed and enforced in Canada by Health 
Canada under the Food and Drugs Act. In the European Union (EU), new 
drugs can be authorized by individual national regulatory agencies or by 
the European Medicines Agency, which has a centralized procedure for 
authorization of drugs marketed in all EU member states and in Euro-
pean Economic Area countries. The centralized procedure is mandatory 
for treatments developed for diseases such as cancers, diabetes, immune 
dysfunction, and viral infections, including rare diseases, and those pro-
duced by biotechnologies.

The FDA’s Center for Drug Evaluation and Research evaluates new 
drugs under the Federal Food Drug and Cosmetics Act before they are 
made available to the public. Along with a diverse range of chemically 
synthesized drugs, this includes biological molecules, whether recombi-
nant or not, such as hormones (e.g., insulin and human growth hormone), 
therapeutic proteins (e.g., interferon and hyaluronidase), and monoclonal 
antibodies. Although the FDA assesses applications for drug approval, 
the producer must test the drug and provide evidence that it is safe and 
effective. The drugs are fi rst tested in small (mice and rats) and then large 
(e.g., monkeys) laboratory animals, and those drugs that show promise 
are then tested in humans in clinical trials for safety, including toxicity 
and the severity of side effects (phase I), treatment effi cacy in those af-
fected with the disease (phase II), and optimal dosage, interaction with 
other drugs, and effi cacy in a larger number of patients and in different 
populations (phase III) (see chapter 9, Box 9.1).

Approval is usually limited to specifi c applications for which the drug 
was shown to be effective in clinical trials. For example, the FDA recently 
(2013) approved Kadcyla (ado-trastuzumab emtansine), a new treatment 
for breast cancer. The drug is comprised of the monoclonal antibody tras-
tuzumab, which specifi cally targets HER2, a protein that is elevated in 
20% of breast cancers and contributes to cancer cell proliferation, chem-
ically linked to the chemotherapeutic agent emtansine (DM1), which in-
hibits cell growth. The new therapy is approved only for HER2-positive 
patients with metastatic breast cancer who have been previously treated 
with trastuzumab (not conjugated to DM1) and a taxane, a member of 
a group of chemotherapeutic drugs. Because it is intended for use in pa-
tients for whom there is no satisfactory alternative treatment available, 
the drug was reviewed under an expedited FDA program.

Although all new drugs undergo rigorous evaluation, there may be 
consequences that cannot be predicted from testing in clinical trials. 

FDA
U.S. Food and Drug Administration

EU
European Union
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Adverse reactions may occur due to an inappropriate dose of a drug, an 
unforeseeable reaction to a drug such as an allergic reaction, reactions 
with other drugs, or the state of health or ethnic background of a pa-
tient. Thus, health care professionals and consumers should continue to 
monitor new therapies after they are released and report adverse effects. 
Drug producers may be required to conduct postmarket studies to further 
evaluate drug safety and effi cacy.

Premarket regulation of therapeutic agents derived from living organ-
isms has been the mandate of the FDA’s Center for Biologics Evaluation 
and Research since 1972 under the Public Health Service Act. These prod-
ucts are known as biologics and include vaccines, blood and blood prod-
ucts (including recombinant plasma proteins, such as clotting factors), 
tissue- and cell-based treatments, and gene therapies (Table 12.1). To date, 
no human gene therapies have been approved. On the other hand, many 
vaccines have been licensed for immunization against bacterial and vi-
ral pathogens in the United States. All of these have undergone rigorous 
testing, including preclinical and clinical testing, to ensure that they are 
safe and free of contaminants and effectively protect people against the 
targeted infection.

The FDA Center for Biologics Evaluation and Research also regu-
lates stem cell therapies. There are three types of stem cells: multipo-

tent adult stem cells found throughout the body (e.g., hematopoietic, 
mesenchymal, and neural stem cells), pluripotent human embryonic 

stem cells derived from the inner cell mass of a blastocyst, and induced 

pluripotent stem cells that are generated in the laboratory by repro-
gramming adult somatic cells such as skin cells. All are undifferentiated 
cells that respond to specifi c environmental cues to differentiate into 
cells with specialized functions. The only stem cell-based therapies that 
have been approved by the FDA to date are those that use hematopoi-
etic stem cells, a type of adult stem cell found in bone marrow or um-
bilical cord blood (collected by mothers’ consent), to treat some blood 

Table 12.1  Examples of biologics approved by the FDA in 2012

Proper name Trade name Application

Varicella–zoster immunoglobulin Varizig To reduce the severity of chicken pox in high-risk individuals

Human immunoglobulin Bivigam To treat primary humoral immunodefi ciency (antibody 
defi ciency)

Fibrin sealant patch (human fi brinogen and thrombin used to 
coat on a backing layer)

Evarrest To stop soft tissue bleeding during certain types of surgery

Infl uenza virus vaccine (produced in cultured animal cells) Flucelvax To prevent seasonal infections with infl uenza viruses A and B

Hematopoietic progenitor cells (cord blood) Ducord For transplantation in patients with disorders affecting the 
hematopoietic system

Meningococcal and Haemophilus combination vaccine Menhibrix To prevent Neisseria meningitidis (serotypes C and Y) and 
Haemophilus infl uenzae (type b) infections in young children

Human T-lymphotropic virus enzyme immunoassay Avioq HTLV-I/II To screen blood for the presence of anti-human 
T-lymphotropic virus (type I and II) antibodies

Cellular sheet containing human keratinocytes, dermal fi bro-
blasts and extracellular matrix proteins, and bovine collagen

GINTUIT To treat oral mucogingival conditions during surgery

From http://www.fda.gov/BiologicsBloodVaccines/DevelopmentApprovalProcess/BiologicalApprovalsbyYear/default.htm.

http://www.fda.gov/BiologicsBloodVaccines/DevelopmentApprovalProcess/BiologicalApprovalsbyYear/default.htm
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cancers and inherited blood disorders that prevent normal blood for-
mation (Table 12.1). After transplantation into a patient, the precursor 
cells mature into different types of blood cells in the bone marrow and 
are released into the bloodstream to restore missing functions. There 
are, however, other stem cell therapies that are currently under review. 
Several clinical trials have been initiated or completed to study adult 
stem cell therapies for treatment of liver cirrhosis, Crohn disease, and 
heart disease. In most cases, the source of the stem cells is the patient’s 
own body. Currently, there are two active phase I clinical trials to eval-
uate the safety of human embryonic stem cell-derived retinal cells to 
treat specifi c eye diseases (Stargardt macular dystrophy and age-related 
macular degeneration); a third trial using human embryonic stem cells 
to restore spinal cord function was halted. There are several safety con-
cerns about the transplantation of stem cells that must be addressed. 
These include the ability of the cells to differentiate into many different, 
unintended cell types and their ability to proliferate inappropriately, 
which can lead to tumor formation.

In the United States, drugs derived from genetically engineered or-
ganisms must be approved by the FDA Center for Biologics Evaluation 
and Research before they are made commercially available. Genetically 
engineered animals must also receive approval under the new animal drug 
provisions of the Federal Food Drug and Cosmetic Act. Approval must 
be obtained each time a gene is introduced into an animal, even when 
the same gene is introduced into a new animal. It is generally recognized 
that the site of insertion into the animal’s genome is diffi cult to control 
and may impact the level of expression of the transgene or the animal’s 
native genes and that it could therefore have an impact on the health 
of the animal. All animals containing a recombinant DNA construct are 
regulated, including subsequent generations of animals that contain the 
construct that were derived from the original manipulated parent animals 
by breeding with a nontransgenic animal. Approval may not be required 
for low-risk transgenic animals such as laboratory animals that are used 
for research.

Recently, the FDA approved the use of the human protein an ti throm-
bin produced in goat’s milk in individuals with a hereditary defi ciency in 
the production of this protein and who are undergoing surgery or giving 
birth. Antithrombin is a protease inhibitor that acts as an anticlotting 
factor by inhibiting the activity of thrombin and other coagulation pro-
teases and thereby prevents the excessive formation of blood clots and 
promotes the clearing of clotting factors. It also has anti-infl ammatory 
activity. Approximately 1 in 5,000 people are unable to produce this 
protein naturally, which puts them at risk for heart attacks and strokes. 
While antithrombin can be extracted from the plasma of donated blood, 
the supply is not suffi cient to meet the needs of patients. Human anti-
thrombin expressed from a mammary gland-specifi c promoter is secreted 
into the milk of transgenic goats. Milk extraction is more effi cient and 
less costly and has a lower risk of contamination with human pathogens 
than blood extraction. The milk of transgenic goats is a signifi cant source 
of human antithrombin, with yields of 2 to 10 g per liter of milk. It has 
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been estimated that 75 transgenic goats are required to meet the annual 
worldwide demand for antithrombin.

Much of the research with transgenic animals has been devoted to 
developing the mammary glands of these animals as bioreactors for the 
production of pharmaceutical proteins. Recombinant antithrombin is the 
fi rst commercial product derived from a transgenic animal to receive FDA 
approval, and it is likely that several other human therapeutic proteins 
produced in transgenic goats will be available soon, including other blood 
proteinase inhibitors such as antitrypsin and human clotting factors such 
as factor IX for the treatment of hemophilia. Because these recombinant 
proteins are intended for injection into humans, there may be some con-
cern by the public that viruses, prions (the causative agent of scrapie), or 
other infectious agents may be transmitted from goats to humans. How-
ever, the goats used as bioreactors must be tested, monitored, and certifi ed 
as free of specifi c pathogens by the FDA. Moreover, the recombinant pro-
teins are highly purifi ed by several fi ltration and chromatographic steps 
and are exposed to dry heat that inactivates viruses.

Generally, there is greater economic incentive, public acceptability, 
and ethical justifi cation associated with the use of transgenic plants and 
animals for the production of pharmaceuticals than for their production 
for food. However, transgenic animals and plants carrying human genes 
must be contained. Transgenic animals that are used for non-food re-
search purposes (e.g., laboratory mice) or to produce human therapeutic 
proteins are maintained within specifi c-pathogen-free controlled environ-
ments. The transgenic goats that produce recombinant proteins in milk 
must be maintained as a closed herd. Therefore, they pose a lower risk 
for unintended release (of animals or transgenes) into the environment 
than do those that are raised in open environments for food production. 
No transgenic animals intended as food for human consumption have 
received regulatory approval.

Transgenic plants that produce pharmaceutical proteins are fre-
quently agricultural crop plants such as maize, tobacco, potato, rice, and 
saffl ower. To date, they have mainly been developed for production in 
contained facilities, for example, in cell cultures. Pharmaceutical plants 
grown in greenhouses, cell culture systems, and other contained facilities 
are regulated as drugs. The plants are genetically manipulated, often with 
several different genes, to maximize yields of proteins that are intended 
to be biologically active in humans or other animals. Thus, the plants po-
tentially pose a greater risk to human health and the environment when 
grown in the fi eld, and they are therefore given special consideration by 
regulators. For example, there are concerns that material derived from 
the plants could inadvertently end up in the food chain, perhaps through 
seed dispersal. Prevention of such problems may require special confi ne-
ment measures such as dedicated farm machinery or containment netting 
to separate pharmaceutical crops from food crops. Employing nonfood 
crops such as tobacco to produce pharmaceutical proteins would circum-
vent some of these problems and also provide tobacco farmers, who are 
facing income losses due to a decline in tobacco consumption, with an 
alternate market.
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Regulation of Genetic and Genomic Testing

Genetic tests analyze the sequence or expression of genes for the pur-
poses of diagnosing human disease and predicting disease susceptibility, 
prognosis, or response to therapy (see chapter 8). They are currently reg-
ulated as medical devices in the United States, EU, and Canada. In the 
United States, these are regulated under the Food, Drug and Cosmetic Act 
and in some cases as biological products under the Public Health Services 
Act. Quality standards for clinical laboratories that perform these tests 
have also been established. Medical devices are classifi ed in one of three 
groups depending on the potential risk of harm to patients from their 
intended use and are subject to different levels of control depending on 
their classifi cation. In this context, the defi nition of harm includes the 
potential consequences to a patient’s health from the interpretation of 
the test results. Most molecular diagnostic assays for human diseases are 
considered to be of either moderate risk (class II), for example, a test that 
is substantially equivalent to an existing test for infl uenza virus infection, 
or high risk (class III), for example, tests that utilize new technologies or 
screen for tumor markers, or for highly virulent pathogens. Both require 
premarket evaluation and either premarket notifi cation (class II) or FDA 
approval (class III) before they are made available to the general public. 
Scientifi c evidence, usually including clinical studies, must be presented 
to show that the assay is safe and effective for its intended use. The ana-
lytical performance of a molecular diagnostic assay that uses antibodies, 
receptor proteins, nucleic acids, and other biological molecules is based 
on its specifi city and sensitivity. Assessment of risk takes into consider-
ation the consequences of an assay’s performance, i.e., the consequences 
of false-positive or -negative results to a patient’s health. Several nucleic 
acid-based diagnostic tests that analyze a genetic sequence or measure 
levels of gene expression have been approved by the FDA for a variety of 
human diseases and conditions (Table 12.2).

A decade ago, when the fi rst human genome sequence was published, 
considerable discussion focused on the next revolution in medicine: per-
sonalized genomic medicine. It was predicted that a patient’s genome 
sequence could be used to determine susceptibility to disease, to tailor 
interventions to reduce the risk of developing a disease, and to prescribe 
effective drugs at the correct dosage that would yield fewer side effects 
and be more cost-effective. While there is little doubt that genome se-
quencing has contributed to our understanding of human diseases (see 
chapter 3), there is greater uncertainty of whether genome sequence data 
are useful in clinical medicine. Genome-wide association studies have 
identifi ed more than 2,000 loci that are associated with susceptibility to 
many common diseases, but for the moment, the predictive power is too 
low to be useful in the clinical setting. The genetic variants that have been 
identifi ed explain at best 20%, and more typically less than 10%, of the 
risk of developing a common heritable disease. Thus, the absence of a 
disease-associated allele does not necessarily indicate reduced risk. On the 
other hand, interpretation of genome sequences may lead to false-positive 
conclusions, i.e., the diagnosis of a disease that is not present. For some 
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diseases, the presence of an allele associated with high risk of the dis-
ease in the genome sequence of a healthy individual may have predictive 
value only when other characteristics are present that contribute to the 
development of that disease. For example, the C282Y mutation in the 
HFE gene is associated with high risk for hemochromatosis, an iron me-
tabolism disorder, only in individuals who exhibit elevated blood iron 
levels. Moreover, often nothing is known about the biological function of 
a disease-associated locus in the disease process, and therefore, the infor-
mation cannot be used beyond determining associations. For example, the 
locus may not be an effective target for treatment.

Although the cost of sequencing a human genome is now low enough 
to be accessible to many individuals, few clinical personnel have the skills 
to interpret the sequences. Genome sequences among individuals are 
highly polymorphic, containing approximately 150,000 single nucleotide 
variants in hundreds of genes associated with many different diseases (see 
chapter 3). This is a large amount of information to process, interpret, 

Table 12.2  Some FDA-approved nucleic acid-based tests for human genetic and infectious diseases

Test name Disease or condition detected Type of test Intended use

Vysis EGR1 FISH probe kit Acute myeloid leukemia Fluorescence in situ hybridization of 
probes to detect deletion of EGR1 on 
chromosome 5q

To determine disease prognosis

MammaPrint Breast cancer Microarray-based gene expression 
profi ling of tumors

To assess risk of metastasis

xTAG cystic fi brosis kit Cystic fi brosis Multiplex PCR/allele-specifi c primer 
extension to detect mutations in 
the cystic fi brosis transmembrane 
regulator gene

To identify carriers of gene variants 
associated with the disease and for 
screening newborns

Infi niti CYP2C19 assay Drug metabolism Microarray-based assay to detect 
variants of the cytochrome P450 2C19 
gene associated with drug metabolism

To determine therapeutic strategies 
and treatment dose for drugs that are 
metabolized by the CYP2C19 gene 
product

AlloMap molecular 
expression testing

Heart transplant Quantitative real-time PCR assay to 
determine expression profi les (RNA 
levels) of several genes

To identify heart transplant recipients 
with a low probability of moderate to 
severe acute rejection

NADiA ProsVue Prostate cancer Immunoassay to measure 
prostate-specifi c antigen

To determine the prognosis and assess 
risk of recurrence of prostate cancer

Verigene Clostridium 
diffi cile nucleic acid test

Clostridium diffi cile infection Multiplex PCR to detect C. diffi cile 
toxin genes in stool samples

To diagnose C. diffi cile infection

Cobas CT/NG test Chlamydia trachomatis and 
Neiserria gonorrhoeae infection

TaqMan assay to detect specifi c C. 
trachomatis and N. gonorrhoeae DNA 
sequences

To diagnose chlamydial and 
gonococcal disease

MultiCode-RTx HSV-1 
and -2 kit

HSV-1 and -2 infection Real-time PCR to detect specifi c 
HSV-1 and -2 DNA sequences

To diagnose HSV-1 and -2 infections

JBAIDs infl uenza virus 
subtyping kit

Infl uenza A virus infection Reverse transcriptase real-time PCR 
assay targeting the viral hemagglutinin 
and nucleocapsid protein genes

To detect and differentiate among 
seasonal infl uenza A/H1 and A/H3 
and 2009 H1N1 infl uenza virus 
infections

BD Max MRSA assay MRSA TaqMan assay to detect 
MRSA-specifi c DNA sequences

To prevent and control MRSA in 
health care settings

From http://www.fda.gov/MedicalDevices/ProductsandMedicalProcedures/InVitroDiagnostics.
EGR1, early growth response 1 gene; PCR, polymerase chain reaction; HSV-1 and -2, herpes simplex viruses 1 and 2, respectively; MRSA, methicillin-resistant 

Staphylococcus aureus.

http://www.fda.gov/MedicalDevices/ProductsandMedicalProcedures/InVitroDiagnostics


678 C H A P T E R  1 2

and relay to patients, both immediately following sequence acquisition 
and later as our ability to interpret genome sequences improves. And how 
should this information be disclosed to patients? There is the potential to 
reveal risks for disease for which there are no treatments. For example, 
while identifi cation of APC (adenomatous polyposis coli) gene alleles as-
sociated with colon cancer may lead to regular monitoring by colonos-
copy, there are no interventions available for individuals who possess 
alleles associated with Huntington disease. Patients must be counseled 
about the medical, emotional, and social risks and benefi ts of genomic 
testing, as well as understand the scope and limitations of the predictive 
ability of genome sequence data. Many are also concerned about the po-
tential for discrimination against individuals who carry deleterious alleles. 
In 2008, the U.S. Genetic Information Nondiscrimination Act was passed 
to prevent health insurance providers and employers from requesting ge-
netic information and discriminating against individuals based on that 
information.

Patenting Biotechnology

Biotechnology products are produced by companies with the expectation 
that they will profi t from their sale. Many of these products require sub-
stantial funds and many years to develop and receive regulatory approval, 
and such high-risk investments are not made without assurance of legal 
protection from competition. Society also has a large stake in technologi-
cal advancements that improve the quality of life, which are facilitated by 
disclosure of the details of new technologies. Intellectual property rights 
are granted by governments to satisfy the interests of both groups. That 
is, they provide inventors with exclusive rights to the novel products or 
processes that they develop while encouraging innovation. For medical 
biotechnology, the most important form of intellectual property is a pat-

ent. A patent is a legal document that gives the patent holder exclusive 
rights to make, use, or sell the described invention for a defi ned period. 
The period of exclusivity is 20 years from the date that the application is 
fi led. A patent is also a public document that contains a detailed descrip-
tion of the invention. However, while the patent holder may develop other 
products from the original invention, competitors would have to license 
the right to use the invention in order to develop a product based on it.

Patenting

Product and process patents are the two major categories of patents (Ta-
ble 12.3). Products include homogeneous substances, complex mixtures, 
and various devices, while processes include preparative procedures, 
methodologies, or actual uses. Generally, for either a product or a process 
to be patentable, it must satisfy four fundamental requirements:

 1. The invention must be novel. The product or process must not al-
ready exist or be described in another patent or publication, even in 
another country, prior to the submission of the patent application.
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 2. The invention must be nonobvious. A patent cannot be granted 
for something that was merely previously unknown, i.e., a discov-
ery. Rather, the invention must contain an inventive step and be 
suffi ciently different from products or processes already in use or 
previously described.

 3. The invention must be useful in some way, whether it is a process, 
an instrument, a compound, a microorganism, or a multicellular 
organism.

 4. The invention must be adequately described in the patent applica-
tion such that a person knowledgeable in the same fi eld can imple-
ment it.

A patent cannot be granted for anything that is “a product of nature.” 
The notion here is that it is not appropriate for society to give a monop-
oly to someone for something that occurs naturally, that has merely been 
discovered, and therefore belongs to the public. Often companies and in-
dividuals skirt this constraint by applying for a patent that covers the 
process of purifi cation of a product, thereby avoiding the direct question 
of ownership of either a natural substance or an organism that produces 
the product. According to the U.S. Supreme Court, virtually “anything un-
der the sun that is man-made” is patentable; however, in other countries, 
including member states of the EU, therapeutic and diagnostic procedures 
are not patentable (although therapeutic substances are patentable).

In many countries, such as Canada, Australia, and member states of 
the EU, a patent application must be fi led before the invention is disclosed 
to the public. In the United States, an inventor has 1 year following pub-
lic disclosure in which to apply for a patent. A patent application must 

Table 12.3  Common types of patent categories with examples of biotechnology 
inventions

Category Examples

Product patents

Substance Cloned genes, recombinant proteins, monoclonal antibodies, 
plasmids, promoters, vectors, cDNA sequences, antigens, peptides, 
RNA constructs, antisense oligonucleotides, peptide nucleic acids, 
ribozymes, and fusion proteins

Composition of matter Multivalent vaccines, biofertilizers, bioinsecticides, host cells, 
microorganisms, transformed cell lines, and transgenic organisms

Devices Pulsed-fi eld gel electrophoresis apparatus, DNA sequencing units, 
and microprojectile gene transfer machine, magnetic resonance 
imaging

Process patents

Process of preparation DNA isolation, synthesizing double-stranded DNA, vector–insert 
construction, PCR applications, and purifi cation of recombinant 
protein

Method of working Nucleic acid hybridization assays, diagnostic procedures, and muta-
tion detection systems using PCR

Use Applying biofertilizers and bioinsecticides, fermentation of geneti-
cally modifi ed microorganisms, and nontherapeutic animal treat-
ment systems
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include the background of the invention that describes the current “state 
of the art” in the fi eld of the invention; an explanation of the nature of the 
invention and a description of how the invention works, including fi gures 
and schematic representations where necessary; and a list of claims about 
the invention and how the invention may be used. The application is sent 
to the U.S. Patent and Trademark Offi ce (PTO), where it is reviewed by 
an examiner for novelty, nonobviousness, utility, feasibility, and general 
acceptability as a patentable invention.

If an examiner agrees that the invention meets all the criteria for pat-
entability, then a patent is awarded. Usually it takes 2 to 5 years following 
the fi ling of the initial application before a patent is granted. However, the 
receipt of a patent is not a license to produce and sell the invention. All 
statutory regulations must be met before any product can be marketed. 
For example, if a patent is granted for a genetically engineered microor-
ganism, the manufacturer must satisfy the regulations for its production, 
distribution, and release. Protection of patent rights is the responsibility of 
the patent holder, and generally that means bringing a lawsuit(s) against 
those who are presumed to be infringing on the patent. These disputes are 
decided by the courts and not the patent offi ce. Similarly, if a person or 
company feels that an awarded patent is inappropriate, the legitimacy of 
the patent can be challenged by a lawsuit.

Patenting in Diff erent Countries

The rights given by a patent extend only throughout the country in which 
the application was fi led. Therefore, to protect an invention, a patent ap-
plication must be fi led separately in each country. Although the World 
Intellectual Property Organization is attempting to develop international 
standards, patent offi ces in different countries often reach quite different 
conclusions about the same patent application. For example, in 1989, 
the biotechnology company Genentech applied for a patent in the United 
Kingdom for, among other things, the production of human tissue plas-
minogen activator (tPA) by recombinant DNA processes. This protein 
exists in small amounts in the human body and converts plasminogen to 
plasmin. Plasmin is an active enzyme that degrades the fi brin of a blood 
clot. Consequently, human tPA may be used as a therapeutic agent for the 
prevention and treatment of coronary thrombosis. Genentech assembled 
a complete version of a human tPA cDNA and cloned this cDNA into 
Escherichia coli for the production of large amounts of pure tPA. In its 
patent application, Genentech claimed rights to human tPA as a product 
based on certain procedures of recombinant DNA technology that they 
developed, the cloning vector system, and the transformed microorgan-
ism. As a part of the “process” category, protection for the use of human 
tPA as a pharmaceutical agent was also sought by Genentech. A total 
of 20 claims were presented in the original patent application. Some of 
these were broad and others narrow in scope. The patent was rejected 
by the United Kingdom’s patent offi ce. Genentech then appealed to the 
United Kingdom’s Court of Appeals, which, after considerable delibera-
tion, invalidated all of the claims for a variety of reasons. The judgment 

PTO
U.S. Patent and Trademark Offi  ce

tPA
tissue plasminogen activator
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concluded that the patent was novel, but some of the judges argued that 
the submission was obvious; therefore, it could not be patented.

In contrast, Genentech was readily awarded a patent for human tPA 
in the United States. The U.S. patent not only protected the form of hu-
man tPA that was to be marketed by Genentech but also gave Genentech 
exclusive rights to all similar, but not identical, active forms of human 
tPA. Genentech won a lawsuit against two other biotechnology compa-
nies that were found to be infringing on its tPA patent, although they were 
selling nonidentical forms of tPA.

The Japanese version of Genentech’s tPA patent was limited to the 
amino acid sequence of the human tPA that was cloned and patented by 
Genentech. In Japan, other companies could sell variant forms of human 
tPA. Thus, basically the same patent application was rejected, approved 
and given a broad interpretation, and approved and given a narrow in-
terpretation by three different patent offi ces. This illustrates the divergent 
views about what is or is not a patentable invention.

Patenting DNA Sequences

Since 1980, thousands of patent applications for DNA, RNA, or cDNA 
sequences have been approved by patent offi ces throughout the world. 
In the United States, more than 40,000 DNA-related patents have been 
issued, at an annual rate of almost 4,000 over the last decade, and about 
20% of human genes have been patented. Some of these human genes are 
used to make therapeutic proteins, such as recombinant erythropoietin. 
Many of the patented gene sequences are used as diagnostic probes to 
detect disease-related genes. One example results from the discovery that 
particular mutations in the human genes BRCA1 and BRCA2 are linked 
to breast and ovarian cancer. A patent, issued to Myriad Genetics Inc., 
claims methods to detect mutations in BRCA1 and BRCA2 to diagnose a 
predisposition to these cancers.

The issue of patenting DNA sequences was fi rst broached in 1991 
when scientists from the U.S. National Institutes of Health fi led for the 
patent rights for 315 partially sequenced human cDNAs. Two additional 
fi lings brought the total number of partial sequences to 6,869. In 1994, 
in a preliminary ruling, the U.S. PTO notifi ed the National Institutes of 
Health that it would reject the patent application on the grounds that 
the functions of the sequences were not known. In other words, partial 
sequences by themselves did not fulfi ll the requirement of utility and were 
not patentable. However, by 1997, over 350 patent applications for more 
than 500,000 partial DNA sequences had been fi led, mostly by private 
companies, which purportedly met the standard for usefulness. One of 
these patent proposals sought protection for about 18,500 expressed se-
quence tags. Serious concerns were raised about granting patents for large 
numbers of sequenced genes and partially sequenced DNA fragments 
with broadly based applications. The consortium that was sequencing 
the human genome around this time considered that while some of the 
human genome sequences might eventually be useful, it was premature 
and speculative to award patents without additional information about 
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the functions of the sequences. The sequence information generated from 
the Human Genome Project was quickly deposited in databases that were 
readily accessible to the public.

The central argument of the debate is whether isolated DNA se-
quences are discoveries or products of nature, and therefore not patent-
able, or inventions, and therefore patentable. In part as a consequence of 
the large-scale sequencing projects, the U.S. PTO reexamined the issues 
and concluded that genes and partial DNA sequences were patentable. 
In 2001, a set of guidelines for patenting DNA sequences in the United 
States was released. A key requirement is that each DNA sequence must 
have “specifi c, substantial and credible utility.” The written specifi cations 
and claims for each sequence must be thorough and demonstrate the ac-
tual use of each sequence and not merely a potential function. Similarly, 
in the EU and Canada, DNA sequences are patentable as long as there is 
an indication of function.

The patenting of DNA sequences found in humans and other organ-
isms remains controversial. For example, the validity of the BRCA1 and 
BRCA2 diagnostic patents was challenged by the American Civil Liberties 
Union and the Public Patent Foundation on the basis that Myriad Genet-
ics’ exclusive rights to the genes made it impossible for women to confi rm 
the test results using a similar diagnostic test and that the high cost of the 
test precluded many women from determining their risk for breast and 
ovarian cancers. In 2010, a U.S. district court invalidated the patent on 
the grounds that isolated genes are not patentable; however, a federal ap-
peals court overturned the decision in 2011, fi nding that the chemical na-
ture of isolated DNA is different from DNA in cells. For example, cDNA 
generated from mRNA in vitro lacks intron sequences found in natural 
DNA, and isolated DNA is cleaved from the original molecule and thus 
is modifi ed. In other words, the act of isolating the sequences requires hu-
man intervention and therefore the molecules are “engineered.” Moreover, 
the isolated DNA sequences are used in a manner that is fundamentally 
different from their natural use, in much the same way that the use of pu-
rifi ed antibiotics to treat bacterial infections is different from their natural 
use by soil microorganisms. However, in 2013, the U.S. Supreme Court 
determined that “Myriad did not create anything . . . separating that gene 
from its surrounding genetic environment is not an act of invention” and 
therefore the DNA sequences are not patentable. On the other hand, the 
ruling stated that cDNA is patentable because it is made in the laboratory.

Also controversial is the increased scope of the DNA patent claims 
in recent years. Often included in the claims to DNA sequences and the 
proteins they encode are antibodies against the protein, even when the 
antibody has not actually been produced. Antibodies against human pro-
teins are important from a commercial perspective because they are used 
for diagnostic purposes and as therapeutic agents; therefore, there is con-
siderable incentive to include these in patent applications. However, some 
argue that they do not meet the criteria for patentability because in many 
cases the antibodies have not been produced, and therefore, their char-
acteristics are not specifi cally described and working examples are not 
provided.
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Patenting Living Organisms

Cell lines and genetically engineered unicellular organisms are considered 
to be patentable. For example, in 1873, Louis Pasteur received two patents 
(U.S. patents 135,245 and 141,072) for a process for fermenting beer that 
included the living organism (yeast) used in the process. However, the fi rst 
time a scientist attempted to patent a genetically modifi ed microorganism 
that was engineered by introducing different plasmids, the case was highly 
controversial. Each of the plasmids carried the genes for a separate hydro-
carbon degradative pathway enabling the genetically modifi ed bacterium 
to break down many of the components of crude oil and therefore poten-
tially to be used to clean up oil spills. The bacterium was developed by A. 
Chakrabarty, an employee of the General Electric Corporation at the time. 
The patent application for this bacterium was rejected by the U.S. PTO 
on the grounds that microorganisms are products of nature and, as living 
things, are not patentable. In 1980, in a landmark decision, the U.S. Su-
preme Court decided that this organism was patentable according to the 
U.S. Patent Statute, arguing that “a live, human-made microorganism is 
patentable subject matter . . . as a manufacture or composition of matter.”

The argument against patenting this genetically engineered micro-
organism tended to center on how the organism was developed. In the 
past, induced mutation followed by selection for novel properties was an 
acceptable way to create a patentable living organism. However, genetic 
engineering was considered by some to be “tampering with nature.” Con-
sequently, it was argued that no inventor should benefi t from manipulat-
ing products of nature. This position was not upheld. In the United States 
from 1980 onward and later in other countries, organisms, regardless of 
the means that were used to develop them, were mandated to be judged 
by the standard criteria of novelty, nonobviousness, and utility to deter-
mine if they are patentable.

Living multicellular organisms that meet these criteria are also eligible 
for patenting in the United States and most other developed countries, 
although this continues to raise ethical and social concerns. The exclusive 
ownership of multicellular organisms is not a new concept. Since 1930, 
the U.S. Plant Patent Act has given plant breeders the right to own various 
plant varieties. In 1988, the fi rst genetically engineered animal, a trans-
genic mouse, was patented. The transgene consisted of a cancer-causing 
gene (oncogene) driven by a viral promoter that increased the probability 
that the mouse would develop tumors. The “oncomouse” can be used to 
test whether a compound either causes or prevents cancer. The granting of 
the oncomouse patent (U.S. patent 4,736,866) was contentious, especially 
on moral grounds. However, from a historical perspective, it is unlikely 
that a position based on ethical considerations will be completely success-
ful in preventing the patenting of all transgenic animals. For example, if 
an invention purports to facilitate a new treatment for human disease, the 
currently prevalent view in most countries is that human rights and needs 
supersede those of animals. Since the decision on the patentability of the 
oncomouse, hundreds of patents have been granted in the United States 
for various transgenic animals, including those that act as models for hu-
man diseases or produce human therapeutic proteins.
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Patenting and Fundamental Research

One of the major goals of the patent system is to encourage innovation 
by providing incentive to engage in research and disclose inventions that 
others can improve on. However, some opponents believe that awarding a 
monopoly restricts competition, leads to higher prices, curtails new inven-
tions, and favors large corporations at the expense of individual inventors 
or small companies. For example, one of the concerns over gene patenting 
is that it will impede the development of new medical biotechnologies 
because researchers must obtain permission to use the genes, which can 
be expensive and cumbersome if multiple patents are involved. Research-
ers may avoid research that requires use of patented materials or pro-
cesses. Others counter that there is no evidence to support the notion that 
patents are serious impediments to innovation. For example, U.S. patent 
4,237,224, which was granted to Stanley Cohen and Herbert Boyer in 
1980 for recombinant DNA technology, for both the use of viral and plas-
mid vectors and the cloning of foreign genes, has obviously not seriously 
constrained the development of recombinant DNA technology.

Some members of the academic scientifi c community are concerned 
that patents and the consequences of patenting may be detrimental to es-
tablished scientifi c values. Traditionally, university-based scientifi c research 
has been an open system with a free exchange of ideas and materials. The 
belief is that the growth of scientifi c knowledge and the development of 
technologies benefi t from public availability of research articles and data-
bases. However, some scientists feel that the integrity of traditional scien-
tifi c inquiry has become secondary to commercial interest in and fi nancial 
gain from innovations. Many scientists are now advised by patent lawyers 
not to disclose the results of their research until a patent is fi led. Licensing 
fees and royalties from patents can be signifi cant sources of income for 
fi nancially constrained, nonprofi t institutions, such as universities. For ex-
ample, during its lifetime from 1980 to 1997, the Cohen-Boyer patent for 
recombinant DNA technology earned about $45 million for Stanford Uni-
versity and the University of California. Also, the Massachusetts Institute 
of Technology fi les more than 100 patents annually in all research fi elds 
and generates about $5.5 million per year from licensing patent rights. 
Most universities have established patent policies and offi ces that facilitate 
patenting and the transfer of technology, at a price, to industry. Faculty 
members usually receive a portion of the income from their inventions. 
Clearly, entrepreneurial activity is a fact of life at many universities.

Economic Issues

According to the World Health Organization, $50 billion is spent globally 
on pharmaceuticals each year, with the United States as the largest market. 
Many biologic drugs are costly. For example, in 2009, the cost to treat a 
patient for rheumatoid arthritis with Enbrel, a fusion protein that inhibits 
the cytokine tumor necrosis factor and is produced by cultured mamma-
lian cells, was $26,000/year. Herceptin, a monoclonal antibody used to 
treat some forms of breast cancer, costs patients $37,000/year; Rebif, re-
combinant beta-interferon used to treat multiple sclerosis, $40,000/year; 
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Humira (monoclonal antibody adalimumab) for Crohn disease, $51,000/
year; and Cerezyme (recombinant enzyme imiglucerase) for Gaucher dis-
ease, $200,000/year, one of the most expensive drugs.

Why are the costs so high? Contributing factors are the human and 
technological resources, as well as the strict and lengthy regulatory process 
required to bring new drugs to market. It is a risky business. The pharma-
ceutical industry estimates that the average cost to develop a new drug is 
between $4 and $11 billion. This is calculated by dividing the total annual 
research and development budget of a pharmaceutical company by the 
number of drugs approved. Thus, included in the cost is the investment 
in drugs that did not reach the market. A major factor is the high price 
of clinical trials, which typically involve thousands of patients (most in 
phase III) and can cost tens of millions of dollars each. This takes into ac-
count the costs to produce the drug, to recruit and manage a large number 
of patients and medical personnel, for medical procedures and tests, and 
for data analysis. On average, 65% of new drugs are successful following 
phase I clinical trials. Phase II and III trials have success rates of 40% and 
64%, respectively, and 93% of these are fi nally approved by the regula-
tory agency. This means that only about 16% of new drugs are approved 
for commercial use. When only biologics such as therapeutic recombinant 
proteins and monoclonal antibodies are considered, the success rate is 
higher (32%). On average, it takes about 8 years to bring a new drug to 
market, although this varies depending on the type of drug. For example, 
new drugs developed to treat diseases of the central nervous system take 
a longer time to reach approval (about 10 years) than do antivirals for 
treatment of AIDS (about 5 years).

Some are concerned that the high cost and low success rate will slow 
the development of new drugs, especially the so-called orphan drugs that 
can be used to treat rare diseases or diseases found mainly in low-income 
populations. In the United States, an orphan drug is defi ned as one used to 
treat, diagnose, or prevent a disease that affects fewer than 200,000 people 
or that will not generate enough sales to recover the costs of development 
and marketing (Table 12.4). More than 7,000 diseases are considered to 
be rare, including multiple sclerosis, cystic fi brosis, and Duchenne muscu-
lar dystrophy. Most rare diseases are genetic disorders. To encourage the 
development of orphan drugs, many countries facilitate the approval pro-
cess and provide fi nancial incentives. The average time for clinical testing 
and regulatory approval for orphan drugs is about 6.6 years, compared 
to 8.0 years for nonorphan drugs. Financial incentives may include tax 
credits or special grant programs for orphan drug producers, a reduc-
tion in the number of patients required for clinical trials, or an extended 
period of patent protection. These incentives have resulted in a greater 
number of drugs to treat rare diseases. Since the enactment of the U.S. 
Orphan Drug Act in 1983, more than 400 orphan drugs have been devel-
oped, in contrast to 10 in the previous decade. In 2011, one-third of FDA 
new drug approvals were for orphan drugs. Among these are treatments 
for rare cancers such as metastatic melanoma, including the drugs vemu-
rafenib, an inhibitor of the kinase B-Raf, and the monoclonal antibody 
ipilimumab, which targets a cytotoxic T-lymphocyte antigen (CTLA-4).
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Has the high cost of drugs forced some patients to seek cheaper, il-

legitimate drugs and companies to manufacture them? In this context, 
illegitimate drugs are those made to deliberately deceive the consumer; 
they include substandard drugs and falsifi ed drugs, for which the qual-
ity, source, or identity of the drug is falsely represented. Many differ-
ent types of drugs have been counterfeited, ranging from treatments for 
life-threatening diseases to analgesics (Table 12.5). The contents may con-
tain incorrect, low concentrations of, or no active ingredients. Thus, the 
medicines may be ineffective, impure, or toxic. Furthermore, illegitimate 
antimicrobial agents often contain insuffi cient concentrations of antibiot-
ics that select for the growth of drug-resistant bacteria. Low-dose antibi-
otics are a major contributing factor to the emergence of drug-resistant 
strains of Mycobacterium tuberculosis and Plasmodium spp. that cause 
tuberculosis and malaria, respectively.

Table 12.4  Some orphan drugs recently approved by the FDA

Orphan drug Drug description Orphan disease

Canakinumab Monoclonal antibody targets interleukin-1β Pediatric juvenile rheumatoid arthritis

Regorafenib Small molecule inhibits multiple kinases Gastrointestinal stromal tumors

Mipomersen Antisense oligonucleotide targets apolipoprotein B mRNA Homozygous familial hypercholesterolemia

Bedaquiline Diarylquinoline targets ATP synthase in Mycobacterium 
tuberculosis

Active tuberculosis

Teduglutide Recombinant glucagon-like peptide 2 analogue promotes 
mucosal growth

Short bowel syndrome

Raxibacumab Monoclonal antibody targets Bacillus anthracis toxins Anthrax

Pasireotide Decreases cortisol overproduced by the adrenal glands Cushing disease

Cabozantinib Small molecule inhibits the activity of multiple tyrosine 
kinases

Metastatic medullary thyroid cancer

Bosutinib Blocks signaling by tyrosine kinase Chronic myelogenous leukemia

Taliglucerase alpha Recombinant enzyme produced in plant (carrot) cells that 
replaces missing glucocerebrosidase

Gaucher disease

Ivacaftor Small molecule increases chloride transport through the 
cystic fi brosis transmembrane regulator protein

Cystic fi brosis

Glucarpidase Recombinant enzyme inactivates methotrexate Toxic plasma methotrexate levels in patients with impaired 
renal function

Gabapentin enacarbil γ-Aminobutyric acid analogue (prodrug; activated in vivo) Postherpetic neuralgia (nerve pain associated with shingles)

From http://www.accessdata.fda.gov/scripts/opdlisting/oopd/index.cfm.

Table 12.5  Some examples of recently seized illegitimate drugs

Drug(s) Intended use Illegitimate drug Year and place of seizure

Avastin Cancer Lacked active ingredient bevacizumab 2012, United States

Viagra and Cialis Erectile dysfunction Undeclared active ingredients 2012, United Kingdom

Truvada and Viread HIV/AIDS Authentic product in falsifi ed packaging 2011, United Kingdom

Zidolam-N HIV/AIDS Falsifi ed drug; discolored, molding 2011, Kenya

Alli Weight loss Undeclared active ingredient 2010, United States

Antidiabetic traditional medicine Reduce blood sugar levels Contained 6 times the normal dose of 
glibenclamide

2009, China

Metakelfi n Antimalarial Low levels of active ingredient 2009, Tanzania

From http://www.who.int/mediacentre/factsheets/fs275/en/index.html.

http://www.accessdata.fda.gov/scripts/opdlisting/oopd/index.cfm
http://www.who.int/mediacentre/factsheets/fs275/en/index.html
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Illegitimate drugs can be found throughout the world but are par-
ticularly problematic in developing countries where marketing of phar-
maceuticals is poorly regulated or the regulations are not enforced, and 
adherence to international quality standards is fi nancially diffi cult for 
many small manufacturers. In developed countries such as the United 
States, most EU countries, Canada, Australia, New Zealand, and Japan, 
illegitimate drugs represent less than 1% of the market. But in many Af-
rican, Asian, and Latin American countries, the problem is much greater. 
However, many unlicensed and unregulated vendors sell illegitimate drugs 
over the Internet, mainly to individuals in middle- to high-income coun-
tries. In the United States, online pharmacies must be accredited by the 
National Association of Boards of Pharmacies and comply with standards 
of quality. In addition, globalization of the pharmaceutical production 
and distribution system contributes to the problem. Ingredients for med-
icines are often produced, combined, and packaged in different countries 
and therefore pass through many hands before reaching the patient. This 
provides many opportunities for substandard and falsifi ed products to en-
ter into the manufacturing and distribution chain. International cooper-
ation is necessary to establish and enforce regulations for manufacturing 
quality and marketing to ensure a safe supply of drugs for patients.

summary

Most countries have regulations in place to ensure that new 
drugs and diagnostic tests are safe and effective before they 
are made commercially available. A key regulatory require-
ment is the series of clinical trials, in which treatments that 
show promise after testing in animals are tested further on 
different populations of humans. Clinical trials are per-
formed to determine drug toxicity (phase I), effi cacy (phase 
II), optimal dosage, and potential for interactions with other 
drugs (phase III). A treatment is usually approved only for 
the specifi c, tested application. The regulatory requirements 
apply to all new drugs whether they are produced through 
chemical synthesis or molecular biotechnologies. This in-
cludes biologics (vaccines, blood products, cell-based treat-
ments, and nucleic acid therapies) that are derived from 
living organisms, including genetically engineered organisms. 
The FDA recently approved a human therapeutic protein (an-
tithrombin) produced in the milk of a transgenic goat, and it 
is likely that more pharmaceutical proteins will be produced 
in this way in the near future. Genetically engineered animals 
that produce recombinant proteins must be approved each 
time a gene is introduced and must be confi ned to controlled 
environments. Containment measures must also be taken to 
prevent transgenic plants that produce pharmaceutical pro-
teins from ending up in the food supply.

In many countries, including the United States, commercial 
genetic and molecular tests to diagnose or predict suscepti-
bility to a disease, and the clinical laboratories that perform 
them, are regulated. Consideration is given to the potential 
for harm to a patient’s health from the interpretation of the 
test, for example, false-positive (diagnosis of a disease that is 
not present) or false-negative (erroneous indication of low 
disease risk) results. Currently, there are limitations to the 
clinical application of human genome sequences for predict-
ing disease susceptibility and tailoring therapies to reduce 
disease risk or increase treatment effi cacy. One issue is the 
low predictive power of genetic sequences. Although many 
disease-associated alleles have been identifi ed, at best these 
explain only 20% of the risk of developing a common heri-
table disease. A better understanding of the genetic basis of 
disease is required. Other concerns are the lack of clinical 
personnel skilled in the interpretation of highly polymorphic 
genomic sequence data and counseling patients about the im-
plications of the results, and the potential for discrimination 
against individuals who carry deleterious alleles by employ-
ers or insurance providers.

Companies that produce biotechnology products often invest 
a great deal of time and fi nancial resources to develop the 

(continued)
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engineered plants and animals, may be patented as long as 
they meet the standard criteria of novelty, nonobviousness, 
and utility.

Development of a new drug requires a substantial fi nancial 
investment, in large part due to the long and costly regulatory 
process, especially clinical trials. To encourage pharmaceuti-
cal companies to develop orphan drugs to treat rare diseases, 
many governments provide fi nancial incentives and facilitate 
the approval process. Some human therapeutic monoclonal 
antibodies and recombinant proteins cost patients more than 
$25,000/year. The high drug costs have forced some patients 
to seek illegitimate drugs that may contain no or low con-
centrations of active ingredients, or toxic contaminants, and 
are therefore ineffective and unsafe. This is a global problem 
that will require international cooperation to establish and 
enforce drug manufacturing and marketing regulations.

summary (continued)

products to the commercial-use stage. Patents are a means 
to protect their investment by giving the patent holder ex-
clusive rights to make, use, or sell the product for a specifi c 
period. At the same time, public disclosure of the invention 
is expected to encourage innovation; however, opponents 
believe that awarding a monopoly curbs new inventions, as 
other researchers may be concerned about infringing on a 
patent or must obtain permissions to use patented materials 
or processes. For a patent to be granted, an invention must 
be novel, not obvious, and useful. The patenting of nucleic 
acid sequences is controversial. Recently, the U.S. Supreme 
Court ruled that DNA sequences are not inventions and 
therefore not patentable, although cDNA, which is produced 
in the laboratory from RNA, is patentable. Cell lines, and 
unicellular and multicellular organisms, including genetically 

review questions

1.  Who is responsible for providing evidence of the safety 
and effi cacy of a new drug before it is made commercially 
available?

2.  Briefl y describe the stages of testing required for a new 
drug to be approved by the FDA.

3.  What are biologics? How are they regulated?

4.  Visit the U.S. National Institutes of Health registry and 
database of human clinical trials at http://www.clinicaltrials
.gov. Search for studies using key words such as “stem cells” 
and “gene therapy.” Briefl y summarize the purpose of the 
clinical trial, including the treatment, procedure, or test un-
der investigation and its potential application.

5.  List some issues regarding the production of human thera-
peutic proteins in genetically engineered animals.

6.  What are some of the issues regarding genetic testing to 
determine disease susceptibility?

7.  What is the benefi t of a patent to the patent holder? What 
is the benefi t of a patent to researchers who do not hold the 
patent?

8.  What are the essential criteria for patenting an invention?

9.  What are some arguments for and against the patenting 
of human genes?

10.  Contact the U.S. PTO website (http://patents.uspto.gov/) 
and conduct a search for medical biotechnology patents. Use 
various combinations of search terms, such as “human gene” 
AND “therapeutic,” “antibody” AND “diagnostic,” and so 
on. Summarize the inventions in some recent patents related 
to human medicine.

11.  Summarize some of the factors that may contribute to 
the high cost of a new biologic.

12.  What is an orphan drug? What are some of the incen-
tives to produce these drugs?

13.  What are some of the factors that contribute to the use 
and availability of illegitimate drugs?

http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
http://patents.uspto.gov/
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Glossary

A–B exotoxin A protein toxin secreted by some bacteria that 
contains an A domain with toxin activity and a B domain that 
binds to a host cell receptor.

Acquired immunodefi ciency syndrome A disease caused by 
a CD4+ T- cell- mediated infection with HIV. Abbreviated AIDS.

Active immunity An immune reaction(s) that may be induced 
in an individual by infection or vaccination.

Acute infection A short- term infection characterized by rapid 
reproduction of the pathogen and rapid onset of symptoms.

ADA See Adenosine deaminase.

Adaptive immune system The immune system in which T 
cells and B cells confer immunity during a later, more antigen- 
specifi c and more effi cient immune response.

Adaptive immunity A form of immunity that develops more 
slowly, confers specifi city against a foreign antigen, and medi-
ates the later and more vigorous defense against infections.

Adaptor (1) A synthetic double- stranded oligonucleotide that 
is blunt ended at one end and at the other end has a nucleo-
tide extension that can base- pair with a cohesive end created 
by cleavage of a DNA molecule with a specifi c type II restric-
tion endonuclease. After blunt- end ligation of the adaptor 
to the ends of a target DNA molecule, the construct can be 
cloned into a vector by using the cohesive ends of the adaptor. 
(2) A synthetic single- stranded oligonucleotide that, after self- 
hybridization, produces a molecule with cohesive ends and an 
internal restriction endonuclease site. When the adaptor is in-
serted into a cloning vector by means of the cohesive ends, the 
internal sequence provides a new restriction endonuclease site.

Adenosine deaminase An enzyme that catalyzes the break-
down of purines. A defi ciency in ADA activity can lead to the 
accumulation of toxic purine metabolites in cells that are di-
viding and actively synthesizing DNA. Abbreviated ADA.

Adenosine diphosphate (ADP)- ribosyltransferase A bacte-
rial toxin that catalyzes the transfer of an ADP- ribose group 
from nicotinamide adenine dinucleotide (NAD+) to a host pro-
tein, thereby disrupting the activity of that protein.

Adenosine triphosphate A nucleotide that is an energy 
source for many cellular processes. During cell catabolism, 
the breakdown of large molecules releases energy in the form 
of ATP, which is required for many anabolic processes. This 
switch from catabolism to anabolism leads to the activation, 
proliferation, and differentiation of a T cell. Abbreviated ATP.

Adhesin A molecule on the surface of a bacterial cell that me-
diates adherence to other cells.

Adjuvant An agent that stimulates immunity.

Adoptive immunotherapy Isolation of tumor- specifi c im-
mune cells, enriching them outside the body and transfusing 
them back into the patient. The transfused cells are highly cy-
totoxic to the cancer cells.

ADP- ribosylation The addition of one or more ADP- ribose 
moieties to a protein. These reactions are involved in cell 
signaling.

Affi  nity The relative strength of a noncovalent interaction be-
tween an antigen- binding site of an antibody and its specifi c 
determinant or epitope on an antigen. This strength is repre-
sented by a dissociation constant (Kd), where a low Kd indi-
cates a strong or high- affi nity interaction.

Agglutination Clumping of cells, especially when bound by 
an antibody. Also, a type of immunological test to detect the 
presence of a specifi c antigen.

AIDS See Acquired immunodefi ciency syndrome.

AIRE The autoimmune regulator protein that controls the 
expression of some peripheral tissue- restricted protein anti-
gens (e.g., insulin) in the thymus. Many self- proteins normally 
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expressed in peripheral tissues can also be expressed in some 
epithelial cells of the thymus.

Allele Either of two different DNA sequences at a given site 
(or gene).

Allergens Antigens that stimulate immediate hypersensitivity 
(allergic) reactions.

Allergy An immediate hypersensitivity reaction to an allergen. 
Also called atopy.

ALS See Autoimmune lymphoproliferative syndrome.

Alum An aluminum- based salt; sometimes used as an adju-
vant in a vaccine.

Amyloid An abnormal fi brillar aggregation of proteins, which, 
after staining with Congo red, produces a green color under 
polarized light. Also called amyloid body.

Amyloplast A nonpigmented organelle found in some plant 
cells that is responsible for the synthesis and storage of starch.

Anaphylaxis A severe, often life- threatening, whole- body al-
lergic reaction to the presence of an antigen. The most severe 
form of immediate hypersensitivity.

Anergy A state of long- term hyporesponsiveness in T cells 
that is characterized by an inhibition of TCR signaling and 
interleukin- 2 expression.

Aneuploidy A situation in which the chromosome number is 
not an exact multiple of the haploid number that results from 
the failure of paired chromosomes (at fi rst meiosis) or sister 
chromatids (at second meiosis) to separate at anaphase. Thus, 
two cells are produced, one with a missing copy of a chromo-
some and the other with an extra copy of that chromosome.

Angiosperm A fl owering, seed- producing plant.

Annotation Assignment of functions to sequence features in 
genomic sequences; this may include identifi cation of protein- 
coding and regulatory sequences and prediction of gene 
function.

Antibiotic A substance that is produced naturally by some 
fungi and bacteria, or is chemically synthesized, and that can 
inhibit the growth of, or kill, bacteria.

Antibodies A family of blood- derived glycoproteins known as 
immunoglobulins that are synthesized by B cells in response to 
a specifi c antigen.

Antibody microarray A type of protein microarray consisting 
of antibodies immobilized on a solid support that is used to 
detect and quantify proteins in a complex sample.

Antigenic drift Variation in viruses that arises from mu-
tations in genes encoding surface proteins that are normally 
recognized by antibodies. The antibodies present no longer 
recognize the variant proteins and therefore do not effectively 
protect against infections by the new viral strains.

Antigenic shift Variation in viruses that arises when two or 
more different viral strains, for example, two different strains 
of infl uenza A viruses, infect a cell and package new combina-
tions of genomic molecules into virions. Major genetic changes 

lead to new viral strains that can spread rapidly in a popula-
tion that lacks immunity.

Antigenic variation Alteration in the structure of proteins on 
the surface of an infectious microorganism such that they are 
no longer recognized by the host immune system.

Antigenomic RNA An RNA molecule that is complementary 
to the single- stranded genomic RNA molecule of a virus. It is 
produced by replication of the genomic RNA using an RNA- 
dependent RNA polymerase and serves as a template for syn-
thesis of more genomic RNA.

Antigen- primed lymphocyte A lymphocyte previously ex-
posed to and activated by an antigen.

Antiserum Serum containing antibodies against specific 
antigens.

Apoptosis A controlled process leading to the death of the 
cell that occurs normally during the development of a multicel-
lular organism or in response to cell damage or infection. Also 
known as programmed cell death.

APS See Autoimmune polyendocrine syndrome.

Aptamer A synthetic nucleic acid, typically 15 to 40 nucle-
otides long, that has highly organized secondary and tertiary 
structures and binds with high affi nity to a protein that nor-
mally does not bind to a nucleic acid.

Artifi cial chromosome An artifi cially constructed yeast or 
human chromosome that includes a telomere, centromere, 
and sequences for autonomous replication and maintenance 
in a yeast or human cell, respectively; usually used to clone 
large fragments of DNA. Bacterial artifi cial chromosomes are 
derived from plasmids and are often used to clone large frag-
ments of genomic DNA for sequencing.

Atopy An immediate hypersensitivity reaction that leads to 
allergy. Individuals with a strong propensity to develop such 
reactions are “atopic.” These reactions may include hay fever, 
food allergies, bronchial asthma, and anaphylaxis.

ATP See Adenosine triphosphate.

Atrophy Deterioration of a cell, tissue, or organ.

Attenuated Inactivated; used to describe an inactivated form 
of a pathogen.

Auristatin E A synthetic, highly toxic antineoplastic agent that 
because of its toxicity cannot be used as a drug itself; rather, it 
is linked to a monoclonal antibody.

Autism spectrum disorders A group of developmental brain 
disorders that are associated with an elevated level of the gut- 
derived bacterium Clostridium bolteae.

Autoimmune disease A disease caused by the inability to 
block an attack by the immune system on an individual’s own 
cells and tissues.

Autoimmune lymphoproliferative syndrome A rare disease 
rare that is the only known example of a defect in apoptosis 
that causes a complex autoimmune phenotype in humans. Ab-
breviated ALS.
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Autoimmune polyendocrine syndrome A recessive genetic 
disorder in which the function of many endocrine glands is al-
tered. This rare autoimmune disorder is caused by mutations 
in the AIRE gene. Abbreviated APS.

Autoimmunity An attack by the immune system on an indi-
vidual’s own cells and tissues.

Autosomal dominant A type of genetic inheritance. All hu-
mans have two chromosomal copies of each gene or allele, one 
allele per each member of a chromosome pair. Dominant mono-
genic diseases involve a mutation in only one allele of a disease 
related gene. In autosomal dominant inheritance, an affected 
person has at least one affected parent, and affected individuals 
have a 50% chance of passing the disorder onto their children.

Autosomal recessive A type of genetic inheritance. Recessive 
monogenic diseases occur due to a mutation in both alleles of 
a disease- related gene. In autosomal recessive inheritance, af-
fected children are usually born to unaffected parents. Parents 
of affected children usually do not have disease symptoms, but 
each carries a single copy of the mutated gene. There is an in-
creased incidence of autosomal recessive disorders in families 
in which parents are related. Children of parents who are both 
heterozygous for the mutated gene have a 25% chance of in-
heriting the disorder, and the disorder affects either sex.

Autosomal SCID A type of SCID that is not X linked. About 
50% of SCID cases are autosomal. See Severe combined 
immunodefi ciency.

Autosomes Chromosomes that are not sex chromosomes. 
Typically, humans have 22 pairs of autosomes.

Auxin A plant hormone which stimulates both rapid re-
sponses, such as increases in cell elongation, and long- term ef-
fects, such as increases in cell division and differentiation. Also 
called indole- 3- acetic acid.

Avidity The overall strength of binding between two proteins, 
such as an antigen and an antibody. The avidity of binding be-
tween an antigen and an antibody depends on the affi nity and 
valency of interactions between these two proteins.

Axon A single cellular extension emanating from the cell body 
of a neuron that transmits a nerve impulse to the synaptic 
bulb. Also called nerve fi ber.

Bacmid A shuttle vector that can be propagated in both Esch-
erichia coli and insect cells.

Bacteriocin An antibacterial compound, such as colicin, pro-
duced by a strain of certain bacteria and harmful to other 
strains within the same family.

Bacteriophage A virus that infects bacterial cells. Also called 
phage.

Bacteriophage  𝛌 An Escherichia coli virus with a 49- kilobase- 
pair double- stranded DNA genome that has been modifi ed for 
use as a cloning vector.

Baculovirus A member of a family of DNA viruses that in-
fects only invertebrate animals. Some have a very specifi c in-
sect host and may be used in biological pest control.

Basal ganglia (singular, basal ganglion) Clusters of nerve 
cell bodies within the cerebral hemispheres.

B- cell antigen receptor A membrane- bound form of an an-
tibody, expressed specifi cally by B cells, that functions as a 
receptor that binds to soluble antigens and antigens on the sur-
face of microbes and other cells. Upon engagement of antigens 
by relevant B- cell antigen receptors, B cells are triggered to be-
come activated for antibody synthesis and secretion, and they 
elicit humoral immune responses against specifi c antigens.

B cells Bone marrow- derived cells that produce antibody mol-
ecules and mediate humoral immunity. Mature B cells localize 
in lymphoid follicles in peripheral lymphoid tissues (spleen and 
lymph nodes), in bone marrow and in the blood circulation.

Binary vector system A two- plasmid system in Agrobacte-
rium spp. for transferring a T- DNA region that carries cloned 
genes into plant cells. The virulence genes are on one plasmid, 
and the engineered T- DNA region is on the other plasmid.

Biofi lm A community of microorganisms growing on a sur-
face and encased in an extracellular matrix composed of poly-
saccharides, DNA, and proteins.

Bioinformatics Research, development, and application of 
computational tools to acquire, store, organize, analyze, and 
visualize data for biological, medical, behavioral, and health 
sciences.

Biolistics Delivery of DNA to plant and animal cells and 
organelles by means of DNA- coated pellets that are fi red 
under pressure at high speed. Also called microprojectile 
bombardment.

Biologics Therapeutic agents derived from living organisms 
(including genetically engineered organisms). Includes pro-
teins, vaccines, blood products, cells, and tissues.

Biomarker A biological feature that is used to measure either 
the progress of a disease or the effect of a treatment.

Biopsy Surgical removal of a tissue sample from a patient for 
diagnostic purposes.

Bioreactor A vessel in which cells, cell extracts, or enzymes 
carry out a biological reaction. Often refers to a growth 
chamber (fermenter or fermentation vessel) for cells or 
microorganisms.

Blastomere A cell derived from the cleavage of a fertilized egg 
during early embryonic development.

Bone marrow The central cavity of bone where B- cell devel-
opment and maturation occur. This is also the site of produc-
tion of all circulating blood cells and immature lymphocytes 
in adults.

Broad- host- range plasmid A plasmid that can replicate in a 
number of different bacterial species.

Budded virus A virus that acquires its envelope by budding 
through the the cell membrane.

Budding A process during which a virus is enveloped in a 
membrane as it exits a host cell.
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Burkitt lymphoma A rare form of aggressive non- Hodgkin 
lymphoma that primarily affects children.

CAG trinucleotide repeats Motifs which appear many times 
at the 5′ end of the Huntington disease gene; this motif en-
codes glutamine. A highly variable number of these repeats ac-
counts for the Huntington disease gene mutation, which leads 
to the expression of an abnormally long polyglutamine tract 
at the N terminus of the huntingtin protein. Such polygluta-
mine tracts increase protein aggregation, which may alter cell 
function.

Callus Undifferentiated tissue that develops on or around an 
injured or cut plant surface or in tissue culture.

Calmodulin A protein that binds calcium and is involved in 
regulating a variety of activities in cells.

Canola A plant whose seed (also called rapeseed) is used to 
produce high- quality cooking oil. Canola is Canada’s most 
economically important crop.

Capsid A structure that is composed of the coat protein(s) of a 
virus and is external to the viral nucleic acids. The capsid often 
determines the shape of the virus.

Cap snatching A process by which some viruses acquire a 5′ 
7- methyl- guanosine capped RNA primer to initiate transcrip-
tion by cleaving the fi rst 10 to 13 nucleotides with an attached 
cap from host mRNA.

Capsule An external slime layer, often composed of polysac-
charides, that surrounds the cell wall of some bacteria.

Carborundum The trademark name of an abrasive compound 
composed of silicon carbide.

Carcinoembryonic antigen A glycoprotein involved in cell 
adhesion and expressed on metastatic colon carcinoma cells. 
Abbreviated CEA.

Carrying capacity The maximum amount of DNA that can 
be inserted into a vector.

cDNA Complementary DNA, i.e., a double- stranded DNA 
complement of an mRNA sequence; synthesized in vitro by re-
verse transcriptase and DNA polymerase.

CDRs See Complementarity- determining regions.

CEA See Carcinoembryonic antigen.

Cell- mediated immunity The form of adaptive immunity that 
is provided by T cells and defends the body against such intra-
cellular microbes. Some CD4+ T cells activate phagocytes to 
destroy microbes that have been ingested by phagocytes into 
intracellular vesicles. Other CD8+ T cells kill various host cells 
that harbor infectious microbes in the cytoplasm.

Cell membrane The trilamellar envelope (membrane) sur-
rounding a cell. Also called plasma membrane, plasmalemma.

Central nervous system All the neurons of the brain and spi-
nal cord. Abbreviated CNS.

Central tolerance A form of immunological tolerance to 
self antigens that is induced when developing lymphocytes 

encounter these antigens in central (primary) lymphoid organs, 
such as the thymus and bone marrow.

Centromere The most condensed and constricted region of a 
chromosome, to which the spindle fi ber is attached during mi-
tosis. The region that joins the two sister chromatids.

Cerebral cortex The neuronal layer covering the cerebrum.

Cerebrum The portion of the brain in the upper brain cavity 
that is divided into two hemispheres. The outer cortical layer 
of the cerebrum is densely packed with neurons and massive 
numbers of nerve connections. The basal ganglia are found in 
the interior of the cerebral hemispheres.

CGH See Comparative genomic hybridization.

Chaperone A protein complex that aids in the correct folding 
of nascent or misfolded proteins.

Chaperone–usher system The secretion apparatus for as-
sembly of fi mbriae in gram- negative bacteria; consists of chap-
erone proteins that facilitate transport of fi mbrial subunits 
(pilin) across the cytoplasmic membrane and an usher complex 
for transport across and anchorage in the outer membrane.

Chaperonin A protein that uses energy from ATP hydrolysis 
to maintain cellular proteins in the correct folded confi gura-
tion for proper function.

Chemoheterotroph An organism that utilizes organic mole-
cules as energy and carbon sources for growth.

Chinese hamster ovary A type of cell maintained as a cell line 
in culture and used as host cells for transfection. Abbreviated 
CHO.

CHO See Chinese hamster ovary.

Cholera A fast- acting intestinal disease characterized by fever, 
dehydration, abdominal pain, and diarrhea; it is caused by the 
gram- negative bacterium Vibrio cholerae. This disease is trans-
mitted by drinking water contaminated with fecal matter and 
is a signifi cant health concern whenever water purifi cation and 
sewage disposal systems are inadequate.

Chromatin Consists of DNA with its associated packaging 
proteins. The tightly packed regions of chromosomes are called 
heterochromatin, while other regions are less condensed and 
are called euchromatin. Less condensed packing of chromatin 
generally increases the transcription of genes in the region.

Chromatin conformation capture on chip An alternative 
technique to array painting in which many fragments across 
the breakpoints are captured by cross- linking physically close 
parts of the genome, followed by restriction enzyme digestion, 
locus- specifi c PCR, and hybridization to tailored microarrays. 
Abbreviated 4C.

Chloroplast A plastid that contains chlorophyll, where photo-
synthesis takes place.

Chromoplast A plastid that contains pigments other than 
chlorophyll, usually carotenoids. 

Chromosome A microscopic thread- like structure in the nu-
cleus of a eukaryotic cell, consisting of a single, intact DNA 
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molecule and associated proteins in a compact structure. Chro-
mosomes carry the genetic information of an organism. In hu-
mans, each somatic cell has 46 chromosomes.

Chromosome disorders Disorders caused by abnormalities in 
the number (increase or decrease of genes) or the structure of 
chromosomes.

Chromosome painting The specifi c visualization of an entire 
chromosome in metaphase spreads and in interphase nuclei by 
in situ hybridization with a mixture of sequences generated 
from that particular chromosome.

Chronic infection A type of persistent infection that is char-
acterized by the continuous presence of low numbers of the 
infectious microorganism and is eventually cleared by the host 
immune system.

Chronic myeloid leukemia A specifi c form of blood cancer 
caused by a chromosomal translocation, in which portions of 
two chromosomes (chromosomes 9 and 22) are exchanged.

Clonal expansion The process by which, after antigen- 
induced activation, lymphocytes undergo proliferation and 
give rise to many thousands of clonal progeny cells, all with 
the same antigen specifi city. This process ensures that adaptive 
immunity can balance and keep the rate of proliferation of mi-
crobes in check; otherwise, infection will occur.

Clonal selection hypothesis The theory proposed by Sir 
Macfarlane Burnet in 1957 which postulated that lymphocytes 
proliferate in response to antigens only if the antigen can be 
recognized by their specifi c receptors. This theory explains that 
each clonally derived lymphocyte arises from a single precursor 
and is capable of recognizing and responding to a distinct an-
tigenic determinant. Upon encounter with a non- self- antigen, 
a specifi c preexisting lymphocyte clone is selected and acti-
vated. During ontogeny, potentially self- reactive lymphocytes 
are eliminated by a process of clonal deletion which involves 
programmed cell death, or apoptosis.

Clones Populations of cells that are derived from a single 
precursor cell. Cells in a clone express identical receptors and 
specifi cities.

CNS See Central nervous system.

Codominant expression Equal expression of the alleles of a 
given gene(s) inherited from both parents.

Codon A set of 3 nucleotides in mRNA that specifi es a tRNA 
carrying a specifi c amino acid that is incorporated into a poly-
peptide chain during protein synthesis.

Codon optimization An experimental strategy in which 
codons within a cloned gene that are not the ones generally 
used by the host cell translation system are changed to the pre-
ferred codons without changing the amino acids of the synthe-
sized protein.

Cointegrate vector system A two- plasmid system for trans-
ferring cloned genes to plant cells. The cloning vector has a 
T- DNA segment that contains cloned genes. After introduc-
tion into Agrobacterium tumefaciens, the cloning vector DNA 

undergoes homologous recombination with a resident dis-
armed Ti plasmid to form a single plasmid carrying the genetic 
information for transferring the genetically engineered T- DNA 
region.

Coleoptile A protective sheath enclosing the shoot tip and 
embryonic leaves of grasses.

Colostrum The fi rst lacteal secretion produced by the mam-
mary gland of a mother prior to the production of milk.

Combinatorial diversity A mechanism by which the immune 
system can generate antibodies of different antigen specifi ci-
ties by generating different combinations of H-  and L- chain re-
gions. Different combinations of variable, diversity, and joining 
(V, D, and J) segments may result from somatic recombination 
of DNA in the T- cell receptor and B- cell receptor gene loci dur-
ing T- cell and B- cell development.

Comparative genomic hybridization A method of detection 
of copy number differences between two genomes. Abbrevi-
ated CGH.

Competence The ability of bacterial cells to take up DNA 
molecules and undergo genetic transformation.

Complementarity- determining regions Three regions which 
are the sites of an antibody molecule that recognize and bind 
antigens; these sites lie within the variable (VH and VL) do-
mains at the amino- terminal ends of the two H and L chains. 
These regions display the highest variability in amino acid se-
quence of an antibody molecule. Abbreviated CDRs.

Complementary DNA A double- stranded DNA complement 
of an mRNA sequence; synthesized in vitro by reverse tran-
scriptase. Abbreviated cDNA.

Complement system A system of serum-  and cell surface- 
derived proteins that interact with each other and other 
molecules of the immune system. These interactions occur 
in three different pathways, each composed of a cascade of 
proteolytic enzymes produced to generate a host of effector 
molecules and cells that mediate innate and adaptive immune 
responses.

Concatemer A tandem array of repeating unit- length DNA 
elements.

Cone A photoreceptor of the retina with a cone- shaped outer 
segment. Also called cone cell, cone photoreceptor.

Congenital Present at birth, regardless of cause.

Conifer Any of various needle- leaved or scale- leaved, chiefl y 
evergreen, cone- bearing gymnospermous trees or shrubs.

Conjugation The transfer of plasmid DNA from a donor bac-
terium to a recipient bacterium following cell- to- cell contact 
and formation of an intercellular pore.

Constant region The region of an antibody molecule that per-
forms its effector functions. This region does not vary in its 
sequence and may be expressed in fi ve different forms, each 
of which is specialized for activating different effector mecha-
nisms. Abbreviated C region.



696 G L O S S A R Y

Contig A set of overlapping DNA segments that cover a re-
gion of a genome; a contiguous sequence of DNA produced by 
assembly of overlapping DNA fragments.

Copy number variants Arrays that identify recurrent chro-
mosomal rearrangements more easily and may genotype copy 
number variants present in about 41% of the general popula-
tion. The genome- wide coverage of these arrays now permits 
the discovery of copy number variants without prior knowl-
edge of the DNA sequence.

Costimulator A molecule other than the T- cell receptor that 
stimulates the activation of T- cell signaling pathways and 
proliferation.

CpG See Cytosine–phosphate–guanine.

C region See Constant region.

Crohn disease A chronic infl ammatory disease of the gastro-
intestinal tract that typically involves the distal portion of the 
ileum and is characterized by cramping and diarrhea.

Cross- presentation The ability of one cell type, the dendritic 
cell, to present the antigens of other cells, the infected cells, and 
activate naïve T cells specifi c for these antigens. The dendritic 
cells that engulf infected cells may also present microbial an-
tigens to CD4+ T helper cells. Thus, both CD4+ and CD8+ T 
cells specifi c for the same microbe may be activated.

Crown gall A bulbous growth that occurs at the bases of cer-
tain plants and that is due to infection of the plant by a mem-
ber of the bacterial genus Agrobacterium. Also called crown 
gall tumor.

Cultivar A variety of plant that is (i) below the level of a sub-
species taxonomically and (ii) found only under cultivation.

Cutaneous and mucosal lymphoid systems Lymphoid sys-
tems located under the skin epithelia and the gastrointestinal 
and respiratory tracts, respectively. Pharyngeal tonsils and 
Peyer’s patches of the intestine are mucosal lymphoid tissues. 
Cutaneous and mucosal lymphoid tissues are sites of immune 
responses to antigens that breach epithelia.

Cytogenetics A fi eld of genetics in which chromosomes pres-
ent in cells at the metaphase stage of the cell cycle are differen-
tially stained and then analyzed microscopically.

Cytokine Any of several regulatory proteins, such as the inter-
leukins and lymphokines, that are released by cells of the im-
mune system and act as intercellular regulators of the immune 
response.

Cytokinin A plant hormone that stimulates cell division.

Cytoplasm All of the contents outside the nucleus and en-
closed within the cell membrane of a cell. In prokaryotes, all of 
the contents of the cell within the cell membrane.

Cytosine–phosphate–guanine A term describing unmethy-
lated regions in bacterial DNA that function as adjuvants in 
innate immunity by binding to Toll- like receptor 9 and stim-
ulating an immune response to DNA vaccines. Abbreviated 
CpG.

Cytotoxic or cytolytic T cells T cells that destroy a cell with a 
particular antigen on its surface. CD8+ T cells are cytolytic T 
cells that are able to lyse cells harboring intracellular microbes.

Damage- associated molecular pattern A group of molecules 
that are released by stressed or necrotic cells and are recog-
nized by the innate immune system. These cells are eliminated 
by the subsequent innate immune response. Germ line- encoded 
pattern recognition receptors for damage- associated molecular 
patterns have evolved as a protective mechanism against po-
tentially harmful microbes. Abbreviated DAMP.

DAMP See Damage- associated molecular pattern.

Deletion The removal or absence of a portion of a 
chromosome.

Dementia Impairment, to various degrees, of short-  and long- 
term memory, abstract thinking, judgment, sentence organiza-
tion, and/or motor functions.

Denaturation (1) Separation of duplex nucleic acid molecules 
into single strands. (2) Disruption of the conformation of a 
macromolecule without breaking covalent bonds.

Dendrite One of the many slender, multibranched cellular ex-
tensions that emanate from the cell body of a neuron and carry 
nerve impulses toward the cell body.

Dendritic cells A type of phagocytic cell of the immune sys-
tem that possesses long protruding fi nger- like processes simi-
lar to the dendrites of nerve cells. Immature dendritic cells and 
travel via the blood from the bone marrow into tissues. They 
take up particulate matter by phagocytosis and ingest large 
amounts of extracellular fl uid by macropinocytosis.

Dengue One of the most important and widespread 
mosquito- borne viral diseases of humans, with about half the 
world’s population now at risk. It is estimated that 50 million 
to 100 million dengue virus infections occur each year in more 
than 100 countries and that half a million people develop se-
vere dengue necessitating hospital admission. No specifi c treat-
ment is yet available.

Desensitization Repeated treatment of an allergic individual 
with small doses of an allergen(s). Many patients may bene-
fi t from this treatment, which may work by reducing Th2 
responses and/or by inducing tolerance (anergy) in allergen- 
specifi c T cells.

Dicot A fl owering plant that has two cotyledons or seed 
leaves; a dicotyledonous plant.

Dideoxynucleotide A nucleoside triphosphate that lacks a 
hydroxyl group on the 3′ carbon of the pentose sugar (as well 
as the 2′ carbon).

DiGeorge syndrome The most frequent defect in T- cell matu-
ration; results from incomplete development of the thymus and 
a block in T- cell maturation.

Dimorphic Existing either in yeast form or as mold (mycelial 
form); this term is used to describe fungi.
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Diploid Having two sets of chromosomes. In the human body, 
diploid cells contain 46 chromosomes (n = 2): 23 chromo-
somes are derived from the mother’s egg cell, and the other 23 
are from the father’s sperm. These chromosomes appear as 22 
homologous pairs of autosomes (nonsex chromosomes) and 1 
pair of sex chromosomes, XX in females and XY in males.

DNA- dependent RNA polymerase An enzyme that catalyzes 
the synthesis of RNA using a DNA template; mediates tran-
scription in all cellular organisms.

DNA ligase An enzyme that joins two DNA molecules by for-
mation of phosphodiester bonds.

DNA methylation Addition of methyl groups to cytosine res-
idues of DNA.

DNA microarray An array of thousands of gene sequences or 
oligonucleotide probes bound to a solid support. Also called 
DNA chip, gene array.

DNase I An enzyme that degrades DNA. It is used to remove 
DNA from RNA preparations and from cell- free extracts. Also 
called deoxyribonuclease I.

DNA shuffl  ing In vitro random fragmentation and reassembly 
of a DNA sequence in an effort to create variants or mutants 
which when expressed as protein have different activities.

Domain A functional region of a protein.

Down syndrome An abnormality that displays 3 copies of 
chromosome 21; caused by trisomy 21.

Drug effl  ux pump A protein complex in the cytoplasmic 
membrane of prokaryotic cells that exports many different an-
tibiotics from the cell; confers resistance to some antibiotics. 
Also called multidrug effl ux pump.

Duplications Extra pieces of genetic material resulting from 
the copying of a portion of a chromosome.

Dystrophy A noninfl ammatory progressive breakdown of a 
tissue or organ.

Early- onset familial Alzheimer disease A form of Alzheimer 
disease that arises at a younger age (<65 years) in families. 
About 1 to 6% of all Alzheimer disease is early onset, and 
about 60% of early- onset Alzheimer disease runs in families.

Edema A systemic reaction of immune hypersensitivity char-
acterized by the abnormal accumulation of fl uid beneath the 
skin or in a cavity(ies) of the body.

Edward syndrome An abnormality that displays 3 copies of 
chromosome 18; caused by trisomy 18.

Eff ector cells Cells that carry out effector functions during an 
immune response, including cytokine secretion (e.g., T helper 
cells), microbe destruction (e.g., macrophages, neutrophils, and 
eosinophils), destruction of microbe- infected host cells (e.g., 
cytotoxic T cells), and antibody secretion (e.g., activated B 
cells).

Eff ector T cells T cells that are able to be activated and pro-
duce molecules capable of eliminating antigens. When naïve T 

cells recognize microbial antigens and also receive additional 
signals induced by microbes, the antigen- specifi c T cells prolif-
erate and differentiate into effector T cells.

Elaioplast A plastid that is specialized for the storage of lipid.

Electrophoresis A technique that separates molecules (often 
DNA, RNA, or protein) on the basis of relative migration in a 
strong electric fi eld.

Electroporation Treatment of cells with a short pulse of elec-
trical current that induces transient pores, through which DNA 
is taken into the cell. Also used for intramuscular transfection 
of cells in live animals.

Embryonic stem cell A cell from an embryo in the blastula 
stage; these cells can develop into any cell in the human body. 
Also known as a human pluripotent stem cell.

Emulsion PCR A technique that uses PCR to produce tens 
of thousands of copies of a DNA template that is bound to a 
bead within a water- in- oil emulsion.

Endocytosis Entrance of foreign material into the cell with-
out passing through the cell membrane. The membrane folds 
around the material, resulting in the formation of a vesicle 
containing the material.

Endomembrane A membrane that surrounds the organelles 
in the cytoplasm of eukaryotic cells. The endomembrane sys-
tem includes the nuclear envelope, endoplasmic reticulum, 
Golgi apparatus, endosomes, and lysosome.

Endosome A vesicle formed by the invagination and pinching 
off of the cell membrane during endocytosis.

Endotoxic shock A massive infl ammatory response induced 
by release of large amounts of endotoxin when gram- negative 
bacterial cells are lysed during a severe infection; a life- 
threatening condition characterized by low blood pressure and 
poor organ function.

Endotoxin A component (lipid A) of the cell wall of gram- 
negative bacteria that elicits an infl ammatory response and fe-
ver in humans after the bacterial cell has lysed.

Enterotoxin A toxin secreted by some bacteria that, after its 
release into the small intestine, causes cramps, diarrhea, and 
nausea.

Enveloped virus A virus that possesses a membrane enclosing 
the capsid; the membrane is derived from the membrane of the 
host cell in which the virion was formed.

Enzyme replacement therapy A medical treatment replacing 
an enzyme in patients in whom that particular enzyme is defi -
cient or absent.

Epidermal growth factor A polypeptide that promotes 
growth and differentiation, is essential in embryogenesis, and 
is important in wound healing; a mitogenic polypeptide pro-
duced by many different cell types and made in large amounts 
by some tumors.

Epigenetic Pertaining to chemical modifi cations to DNA or 
histone proteins associated with DNA. Modifi cations include 
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methylation of DNA and addition of acetyl, ubiquitin, methyl, 
phosphate, or sumoyl groups to specifi c amino acids in histone 
proteins.

Episome A DNA element that can replicate independently of 
the chromosome(s), such as a plasmid, or can be inserted into 
and replicate with a chromosome.

Epitope The region of an antigen that is recognized by a spe-
cifi c antibody.

Epitope spreading An initial immune response against one 
or a few epitopes on a self- protein antigen that may expand 
to include responses against many more epitopes on this 
self- antigen.

Epstein–Barr virus A herpesvirus that is the causative agent 
of infectious mononucleosis.

Error- prone PCR Use of PCR under conditions that promote 
the insertion of an incorrect nucleotide at every few hundred 
or so nucleotides of the template. Used as a method of random 
mutagenesis.

Etiological agent The cause or origin of a disease. It may be 
a mutation that is responsible for a genetic disease, a micro-
organism that causes infectious disease, or an environmental 
factor, such as a toxin, that causes a disease.

Eukaryotic Relating to organisms, including animals, plants, 
fungi, and some algae, that have (i) chromosomes enclosed 
within a membrane- bounded nucleus and (ii) functional organ-
elles, such as mitochondria and chloroplasts, in the cytoplasm 
of their cells.

Excisionase An enzyme encoded in genome of some bacterio-
phage that, together with the bacteriophage enzyme integrase 
and integration host factor, catalyzes sequence- specifi c recom-
bination which results in removal of the bacteriophage genome 
from the host genome.

Exome sequencing Genome- wide exon sequencing (sequenc-
ing of coding DNA regions only); it is now used to map many 
disease loci.

Exotoxin A protein toxin secreted by a bacterial cell that dam-
ages host cells.

Expressed sequence tag A short sequence of cDNA that can 
be used to identify expressed genes. Abbreviated EST.

Extracellular matrix The organized polysaccharide and pro-
tein structure that is secreted by animal cells and makes up the 
connective tissue.

Ex vivo gene therapy Therapy consisting of removal of cells, 
often stem cells, from a patient, growth of the cells in culture, 
transduction of the cells with a therapeutic gene, and infusion 
of the transduced cells back into the patient.

Fab fragment A fragment in IgG. In each IgG molecule, the 
two H chains are identical and the two L chains are identical, 
and they give rise to two identical antigen- binding sites in the 
antigen- binding fragment (Fab) that can bind simultaneously 

to and cross- link two identical antigenic structures. The Fab 
fragment is produced upon cleavage of an antibody molecule 
with the protease papain. It does not bind to IgG Fc receptors 
on cells or with complement.

Falsifi ed drug A medicine that has been deliberately misla-
beled to deceive the consumer as to the contents and/or the 
manufacturer.

Fas (CD95) A receptor protein that is expressed on many cell 
types and mediates self- tolerance by a process of cell apoptosis.

FasL See Fas ligand.

Fas ligand A protein expressed mainly on activated T cells. 
Binding of FasL to its Fas death receptor induces the apoptosis 
of T and B cells exposed to self- antigens. Abbreviated FasL.

Fc fragment A crystallizable fragment of an antibody mole-
cule that arises after cleavage by papain and that contains only 
the disulfi de- linked carboxy- terminal regions of the two H 
chains. The Fc fragment of an antibody interacts with effector 
cells (phagocytes and NK cells) and molecules, and the func-
tional differences between the various classes of H chains lie 
mainly in the Fc fragment.

Fiber- FISH A technique of fl uorescence in situ hybridization 
to chromatin fi bers. During mitosis, chromatin DNA fi bers be-
come coiled into chromosomes, with each chromosome having 
two chromatids joined at a centromere.

Fimbria See Pilus.

Fine mapping A method of analysis of translocation break-
points using next- generation sequencing, whole- genome se-
quencing, and paired- end technology. These technologies are 
linked with large- insert paired- end libraries of about 3 kilo-
base pairs to increase physical coverage and to maximize the 
detection of read pairs that span a breakpoint.

FISH See Fluorescence in situ hybridization.

Flagellin The single protein which makes up fl agella. Local-
ization of a neutralizing antigen from a pathogenic bacterium 
on the surface of a live nonpathogenic bacterium is expected to 
increase the immunogenicity of the antigen. Flagella consist of 
fi laments of fl agellin, which microscopically appear as thread-
like structures on the outer surfaces of some bacteria. If the 
fl agella of a nonpathogenic organism could be confi gured to 
carry a specifi c epitope from a pathogenic bacterium, protec-
tive immunogenicity might be achieved more readily.

Fluorescence The emission of light from a molecule that has 
been excited by absorption of light of a shorter wavelength.

Fluorescence in situ hybridization A technique in which 
fl uorescence microscopy reveals the presence and localization 
of defi ned labeled DNA probes binding to complementary 
DNA sequences on metaphase chromosome spreads. Abbrevi-
ated FISH.

Fluorophore The portion of a molecule that can fl uoresce.

Follicles In the case of lymph nodes, discrete arrangements of 
B cells around the periphery, or cortex, of each node.
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4C See Chromatin conformation capture on chip.

Fucose A hexose deoxy sugar found on N- linked glycans on 
mammalian, insect, and plant cell surfaces. Fucose lacks a hy-
droxyl group on the carbon at the 6- position; it is equivalent 
to 6- deoxy- l- galactose.

Fusion protein The product of two or more coding sequences 
from different genes that have been cloned together and that, 
after translation, form a single polypeptide sequence. Also 
called hybrid protein, chimeric protein.

Fv fragment The N- terminal half of an Fab fragment that 
contains all of the antigen- binding activity of the intact anti-
body molecule.

Gain- of- function variants Variants which result from a mu-
tation that confers new or enhanced activity on a protein. 
Most mutations of this type are not heritable (germ line) but 
rather occur during development of an individual (somatic 
mutations).

Ganglia (singular, ganglion) A group of nerve cell bodies.

Gas chromatography A technique to separate gaseous mol-
ecules in a mixture based on their different affi nities for a 
stationary- phase substance as they move in a mobile phase.

GAVI See Global Alliance for Vaccines and Immunisation.

G banding Staining of chromosomes with the Giemsa dye 
produces alternating light and dark bands that reveal differ-
ential chromosomal structures characteristic of each chromo-
somal pair. These light and dark bands of chromosomes result 
from the specifi city of binding of the Giemsa stain for the 
phosphate groups of DNA, as the stain attaches to regions of 
DNA where there are large amounts of A- T bonding. Giemsa 
staining can identify different types of changes in chromoso-
mal structure, such as gene rearrangements.

Gemcitabine A nucleoside analogue used in chemotherapy 
for cancer patients.

Gene conversion Recombination between homologous genes 
that results in the nonreciprocal transfer of a sequence from a 
donor site to a recipient site; expression of the recipient gene 
results in production of a variant protein.

Generative (or primary) lymphoid organs The sites of devel-
opment of lymphocytes from immature precursors, such as the 
bone marrow and thymus for B cells and T cells, respectively.

Gene therapy Use of a gene or cDNA to treat a disease.

Genetic code The complete set of 64 codons that code for all 
20 amino acids and 3 termination codons.

Genetic predisposition (genetic susceptibility) The condi-
tion of having inherited a risk for the development of a partic-
ular disease.

Genome (1) The entire complement of genetic material of an 
organism, virus, or organelle. (2) The haploid set of chromo-
somes (DNA) of a eukaryotic organism.

Genome- wide association study A genome- wide association 
study is an examination of genetic variation across the whole 
human genome. Humans have limited genetic variation. About 
90% of heterozygous DNA sites (e.g., SNPs) in each individual 
are common variants. Common polymorphisms (minor allele 
frequency of >1%) have been found to contribute to suscepti-
bility to common diseases, and genome- wide association study 
of common variants facilitates the mapping of loci that con-
tribute to common diseases in humans. Abbreviated GWAS.

Genomic library A population of cells (usually cells of the 
bacterium Escherichia coli) in which each individual cell car-
ries a DNA molecule that was inserted into a cloning vector. 
Ideally, all of the cloned DNA molecules represent the entire 
genome of another organism. Also called a gene library or 
clone bank. This term is also used to refer to all of the vector 
molecules, each carrying a piece of the genomic DNA of an 
organism.

Genomics The study of the genome of an organism.

Genomic variants Different types of chromosomal rearrange-
ments that result from structural variation in the human ge-
nome. These genomic alterations involve segments of DNA 
that are larger than 50 base pairs.

Germinal center A central region that can occur in a follicle if 
the B cells in the follicle have recently responded to an antigen. 
Germinal centers contribute signifi cantly to the production of 
antibodies. T cells localize to areas outside but adjacent to the 
follicles in the paracortex.

Germ line gene therapy Delivery of a therapeutic gene to a 
fertilized egg or an early embryonic cell so that all the cells of 
the mature individual, including the reproductive cells, acquire 
the gene, with the goal of curing a disorder.

Global Alliance for Vaccines and Immunisation An interna-
tional body that gathers global information on vaccine produc-
tion and the outcomes of immunization regimens. Abbreviated 
GAVI.

Glycosylation The enzymatic covalent addition of sugar or 
sugar- related molecules to proteins or polynucleotides.

Granulocytes White blood cells characterized by the densely 
staining granules in their cytoplasm. Also called polymorpho-
nuclear leukocytes because they have irregularly shaped nu-
clei. The three types of granulocytes—neutrophils, eosinophils, 
and basophils—are distinguished by their different patterns of 
granule staining.

GWAS See Genome- wide association study.

Haploid Having one- half of the normal diploid chromosome 
content. Egg cells, spermatozoa, and mature erythrocytes each 
contain 23 chromosomes (n = 1).

HapMap Project An international organization formed to de-
velop (2002 to 2009) a haplotype map (HapMap) of the hu-
man genome that describes the common patterns of human 
genetic variation. This project identifi ed haplotypes, i.e., blocks 
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of genes on haploid chromosomes that control the inheritance 
of this variation. The haplotypes on each chromosome formed 
the basis of the HapMap, a key resource for researchers to 
fi nd genetic variants affecting health, disease, and responses to 
drugs and environmental factors. The information produced by 
the project is freely available to researchers around the world.

HBcAg See Hepatitis B core antigen.

H chain See Heavy chain.

Heavy chain One type of polypeptide chain of an antibody 
molecule that pairs by disulfi de bonds and noncovalent inter-
actions (hydrogen bonds, electrostatic forces, Van der Waals 
forces, and hydrophobic forces) with an L chain. Five classes 
of heavy chains (IgA, IgD, IgE, IgG, and IgM) exist, and each 
heavy chain consists of a variable region and three or four con-
stant regions. Abbreviated H chain.

Hemagglutinin A protein in the envelope of infl uenza viruses 
that binds to a specifi c receptor on a host cell.

Hematopoietic stem cells Bone marrow- derived stem cells 
that can develop into different types of blood cells, including 
red blood cells, platelets, and leukocytes.

Hepatitis B core antigen An antigen present in vaccinia vec-
tor vaccines; it is obtained by insertion of the correspond-
ing gene into a plasmid vector immediately downstream of a 
cloned vaccinia virus promoter and in the middle of a non-
essential vaccinia virus gene. Abbreviated HBcAg.

Hepatitis C virus A virus that infects the liver and may cause 
cirrhosis of the liver and ultimately liver cancer or liver failure.

Her- 2 Human epidermal growth factor receptor 2, which me-
diates the pathogenesis and progression of breast cancer.

Herd immunity A form of protection against the spread of in-
fection in a population based on a critical mass of successfully 
vaccinated individuals.

Herpes simplex virus A virus that has been implicated as a 
cancer- causing agent, in addition to its roles in causing sexu-
ally transmitted disease, severe eye infections, and encephali-
tis. Prevention of herpes simplex virus infection by vaccination 
with either killed or attenuated virus may put the recipient at 
risk for cancer. Abbreviated HSV.

Heterochromatin Tightly compacted regions of chromatin 
that are usually transcriptionally silent.

High endothelial venules Specialized postcapillary venules 
through which naïve T cells that mature in the thymus enter 
the lymph nodes after migrating through the circulation.

Hippocampus A portion of the limbic system of the human 
brain, controlling memory, learning, emotions, and other 
functions.

HIV See Human immunodefi ciency virus.

HLA See Human leukocyte antigen.

Holoenzyme The active enzyme that is formed by the combi-
nation of a cofactor (coenzyme) and an apoenzyme (inactive 
enzyme precursor).

Homeostasis The resting state attained after immune re-
sponses have eradicated an infection. Immune responses are 
designed to defend against different classes of microbes. All 
immune responses decline as an infection is eliminated, allow-
ing the system to return to homeostasis, prepared to respond 
to another infection.

Homologous chromosome A chromosome paired with its 
matched chromosome copy.

Host tropism A process that determines the host cells that can 
become infected with a specifi c pathogen; often determined by 
the presence of specifi c host cell surface receptors that interact 
with adhesins on the pathogen.

Housekeeping gene A gene that is required for an essential 
cellular process and is therefore expressed at a constant level in 
all cells of an organism under all conditions.

HPV See Human papillomavirus.

HSV See Herpes simplex virus.

HSV- 1 amplicon A helper- dependent HSV type 1 vector that 
carries multiple copies of a therapeutic gene or multiple gene 
complexes.

H- 2 complex The set of genes that map to the mouse MHC 
region on chromosome 17.

Human Genome Project An international scientifi c research 
project developed (1988 to 2001) to defi ne the DNA sequence 
of the human genome and to map and characterize the ap-
proximately 20,000 to 25,000 genes of the human genome 
with respect to structure and function.

Human immunodefi ciency virus A human retrovirus that 
infects cells of the immune system, mainly CD4+ T cells, and 
causes the progressive destruction of these cells. Abbreviated 
HIV.

Human leukocyte antigen One of a highly polymorphic 
group of human MHC proteins encoded by the human leuko-
cyte antigen complex on human chromosome 6. These proteins 
were discovered as antigens of leukocytes that were identifi ed 
by reactivity with specifi c antibodies. Abbreviated HLA.

Human papillomavirus A virus that is the cause of many 
common sexually transmitted diseases. While most of these 
infections are benign and often asymptomatic, persistent infec-
tion with some strains of human papillomavirus is associated 
with the development of cervical and related cancers, as well as 
genital warts. Over 100 different types of this virus exist, and 
15 types have carcinogenic potential. Abbreviated HPV.

Human serum albumin The most abundant protein in human 
blood plasma. It is produced in the liver and is the transport 
protein for numerous small molecules.

Humoral immunity A form of adaptive immunity mediated 
by antibodies produced by B cells; the antibodies bind to anti-
gens. This form of immunity provides the main type of defense 
against extracellular microbes and their toxins.

Huntingtin A protein encoded by the Huntington disease 
gene, which is located on the long arm of human chromosome 
4. Huntingtin is quite variable in its structure.
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Hybridomas Cell lines derived by cell fusion or somatic cell 
hybridization between a normal lymphocyte and an immor-
talized lymphocyte tumor line. B- cell hybridomas, created by 
fusion of normal B cells of defi ned antigen specifi city with a 
myeloma cell line, are used to produce monoclonal antibodies. 
T-cell hybridomas, created by fusion of normal T cells of de-
fi ned specifi city with a T- cell tumor line, are frequently used to 
analyze T- cell function.

Icosahedron A geometric shape with 20 triangular faces; the 
shape of the capsid of some viruses.

IGF See Insulin growth- like factor.

Igs See Immunoglobulins.

Illegitimate drug A medicine that has not been approved by 
national regulatory agencies for marketing to the public. Falsi-
fi ed and substandard drugs (note that the defi nitions of these 
vary among countries) are considered illegitimate drugs.

Immediate hypersensitivity A rapid, IgE antibody-  and mast 
cell- mediated vascular and smooth muscle reaction. This reac-
tion is followed by an infl ammatory response (e.g., hay fever, 
food allergies, bronchial asthma, and anaphylaxis) that occurs 
in individuals who encounter a foreign antigen(s) to which 
they have been exposed previously.

Immune eff ector functions The functions of the immune 
system that involve the complement system of blood proteins, 
enzymes, and antibodies together with certain T cells and B 
cells. These functions are required to contain and eliminate an 
infection.

Immune homeostasis A stable number of lymphocytes that 
occurs in the absence of antigen; naïve lymphocytes die by a 
process known as apoptosis and are replaced by new cells that 
have developed in the generative lymphoid organs. This bal-
anced cycle of cell loss and replacement maintains the stable 
number of lymphocytes.

Immune hypersensitivity reactions Pathogenic immune re-
actions to an antigen that may elicit a sensitivity to a second-
ary challenge with that antigen and, as a result, induce tissue 
injury and disease.

Immune regulation Regulatory lymphocytes, such as regu-
latory T cells, control various immune responses against self- 
components. A failure in immune regulation may result in 
allergy and autoimmune disease.

Immune response An adaptive response to a foreign an-
tigen(s) mediated by the cells and molecules of the immune 
system.

Immune surveillance The recognition of tumors by the im-
mune system, which recognizes and destroys invading patho-
gens and host cells that give rise to cancer.

Immune system The molecules, cells, tissues, and organs that 
together collaborate to mount an immune response or protect 
against infectious agents.

Immunodefi ciency diseases Disorders that arise from defec-
tive immunity.

Immunogenic A classifi cation of an antigen that can stimu-
late lymphocytes to proliferate and differentiate into effector 
cells, resulting in a productive immune response.

Immunoglobulins One of the most polymorphic group of 
proteins in mammals, presumably because they recognize a 
rather large array of different antigens. All antibodies or im-
munoglobulins are constructed similarly from paired H and L 
chains. In each IgG molecule, the two H chains are identical 
and the two L chains are identical, and give rise to two identi-
cal antigen- binding sites in the antigen- binding fragment (Fab) 
that can bind simultaneously to and cross- link two identical 
antigenic structures. Abbreviated Ig.

Immunological ignorance A mechanism of induction of immu-
nological tolerance which is mediated by the ability of lympho-
cytes to ignore (i.e., not recognize) the presence of an antigen.

Immunological memory The capacity of an adaptive immune 
system to elicit more rapid, larger, and effective responses upon 
repeat exposure to a microbe.

Immunological recognition A function of the immune sys-
tem that is performed by leukocytes (e.g., neutrophils, mac-
rophages, and NK cells) of the innate immune system during 
an early rapid response and by the lymphocytes (T cells and 
B cells) of the later, more antigen- specifi c, and more effi cient 
adaptive immune system.

Immunological tolerance The inability of the immune system 
to mount an immune response to a self- antigen after exposure 
to that antigen.

Immunotherapies Therapies that use cells and/or antibodies 
that eradicate infectious pathogens by stimulation of relevant 
cellular pathways and molecules that generate long- lasting im-
munity to pathogens.

Inactivated Killed (in the case of a pathogen). Many current 
vaccines consist of an inactivated pathogen.

Inclusion body A protein that is overproduced in a recombi-
nant bacterium and forms a crystalline array of mostly inactive 
protein inside the bacterial cell.

Indels Chromosomal insertions and deletions. Indels, as well 
as structural variants (450 base pairs), are detected by DNA 
sequence reads aligned to a reference genome.

Indirect ELISA See Indirect enzyme- linked immunosorbent 
assay.

Indirect enzyme- linked immunosorbent assay An immu-
nological method to quantify antibodies produced against a 
specifi c antigen. The primary antibodies are captured using 
a standardized antigen that has been immobilized on a solid 
support and then detected and quantifi ed using a labeled sec-
ondary antibody that binds with high affi nity to a primary an-
tibody. Abbreviated indirect ELISA.

Induced pluripotent stem cells Adult somatic cells, such as 
skin cells, that have been genetically reprogrammed in the lab-
oratory to behave like embryonic stem cells.

Infl ammasome A multiprotein complex which transmits sig-
nals that activate an enzyme that cleaves a precursor of the 
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proinfl ammatory cytokine interleukin- 1 to generate its bi-
ologically active form. Some cytoplasmic receptors that par-
ticipate in innate immune reactions recognize microbes and 
components of dead cells. Such receptors can associate with an 
infl ammasome.

Innate immune system A system in which immunological 
recognition is conducted by leukocytes (e.g., neutrophils, mac-
rophages, and NK cells) that mediate an early rapid response.

Innate immunity A mechanism of host defense that mediates 
an initial and rapid protection against microbial infections.

Insertional mutagenesis Disruption of a gene by the inser-
tion of DNA.

Insertion sequence element A small transposable element 
consisting of a gene encoding transposase fl anked by inverted 
repeat sequences that are recognized by transposase.

Insulin growth- like factor A protein (IGF- 1 or IGF- 2) that 
integrates the signal input from upstream components in the 
mTOR signaling pathway. Abbreviated IGF.

Integrase An enzyme encoded in the genome of some viruses 
that catalyzes recombination between specifi c sequences in the 
viral and host genomes and results in insertion of the viral ge-
nome into the host genome.

Integration host factor A DNA bending protein that, among 
other structural and regulatory functions, acts with the bacte-
riophage enzymes integrase and excisionase to excise the bac-
teriophage genome from the host genome.

Integrin A mammalian protein that acts as a transmembrane 
receptor that mediates the attachment between a cell and the 
tissues around it.

Interferon A family of glycoproteins known as cytokine, the 
production of which can be stimulated by viral infection, that 
has the ability to inhibit virus replication.

Interleukin- 2 A lymphokine secreted by certain T lympho-
cytes that stimulates T- cell proliferation.

Intron A segment of a gene that is transcribed but is excised 
from the primary transcript during processing into an mRNA 
molecule. Also called an intervening sequence.

Invasin A bacterial protein that allows enteric bacteria to pen-
etrate mammalian cells.

Inversion An event that results when a portion of a chromo-
some is broken off, turned upside down, and reattached.

In vivo expression technology A method to identify bacterial 
genes that are expressed only during growth in a host by test-
ing for promoters that are activated in vivo.

In vivo gene therapy Treating a disorder by delivering a ther-
apeutic gene(s) to a tissue or organ.

In vivo- induced- antigen technology A method to identify 
proteins that are produced only during infection of a host us-
ing antibodies in serum from an infected host to screen a ge-
nomic expression library.

Irinotecan A DNA topoisomerase inhibitor used in the treat-
ment of various types of cancer.

Isocaudomers Restriction endonucleases that produce the 
same nucleotide extensions but have different recognition sites.

Isoelectric point The pH at which the net charge on a protein 
or other molecule is zero.

Isoform (1) One of a group of variant gene products derived 
from the same gene either by exon skipping or by different 
transcription initiation sites. (2) Two or more proteins from 
different genes that have identical activities.

Isoschizomers Restriction enzymes that recognize and bind to 
the same nucleotide sequence in DNA and cut at the same site.

Isotype Five different classes of Igs—IgM, IgD, IgG, IgA, and 
IgE—that are distinguishable by their C region. The class and 
effector function of an antibody are defi ned by the structure of 
its H chain class or isotype, and the H chains of the fi ve main 
isotypes are denoted μ, δ, γ, α, and ε, respectively.

Karyogram A photographic representation of stained chro-
mosomes arranged in order of size, i.e., decreasing length.

Karyotype The number and form of chromosomes in a spe-
cies. Genetic testing of a full set of chromosomes from an in-
dividual enables a comparison with a “normal” karyotype for 
the species. A chromosome disorder may be detected or con-
fi rmed in this manner. Chromosome disorders usually occur 
when there is an error in cell division following meiosis or 
mitosis.

Kinase An enzyme that catalyzes the transfer of a phosphate 
group from a donor, such as ADP or ATP, to an acceptor 
molecule.

Klenow polymerase A product of proteolytic digestion of the 
DNA polymerase I of Escherichia coli that retains both poly-
merase and 3′ exonuclease activities but not 5′ exonuclease 
activity.

Klinefelter syndrome A chromosomal disorder that occurs in 
males with the genotype 47,XXY.

K- Ras A GTPase member of the Ras family that mediates 
many signal transduction pathways. Inclusion of the K- RAS 
gene product in targeted peptide vaccines has proven success-
ful for the treatment of pancreatic and colorectal cancers in 
pilot clinical trials.

LAIV See Live attenuated infl uenza vaccine.

Laser capture microdissection A technique that employs 
a laser to extract specifi c cells from tissues under a light 
microscope.

Latent infection A type of persistent infection during which a 
virus is present but remains inactive in the host cell and does 
not produce infectious virions.

Late- onset familial Alzheimer disease A complex polygenic 
disorder controlled by multiple susceptibility genes. The stron-
gest association is with the APOE e4 allele at locus AD2.
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Late- phase reaction Tissue injury and infl ammation that 
is mediated by cytokines released from mast cells, which oc-
curs several hours after repeated episodes of immediate 
hypersensitivity.

Leishmania A genus of protozoan parasites to which the hu-
man immune system can respond. Despite this response to 
Leishmania infections, the development of an effective vac-
cine against these organisms has proven diffi cult. Ongoing 
efforts are being carried out with attenuated (live) strains of 
Leishmania.

Leukocytes A class of cells which comprises neutrophils, 
macrophages, and NK cells. Infl ammation depends on the re-
cruitment and activation of leukocytes. Defense against intra-
cellular viruses is mediated primarily by NK cells and select 
cytokines (interferons).

Ligation The covalent joining of two double- stranded pieces 
of DNA, usually by the enzyme DNA ligase.

Light chain One type of polypeptide chain of an antibody 
molecule that pairs by disulfi de bonds and noncovalent inter-
actions (hydrogen bonds, electrostatic forces, Van der Waals 
forces, and hydrophobic forces) with a heavy chain. Two types 
of light chains, κ and λ, exist, and each light chain consists of a 
V region and a C region. Abbreviated L chain.

Lipopolysaccharide An infl ammatory protein that possesses 
high therapeutic potential by means of its adjuvant properties. 
On the surface of gram- negative bacteria, the hydrophobic an-
chor of lipopolysaccharide is the endotoxin lipid A recognized 
by the innate immune system. Abbreviated LPS.

Liquid chromatography A technique used to separate mole-
cules that are dissolved in a solution. Separation occurs as the 
molecules in the solution (the mobile phase) pass through a col-
umn containing a second solution (the stationary phase) because 
the molecules interact with the second solution to different ex-
tents and therefore pass through the column at different rates.

Live attenuated infl uenza vaccine An infl uenza vaccine pre-
pared from reassorted, cold- adapted, and temperature- sensitive 
viruses with recommended seasonal strains or from reverse- 
genetic- engineered viruses that express those cold- adapted and 
temperature- sensitive mutations and other attenuating muta-
tions. Abbreviated LAIV.

Loss- of- function variants Variants that result from a point 
mutation that confers reduced or abolished activity on a pro-
tein. Most loss- of- function mutations are recessive, indicating 
that clinical signs are observed only when both chromosomal 
copies of a gene carry such a mutation.

LPS See Lipopolysaccharide.

Lymph nodes Nodular aggregates of lymphoid tissues lo-
cated along lymphatic channels throughout the body. A fl uid 
called lymph is drained by lymphatics from all epithelia and 
connective tissues and most parenchymal organs. These or-
gans transport this fl uid from tissues to lymph nodes, where 
antigen- presenting cells in the nodes sample the antigens of mi-
crobes that may enter through epithelia into tissues.

Lymphatic system The system of organs and vessels that 
function in immunity, including production and transport of 
white blood cells (leukocytes) and trapping of foreign particles 
(in lymph nodes).

Lymphocyte repertoire The total collection of lymphocyte 
specifi cities. The adaptive immune system can distinguish be-
tween millions of different antigens or portions of antigens. 
Specifi city for many different antigens indicates that the lym-
phocyte repertoire is large and extremely diverse.

Lymphocytes A collection of white blood cells localized in 
the blood, lymphoid tissues, and organs that express receptors 
for antigens and mediate cell- dependent immune responses 
during innate immunity (NK cells) and adaptive immunity (T 
cells and B cells).

Lymphoma A cancer of the lymphatic system.

Lysogenic phase A stage in the infection cycle of some bac-
teriophage in which the viral genome (prophage) remains in 
the chromosome of the host bacterium and lytic functions are 
repressed.

Lysosomal storage diseases A group of approximately 50 
inherited metabolic disorders that result from defects in lys-
osomal function.

Lysosome A membrane- enclosed organelle in the cytoplasm 
of a eukaryotic cell that contains degradative enzymes.

Lytic phase The stage of a viral infection cycle in which the 
virus reproduces and destroys (lyses) the host cell, releasing in-
fectious virions.

MAbs See Monoclonal antibodies.

Macrophages Cells produced by the differentiation of mon-
cytes that circulate in the blood and continually migrate into 
almost all tissues where they differentiate and reside. Macro-
phages function as scavenger cells that clear dead cells and cell 
debris from the body. They are a type of phagocyte.

Macular region A small, oval area of the central part of the 
retina. Also called macula, macula lutea.

Magnetic resonance imaging A medical diagnostic proce-
dure that uses nuclear magnetic resonance to visualize the in-
ternal structures in the body.

Major histocompatibility complex A large genetic locus (on 
human chromosome 6 and mouse chromosome 17) that consists 
of many highly polymorphic genes, including the major histo-
compatibility complex class I and class II genes that encode the 
peptide- binding molecules recognized by T cells. This locus also 
contains genes that code for cytokines, molecules involved in an-
tigen processing, and complement proteins. Abbreviated MHC.

Malaria A mosquito- borne infectious disease of humans and 
other animals, which is caused by a microorganism of the ge-
nus Plasmodium.

Massive parallelization Performing a large number of reac-
tions, such as sequencing reactions, simultaneously.
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Mass spectrometry A technique for measurement of the 
mass- to- charge ratio of ions.

M cell A type of phagocytic cell in the epithelium of the small 
intestines that transports organisms from the intestinal lumen 
to underlying immune cells. Also called microfold cell.

MCS See Multiple- cloning site.

Megabase A length of double- stranded DNA containing 2 
million nucleotides, 1 million on each strand. Abbreviated Mb.

Meiosis A cell division event that results in cells with half the 
number of usual chromosomes, 23 instead of the normal 46. 
These are the eggs and sperm.

Melt curve A graph showing the temperature at which a 
double- stranded nucleic acid molecule denatures. The melting, 
or dissociation, temperature is dependent on the nucleotide se-
quence of the molecule. In real- time PCR, a melt curve is often 
performed after amplifi cation as a quality control measure to 
determine if all of the products contain the same sequence or 
to detect single nucleotide polymorphisms.

Memory cells Long-lived cells that are induced during the 
primary immune response. Subsequent stimulation by the 
same antigen leads to a secondary immune response that elim-
inates an antigen more effi ciently than a primary response. 
Secondary responses result from the activation of memory 
cells.

Meningitis Infl ammation of the meninges, the thin, membra-
nous covering of the brain and the spinal cord, caused by a 
bacterial or viral infection.

Meristematic tissue Plant tissue consisting of undifferenti-
ated cells where active cell divison occurs.

Mesophilic bacteria Bacteria that grow best between 20°C 
and 55°C.

Mesothelin A protein that is present on normal mesothelial 
cells and overexpressed in several human tumors, including 
mesothelioma and ovarian and pancreatic adenocarcinoma.

Messenger RNA An RNA molecule carrying the information 
that, during translation, specifi es the amino acid sequence of a 
protein molecule. Abbreviated mRNA.

Metabolic load The physiological and biochemical changes in 
a bacterium that occur as a consequence of overexpressing a 
foreign protein.

Metabolite (1) A low- molecular- weight biological compound 
that is usually synthesized by an enzyme. (2) A compound that 
is essential for a metabolic process.

Metabolomics The study of the complete repertoire of metab-
olites of a cell, tissue, or organism.

Metagenomic library A collection of cloned DNA fragments 
that represents the genomes of all organisms (usually microor-
ganisms) in an environmental sample.

Metastatic disease Cancer that has spread from the initial tu-
mor site to other parts of the body. Also called metastasis.

Methicillin- resistant Staphylococcus aureus A strain of the 
bacterium Staphylococcus aureus that is resistant to methi-
cillin and most other β- lactam antibiotics. These strains have 
emerged and spread rapidly in the community and are now the 
most common cause of community- associated skin and soft 
tissue infections. Methicillin- resistant S. aureus- induced infec-
tions have few effective treatment options. Abbreviated MRSA.

M- FISH See Multiplex FISH.

MHC See Major histocompatibility complex.

MHC haplotype The set of MHC alleles present on each chro-
mosome. In humans, each HLA allele is given a numerical 
designation; e.g., an HLA haplotype of an individual could be 
HLA- A2, HLA- B5, or HLA- DR3.

MHC restriction The ability of different T- cell clones in an in-
dividual to recognize peptides only when bound and displayed 
by that individual’s MHC molecules on the surface of antigen- 
presenting cells.

Microarray DNA chips used to establish copy number changes 
and SNPs. The microarrays are also used to analyze DNA 
methylation, alternative splicing, microRNAs, and protein–
DNA interactions. Each array consists of thousands of immo-
bilized oligonucleotide probes or cloned sequences. Labeled 
DNA or RNA fragments are applied to the array surface, al-
lowing the hybridization of complementary sequences between 
probes and targets. The advantages of microarray technology 
are its sensitivity, specifi city, and scale, as it enables a rapid as-
say of thousands of genomic regions in a single experiment.

Microfold cell See M cell.

MicroRNAs Nucleotide sequences of about 22 nucleotides in 
length that function as posttranscriptional regulators and re-
sult in translational repression or target degradation and gene 
silencing.

Mitochondrial homeostasis The functional state of mito-
chondria achieved to maintain a metabolically active state of 
neurons that requires considerable energy.

Mitosis A cell division event that produces two cells, each of 
which ia a duplicate (46 chromosomes each) of the original 
cell. Mitosis occurs throughout the body, except in the repro-
ductive organs. In both processes, the correct number of chro-
mosomes appears in the daughter cells.

Molecular mimicry The process of cross- reaction between T 
cells reactive with microbial antigens or self- antigens.

Monoclonal antibodies Antibody molecules of homogeneous 
structure that are derived from a single clone of B cells and 
which possess known specifi city for a specifi c target antigen. 
Such antibodies are produced in cultures of hybrid cells (hy-
bridomas) formed between antibody- forming B cells and im-
mortalized myeloma tumor plasma cells; all of the antibodies 
produced by the hybridoma cell line bind to the same unique 
epitope. Abbreviated MAbs.

Monocot A fl owering plant that has only one cotyledon or 
seed leaf, i.e., a monocotyledonous plant.
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Monophosphorylated lipid A A less toxic combination of 
lipid A, compared to wild- type E. coli LPS, which elicits much 
lower infl ammatory responses. Abbreviated MPL.

MPL See Monophosphorylated lipid A.

M protein A protein that forms hair- like fi laments on the sur-
face of the bacterium Streptococcus pyogenes and binds to fi -
bronectin on host cells.

mRNA See Messenger RNA.

MRSA See Methicillin- resistant Staphylococcus aureus.

M13 + strand The single- stranded DNA molecule that is pres-
ent in the infective bacteriophage M13.

mTOR A serine/threonine protein kinase enzyme (whose name 
is derived from “mammalian target of rapamycin”) that regu-
lates cell growth, cell proliferation, cell motility, cell survival, 
protein synthesis, and gene transcription. Thus, mTOR can 
control the state of anergy in a cell, and the mTOR signaling 
pathway may be dysregulated in some human diseases, e.g., 
cancers.

Mucin 1 A heavily glycosylated cell surface- associated pro-
tein secreted by specialized epithelial cells that is recognized 
as a T- cell antigen in advanced pancreatic cancer. Abbreviated 
MUC- 1.

MUC- 1 See Mucin 1.

Mucosa The protective surface of tissues exposed to the ex-
ternal environment that consists of an epithelial layer covered 
with a mucous layer (containing mucins) and underlaid with a 
layer of proteinaceous connective tissue.

Multifactorial In the case of genetic disorders, those which 
are infl uenced by several different lifestyles and environmental 
factors.

Multiple- cloning site A synthetic DNA sequence that con-
tains a number of different restriction endonuclease sites. Ab-
breviated MCS.

Multiple myeloma A malignant tumor of antibody- producing 
B cells that secretes an immunoglobulin or part of an immuno-
globulin molecule.

Multiplex FISH A technique in which specifi c translocations 
and complex rearrangements are characterized by techniques 
adapted from chromosome painting. Abbreviated M- FISH.

Multipotent adult stem cells Adult cells found naturally in 
multicellular organisms that can divide and differentiate into a 
limited number of different types of specialized cells.

Muscular dystrophy Progressive weakening and wasting of 
muscle tissue.

Mutagenesis Chemical or physical treatment that changes the 
nucleotides of the DNA of an organism.

Mutant An organism that differs from the wild type because 
it carries one or more genetic changes in its DNA. Also called 
a variant.

Mutation A change of one or more nucleotide pairs of a DNA 
molecule.

Myelin sheath Multiple layers of cell membrane from an ac-
cessory nerve cell wrapped around an axon.

Myeloid The common myeloid progenitor is the precursor of 
the macrophages, granulocytes, mast cells, and dendritic cells 
of the innate immune system and also of megakaryocytes and 
red blood cells.

Myristoylation An irreversible, cotranslational protein mod-
ifi cation found in eukaryotes in which a molecule of myristic 
acid is covalently attached to the alpha- amino group of an 
N- terminal amino acid of a nascent protein.

Naïve lymphocytes Lymphocytes that express antigen recep-
tors but do not perform the functions required to eliminate an-
tigens. These cells reside in and circulate between peripheral 
lymphoid organs and survive for several weeks or months, 
waiting to encounter and respond to antigen. The state of a 
lymphocyte not previously exposed to an antigen.

Narrow- host- range plasmid A plasmid that can replicate 
in one bacterial species or, at most, a few different bacterial 
species.

Natural killer cells Cells that kill microbe- infected host cells 
but do not express the kinds of clonally distributed antigen 
receptors that B cells and T cells do and are components of 
innate immunity, capable of rapidly attacking infected cells. 
Abbreviated NK cells.

Nef Negative regulatory factor; an HIV protein virulence fac-
tor that manipulates the host’s cellular machinery, allowing in-
fection, survival, and replication of the virus.

Negative selection A process in which the receptors on an 
immature T cell in the thymus bind with high affi nity to a self- 
antigen displayed as a peptide–MHC ligand on an antigen- 
presenting cell, and this T cell receives a signal(s) that triggers 
apoptosis and dies before it is fully mature. This process is a 
major mechanism of establishing T- cell- mediated immunolog-
ical tolerance.

Negative- sense RNA Viral RNA that has the opposite polar-
ity to (is complementary to) mRNA and must be transcribed 
by an RNA- dependent RNA polymerase to produce mRNA 
for translation.

Neonatal sepsis The presence in a newborn baby (less than 
90 days old) of a bacterial bloodstream infection.

Neoschizomers Restriction enzymes that recognize and bind 
to the same nucleotide sequence in DNA and cut at different 
sites.

Neuraminidase A protein in the envelope of infl uenza viruses 
that mediates release of virions from the host cell.

Neurodegenerative disorder One of many conditions (dis-
eases) which affect neurons in the human brain.

Neuron A cell that specializes in initiating and transmitting 
electrical impulses. Also called nerve cell.
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Neurotransmitter A chemical compound or peptide that is 
released by a presynaptic neuron and produces an excitatory 
or inhibitory response in a postsynaptic neuron.

Next- generation sequencing High- throughput DNA se-
quencing that enables determination of hundreds of millions 
of DNA sequences simultaneously and at low cost; does not 
require cloning of sequencing templates. Abbreviated NGS.

NGS See Next- generation sequencing.

Nisin A polycyclic pore- forming antibacterial peptide with 34 
amino acid residues, used as a food preservative.

NK cells See Natural killer cells.

NMR See Nuclear magnetic resonance.

Nonsystemic (1) A condition that is confi ned to a specifi c part 
of the body or a single organ. (2) A disorder that affects one 
specifi c organ or tissue. Also called nonsyndromic.

Nuclear localization signal A short sequence of basic (posi-
tively charged) amino acids on a protein that target the protein 
to the nuclear pore complex for translocation into the nucleus.

Nuclear magnetic resonance A technique for identifi cation 
and quantifi cation of molecules (usually proteins or metabo-
lites) based on their structure; based on the principle that in 
an applied magnetic fi eld, molecules absorb and emit electro-
magnetic energy at a characteristic resonance frequency that is 
determined by their structure, and therefore differences in res-
onance frequency enable differentiation among molecules with 
different structures. Abbreviated NMR.

Nuclear membrane The double- layered envelope enclos-
ing the chromosomes of eukaryotic cells. Also called nuclear 
envelope.

Nuclear pore complex A large complex of proteins in the nu-
clear membrane that form a pore through which molecules are 
transported into and out of the nucleus.

Nucleocapsid The nucleic acid genome and surrounding pro-
tein coat of a virus.

Nucleoside analogue A synthetic antiviral molecule that has 
a structure similar, but not identical, to that of a natural nucle-
oside and therefore can bind to and inhibit enzymes, such as 
DNA polymerase and reverse transcriptase, that are required 
for viral nucleic acid replication.

Nucleus (1) The organelle of a eukaryotic organism enclosing 
the chromosomes. (2) A cluster of cell bodies of neurons within 
the central nervous system. (3) The central portion of an atom 
containing protons and neutrons.

Occluded virus A virus enclosed in an inclusion body; pro-
duced in the latter stages of infection.

Oligonucleotide A short molecule (usually 6 to 100 nucleo-
tides) of single- stranded DNA. Oligonucleotides are sometimes 
called oligodeoxyribonucleotides or oligomers and are usually 
synthesized chemically.

Oncogene A gene that plays a role in the cell division cycle. 
Often, mutated forms of oncogenes cause a cell to divide in an 
uncontrolled manner.

Oncomouse A transgenic mouse that carries an activatable 
gene that makes it susceptible to tumor formation.

Oncovirus A virus that can cause cancer. Also called onco-
genic virus.

1000 Genomes Project An international research effort that 
established (2008 to 2012) the most detailed catalogue of hu-
man genetic variation.

Open reading frame A sequence of nucleotides in a DNA 
molecule that encodes a peptide or protein. This term is often 
used when, after the sequence of a DNA fragment has been 
determined, the function of the encoded protein is not known. 
Abbreviated ORF.

Operator The region of DNA that is upstream from a pro-
karyotic gene(s) and to which a repressor or activator binds.

Opine The condensation product of an amino acid with either 
a keto acid or a sugar.

Opportunistic pathogen A microorganism that causes dis-
ease only when a host’s defenses are compromised.

Opsin The protein component of the visual pigments located 
in the disk membranes of the outer segments of the rods and 
cones of the retina.

ORF See Open reading frame.

Origin of DNA replication The nucleotide sequence at which 
DNA synthesis is initiated. Abbreviated ori.

Origin of transfer A specifi c sequence of nucleotides on a 
plasmid that is recognized by proteins that initiate transfer of 
a plasmid from a donor bacterium to a recipient bacterium via 
conjugation. Also called oriT.

Orphan drug A medicine that is used to treat rare diseases.

Packaging cell line A cell line designed for the production of 
replication- defective viral particles.

PAI See Pathogenicity island.

Paired- end read mapping A technique developed to study 
chromosome rearrangements. Sequence read pairs are short 
sequences from both ends of each of the millions of DNA frag-
ments generated during preparation of a DNA library. Clus-
tering of at least two pairs of reads that differ either in size 
or orientation suggests a chromosome rearrangement. When 
aligned to the reference genome, read pairs map at a distance 
corresponding to an average library insert size of 200 to 500 
bp and up to 5 kilobase pairs for large- insert libraries.

Paired end reads Sequences obtained from both ends of a 
DNA fragment; the distance between the end sequences may 
be determined from the size of the fragment. This informa-
tion can be used to assemble (order and orient) contiguous se-
quences (contigs) into larger scaffolds. Also called mate pairs.
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Palindrome A DNA sequence that is the same when each 
strand is read in the same direction (5′ to 3′). These types 
of sequences serve as recognition sites for type II restriction 
endonucleases.

Palmitoylation Covalent attachment of fatty acids, such as 
palmitic acid, to cysteine and, less frequently, to serine and 
threonine residues of proteins.

PAMP See Pathogen- associated molecular pattern.

Paracortex The areas to which T cells localize in germinal 
center regions in lymph nodes. These areas are outside but ad-
jacent to the follicles in the germinal centers.

Passive immunity Immunity conferred on an individual by 
the passive transfer of antibodies or lymphocytes from an ac-
tively immunized individual.

Patau syndrome A syndrome caused by trisomy 13, in which 
individuals carry 3 copies of chromosome 13.

Patent A legal document that gives exclusive rights to the pat-
ent holder to sell and use an invention for a specifi ed period; 
awarded for inventions that are novel, nonobvious, and useful.

Pathogen A microorganism that is capable of causing disease.

Pathogen- associated molecular pattern Molecules associ-
ated with pathogenic bacteria that elicit a host innate immune 
response. Abbreviated PAMP.

Pathogenicity The ability to cause disease.

Pathogenicity island A region of a pathogen’s genome con-
taining a cluster of genes encoding virulence factors; sequence 
features present in the region often suggest that the genes were 
acquired from another organism (via horizontal gene transfer). 
Abbreviated PAI.

Pattern recognition receptors The receptors present on cells 
that mediate innate immunity and recognize the structures 
shared by the target molecules of innate immunity and mi-
crobes. Abbreviated PRRs.

PCR See Polymerase chain reaction.

Pegylation The process of covalent attachment of polyethyl-
ene glycol polymer chains to another molecule.

Penetrance The proportion of individuals in a population 
that carry a particular variant of a gene (allele or genotype) 
who also express an associated trait or phenotype. Full pene-
trance occurs when all individuals carrying a gene express the 
phenotype. Incomplete penetrance occurs when some individ-
uals fail to express the phenotype, even though they carry the 
variant allele.

Peptide mass fi ngerprinting Identifying an unknown pro-
tein by comparing the masses of peptides obtained from pro-
tease digestion of the protein with the masses of peptides from 
known proteins; the peptide masses of the unknown protein 
are usually measured by mass spectrometry.

Peptidoglycan A polymer of sugars (N- acetylglucosamine 
and N- acetylmuramic acid) and cross- linked peptides that 
makes up the bacterial cell wall. Also called murein.

Peripheral (or secondary) lymphoid organs Organs in 
which adaptive immune responses to microbes are initiated. 
The spleen, lymph nodes, and the mucosal and cutaneous im-
mune systems are examples of peripheral lymphoid organs, 
also called secondary lymphoid organs.

Peripheral tolerance A form of immunological tolerance to 
self- antigens that is induced when mature lymphocytes en-
counter these antigens in peripheral (secondary) lymphoid or-
gans, such as the spleen and lymph nodes.

Periplasm The space (periplasmic space) between the cell (cy-
toplasmic) membrane of a bacterium or fungus and the outer 
membrane or cell wall.

Permeabilize To make a cell porous, thereby allowing sub-
stances to pass in or out.

Peroxisome A small organelle that is present in the cytoplasm 
of many cells (especially liver and kidney) of vertebrate ani-
mals and that contains enzymes such as catalase and oxidase.

Phagocytes Cells (e.g., macrophages) that are phagocytic in 
their action and can ingest and kill microbes by producing an 
array of toxic chemicals and degradative enzymes during an 
early innate immune response.

Phagosome A membrane- enclosed vesicle that forms from 
phagocytosis and may contain engulfed particles such as bac-
teria; may fuse with lysosomes for degradation of engulfed 
microorganisms.

Phenotype The combination of expressed traits of an indi-
vidual, including morphology, development, behavior, and bio-
chemical and physiological properties. Phenotypes result from 
the expression of genes and environmental factors that interact 
with these genes.

Phosphatase An enzyme that cleaves a phorphoryl group 
from a protein.

Phosphatidylinositol 3- kinase A kinase protein family re-
lated to mTOR that integrates the signal input from upstream 
pathways generated by insulin, insulin- like growth factors 
(IGF- 1 and IGF- 2), and amino acids. Abbreviated PI3K.

Phospholipase Any of a group of enzymes that catalyze the 
breakdown of phospholipids.

Pilin The proteins that polymerize to form a pilus.

Pilus A proteinaceous fi lament that protrudes from the bacte-
ria cell wall and mediates attachment to host cells.

Plaque A clear area that is visible in a bacterial lawn on 
an agar plate and is due to lysis of the bacterial cells by 
bacteriophage.

Plasma cells Fully differentiated B cells that secrete 
immunoglobulins.

Plasmid A self- replicating extrachromosomal DNA molecule.

Plasmid incompatibility group A group of related plasmids 
that use the same mechanism of replication and therefore can-
not coexist in the same host cell.



708 G L O S S A R Y

Plastid Any of several pigmented cytoplasmic organelles 
found in plant cells.

Pluripotent human embryonic stem cells Unspecialized cells 
that are derived from the inner cell mass of the blastocyst of an 
embryo and have the potential to differentiate into nearly all 
different types of specialized cells.

Poliomyelitis An infectious disease caused by poliovirus that 
can lead to paralysis. Two effective vaccines, the inactivated 
polio vaccine and oral polio vaccine, which consists of the 
live- attenuated Sabin strains, have been used for the control 
of paralytic poliomyelitis since the 1950s. Both vaccines are 
effective in providing individual protection against poliomyeli-
tis virus, but the ease of oral administration and lower costs of 
the attenuated oral polio vaccine favored its use in most coun-
tries. The availability of monovalent and bivalent oral vaccines 
against poliovirus types 1 and 3 could help to accelerate eradi-
cation in countries where the virus is endemic.

Polyadenylation Addition of a poly(A) tail to an RNA 
molecule.

Polycistronic An mRNA found only in prokaryotes that en-
codes more than one protein.

Polyclonal antibodies Antibodies that are produced by a col-
lection of several different B- cell clones and which react with 
different epitopes of a given antigen; even antibodies that bind 
the same epitope of an antigen can be heterogeneous.

Polygenic disease A genetic disorder that is causally associ-
ated with the effects of several genes.

Polyglutamine disorder A disorder that is due to CAG tri-
nucleotide repeat expansion, a type of genetic mutation. Hun-
tington disease is an example of a polyglutamine disorder. The 
Huntington disease gene contains many repeats of the CAG 
trinucleotide (which encodes glutamine). A highly variable 
number of CAG trinucleotide repeats accounts for the Hun-
tington disease gene mutation, which leads to the expression 
of an abnormally long polyglutamine tract (sequence of glu-
tamine residues) at the N terminus of the huntingtin protein 
beginning at residue 18. Such polyglutamine tracts increase 
protein aggregation, which may alter cell function. Thus, Hun-
tington disease is one of 14 trinucleotide repeat disorders that 
cause neurological dysfunction in humans.

Polymerase chain reaction A technique for amplifying a 
specifi c segment of DNA by using a thermostable DNA poly-
merase, deoxyribonucleotides, and primer sequences in multi-
ple cycles of denaturation, renaturation, and DNA synthesis. 
Abbreviated PCR.

Polymorphism Variation in phenotypic or genetic characteris-
tics among individuals in a population.

Polymorphonuclear leukocytes Phagocytic cells, also called 
neutrophils, that possess a segmented multilobed nucleus and 
cytoplasmic granules fi lled with degradative enzymes. These 
cells are the most abundant circulating lymphocytes and the 
major cell type that mediates accute infl ammatory responses to 
bacterial infections.

Polyploidy An abnormality in which the chromosome num-
ber is an exact multiple of the haploid number (n = 23) and 
is larger than the diploid number (n = 46). Polyploidy arises 
from fertilization of an egg by two sperm (total number of 
chromosomes increases to 69) or the failure in one of the divi-
sions of either the egg or the sperm so that a diploid gamete is 
produced.

Polyprotein A single large polypeptide encoded in some viral 
genome that undergoes cleavage by proteases to produce indi-
vidual proteins.

Pore- forming toxin A cytotoxin secreted by some bacterial 
pathogens that consists of proteins that insert into the host cell 
membrane and form a pore that disrupts osmoregulation.

Positive- sense RNA Viral RNA that has the same polarity as 
mRNA.

Prader–Willi syndrome A rare genetic disorder that results 
from the absence or nonexpression of a group of genes on 
chromosome 15.

Preclinical trials Tests of a drug or treatment in cell culture 
and both small and large animals to establish proof of princi-
ple and the absence of adverse effects. These tests are required 
before a phase I human clinical trial can be conducted.

Primary antibody In an immunological technique, an anti-
body that binds directly to an antigen.

Primary immune response An immune response elicited 
upon the fi rst exposure to an antigen. This response is medi-
ated by naïve lymphocytes that neither are experienced immu-
nologically nor have previously responded to antigens.

Primary immunodefi ciencies Diseases that result from ge-
netic abnormalities in one or more components of the immune 
system.

Primary lymphoid organ An organ in which T and B cells are 
generated, mature, and become competent to respond to anti-
gens. The thymus and bone marrow are primary or generative 
lymphoid organs for T and B cells, respectively.

Prime–boost Vaccination schedules based on combined 
prime–boost regimens using different vector systems to de-
liver the desired antigen have successfully improved the out-
come of DNA vaccination. The DNA prime–viral vector boost 
approach, in which the same antigen is used to prime and 
boost the response, focuses on the induction of T- cell immune 
responses.

Prodrug An inactive compound converted into a pharmaco-
logical agent by an in vivo metabolic process.

Professional antigen- presenting cells Antigen- presenting 
cells for T cells that can display peptides bound to MHC pro-
teins and express costimulator molecules on their surface. The 
most important professional antigen- presenting cells for initi-
ating primary T- cell responses are dendritic cells.

Prognosis A prediction of the outcome of a disease.

Proinsulin A single- chain protein precursor of insulin.
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Prokaryotes Organisms, usually bacteria, that have neither 
a membrane- bound nucleus enclosing their chromosomes nor 
functional organelles, such as mitochondria and chloroplasts.

Promoter A segment of DNA to which RNA polymerase at-
taches. It usually lies upstream of (5′ to) a gene. A promoter 
sequence aligns the RNA polymerase so that transcription ini-
tiates at a specifi c nucleotide.

Proofreading An activity of some DNA polymerases that 
may correct mismatched bases.

Propeptide A protein precursor that is generally inactive; also 
called a proprotein.

Prophage A repressed or inactive state of a bacteriophage ge-
nome that is maintained in a bacterial host cell as part of the 
chromosomal DNA.

Protease An enzyme that cleaves peptide bonds and therefore 
digests proteins into smaller peptides.

Protease inhibitor A protein that can form a tight complex 
with a protease and block its activity.

Protein microarray An array of a large number of different 
proteins for massively parallel analyses.

Proteome The complete repertoire of proteins of a cell, tissue, 
or organism.

Proteomics The study of the structure, function, and interac-
tions of the members of a proteome.

Protocorm The tuberous mass of cells that is produced when 
a seed germinates.

Protoplasts Plant or bacterial cells, including the protoplasm 
and plasma membrane, after the cell wall has been removed.

Provirus A stage in the life cycle of a retrovirus in which 
the single- stranded RNA genome is converted into double- 
stranded DNA, which may then be integrated into the genome 
of a host cell.

PRRs See Pattern recognition receptors.

Psychrophilic bacterium A bacterium that grows best be-
tween 0 and 20°C.

Pyrophosphate Two covalently linked phosphate groups that 
are released during hydrolysis of a nucleoside triphosphate to a 
nucleoside monophosphate. Pyrophosphate is released follow-
ing formation of a phosphodiester bond between nucleotides 
during DNA synthesis.

Pyrosequencing A sequencing method that detects the re-
lease of pyrophosphate when a known nucleotide is added to a 
growing DNA strand in a template dependent manner, that is, 
when DNA polymerase catalyzes the addition of the comple-
mentary nucleotide.

Quantitative PCR A technique based on PCR that is used to 
measure the levels of transcripts produced from a target gene; 
the absolute or relative number of transcripts can be deter-
mined. Abbreviated qPCR.

Quorum sensing system A bacterial signaling system that 
regulates population density- dependent gene expression; se-
creted chemical signals are known as autoinducers.

Reading frame A series of codons that code for amino acids 
in a nucleotide sequence.

Read length The number of nucleotides that can be deter-
mined in a single sequencing reaction.

Reassortment A phenomenon that occurs when two similar 
viruses infect the same cell and exchange DNA or RNA. New 
assembled viral particles may be created from segments whose 
origin is mixed, some derived from one strain and some from 
the other strain.

Recombinant DNA technology Insertion of a gene into a 
DNA vector to form a new DNA molecule that can be perpet-
uated in a host cell. Also called gene cloning, genetic engineer-
ing, molecular cloning.

Reference genome A genome sequence assembled from the 
genome sequences of a number of individuals that represents 
the genes of an organism; can be used to align sequencing 
reads from new genomes.

Regressive autism A type of autism that occurs when a child 
appears to develop normally but then, between 15 and 30 
months of age, begins to lose speech and social skills. Although 
environmental factors are implicated in the development of au-
tism, current evidence suggests that toxins and/or metabolites 
produced by gut bacteria, including Clostridium bolteae, may 
also be associated with the symptoms and severity of regressive 
autism.

Regulatory T cells T cells that suppress the potential exacer-
bation of antiself immune responses. The immune system re-
acts against a vast number and variety of microbes and foreign 
antigens, without reacting against the host’s own antigens. If 
self- reactivity does occur, regulatory T cells suppress the pos-
sible exacerbation of antiself responses and resultant disease. 
Also called Treg cells.

Repressor A protein that binds to the operator or promoter 
region of a gene and prevents transcription by blocking the 
binding of RNA polymerase.

Restriction endonuclease An enzyme that recognizes a spe-
cifi c DNA sequence and cleaves the phosphodiester bonds on 
both strands between particular nucleotides.

Retina The inner layer of the eye, containing photoreceptors 
that transduce radiant energy into electric impulses and nerve 
cells that transmit these impulses to the brain.

Retrovirus A class of eukaryotic RNA viruses that can form 
double- stranded DNA copies of their genomes; the double- 
stranded forms can integrate into the genome of an infected 
cell.

Rev An HIV protein that allows fragments of viral mRNA 
that contain a Rev response element to be exported from the 
nucleus to the cytoplasm.
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Reverse- phase microarray An array of multiprotein com-
plexes of cell lysates or tissue specimens.

Reverse transcriptase An RNA- dependent DNA polymerase 
that uses an RNA molecule as a template for the synthesis of a 
complementary DNA strand.

Reversible chain terminator A nucleotide that has a block-
ing group at the 3′ carbon of the deoxyribose sugar to pre-
vent subsequent addition of nucleotides to a growing DNA 
strand. In DNA sequencing by single nucleotide addition, the 
modifi ed nucleotides are used to ensure that the DNA strand 
is extended by only a single nucleotide during each cycle. Af-
ter identifying the incorporated nucleotide by detection of a 
unique fl uorophore, the blocking group is removed to restore 
the 3′ hydroxyl group for the next cycle of nucleotide addition.

Ribonuclease An enzyme that cleaves RNA. Abbreviated 
RNase.

Ribosome- binding site A sequence of nucleotides near the 5′ 
phosphate end of a bacterial mRNA that facilitates the bind-
ing of the mRNA to the small ribosomal subunit. Also called a 
Shine– Dalgarno sequence.

Ribozyme An RNA molecule that has catalytic activity.

RNA- dependent RNA polymerase An enzyme that catalyzes 
the synthesis of RNA using an RNA template.

RNA interference A method to inhibit expression of a tar-
get gene. A small RNA binds to a complementary region of 
the mRNA of the target gene and prevents its translation into 
protein.

RNA sequencing A method to quantify expression of all of 
the genes in a cell, tissue, or organism by high- throughput se-
quencing of cDNA. Abbreviated RNA- Seq.

RNA splicing variants Alternate forms of mRNA that are 
produced from the same gene by differential splicing of introns 
from pre- mRNA.

RNA polymerase An enzyme that is responsible for making 
RNA from a DNA template.

RNase See Ribonuclease.

Rod A photoreceptor of the retina with a rod- shaped outer 
segment. Also called rod cell, rod photoreceptor.

Rolling- circle replication A mode of DNA replication that 
produces concatemeric duplex DNA.

R sequence A short repeated sequence at each end of a retro-
viral genome that acts during reverse transcription to ensure 
correct end- to- end transfer in the growing chain.

Salmonella A bacterium that may be used as an antigen deliv-
ery system in which a fl agellin- derived antigen fusion protein 
presents the antigen to the host immune system. To construct 
this delivery system, a fl agellin- negative strain of Salmonella is 
transformed with a plasmid containing a synthetic oligonucle-
otide specifying an epitope of the cholera toxin B subunit in-
serted into a hypervariable region of a Salmonella fl agellin gene.

Sandwich enzyme- linked immunosorbent assay An immu-
nological method to detect and quantify a specifi c antigen. The 
antigens are captured using antibodies that have been immobi-
lized on a solid support and then detected and quantifi ed using 
a labeled primary antibody that binds to the antigen.

SARS See Severe acute respiratory syndrome.

Scaff old Sequence contigs that are assembled in the correct 
order and orientation to reconstruct a portion of the sequence 
of a genome.

SCID See Severe combined immunodefi ciency.

Secondary antibody In an immunological technique, an anti-
body that binds to a primary antibody.

Secondary immune response An adaptive immune response 
that occurs on second exposure to an antigen. When memory 
T cells encounter the antigen that induced their development, 
they rapidly respond to give rise to secondary immune re-
sponses, which occur more rapidly and with greater magnitude 
than primary immune responses.

Secondary immunodefi ciencies Defects in the immune sys-
tem that may result from infections, nutritional abnormalities, 
or medical treatments that cause loss or inadequate function of 
various components of the immune system.

Secretory immunoglobulin A An antibody that is secreted 
across mucous membranes by nearby B lymphocytes to pre-
vent bacteria and viruses from attaching to epithelial surfaces; 
found in the mucus produced by the intestinal, respiratory, and 
genitourinary tracts. Abbreviated sIgA.

Selective toxicity A property of an antibiotic that kills or in-
hibits a bacterium but does not harm host cells.

Self- reactivity The binding of T and B cells to self- antigens. 
T and B cells recognize foreign antigens, respond to them, 
and when required eliminate them. Clonal expansion of these 
cells is generally highly effi cient, but mutations can arise in-
frequently and generate T cells and B cells with receptors that 
bind to self- antigens and therefore display self- reactivity. Self- 
reactive cells may be either clonally deleted or functionally 
suppressed by other regulatory cells (Treg cells) of the immune 
system.

Senile plaque A dense spheroid amyloid body found outside 
of neurons and often associated with Alzheimer disease.

Sepsis The presence of bacteria or their toxins in the 
bloodstream.

Sequence coverage The average number of times that a given 
nucleotide is sequenced in a sequencing project.

Sequence read depth The number of reads mapping at each 
chromosomal position when the copy number of chromosomal 
gains or losses is determined.

Serotype A strain of microorganism that has a distinctive set 
of surface antigens or a unique surface antigen.

Serum sickness An immune response induced by the systemic 
administration of a protein antigen that triggers an antibody 
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response followed by the formation of circulating immune 
complexes.

Severe acute respiratory syndrome The fi rst new infectious 
disease of the 21st century. A novel coronavirus is the caus-
ative agent of the disease. Abbreviated SARS.

Severe combined immunodeficiency A disorder arising 
from defects in both B- cell and T- cell development. Abbrevi-
ated SCID.

Sex chromosomes Chromosomes which determine the sex of 
an individual and the inheritance of sex- linked traits. One pair 
of sex chromosomes, XX in females and XY in males, is pres-
ent in diploid cells.

Shotgun cloning Construction of a library of small, overlap-
ping fragments of genomic DNA to sequence the fragments. 
The overlapping sequences are then assembled to obtain the 
sequence of the entire genome.

Shuttle cloning vector A cloning vector, usually a plasmid, 
that can replicate in two different organisms because it carries 
two different origins or replication.

Sialic acid An N-  or O- substituted derivative of neuraminic 
acid, which is a monosaccharide containing a nine- carbon 
backbone.

Siderophore A low- molecular- weight molecule that binds 
very tightly to iron. Siderophores are synthesized by a variety 
of soil microorganisms and plants to ensure that the organism 
can obtain suffi cient amounts of iron from the environment.

sIgA See Secretory immunoglobulin A.

Signal peptide A segment of about 15 to 30 amino acids at 
the N terminus of a protein that enables the protein to be se-
creted (pass through a cell membrane). The signal sequence is 
removed as the protein is secreted. Also called signal peptide, 
leader peptide.

Signature- tagged mutagenesis A method based on trans-
poson mutagenesis to identify bacterial genes that are essential 
for bacterial growth in a host.

Single- nucleotide polymorphism A chromosomal site at 
which one individual may have the adenosine (A) nucleotide 
and the other individual may have the guanosine (G) nucleo-
tide. Abbreviated SNP.

Site- specifi c mutagenesis A technique to change one or 
more specifi c nucleotides in a cloned gene in order to create an 
altered form of a protein with a specifi c amino acid change(s). 
Also called oligonucleotide- directed mutagenesis.

SKY See Spectral karyotyping.

SNP See Single- nucleotide polymorphism.

Somatic cell gene therapy Introduction of a gene or cDNA 
by a viral or nonviral delivery system to non- germ line cells.

Somatic mutation A change in the structure of a gene that 
may arise during DNA replication and is not inherited from a 
parent and also not passed to offspring.

Somatic point mutation A somatic mutation that results in a 
single base substitution in DNA.

Sortase An enzyme in the cell membrane of gram- positive 
bacteria that catalyzes pilus assembly in the cell wall.

Spectral karyotyping A technique adapted from chromo-
some painting, in which specifi c chromosomal translocations 
and complex rearrangements are characterized by the differ-
ential coloring of all chromosomes in a single experiment. Ab-
breviated SKY.

Spectrin A cytoskeletal protein that lines the intracellular side 
of the plasma membrane in eukaryotic cells.

Spermidine A polyamine compound found in ribosomes and 
living tissues and having various metabolic functions.

Spike protein A glycoprotein found in the envelope of some 
viruses that may mediate attachment to a host cell.

Spleen An organ located in the abdomen that serves the same 
role in immune responses to blood- borne antigens as that of 
lymph nodes in responses to lymph- borne antigens. Blood en-
tering the spleen fl ows through a network of channels (si nu-
soids), and blood- borne antigens are trapped and concentrated 
by splenic dendritic cells and macrophages. The spleen con-
tains abundant phagocytes, which ingest and destroy microbes 
in the blood.

Split- read method A technique used to map chromosomal 
DNA breakpoints for small deletions (1 base pair to 10 kilo-
base pairs) in unique regions of the genome and in read lengths 
as low as 36 base pairs. All reads are fi rst mapped to the refer-
ence genome. For each read pair, the location and orientation 
of the mapped read are used, and an algorithm is applied to 
search for the unmapped pair read (split read).

Stem cell A self- renewing progenitor cell that gives rise to spe-
cialized (differentiated) cells. Undifferentiated stem cells that 
can develop into different types of blood cells are known as 
pluripotent hematopoietic stem cells which can give rise to 
stem cells of more limited developmental potential, such as 
progenitors of red blood cells, platelets, and the myeloid and 
lymphoid lineages of leukocytes.

Streptavidin A tetrameric biotin- binding protein (subunit 
molecular weight, 14,500), produced by Streptomyces avidinii, 
that binds up to four molecules of biotin.

Streptokinase A bacterial enzyme that catalyzes the conver-
sion of plasminogen to plasmin, thereby helping to dissolve 
blood clots.

Structural variants Two forms of structural gene variants in 
cell function that arise are gain- of- function variants and loss- 
of- function variants. Abbreviated SVs.

Subcutaneous Located or placed under the skin.

Substandard drug A medicine that contains no or low levels 
of active ingredients, wrong ingredients, and/or contaminants.

Subunit vaccines Vaccines incorporating only the microbial 
components responsible for protective immunity.
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Suicide gene A gene that under certain conditions causes the 
death of its own cell.

Sumoyl A small protein (small ubiquitin- like modifi er pro-
tein) that is covalently attached to other proteins.

Superantigen A peptide toxin secreted by some pathogenic 
bacteria or viruses that activates a large number of T cells by 
binding to both a T- cell receptor and MHC class II on a mac-
rophage in the absence of an antigen.

Survivin A protein inhibitor of apoptosis which is highly ex-
pressed in most cancers. This protein is associated with che-
motherapy resistance, increased tumor recurrence, and shorter 
patient survival, making antisurvivin therapy an attractive can-
cer treatment strategy.

SVs See Structural variants.

Synapse A specialized electrochemical junction between a 
neuron and another neuron, muscle cell, or gland cell. Chemi-
cal or electrical signals (nerve impulses) are transmitted across 
a synapse.

Synaptic Pertaining to a synapse.

Systemic Usually pertains to a disease condition, occurring 
throughout the body or affecting more than one tissue or or-
gan. Also called syndromic.

Systemic infection An infection in which the pathogen has 
spread to several regions of the body.

Systems biology A methodological approach that evaluates 
information early (1 to 2 weeks) after vaccination using sen-
sitive high- throughput technologies that allow for analysis of 
gene expression patterns and cytokine production in both T 
and B cells as well as in microbes and in particular methodolo-
gies. Such information not only identifi es susceptible microbial 
targets but also has the potential to defi ne new biomarkers of 
protective immune responses.

Tandem affi  nity purifi cation A technique to capture, purify, 
and identify proteins that interact in multiprotein complexes.

Tat An HIV regulatory protein that enhances the effi ciency of 
viral transcription.

T cell A type of lymphocyte that mediates cell- mediated im-
mune responses in the adaptive immune system. Bone marrow- 
derived T cells mature in the thymus, circulate in the blood, 
localize to secondary lymphoid tissues, and are recruited to pe-
ripheral sites of antigen exposure. Functional subsets of CD4+ 
T helper cells and CD8+ cytotoxic T cells express TCRs that 
recognize foreign antigen peptides bound to self- MHC class II 
and self- MHC class I molecules, respectively.

T- cell antigen receptor A clonally expressed antigen receptor 
on CD4+ and CD8+ T cells. A T- cell antigen receptor recog-
nizes complexes of foreign peptides bound to self- MHC class 
I and self- MHC class II molecules on the surface of antigen- 
presenting cells. It is a heterodimer of two disulfi de- linked 
transmembrane polypeptide chains, termed TCRα and TCRβ. 
These chains each contain one N- terminal Ig- like V domain, 

one Ig- like C domain, a hydrophobic transmembrane region, 
and a short cytoplasmic region. Abbreviated TCR.

TCR See T- cell antigen receptor.

T- DNA The segment of a Ti plasmid that is transferred and in-
tegrated into chromosomal sites in the nuclei of plant cells.

Telomere The repetitive DNA sequences at the end of a eu-
karyotic chromosome.

Terminator A sequence of DNA at the 3′ end of a gene that 
stops transcription. Also called transcription terminator.

T helper cells Cells that help B cells to produce antibodies and 
help phagocytes to destroy ingested microbes.

Ti plasmid A large extrachromosomal element that is found 
in strains of Agrobacterium and is responsible for crown gall 
formation.

Tissue plasminogen activator A protein involved in dissolv-
ing blood clots. Abbreviated tPA.

TLRs See Toll- like receptors.

Tolerogenic A classifi cation of an antigen that after recogni-
tion by lymphocytes in the immune system leads to a state of 
immunological tolerance.

Toll- like receptors Receptors belonging to a family of pro-
teins (nine such receptors exist) that play a key role in the 
innate immune system and digestive system. They are single, 
membrane- spanning, noncatalytic receptors that mediate infec-
tion by recognition of different structurally conserved mole-
cules derived from microbes. Abbreviated TLRs.

Toxoid A toxin that has been treated to destroy its toxicity but 
is able to stimulate antibody production.

tPA See Tissue plasminogen activator.

Transcription The process of RNA synthesis that is catalyzed 
by RNA polymerase; it uses a DNA strand as a template.

Transcriptomics The study of the complete repertoire of RNA 
molecules of a cell, tissue, or organism.

Transduction Transfer of DNA, often a coding sequence, to a 
recipient cell by a virus.

Transfection Introduction of foreign nucleic acids into animal 
cells.

Transformation (1) The uptake and establishment of DNA in 
a bacterium, yeast cell, or plant cell in which the introduced 
DNA often changes the phenotype of the recipient organism. 
(2) Conversion, by various means, of animal cells in tissue cul-
ture from controlled to uncontrolled cell growth.

Translation Protein synthesis; the process whereby proteins 
are made on ribosomes.

Translocation Exchange of DNA segments from two different 
chromosomes.

Transposase An enzyme that is encoded by a transposon gene 
and mediates the insertion of the transposon into a new chro-
mosomal site and excision from a site.
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Transposition The movement of a transposon from a site in a 
DNA molecule to a new site catalyzed by transposase.

Transposon A DNA sequence (mobile genetic element) that 
can insert randomly into a chromosome, exit the site, and 
relocate at another chromosomal site. For example, Tn5 is a 
bacterial transposon that carries the genes for resistance to the 
antibiotics neomycin and kanamycin and the genetic infor-
mation for its insertion and excision. Also called transposable 
element.

Treg cells See Regulatory T cells.

Trinucleotide repeat disorders A type of genetic disorder. 
Among these disorders, 14 affect humans and elicit neurolog-
ical dysfunction, i.e., impaired function of the brain that gives 
rise to neurodegenerative disorders. Trinucleotide CGG repeat 
expansions (200 to greater than 1,000 repeats) at a particular 
locus are very common mutations that may inactivate a gene 
at this locus.

Trisomy 18 See Edward syndrome.

Trisomy 21 The fi rst human chromosomal disorder that was 
discovered (in 1959). It is an abnormality that displays an ex-
tra copy (total of 3 copies) of chromosome 21. The genes on all 
three copies of chromosome 21 are normal.

Tuberculosis A human infectious disease caused by Mycobac-
terium tuberculosis. The current vaccine is based on bacillus 
Calmette– Guérin (BCG). Novel vaccines are required to re-
place BCG vaccines to achieve enhanced protection against M. 
tuberculosis infection.

Tumorigenesis The generation of a tumor.

Tumor necrosis factor A protein produced by macrophages 
capable of inducing necrosis (death) of tumor cells.

Tumor suppressor gene A gene encoding a protein that regu-
lates the cell cycle (cell proliferation) and thereby prevents the 
growth of tumors.

Turner syndrome An example of monosomy, a syndrome in 
which a girl is born with only one X chromosome.

Two- hybrid system An assay for identifying pairwise protein– 
protein interactions.

Type III secretion system A bacterial protein secretion system 
that forms a needle- like structure for transport of bacterial 
proteins, including toxins, directly into the host cytoplasm.

Type IV secretion system A bacterial protein secretion system 
that transports proteins or DNA across the bacterial mem-
branes into the external environment or directly into a recip-
ient bacterial or eukaryotic cell.

U5 sequence A unique 18- base sequence found in retrovi-
ruses that is between R and PBS (primer binding site) and is 
complementary to the 3′ end of the tRNA primer.

Ulcerative colitis A form of infl ammatory bowel disease that 
causes swelling, ulcerations, and loss of function of the large 
intestine.

Upstream The stretch of DNA base pairs that lie in the 5′ di-
rection from the site of initiation of transcription. Usually, the 
fi rst transcribed base is designated +1 and the upstream nucle-
otides are indicated with minus signs, e.g., −1 and −10. Also, 
to the 5′ side of a particular gene or sequence of nucleotides. 

Uropathogenic Escherichia coli A pathogenic strain of E. coli 
that causes urinary tract infections.

U3 sequence A sequence found in retroviruses between PPT 
and R, which has a signal that the provirus uses in transcription.

Vaccinia virus vector vaccines Vaccines made with vaccinia 
virus, a large enveloped virus belonging to the poxvirus family 
that was used as a vaccine in the eradication of smallpox. If a 
foreign gene is inserted into the vaccinia virus genome under 
the control of a vaccinia virus promoter, it will be expressed 
independently of host regulatory and enzymatic functions. 
Vaccinia virus infects humans and many other vertebrates 
and invertebrates and make an excellent host to form vector 
vaccines.

Valence The number of antigen- binding sites on an antibody 
that are available for binding to the epitopes on an antigen.

Variable region The antigen- binding region of an antibody 
molecule that varies extensively in its amino acid sequence 
between antibody molecules. This region endows an antibody 
with exquisite specifi city of binding to a particular antigenic 
epitope. Abbreviated V region.

Vascular endothelial growth factor A protein currently be-
ing used (peptide from residues 2 to 169) in combination with 
gemcitabine in a randomized phase II/III clinical trial in pa-
tients with unresectable advanced or recurrent pancreatic can-
cer. Abbreviated VEGFR.

VEGFR See Vascular endothelial growth factor.

Very- long- chain fatty acid A carboxylic acid with an un-
branched aliphatic tail with more than 22 carbons.

Vif Viral infectivity factor, an HIV protein that disrupts the 
antiviral activity of a human cytidine deaminase enzyme that 
mutates viral nucleic acids.

Viral matrix Structural proteins produced by some viruses 
that connect the viral membrane to the nucleocapsid.

vir genes A set of genes on a Ti plasmid that prepare the 
T- DNA segment for transfer into a plant cell.

Virion (1) The infective form of a virus. (2) A complete virus 
particle.

Virulence The degree of pathogenicity (ability to cause dis-
ease) of an organism.

Virulence factor A molecule produced by a pathogen that 
contributes to its ability to cause disease.

Vpr Viral protein R; a 96- amino- acid HIV protein that is 
involved in regulating nuclear import of the HIV- 1 pre- 
integration complex.
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Vpu Viral protein unique; an HIV protein involved in viral 
budding, thereby enhancing virion release from the cell.

V region See Variable region.

WHO See World Health Organization.

World Health Organization The directing and coordinating 
authority for health within the United Nations system. It is 
responsible for providing leadership on global health matters, 
shaping the health research agenda, setting norms and stan-
dards, articulating evidence- based policy options, providing 
technical support to countries, and monitoring and assessing 
health trends. Abbreviated WHO.

XenoMouse A transgenic mouse strain that has been engi-
neered to produce human rather than murine antibodies.

X linked Linked to mutations in genes on the X chromosome. 
The X- linked alleles can also be dominant or recessive. These 

alleles are expressed in both men and women but more so in 
men, as they carry only one copy of the X chromosome (XY), 
whereas women carry two (XX). About half of the genetic 
changes that cause SCID disorders affect only male children.

X- linked agammaglobulinemia The most common clini-
cal disorder caused by a block in B- cell maturation. Precur-
sor B cells in the bone marrow do not mature beyond this 
stage, causing a relative absence of mature B cells and serum 
immunoglobulins.

Yeast artifi cial chromosome A vector used to clone DNA 
fragments larger than 100 kilobase pairs and up to 3,000 ki-
lobase pairs.

Y linked In terms of inheritance, affecting only males. Disease- 
affected males always have an affected father, and all sons of 
an affected man have the disease.
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Anthrax

antibodies against, 493–494
virulence plasmids and, 289

Antibiotic(s), see also specifi c antibiotics
for bacterial infections, 290–293
cell targets of, 290–292
genetic engineering of, 409–411
resistance to, see Antibiotic resistance

Antibiotic resistance, 285, 287–289
in chloroplasts, 404–405
engineered bacteriophages and, 

477–478
gene transfer for, 289
in Helicobacter pylori, 657
mechanisms of, 292–293

RNA signatures of, 457–459
in vaccine production, 639

Antibody(ies), see also Immunoglobulin(s)
applications of, 119–122
catalytic, 495–496
chimeric, 480–482
clonal selection of, 83–88
complementarity- determining regions 

of, 488–490
diversity of, 118
fragments of, 484–488
full- length, libraries of, 489–490
functions of, 73, 82–83, 479
for genomic library screening, 23
half- life enhancement for, 496–497
herpes simplex virus, 603
HIV, 251
humanized, 120, 480–482
hypersensitivity reactions due to, 

236–238
malaria, 614
monoclonal, see Monoclonal antibodies
patenting of, 682
polyclonal, 119–120
production of, in plants, 411–412
in protein microarray analysis, 56–58
recombinant, 120
Staphylococcus aureus, 268
structures of, 479
types of, 119–122
for virulence factor detection, 280–283

Antibody- dependent cell- mediated cyto-
toxicity, 118, 613–614

Antidotes, for aptamers, 528
Antigen(s)

capture of, 109–114
for edible vaccines, 413–417
immunogenic, 208
in protein microarray analysis, 56–57
self- , see Self- antigens
tolerogenic, 208
tumor, 222–229
for virulence factor detection, 280–283

Antigen loss variants, 229
Antigen recognition cells, 93, 95, 103–

104
Antigen–antibody complexes, hypersensi-

tivity reactions due to, 236–238
Antigene oligonucleotides, 522
Antigenic drift, 316
Antigenic shift, 316
Antigenic variation

in bacteria, 260–261
in infl uenza virus, 298

Antigenomic RNA, 307
Antigen- presenting cells, 91, 96, 109–114
Antigen- primed lymphocytes, 208
Antigen- specifi c immunotherapy, for auto-

immune disease, 619
Antihistamines, for immediate hypersensi-

tivity reactions, 235
Antisense RNA, 522–524
Antisera, 120
Antiserum, 424

Antithrombin, from milk of transgenic 
animals, 674–675

Antitrypsin, production of, 675
Antiviral drugs, for viral infections, 

320–323
AOX1 gene, in Pichia pastoris system, 

360–361
APC gene, in colorectal cancer, 452–454
APOE gene, in Alzheimer disease, 

183–185
Apolipoprotein B, for nucleic acid deliv-

ery, 562
Apoptin, for cancer, 576
Apoptosis

activation- induced, 216–218
in cancer treatment, 573–574
defects of, 217
imbalance of, in breast cancer, 178
inhibitors of, 372
in tolerance, 210–211
in viral replication, 302

Aptamers, 522, 525–528, 566–567
Arachidonic acid metabolites, in immedi-

ate hypersensitivity, 233
aro genes, Salmonella, 638
Array comparative genomic hybridization, 

for chromosomal abnormalities, 
148–151

Array painting, for translocation break-
points, 152–155

Arthus reaction, 238
Artifi cial chromosomes, 9, 148–149, 152

yeast, 356–357, 402, 483–484
Arxula adeninivorans, expression systems 

for, 361
AS03 vaccine adjuvant, 661–662
AS04 vaccine adjuvant, 660, 663
Aspartase, for acetate reduction, 351
Aspergillus nidulans, in transient gene 

expression, 408
Asthma, 234–235
Atopy, 230–236
ATP

in anergy, 214
defi ciency of, in mitochondrial disor-

ders, 193
ATP sulfurylase, in pyrosequencing, 34
Attachment, in viral infections, 295–300
Attachment sequence, in cloning, 19–21
Attenuated replication competent herpes 

simplex virus, 556–557
Attenuated vaccine(s), 597–598, 634–645

cholera, 634–637
dengue virus, 643–645
infl uenza virus, 640–643
Leishmania, 639
poliovirus, 639–640
Salmonella, 637–638

Auristatin E, 493
Autism, Clostridium bolteae infections 

and, 654–655
Autographa californica multiple nuclear 

polyhedrosis virus–insect cell 
expression systems, 362–367
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Autoimmune diseases, 218–224
adjuvants causing, 662–663
defi nition of, 207
diabetes type 1, 185–186
ELISA for, 429–430
genetic control of, 218–221
infections and, 221–224
T- cell- mediated, 239–240
vaccines for, 618–620

Autoimmune lymphoproliferative syn-
drome, 217–218

Autoimmune polyendocrine syndrome, 
210–211

Autoimmune regulator (AIRE) protein, 
210

Autoimmunity, defi nition of, 207
Autoinducers, 270
Automation, PCR, 33
Autosomal dominant diseases, 164–166
Autosomal recessive diseases, 164–166
Autosomal severe combined immunodefi -

ciency, 243
Autosomes, 139
Auxins, 397
Auxotrophic strains, of Saccharomyces 

cerevisiae, 356
Avidity, 82
Axons, 580

B
B cells (lymphocyte)

antigen presentation to, 96
antigen receptor for, 85
defi ciency of, 242–245, 571–572
deletion of, 216–218
depletion of, for hypersensitivity reac-

tions, 238
functions of, 73, 93–95
in immunoglobulin synthesis, 82
recirculation of, 101–103
response of, to vaccines, 599

B cells (pancreatic), destruction of, 
186–190

B1 peptide, of Vibrio cholerae, 605
Bacillus anthracis

antibodies against, 493–494
virulence plasmids of, 289

Bacillus cereus, gene transfer in, 289
Bacillus subtilis

acetolactate synthase gene of, 350–
351

in cloning, 14–15
protein secretion from, 346
quorum sensing systems of, 271

Bacmids, 365–367
Bacteria, see also Bacterial infections; 

specifi c bacteria
as antigen delivery systems, 655–659
cloning vectors for, 9–12
colonization of, 258
evolution of, 285, 287–289
minicells of, 564–565
vaccines for, 651–655

Bacterial artifi cial chromosomes, 152

Bacterial infections, 258–293
dissemination in, 261–266
evasion of host defenses in, 266–272
host cell attachment by, 258–261
invasion in, 261–266
noninvasive organisms in, 261–262
organism evolution in, 285, 287–289
systemic, 265
tissue damage in, 272, 274–279
treatment of, 290–293
virulence factors in, 258, 279–285

Bacteriocidal agents, 292
Bacteriocins, 347–349
Bacteriophage(s)

gene transfer with, 287–289
genetic engineering of, 477–478
lytic protein of, 409
in molecular cloning, 4
superantigen genes on, 279
viruses infecting, 293–294

Bacteriophage λ, 19–20
in antibody production, 490
as cloning vector, 19–21
promoters from, 331

Bacteriophage M13
in antibody production, 489
oligonucleotide- directed mutagenesis 

with, 374–377
single- stranded form of, 375

Bacteriophage T4, DNA ligase of, 
376–377, 379

Bacteriophage T7, promoters from, 
331–333

Bacteriostatic agents, 292
Bacteroides fragilis, in glycosidase produc-

tion, 507
Baculovirus(es), linearized genome of, 365
Baculovirus–insect cell expression systems, 

362–367
mammalian glycosylation in, 367
multiprotein complexes produced in, 

367
promoters in, 363
proteins produced in, 363
target gene integration in, 365–367
vectors for, 363–365
yield improvement in, 365

“Bait,” in protein–protein interaction, 60
Baltimore, David, 136
Baltimore classifi cation, of viruses, 295
Banana, edible vaccine antigens in, 

414–416
Band Xp21.2, 140
Bardet–Biedl syndrome, 577
Basal ganglia, 581
Base- pairing, intramolecular, 313
Basophils, functions of, 90–91
BBS4 gene, 577
BCG vaccine, 632–634, 651–654
BCL11A transcription factor, in sickle- cell 

disease, 167–168
Beadle, George, 137
Becker muscular dystrophy, 579
Benacerraf, Baruj, 105

Betaine, for protein folding, 354
Beta- lactamase, in antibiotic resistance, 

292–293
Bicistronic vectors, 370
Bifi dobacterium longum, for nucleic acid 

delivery, 563
Bill and Melinda Gates Foundation, vac-

cine program of, 414
Binary vector systems, 399–400
Biofi lm formation, 499–502

on bacteria, 269–272
intracellular, 270–272

Bioinformatics, 152
defi nition of, 44
molecular databases, 44–45

Biolistic delivery system
for gene transfer, 401–402
for vaccines, 625, 629

Biologics, 673
Biomarkers, 51

immunological techniques for, 424–437
metabolites as, 63
microarray analysis for, 432–435

Biopsy, for molecular diagnostics, 423
Bioreactor(s)

mammalian cell expression in, 372–374
optimizing oxygen concentration in, 

349
Biosynthetic genes, Salmonella, 638
Biotin–avidin detection system, 123–124
BiP protein, 359
Biparental conjugation, 16
Birch pollen allergens, 621–622
Bispecifi c diabodies, 486
bla gene, in cloning, 12
Bladder infections, Escherichia coli in, 

259–260
Blastomeres, in gene therapy, 520
Blood group antigens

glycosidase alterations in, 505–507
for typing, 424

Blood transfusions
for sickle- cell disease, 167
for thalassemia, 167

Blunt ends, in restriction endonucleases, 6
Bone marrow precursor cells, 88–91
Bone marrow transplantation

for adrenoleukodystrophy, 586
for immunodefi ciencies, 244–245

Booster vaccines, 631, 633–634, 660
Bovine papillomavirus, as vector, 368–369
Boyer, Herbert, 3–4, 330, 684
BRAF gene, in cancer, 446–447
BRCA1 and BRCA2 genes, 178–182, 

681–682
Breakpoints, translocation, 153–154, 158
Breast cancer, 178–182

antibodies for, 491–492
diagnosis of, 182
drug for, FDA approval of, 672
genetic factors in, 178–181, 457
pathophysiology of, 178
prevalence of, 181
vaccines for, 632



718 I N D E X

BRIP1 gene, in breast cancer, 180
Broad- host- range plasmids, 9
5- Bromo- 4- chloro- 3- indolyl- β- d- 

galactopyranoside (X- Gal), 367
in herpes simplex virus replication, 

557–559
in plasmid transformation, 14

Bsu36I, in baculovirus–insect cell expres-
sion system, 364–365

BTK gene, in agammaglobulinemia, 244
Budding

of baculovirus, 362
in viral release, 313–314

Burnet, Sir Macfarlane, 84–85
Bystander effect, 570

C
C terminus, of merozoites, 614
CA125, in ovarian cancer, 428–429
CAG trinucleotide repeats, in Huntington 

disease, 173–174
Calcitonin precursor, secretion of, 346
Callus cultures, gene transfer into, 402
Calmodulin- dependent adenylate cyclase, 

493–494
Canada

genetic testing regulation in, 676
new drug regulations of, 672
patenting in, 679–680

Cancer, see also specifi c locations and 
types

antibodies against, 491–492
antisense RNA agents for, 524
clinical trials for, microarray analysis 

for, 434–435
DNAzymes for, 530
ELISA for, 428–429
epigenetic biomarkers in, 453–454
gene therapy for, 573–576
in herpes simplex virus infections, 

602–603
in HIV infection, 251
immune response in, 73
immunotoxins for, 488
miRNAs (microRNAs) in, 460–461
next- generation sequencing for, 

157–158
nucleic acid delivery to, 564–565
oncogenic viruses in, 315
PCR for, 446–447
phenotypes of, 162–163
prodrug activation therapy for, 

569–571
susceptibility to, 175
vaccines for, 616–618, 623–625, 629, 

631–632
viruses causing, 317–320

Canola, genetically modifi ed, 400
cap gene, adeno- associated virus, 546–549
Cap snatching, in viral replication, 307
Capping, in DNA synthesis, 35–36
Capsids

bacterial, 287–289
viral, 294

Capsomers, 312–313

Capsular polysaccharide, Clostridium 
bolteae, 655

Capsules, of bacteria, 258, 268–269
Carborundum, for transient gene transfer, 

406
Carboxymethycelluose, in vaccines, 623
Carcinoembryonic antigen, 623–624
Cardiovascular disease, 175, 191–193
Carrying capacity, of vectors, 543–545
CASP8 gene, in breast cancer, 181
Cassette, expression, 365
Cat allergy, immunotherapy for, 621
Catalytic antibodies, 495–496
Cationic liposomes, for vaccine delivery, 

630
CD (cluster of differentiation), of lympho-

cytes, 92
CD25 molecule (IL- 2Rα), in diabetes, 

189–190
CD28, in anergy, 211–214
CD80, in anergy, 211–214
CD86, in anergy, 211–214
CD95 (Fas protein), 217
CDKAL1gene polymorphisms, 163
CDKN2 genes, 162–163, 192
cDNA, see Complementary DNA
CDRs, see Complementarity- determining 

regions (CDRs)
Cell death, activation- induced, 216–218
Cell division, errors in, 145–146
Cell growth, decrease of, in metabolic 

load, 342
Cell membrane

fusion of, in viral infections, 297–298
of gammaretrovirus, 536

Cell wall, synthesis of, as antibiotic target, 
290–291

Cell- mediated immunity, 82–83, 88–97
antigen- presenting cells, 9, 96, 109–114
bone marrow precursor cells, 88–91
effector cells, 97
lymphocytes, 92–96, see also B cells; 

Lymphocytes; T cells
Cellular immune response, to malaria 

vaccine, 614
Center for Drug Evaluation and Research 

(FDA), 672–674
Central tolerance, 208–211
Centromeres, 140, 357
Cephalosporins

production of, 385
resistance to, 292–293

Cerebral cortex
atrophy of, in Alzheimer disease, 185
degeneration of, in Alzheimer disease, 

583
Cerebral palsy, vs. mitochondrial disor-

ders, 200–201
Cerebrovascular disease, 191–193
Cervical cancer, vaccines for, 318, 

609–611, 632
CFTR gene mutations, in cystic fi brosis, 

169–170
CGG trinucleotide repeat disorders, frag-

ile X syndrome, 171–173

Chain, Ernest, 290
Chain terminators, reversible, in DNA 

sequencing, 35–36
Chain- terminating inhibitors, in PCR, 30
Chaperones

for bacteria, 259
for inclusion body control, 336, 338
for protein folding, 259, 353–354, 

358–359
Chaperone–usher system, 259
Chargaff, Erwin, 137
CHEK2 gene, in breast cancer, 179–180
Chemoheterotrophs, 272
Chemokines

as adjuvants, 628–629
in lymphoid organs, 100–101

Chemotherapy
cancer vaccine with, 617
gene therapy with, 573–576
immunodefi ciency in, 245

Chimeric proteins, 383–384
Chinese hamster ovary (CHO) cells, 

372–373
for antibody production, 482
for herpes simplex virus expression, 

603
Chlamydia trachomatis, immunoassays 

for, 431
Chloride channels, defects of, in cystic 

fi brosis, 169–170
Chloroplast(s), gene transfer into, 

402–405, 409–411, 417
Cholera, see also Vibrio cholerae

attenuated vaccine for, 634–647
edible vaccine for, 414–416
subunit vaccine for, 604–605
vector vaccine for, 656

Cholesterol
elevated, in cardiovascular disease, 

191–193
for nucleic acid delivery, 561–562

Cholesterol levels, variants affecting, 
161–162

Cholinergic neurons, atrophy of, 584–585
Chondroitin sulfate, dendrimer binding 

to, 565
Chromatin, 138
Chromatin conformation capture on chip 

(4C) method, 155
Chromatography, for metabolomics, 

65–66
Chromomycin A3, for chromosome anal-

ysis, 156
Chromoplasts, 405
Chromosome(s)

abnormalities of, 135–164
numerical abnormalities in, 140–142
sex, 143
structural, 143–146
terminology of, 135, 138–140

artifi cial, 9, 148–149, 152
deletions, see Deletions
discovery of, 137
DNA integration into, 343–346, 

536–537
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homologous, 138–139
numbers of

abnormal, 140–142
normal, 138–139

structure of, 140
yeast, for gene transfer, 402
yeast artifi cial, 356–357, 402, 483–484

Chromosome painting, 146–147
reverse, 153

Chymotrypsin defi ciency, in cystic fi brosis, 
170

Ciprofl oxacin, bacterial sensitivity to, 
459

ClaI restriction enzyme, for vaccine pro-
duction, 636

Clathrin- coated vesicles
adeno- associated virus, 547–548
in viral entry, 298–299

Clinical trials
costs of, 685
for DNA vaccines, 631
microarray analysis for, 434–435
regulation of, 672

Clonal selection, in adaptive immunity, 
83–88

Clone banks, 21–24
Cloning

molecular, see Molecular cloning
shotgun, 38–41

Cloning hosts, 12
Cloning vectors(s)

for eukaryotic proteins, 15, 17–19
plasmid, 9–12

Clostridium bolteae infections, autism 
and, 654–655

Clostridium botulinum, pathogenicity 
islands of, 289

Clostridium perfringens, invasins of, 263
Clostridium septicum, penicillin for, 290
Clostridium tetani

neurotoxins of, 278
vector vaccine for, 656–657

Clotting factors, defi ciencies of, hemo-
philia in, 168

Cluster of differentiation (CD), of lym-
phocytes, 92

Coagulase, Staphylococcus aureus, 268
Cochaperonins, 336, 338
Codon(s)

Escherichia coli, 335–336
of humans, 335
in metabolic load, 343
mRNA, 334–336, 376
optimization of, 336

Codon- optimized sequences, 628
Cohen, Stanley, 3–4, 330, 684
Cohn, Z. A., 115
Coinheritance, in polygenic disorders, 177
Cointegrate vector system, 399–400
Coleoptiles, gene transfer into, 402
Colicin Ia, 488
Collagen, extracellular matrix binding to, 

260
Collagenase, 263
Colonization, of bacteria, 258

Colorectal cancer
APC gene in, 452–454
microarray analysis for, 435

Colostrum, 83
Combination vaccines, cholera, 605
Combinatorial cDNA libraries, 488–490
Common- disease variant hypothesis, 159, 

161–163
Comparative genomic hybridization, 143, 

148–151
Comparative genomic methods, for viru-

lence factor detection, 280
Competence, Escherichia coli, 12
Complement

activation of, 118
in autoimmune diseases, 221

Complement factor H, 162
Complementarity- determining regions 

(CDRs), of antibodies, 117–118, 
480–482, 488–490

Complementary DNA, 17–18
for DNA microarray analysis, 46–47
in genomic libraries, 21–23
of interferons, 466–469
in mutagenesis, 374
in RNA sequencing, 49
sequences of, patenting of, 681–682

Complementary RNA, 307
Concatemers, in herpes simplex gene 

delivery, 559
Cones, of retina, 576
Conformation- specifi c disorders, of pro-

teins, immunoassays for, 435–437
Congenital heart disease, 191–193
Conifers, gene transfer into, 402
Conjugation

in cloning, 15–16
in gene transfer, 289

Constant regions, of antibodies, 114–117
Contigs, in libraries, 40–41
Copy number polymorphisms, 148
Copy number variants, 136, 146, 152
Coronary artery disease, 191–193
Coronavirus

pathogenicity of, 315–316
vaccine for, 605–607

Corticosteroids, for hypersensitivity reac-
tions, 235, 238, 240

Corynebacterium diphtheriae
gene transfer in, 287
toxin of, 273–274

Costimulator molecules, 211–214, 629
Cowden syndrome, cancer in, 180–181
Coxsackieviruses, autoimmune disease 

and, 222
Cre–loxP “insertion–removal” system, for 

selectable marker genes, 345–346
Creutzfeldt–Jakob disease, from growth 

hormone therapy, 472
Crick, Francis, 4, 136, 137
Crohn disease

GWAS for, 160–161, 163
interleukin- 10 for, 507–510

Cross- presentation, of antigens, 114
Crown gall tumors, 396–400

Crystallizable fragment (Fc), 118–119
C- terminal transmembrane- binding do-

main, of herpes simplex virus, 603
CTLA4 gene, in diabetes, 188–190
CTLs (cytotoxic T lymphocytes), 93–94, 

225–227, 599, 602
Cuban 638 cholera vaccine, 637
Cutaneous lymphoid system, 99
CVD 103 HgR vaccine, 636–637
Cyanovirin N, for HIV infection, 511–512
Cycle sequencing, DNA, 33
Cyclic adenosine monophosphate, in toxin 

activity, 276–277
Cyclin- dependent kinase inhibitors

in breast cancer, 180
in cardiovascular disease, 192
in type 2 diabetes, 162

Cyclosporine, for T- cell- mediated reac-
tions, 240

CYD- TDV dengue vaccine, 644–645
Cystic fi brosis, 169–170

biofi lms in, 270
DNA hybridization for, 439
DNase I for, 498
Pseudomonas aeruginosa infections 

and, 499
Cytochrome P450, detection and identifi -

cation of, 450–451
Cytogenetics, 140, 156
Cytokines

as adjuvants, 628–629
assays for, 664
defects in, immunodefi ciency in, 

242–245
functions of, 81, 473
in immediate hypersensitivity reactions, 

232–233
in Mycobacterium tuberculosis infec-

tions, 268
in superantigen reactions, 279
in T- cell- mediated reactions, 239–240

Cytokinins, in crown gall disease, 397
Cytolysin, Listeria monocytogenes, 654
Cytomegalovirus infections

antisense oligonucleotides for, 524
α1- antitrypsin for, 504–505
ribozymes for, 529

Cytomegalovirus promoter, 372–373, 
628–629

Cytometry
fl ow, 126–128
mass, 128–129

Cytosine, derivatization of, 452–454
Cytosine–phosphate–guanine, as adjuvant, 

628
Cytotoxic T lymphocyte(s), 93–94, 

225–227, 599, 602
Cytotoxic T- lymphocyte antigen 4, in 

anergy, 212–214
Cytotoxicity, antibody- dependent cell- 

mediated, 118

D
Dalcetrapib, for cardiovascular disease, 

191–192
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dam gene, in Salmonella vaccine produc-
tion, 638

Damage- associated molecular patterns, 
76–77

Database of Genomic Variants, 136
Databases

for gel electrophoresis results, 53
genomic, 44–45

dATP (deoxyadenosine triphosphate), 32
dCTP (deoxycytidine triphosphate), 32
ddATP (dideoxyadenosine triphosphate), 

33
Death receptor, 217
DEC- 205, in vaccine, 623–624
Deletions

in chromosomes, 144
detection of, 147, 157–159
10q22, 154

Dementia, Alzheimer, 183–185, 583–585
Denaturation, in PCR, 27
Dendrimers, 565
Dendrites, 580
Dendritic cell(s), 80–81

functions of, 90–91, 96, 111–115
HIV infection of, 248–251
in tumor rejections, 226–227
vaccine administration to, 625–626

Dendritic cell vaccines, 622–625
Dendritic cell- targeting antibodies, as 

adjuvants, 629
Dengue virus, vaccines for, 599–600, 

643–645
Deoxyadenosine α- thiotriphosphate, in 

pyrosequencing, 34
Deoxyadenosine triphosphate (dATP), 32
Deoxycytidine triphosphate (dCTP), 32
Deoxyguanosine triphosphate (dGTP), 32
Deoxyribonuclease I (DNase I)

for DNA shuffl ing, 384
production of, 498

Deoxyribose nucleic acid, see DNA
Deoxyribosylthymine triphosphate 

(dTTP), 32
Deoxythymidine, in aptamer production, 

526
Dependovirus, 546
Desensitization, for immediate hypersensi-

tivity reactions, 235–236
dGTP (deoxyguanosine triphosphate), 32
Diabetes

type 1, 185–190, 220–221
genetic factors in, 186, 188–190
infections and, 221–224
pathophysiology of, 185–187
vaccines for, 619–620

type 2, GWAS for, 162–163
types of, 185

Diabodies, 486
Dicer enzyme, 532–533
Dideoxyadenosine triphosphate (ddATP), 

33
Dideoxynucleotide procedure (Sanger), 

30–33
DiGeorge syndrome, 244

Dihydrofolate reductase–methotrexate 
system, 370, 372

Dihydrofolate reductase–thymidylate 
synthase, of Leishmania, 639

Dimeric proteins, 370
Dimerization, of growth hormone, 472
Dimorphic yeasts, 361
Diphtheria, vaccines for, 594
Diploidy, 139
Direct injection, of DNA or RNA, 561
Directed mutagenesis, 374–386

DNA shuffl ing in, 374–376
error- prone PCR in, 379–381
examples of, 384–386
oligonucleotide- directed

with M13 DNA, 373–377
PCR- amplifi ed, 377
with plasmid DNA, 377–378

overview of, 384
random, 381–382

Disaggregating chaperones, 353
Dissemination, of bacteria, 261–266
Disulfi de bonds

formation of, 353–354
Saccharomyces cerevisiae, 357–359
stabilization of, 485–486

Disulfi de isomerase, 358–359
DJ1 gene, in Parkinson disease, 197–200
DNA

of ancient viruses, 294
aptamers of, 522, 525–528, 566–567
in chloroplasts, 403–405
circular, 377, see also Plasmid(s)
cloning of, see Molecular cloning
complementary, see Complementary 

DNA
direct injection of, 561
discovery of, 4
double- stranded, 17–19
integration into chromosomes, 343, 

345–346
junk, 137–138
length of, 161
methylation of, 148, 451–454, 638
mitochondrial, 194
recombinant, 137
repair of, 180, 573–574
sequences of, patenting of, 681–682
shuffl ing of, 383–384
structure of, 4, 137
therapeutic agents targeted to, 522–535
transfer, 267, 396–400
zinc fi nger binding to, 534–535

DNA Data Bank of Japan, 44
DNA diagnostic systems, 437–457, see 

also Polymerase chain reaction 
(PCR)

for epigenetic markers, 451–454
hybridization for, 437–439
mass spectrometry, 454–457
for multiple disease- associated muta-

tions, 450–451
oligonucleotide ligation assay, 439–441
padlock probes in, 441–442

for single- nucleotide polymorphisms, 
439–442, 454–457

DNA gyrase, as antibiotic target, 290–
291

DNA ligase
in oligonucleotide- directed mutagenesis, 

381–382
in random insertion/deletion mutagene-

sis, 381–382
DNA methylation, 148, 638
DNA microarray analysis, see Microarray 

analysis
DNA polymerase(s)

adeno- associated virus, 547
in DNA shuffl ing, 383–384
in double- stranded- DNA formation, 

18–19
in error- prone PCR, 382
in random insertion/deletion mutagene-

sis, 381–382
in viral replication, 303

DNA probe(s)
for DNA microarray technology, 46–47
hybridization, 437–440
for oligonucleotide ligation assay, 

440–441
padlock, 441–442
TaqMan, 445–447

DNA sequencing, 28–38
automated, 33
dideoxynucleotide procedure (Sanger) 

for, 30–33
high- throughput, 41–42
large- scale, 38–41
vs. ligation, 36–38
pyrosequencing method for, 33–34
reversible chain terminators in, 35–36
shotgun cloning strategy for, 38–41

DNA vaccine(s), 625–634
adjuvants for, 628–629
advantages and disadvantages of, 

626–627
cancer, 631–632
clinical trials of, 631–634
delivery of, 625–626
improving effi cacy of, 627–634
mechanisms of action of, 625–626
plasmid design for, 627–628
prime–boost regimens for, 627, 631
route of administration for, 629–630
tuberculosis, 632–634

DNA viruses, replication of, 301–304
DNA- binding domain, in protein–protein 

interaction, 60–61
DnaK chaperone, 354
DNase I

in direct mutagenesis, 384
in interferon production, 469
production of, 498

DNAzymes, 530
Doherty, Peter, 105
Dopamine defi ciency, in Parkinson dis-

ease, 581–584
Double- cassette vectors, 370
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Doubly deleted strain, of Salmonella, 
637–638

Down syndrome (trisomy 21), 140–142
Drug(s), see Pharmaceutical(s)
Drug effl ux pumps, 293
Dsb proteins, for disulfi de bond forma-

tion, 354
dTTP (deoxyribosylthymine triphos-

phate), 32
Duchenne muscular dystrophy, 166, 

578–580
Duplications

in chromosomes, 144
detection of, 147, 157–158

Dystrophin gene, 578–580

E
E1 gene, adenovirus, 552–553, 574–575
E3 gene, adenovirus, 553
E3 ubiquitin–protein ligase, in breast 

cancer, 179
Early genes, in viral replication, 301–303
Early- onset Alzheimer disease, 183–185
Early- onset Parkinson disease, 198
EB12 gene, in diabetes, 190
Economic issues

in clinical trials, 470
in genome sequencing, 38
in molecular biotechnology, 684–687

EcoRI restriction endonuclease, 4
Edema, in immediate hypersensitivity, 

235
Edema factor, 493–494
Edible vaccines, 412–417
Edward syndrome (trisomy 18), 141–142
Effector cells, 93–97, 102
Effector proteins, 264–265, 272
Elaioplasts, 405
Electrophoresis

gel, 51–53, 55
for vaccine delivery, 629

Electrospray ionization, mass spectrome-
try with, for proteomics, 53–56

ELISA, see Enzyme- linked immunosorbent 
assay (ELISA)

ELISPOT, see Enzyme- linked immunospot 
assay (ELISPOT)

Elizabethkingia meningoseptica, in gly-
cosidase production, 506

Embryonic stem cells, for antibody pro-
duction, 484

Emulsion PCR, 42
ENCODE (Encyclopedia of DNA Ele-

ments), 137–138
Endocytosis

toxin- induced, 273–274
of viruses, 298–299

Endomembranes, in viral assembly, 311
Endonucleases

in cloning, 18–19
restriction, 3–23, 381–382
in viral infections, 320

Endoplasmic reticulum, protein folding in, 
314, 358

Endosomes
anthrax toxins in, 493–494
of viruses, 299

Endothelial cells, receptors on, 80–81
Endotoxin (lipid A), 274
Energy, defi ciency of, in mitochondrial 

disorders, 193–194
Ensembl Variant Effect Predictor, 152
Enterobactin, 272, 273
Enterohemorrhagic Escherichia coli

pathogenicity islands of, 289
toxins of, 278

Enterokinase, 339
Enterotoxin, Vibrio cholerae, 604–605
Enterotoxins, bacterial, 276–278
Entry clones, 20–21
env gene

of gammaretrovirus, 536–541
of lentiviruses, 543–544

Enveloped viruses, 294–295, 297–298
Environmental factors

in autoimmune disease, 218–224
in breast cancer, 182
in cardiovascular disease, 191
in diabetes, 186
in hypersensitivity reactions, 239–240
in mitochondrial disorders, 194
in polygenic disorders, 175

Enzyme(s), see also specifi c enzymes
alterations of, see Directed mutagenesis
cofactors of, alteration of, 274
genomic libraries for, screening of, 

21–23
for mitochondrial disorders, 475–476
reactivity of, alteration of, 274
restriction endonucleases, 3–23, 381–382
therapeutic, 497–502

Enzyme- linked immunosorbent assay 
(ELISA), 123–125

indirect, 425–426, 429–430
for infections, 430–432
for protein biomarkers, 424–432
sandwich, 425–429
types of, 424–430

Enzyme- linked immunospot assay 
(ELISPOT), 125–126

Eosinophils
functions of, 90–91
in immediate hypersensitivity, 233, 235

Epidermal growth factor
metabolic load due to, 343
secretion of, 346

Epidermal growth factor receptor, 
623–624

Epigenetic markers, 451–454
Epinephrine, for immediate hypersensitiv-

ity reactions, 235
Episomal vectors, 356
Episomes, in viral infections, 317
Epithelial cells

herpes simplex virus in, 317
receptors on, 80–81

Epithelium, bacterial penetration of, 
265–266

Epitope(s)
of antibodies, 82
in ELISA, 427

Epitope spreading, 240
Epstein–Barr virus

infections of, hypersensitivity reactions 
in, 237

latent infections of, 317
in mammalian cell expression, 373
monoclonal antibodies against, 488

Epstein–Barr virus- induced gene 2, in 
diabetes, 190

Equine infl uenza virus, 650
Error- prone PCR, 379–381
Erythropoietin, production of, 374
Escherichia coli

bacteriophage of, 19–21
in baculovirus–insect cell expression 

system, 365–367
in biofi lms, 270
chromosomal integration of, 343–346
in cloning, 12
cloning vectors for, 9–12
codons of, 335–337
competence of, 12
DNA hybridization for, 439
edible vaccine for, 416–417
enterohemorrhagic, 278, 289
functional antibody production in, 

488–490
in fusion protein production, 338–341
gene transfer in, 288
in genomic library creation, 23
interferon polypeptide synthesis in, 467, 

488–490
in leptin production, 510–511
LexA protein of, 477–478
lipopolysaccharide of, 658
marker gene of, 641
metabolic load in, 341–343
for nucleic acid delivery, 563–564
oligonucleotides of, directed mutagene-

sis of, 385–386
overcoming oxygen limitation, 349–350
in pioneering recombinant DNA re-

search, 330
promoters of, 331–333
protein folding in, 352–354
protein secretion and, 346–349
protein stability and, 336, 338
reducing acetate levels and, 350–352
sequencing of, 38
in shuttle vector, 653
siderophores of, 272–273
transitional regulation and, 334
uropathogenic, 259–260, 270–272
vaccines for, 280
in XTEN protein production, 476

Ethnic factors, in allele variability, 162
Ethylene, in crown gall disease, 400
Etiological agents, detection of, 423
Euchromatin, 138
Eukaryote(s), see also Animal(s); Plant(s)

proteins of
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Eukaryote(s) (continued)
cloning DNA sequences for, 15, 

17–19
heterologous production of, 354–374

Eukaryotic initiation factor 2a, 649
European Molecular Biology Lab Nucleo-

tide Sequence Database, 44
European Union, patenting in, 679–680
Evacetrapib, for cardiovascular disease, 

191–192
Evolution

of bacteria, 285, 287–289
directed, see Directed mutagenesis

Excisionase, in cloning, 19–21
Exome sequencing, for polygenic disor-

ders, 176
Exostosis, in viral release, 313–314
Exotoxins, 275–276, 279

anthrax, 493–494
bacterial, 274–276

Expansion, of lymphocyte population, 
87–88

Expressed sequence tags, 48–49
Expression cassette, 365
Expression vectors, 331

antisense RNA, 522–524
baculovirus, 363–365
design of, 368–370
for mammalian cell expression, 

368–370
Pichia pastoris, 360–361
Saccharomyces cerevisiae, 356–359

Extension, in PCR, 27
Extracellular matrix, bacterial binding to, 

260
Extracellular proteins, Mycobacterium 

tuberculosis, 652
Eye disorders, gene therapy for, 576–578
Ezetimibe, for cardiovascular disease, 

191–192

F
Fab fragments, 116–118

for anthrax toxins, 493–494
directed to cells, 566
engineering of, 484–485

Factor VIII defi ciency, hemophilia in, 168
Factor IX

defi ciency of, hemophilia in, 168
from milk of transgenic animals, 675

Factor X, for fusion protein purifi cation, 
339, 346

Familial adenomatous polyposis, 452–454
Familial hypercholesterolemia, 164, 166
Fas protein and Fas ligand

in autoimmune diseases, 221
in self- tolerance, 217

Fc fragments, 118–119
in antibody production, 486
engineering of, 484–485
for enhancing half- life, 496–497

Fcε receptor, in immediate hypersensitiv-
ity, 233

FDA regulations, see Food and Drug Ad-
ministration (FDA) regulations

Federal Food Drug and Cosmetic Act, 
672

Fetal hemoglobin, for sickle- cell disease, 
167–168

Fiber- FISH (fl uorescence in situ hybridiza-
tion), 147

Fibrinogen, extracellular matrix binding 
to, 260

Fibroblast growth factor receptor 2, 162
Fibronectin, extracellular matrix binding 

to, 260
Fimbriae, of bacteria, 259
Fine mapping, of translocation break-

points, 158–159
Fingerprinting, peptide, 53
FISH (fl uorescence in situ hybridization), 

146–149
Flagellin, immunogenicity and, 656
Flavobacterium, alginate lyase of, 

499–500
Flavobacterium okeanokoites, 534
Fleming, Alexander, 290
Florey, Howard, 290
Flow cytometry, 126–128, 153–154
Fluorescein, in PCR, 44
Fluorescence in situ hybridization (FISH), 

146–149
Fluorescence- activated cell sorting, for 

vaccine evaluation, 664
Fluorescent dyes

for chain termination method, 36–38
for dideoxynucleotide procedure, 33
for DNA microarray analysis, 46–47
for ligation sequencing, 36–38
for PCR, 446–450
for protein microarray analysis, 56

Fluorophores, in DNA sequencing, 35–36
FMR1 gene, mutations of, fragile X syn-

drome in, 171–172
FOK1 protein, 534–535
Folding, of proteins

facilitation of, 336, 338
in Saccharomyces cerevisiae systems, 

357–359
Folding chaperones, 353
Folic acid, for thalassemia, 167
Follicles, lymphoid, 99–100
Fomivirsen, for cytomegalovirus infec-

tions, 524
Food, edible vaccines in, 412–417
Food and Drug Administration (FDA) 

regulations
clinical trials, 470
fusion proteins, 339
genetic and genomic testing, 676–678
HPV vaccine recommendations, 609
new drugs, 672–674

4C (chromatin conformation capture on 
chip) method, 155

Fowlpox virus, in booster vaccines, 631
Foxp3 transcription factor, 214–215, 221
Fragile X syndrome, 171–173
Framework regions, of hybrid human–

mouse antibodies, 482
Franklin, Rosalind, 137

Fructose, fermentation of, acetate accumu-
lation and, 350–352

Functional genomics, for virulence factor 
detection, 280

Fusion protein(s), 338–341, 566
albumin–interferon, 469, 471
for allergen- specifi c immunotherapy, 

622
cleavage of, 339–340
construction of, 338–339
for extending protein half- life, 476
histidine- tagged, 341
in periplasm, 347
for recombinant protein purifi cation, 

340–341
stability of, 338
in tuberculosis vaccines, 653
tumor necrosis factor, 473
uses of, 339–340

Fusion vector system, 338–339
Fv fragments, 116–118

engineering of, 484–485
single- chain, 485–486

G
G banding, 140
G- 418 resistance gene, in vaccines, 639
gag gene and protein, 313

gammaretrovirus, 536–541
HIV, 623
lentiviruses, 543–544

Gain- of- function variants, 143, 179
Galactosemia, 166
α- Galactosidase, 505–507
β- Galactosidase, in plasmid cloning, 14
Gametocytes, 612–613
Gamma- aminobutyric acid defi ciency, in 

Parkinson disease, 582–583
Gammaretrovirus, for gene delivery, 

535–542
Ganciclovir–HSV thymidine kinase, 

570–571
Ganglia, herpes simplex virus in, 317
Ganglioside GM2, accumulation of, in 

Tay–Sachs disease, 170–171
Gas chromatography, for metabolomics, 

65–66
Gates, Bill, 414, 593
Gateway (recombinational) cloning, 

19–20
gD gene, of herpes simplex virus, 603
Gel electrophoresis

2D differential in- gel type, 53, 55
for protein expression profi ling, 51–52
for proteomics, 51–53

GenBank database, 44
Gendicine, for cancer, 573–575
Gene(s)

functions of, 137
major histocompatibility complex 

genes, 104–109
repair of, with zinc fi nger nucleases, 

534–535
silencing of, 148, 530–531

Gene clusters, in bacteria, 285, 287
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Gene conversion, in antigenic variation, 
261

Gene expression
acetate reduction in, 350–352
codon usage in, 335–336
directed mutagenesis in, 374–386
for DNA integration into chromo-

somes, 343–346
in eukaryocytes, 354–374
fusion proteins for, 338–341, see also 

Fusion protein(s)
for increasing protein production, 

346–349
increasing secretion in, 346–349
metabolic load and, 341–343
microarray analysis of, 46–47
for overcoming oxygen limitation, 

349–350
profi ling of, 53, 55–58
in prokaryotes, 330–354
promoters for, 331–333
protein folding in, 352–354
protein stability improvement in, 336, 

338
transient, 405–408
translational regulation in, 334

Gene gun, 625–626, 629
Gene therapy, 571–586

for Alzheimer disease, 583–585
for cancer, 572–576
ex vivo, 521
for eye disorders, 576–578
germ line, 520
history of, 519
for immunodefi ciencies, 245
in vivo, 521
for muscle disorders, 578–580
for neurological disorders, 580–581
for Parkinson disease, 581–583
for severe combined immunodefi ciency, 

571–572
somatic, 520–521
suicide, 569–571
vectors for, 535–561
for X- linked adrenoleukodystrophy, 

585–586
Gene transfer, horizontal, 287
General Electric Corporation, 683
Generative (primary) lymphoid organs, 97
Generic chaperones, 353
Genetic code, codons in, 335–336
Genetic disease(s), 135–205

chromosomal abnormalities, 135–164
genome- wide association studies for, 

159–164
mapping of, 146–159
mitochondrial, 193–201
polygenic, 174–193
single- gene, 164–174

Genetic engineering
patents and, 683
of plants, 393–420

Genetic immunization, see DNA 
vaccine(s)

Genetic loci, multiple independent, 161

Genetic predisposition, to diseases, 175
Genetic susceptibility, to diseases, 175
Genetic testing, regulation of, 676–678
Genital warts, HPV in, 609–611
Genome(s)

in databases, 44–45
reference, 41
sequencing of, 38–39, 285–287

costs of, 677–678
interpretation of, 678
shotgun cloning strategy for, 38–41

Genome- wide association study (GWAS), 
135, 159–164

for autoimmune disease, 219–220
for cardiovascular disease, 191–193
for diabetes, 186–190
for polygenic disorders, 176–178
regulation of, 676–677

Genomic(s), 42, 44–51
Genomic libraries, 21–24
Genomic testing, regulation of, 676–678
Genomic variants, 136, 146–148, 

177–178
Genotype single- nucleotide polymor-

phisms, 148
Gentamicin, bacterial sensitivity to, 459
Gentamicin resistance gene, in 

baculovirus–insect cell expression 
system, 365, 367

Gentech patent case, 680–681
Germ line gene therapy, 520
Germinal center, of lymphoid organs, 

100
Ghrelin, antibodies against, 495–496
Giemsa stain, 140, 147
Glioma, antisense RNA agents for, 524
Global Alliance for Vaccines and Immuni-

zation, 596
Global Poliomyelitis Eradication Initia-

tive, 640
Glomerulonephritis

in hypersensitivity reactions, 237
poststreptococcal, 238

Glucose, in fermentation, acetate accumu-
lation and, 350–352

Glutamic acid decarboxylase gene, in 
experimental Parkinson disease 
therapy, 582–583

Glutaryl- 7- aminocephalosporanic acid, 
386

Glutelins, in Vibrio cholerae, 416
Glycogen storage diseases, 166
Glycoproteins

in cancer vaccine, 616–618
herpes simplex virus, 603–604, 648
Pichia pastoris, 360
rabies virus, 648
SARS- CoV, 605

Glycosidases, production of, 505–507
Glycosylation

of proteins, 355–356, 360–361
in viral assembly, 314

Glycosyltransferases, 367
Goats, transgenic, milk from, 674–675
Gold particles, for gene transfer, 402

Golgi apparatus, protein transport in, 360
Granulocyte colony- stimulating factor

as adjuvant, 629
cancer vaccine with, 617

Granulocytes, functions of, 90–91
Granulomas, in Mycobacterium tubercu-

losis infections, 268
Graves disease, 237–238
Greening, inhibitors of, 404–405
GroEL chaperone, 354
Growth, microbial, decrease of, in meta-

bolic load, 342
Growth hormone, see Human growth 

hormone
Guanosine triphosphatase, in Parkinson 

disease, 199
Guanosine triphosphate, in metabolic 

load, 343
Gutless vectors, 552–555
GWAS, see Genome- wide association 

study (GWAS)

H
H (heavy chain), of immunoglobulins, 

116–118
H- 2 complex, 105
Haemophilus infl uenzae

polysaccharide vaccines for, 269
restriction endonucleases of, 4
sequencing of, 38
vaccines for, 597

Hairpin loops, 313
Hairpin ribozymes, 528
Hairpin RNA, 532
Half- life, enhancement of

in antibodies, 496–497
fusion proteins for, 476

Hammerhead ribozymes, 528–529
Hansenula polymorpha expression sys-

tem, 361
Haploid chromosomes, 139
Haplotypes, major histocompatibility 

complex genes, 109
HapMap Project, 151–152
HDL (high- density lipoprotein), 161–162
Heart disease, microarray analysis for, 

432–434
Heart failure, 191–193
Heat shock proteins, DJ1 gene interac-

tions with, 198
Heavy chains

of antibodies, 480–483, 487–490
of immunoglobulins, 116–118

Helicase C domain 1, in diabetes, 190
Helicases, in breast cancer, 180
Helicobacter pylori, vector vaccine for, 

657
Helper plasmids, 549–555
Hemagglutinin, infl uenza virus, 296, 

641–642
Hemagglutlinating virus of Japan, 

632–634
Hematopoietic stem cells, 88–91, 

571–672, 673–674
Hemoglobin, Vitreoscilla, 349–350
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Hemoglobinopathies
sickle- cell disease, 167–168
thalassemia, 166–167

Hemolysin, Staphylococcus aureus, 275
Hemolytic anemia, autoimmune, 238
Hemolytic- uremic syndrome, 278
Hemophilia, 168
Heparan sulfate, dendrimer binding to, 

565
Hepatitis B core antigen, in vaccines, 645
Hepatitis B virus, 317

cancer and, 318
ELISA for, 431
in fusion proteins, 615–616
hypersensitivity, 239
vector vaccine for, 469, 648

Hepatitis C virus, 317
cancer and, 318
ELISA for, 431
interferons for, 469

Her2 protein, in breast cancer, 491–492
Herd immunity, 605
Heredity, historical view of, 137
Herpes simplex virus, 555–561

genome of, 302–303, 556–557
infections with, ribozymes for, 529
latent infections of, 317
mechanism of action of, 556
replication of, 302–303
subunit vaccine for, 603–604
as vector, 555–561
vector vaccine for, 648
virology of, 555–556

Herpesviruses
attachment of, 301
latent infections of, 317
release of, 315
thymidine kinase of, 322
viral uncoating in, 298

Heterochromatin, 138, 451–454
Heterologous protein production, in 

eukaryotic cells, 354–374
baculovirus–insect system, 362–367
mammalian, 368–374
posttranslational modifi cation of, 

354–356
systems for, 354–356

HEXA gene mutations, in Tay–Sachs 
disease, 170–171

Hexacosanoic acid accumulation, in adre-
noleukodystrophy, 585–586

Hexosaminidase A defi ciency, in Tay–
Sachs disease, 170–171

High endothelial venules, 102
High- copy- number plasmids, 10, 343
High- throughput resequencing, 156, 

176–178
High- throughput whole- genome sequenc-

ing, 159
HindIII restriction endonuclease, 4–6
Hippocampus, 581
Hirudin, secretion of, 346
Histamine, in immediate hypersensitivity, 

233–234

Histidine
biosynthesis of, 361
fusion proteins tagged by, 341

Histone deacetylase, in breast cancer, 179
Histone proteins

in chromosomes, 135
modifi cation of, 451–454

HIV infection, see Human immunodefi -
ciency virus infection

HLAs (human leukocyte antigens), 
105–109

Hoechst 33258 dye, for chromosome 
analysis, 156

Holding chaperones, 353
Holoenzyme, RNA polymerase, 331
Homeostasis

immune, 94
of lymphocyte population, 87–88
mitochondrial, 195–199

Homologous chromosomes, 138–139
Horizontal gene transfer, 287
Host cells, bacterial attachment to, 

258–261
Host tropism, 258
Housekeeping genes, 47
Hozumi, Nobumichi, on immunoglobulin 

gene rearrangement, 79
HPV, see Human papillomavirus (HPV)
Human chorionic gonadotropin test, 

427–428
Human endogenous retroviruses, 294
Human epidermal growth factor receptor 

2, in breast cancer, 181
Human epididymis protein 4, in ovarian 

cancer, 428–429
Human Genome Project, 136–138, 682
Human growth hormone, 471–473

abuse of, 472–473
history of, 471–472
long- lasting, 472
production of, 472
structure of, 471

Human immunodefi ciency virus infection, 
241, 245–251, 308

α1- antitrypsin for, 504–505
drugs for, 322–323
ELISA for, 431
monoclonal antibodies against, 393–394
persistent, 317
therapeutic agents for, 511–512
vaccines for, 596, 622–623, 631, 650
viral assembly in, 313
viral uncoating in, 298
virology of, 542–545

Human leukocyte antigens, 105–109
in autoimmune diseases, 219–220
in diabetes, 186–190
peptide vaccine binding to, 617–618

Human papillomavirus (HPV)
assembly of, 311
cancer related to, 318–320
genome of, 295
persistent infections of, 317
vaccine for, 609–611

Human telomerase reverse transcriptase 
promoter, 575–576

Humanized antibodies, 120
Humoral immunity, 82–83, 114–119, 

see also Antibody(ies); 
Immunoglobulin(s)

Huntingtin protein, 173–174
Huntington disease, 173–174
Hyaluronic acid, dendrimer binding to, 

565
Hyaluronidase, 262–263
Hybrid antibodies, human–mouse, 

480–482
Hybrid arrays, 152
Hybrid interferons, 467–470
Hybrid proteins, 376, 383–384
Hybridization, DNA, 437–440
Hybridoma cells, 121–122
Hydroxyacetosyringone, in crown gall 

disease, 396
3- Hydroxy- 3- methylglutarylcoenzyme A 

reductase, 162
Hygromycin resistance gene, in vaccines, 

639
Hypercholesterolemia, familial, 164, 166
Hyperglycemia

in cystic fi brosis, 170
in diabetes, 185–186

Hypermannosylation, in Pichia pastoris 
system, 360

Hypermethylation, in breast cancer, 181
Hyperphosphorylation, of tau protein, 

183
Hypersensitivity reactions, 229–241

antibody- induced (type II), 236–238
in autoimmune disease vaccines, 620
in cancer vaccine, 617
classifi cation of, 230
immediate (type I), 230–236
from immune complexes (type III), 

236–238
late- phase, 232–233
T- cell- mediated (type IV), 239–241

I
Ibritumomab, 492
Icosahedron shape, of viral capsid, 294
IFIH1 gene, in diabetes, 190
IGFB3 gene, in breast cancer, 181
Ignorance, immunological, 208
IL- 23R gene polymorphisms, 163
IL2RA gene, in diabetes, 189–190
Immediate hypersensitivity reactions (type 

I), 230–236
Immune complexes, hypersensitivity reac-

tions due to, 236–238
Immune effector functions, 73
Immune homeostasis, 94
Immune memory, 600
Immune recognition, 73, 272, 274–279
Immune regulation, 73

cell- mediated, 82–83, 88–97
humoral, 82–83
T- cell- dependent, 621
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Immune response
in endotoxic shock, 274
overview of, 71–73
primary, 87
secondary, 87
to vaccines, 599–600

Immune system, see also Adaptive immu-
nity; Innate immunity

autoimmune disease and, 218–224
defi ciency diseases in, 241–251
evasion of, 266–272
functions of, 71–74
hypersensitivity reactions in, 229–241
tolerance in, 205–218
tumor surveillance by, 224–228

Immunity
active, 83, 600
herd, 605
passive, 83

Immunization, see Vaccine(s)
Immunoaffi nity chromatography, for 

fusion proteins, 340
Immunochip analysis, for diabetes, 188
Immunodefi ciency, 241–251

in autoimmune polyendocrine syn-
drome, 210–211

HIV/AIDS, 241, 245–251
primary, 241–245
secondary, 241, 245–251
types of, 241

Immunogenic antigens, 208
Immunoglobulin(s), 114–119, see also 

Antibody(ies)
functions of, 114–115, 118–119
gene recombination in, 76–79
replacement of, for immunodefi ciencies, 

244–245
structure of, 116–118
surface (B- cell antigen receptors), 85

Immunoglobulin A
in cholera vaccine response, 605
secretory, 262

Immunoglobulin E
in allergy, 432, 620–622
in hypersensitivity, 230–236

Immunoglobulin G
in cholera vaccine response, 605
engineering of, 411–412, 484–485
in hypersensitivity reactions, 236–238
in rheumatoid arthritis, 430

Immunoglobulin M, in hypersensitivity 
reactions, 236–238

Immunological assays, for genomic library 
screening, 23

Immunological ignorance, 208
Immunological memory, 73–74, 79, 87
Immunological techniques, 122–130, 424–

437, see also specifi c techniques
ELISA, 123–125, 424–432
ELISPOT, 125–126
fl ow cytometry, 126–128
mass cytometry, 128–129
microscopy, 126
for polygenic diseases, 432–436

principles of, 424
for protein conformation- specifi c disor-

ders, 435–437
two- photon intravital cell imaging, 

129–130
Immunological tolerance, see Tolerance
Immunology, defi nition of, 71
Immunopotentiators, 661–662
Immunosuppressive drugs, for T- cell- 

mediated reactions, 240
Immunotherapy, 74

adoptive, 569
allergy, 620–622
for autoimmune disease, 618–620

Immunotoxins, 486–487
Implants, biofi lms on, 270
In vivo expression technology, for viru-

lence factor detection, 285–286
Inactivated vaccines, 597–598
Inclusion bodies

formation of, 333, 336–337, 352
in leptin production, 510
prevention of, 336, 338
protein folding and, 352

Indels, 156
Indolacetic acid, in crown gall disease, 

397
Induced pluripotent stem cells, 673
Infected- cell gene protein, herpes simplex 

virus, 557
Infections

autoimmune diseases and, 221–224
immune response and, 71–73
opportunistic, in AIDS, 251
PCR for, 447–450

Infl ammasomes, 81
Infl ammation

from bacterial toxins, 274–279
in hypersensitivity reactions, 229–241
immunoglobulins in, 119

Infl ammatory bowel disease, 240
Infl uenza B virus, 642–643
Infl uenza virus

antigenic drift in, 316
antiviral drugs for, 320–321
assembly of, 311, 313, 315
attenuated vaccine for, 640–643
genome of, 298
new strains of, 597
pandemic of 1918, 298
pathogenicity of, 316
replication of, 307
tropism of, 296
vaccines for, 597, 599, 650, 661
vector vaccine for, 648

Information (bioinformatics), 44–45, 152
Inheritance

of diabetes, 186–188
of polygenic disorders, 175
of single- gene disorders, 164–166

Initiation complex, in viral assembly, 313
Innate immunity, 75–81

adaptive immunity interactions with, 
82–83

cell receptors in, 80–81
defi nition of, 74
mechanisms of, 73–74
microbe recognition by, 75–80
overview of, 75

INS gene, in diabetes, 189
Insect(s), in baculovirus–insect cell expres-

sion systems, 362–367
Insertion(s)

in chromosomes, 144
detection of, 147
tandem duplications, 157–159

Insertion sequences, 282, 289
Insertional mutagenesis, 549
Insulin

defi ciency of, see Diabetes, type 1
production of, 512–514
recombinant, 3–4
secretion of, 346

Insulin- like growth factor I
antisense RNA in, 524
secretion of, 346

Insulin- like growth factor I receptor, in 
cancer, 524

Integrases
in cloning, 19
in gene transfer, 287

Integrated cloned genes, in metabolic 
load, 343

Integration host factor, 19–21
Integrins, 563–564
Intellectual property rights, see Patent(s)
Intercellular adhesion molecule, in viral 

infections, 296
Interfering RNAs, 530–533
Interferon(s)

clinical trials of, 470
functions of, 81
hybrid, 467–470
longer- acting, 469, 471
mechanism of action of, 467
peptide of, 488–490
production of, 466–469, 471, 532–533
in T- cell- mediated reactions, 239–240
in vaccines, 649
vaccinia virus sensitivity to, 648–649
for viral infections, 320

Interferon- α, production of, 383–384
Interferon- γ, production of, 374
Interleukin(s)

defects in, immunodefi ciency in, 
242–245

functions of, 81
Interleukin- 2 receptor

in anergy, 214
in autoimmune disease, 221

Interleukin- 2 receptor alpha chain, in 
anergy, 214–215

Interleukin- 2, production of, 340–341, 
347

Interleukin- 10
production of, 507–510
in vaccine response, 619–620

Interleukin- 12, in vaccines, 632–634, 648
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Interleukin- 13, in immediate hypersensi-
tivity, 234

Internal ribosomal entry sites (IRES), 370
International AIDS Vaccine Initiative, 650
International Nucleotide Sequence Data-

base Collaboration, 44
Internet, databases available in, 44–45
Interspersed duplications, detection of, 

157
Intimin, in invasion, 265
Intrastrand loops, 334
Intravital cell imaging, two- photon, 

129–130
Introns, 15, 406
In vivo- induced antigen technology, 

for virulence factor detection, 
280–283

Invasins, 262–263, 563–564
Invasion, of bacteria, 261–266
Inversions

in chromosomes, 144
detection of, 147, 157

IPTG, see Isopropyl- β- d- 
thiogalactopyranoside (IPTG)

Irinotecan, 491
Iron, bacterial acquisition of, 272–273
Iron chelation therapy, for thalassemia, 

167
Islet cells, destruction of, 186–190
Isoelectric point, in electrophoresis, 52
Isoforms, of vascular endothelial growth 

factor, 528
Isopentyl transferase, in crown gall dis-

ease, 397
Isopropyl- β- d- thiogalactopyranoside 

(IPTG)
in acetate reduction, 351
in baculovirus–insect cell expression 

system, 367
in gene expression, 332–333
in plasmid transformation, 14–15
in protein folding, 353
in selectable marker gene removal, 346

Isotypes, of immunoglobulins, 118

J
Japan, patenting in, 681
Japanese swine encephalitis virus, 650
JAZF1 gene polymorphisms, 163
Jenner, Edward, 593
Jerne, Niels K., 121–122

theory of clonal selection, 84–85
Junk DNA, 137–138

K
Kanamycin resistance gene, 365, 367
Kaposi’s sarcoma, in HIV infection, 251
Karyotyping, 138, 140, 148
KDEL sequence, in cholera toxin, 

416–417
Kearns–Sayre syndrome, 475
Kellis, M., 137
Kidney dysfunction, in Escherichia coli 

infections, 278

Kinases
as chaperones, 354
in cloning, 7

K3L protein, of vaccinia virus, 649
Klenow fragments, 376
Klenow polymerase, 6
Klinefelter syndrome, 141, 143, 145
Köhler, Georges, 122
Kozak sequence, 369
K- Ras peptides, in cancer vaccine, 617

L
L (light chain), of immunoglobulins, 

116–118
L1 protein, human papillomavirus, 

609–611
lac genes

of herpes simplex virus, 557
of plasmid pUC19, 12–15

lac operator, 331–333
lac promoter, 331, 346
lac repressor protein, 331–332
Lactate dehydrogenase, in mammalian cell 

expression, 372–373
Lactic acid bacteria, therapeutic use of, 

507–514
Lactobacillus, in cyanovirin N produc-

tion, 511–512
Lactococcus lactis, 507–514, 620
Lactoferrin, 272
lacZ gene, in baculovirus–insect cell ex-

pression system, 365, 367
Lafrate, A., 136
Large- scale production

of DNA sequencing, 38–41
mammalian cell expression in, 372–374

Las quorum sensing system, 270–271
Laser capture microdissection, for cancer, 

435
Late genes, in viral replication, 301–303
Latency- associated promoter, herpes sim-

plex virus, 556
Latent viral infections, 315, 317, 556
Late- onset Alzheimer disease, 183–184
LDL (low- density lipoprotein), 161–162, 

164
Leader (signal peptide) sequence

in protein secretion, 346–347
Saccharomyces cerevisiae, 356–357

Leber congenital amaurosis, 577–578
Lectins, protein microarray analysis for, 

56–57
Legionella pneumophila

DNA hybridization for, 439
intracellular, 266–267
invasion by, 265

Leishmania, attenuated vaccine for, 639
Lentiviruses, for gene delivery, 542–545
Leptin, production of, 510–511
Lethal factor, 493–494
LEU2 gene, for superoxide dismutase pro-

duction, 357
Leukemia

chromosomal translocation in, 142

immunodefi ciency in, 245
miRNAs (microRNAs) in, 460–461
viruses causing, 318

Leukocytes, functions of, 73
Leukotrienes, in immediate hypersensitiv-

ity, 233
Levodopa, for Parkinson disease, 581
Lewy bodies, 198
LexA protein, in bacteriophage engineer-

ing, 477–478
Libraries

antibody, for protein microarray analy-
sis, 19–20

genomic, 21–24
monoclonal antibody, 488–490

Ligand–receptor interactions, in apopto-
sis, 217

Ligation
DNA sequencing by, 36–38
in fusion protein production, 339

Light chains
of antibodies, 480–483, 487–490
of immunoglobulins, 116–118

Linearization method, in baculovirus–
insect cell expression system, 365

Linkage analysis, for polygenic disorders, 
176

Linkage disequilibrium, in polygenic 
disorders, 176

Linker peptides, 347, 484
Linkers, for fusion protein purifi cation, 

339
Lipid(s), for nucleic acid delivery, 561–

562
Lipid A (endotoxin), 274
Lipoamide dehydrogenase, replacement 

of, for mitochondrial disorders, 
475–476

Lipopolysaccharides, 274, 657–659
Lipoproteins

in cardiovascular disease, 191–193
variants affecting, 161–164

Liposomes
for nucleic acid delivery, 561–563
for ribosome delivery, 529
for vaccine delivery, 630

Liquid chromatography, for metabo-
lomics, 65–66

Listeria monocytogenes
cytolysin of, 654
intracellular, 267–268
invasion by, 265
for nucleic acid delivery, 563

Listeriolysin, 267–268
Live attenuated infl uenza vaccines, 

641–643
Liver, metastasis to, microarray analysis 

for, 435
Liver cancer, vaccines for, 631–632
Long terminal repeats

of gammaretrovirus, 537–542
of lentiviruses, 544
of retroviruses, 310–311

Loss- of- function variants, 143
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Lost opportunity cost, in clinical trials, 470
Low- copy- number plasmids, 10, 343
loxP gene, for selectable marker genes, 

345–346
LRRK2 gene, in Parkinson disease, 199
Luciferase, in pyrosequencing, 34
Lung, cystic fi brosis effects on, 169–170
Lymph, 88, 99
Lymph nodes, 98–99
Lymphatic system, 88, 265–266
Lymphocytes, see also B cells; T cells

antigen- primed, 208
chromosomal studies in, 140
classifi cation of, 92–93
functions of, 73, 82–83, 92–96, 98–101
memory, 87
migration of, 101–103
naïve, 87, 94–95, 101–103
nomenclature of, 92
receptors on, 80–81
recirculation of, 101–103
repertoire of, 84–85

Lymphocyte- specifi c tyrosine phosphatase, 
in diabetes, 189

Lymphocytic choriomeningitis virus, 105
Lymphoid organs

generative (primary), 97
peripheral (secondary), 97–101
types of, 97

Lymphoma
in HIV infection, 251
monoclonal antibodies for, 491–492
tumor necrosis factor for, 473
vaccines for, 632

Lysins, 409–411
Lysis, of bacteria, 477–478
Lysogenic phase, of gene transfer, 

287–288
Lysosomal acid lipase defi ciency, 166
Lysosomal storage disorders, 475–476
Lysosomes, 266–267

of bacteria, 264–265
of viruses, 299

Lysozyme, in gene expression control, 333
Lytic phase, of gene transfer, 287–288

M
M cells, bacterial binding to, 263–265
M2 ion channel protein, in infl uenza 

virus, 321
M proteins, in host cell adhesion, 260
Macrophages

in bacterial attack, 266
functions of, 80, 90–91
HIV infection of, 248–251
in hypersensitivity reactions, 236–238
in T- cell- mediated reactions, 239–240

Macular degeneration, age- related, 162
pegaptanib for, 527–528
stem cell transplantation for, 674

Magnesium, in direct mutagenesis, 381
Magnetic resonance imaging, for metabo-

lomics, 65–66
Major capsid proteins, HPV, 609–611

Major histocompatibility complex mole-
cules, 94

in autoimmune disease, 218–220
binding to T cells, 665
functions of, 109–114
genetics of, 104–109
peptide vaccine binding to, 617–618
restrictive action of, 104–105
structure of, 104–109
superantigen recognition by, 279
in tolerance, 210–211
in tumor evasion, 229
in tumor interactions, 218–220, 226
vaccine interaction with, 626
in vaccines, 628

Malaria, 237
DNA hybridization for, 458–459
vaccines for, 596, 599–600, 612–616

MALDI, see Matrix- assisted laser desorp-
tion ionization (MALDI)

Maltose- binding protein, 347
Mammalian cells, expression systems for, 

368–374
Mammalian target of rapamycin (mTOR) 

protein, in anergy, 213–214
MammaPrint microarray analysis system, 

450–451
Manganese, in direct mutagenesis, 381
Mannose

fermentation of, acetate accumulation 
and, 350–352

in Pichia pastoris system, 360
Mapping

for genomic variants, 146
paired- end read, 158
of protein–protein interaction, 63

Marfan syndrome, 166
Marker genes

for mammalian cell expression, 370, 
372

removal of, 343–346
in Saccharomyces cerevisiae systems, 

357–359
Mass cytometry, 128–129
Mass spectrometry

for metabolomics, 65–66
for proteomics, 53–54
for SNPs, 452–454

Massachusetts Institute of Technology, 
patents of, 684

Massive parallelization, 39
Mast cells

functions of, 90–91
in immediate hypersensitivity reactions, 

232–236
Maternal age, chromosome abnormalities 

and, 146
Matrix- assisted laser desorption ioniza-

tion (MALDI), mass spectrometry 
with, 53, 452–454

Maurano, M. T., 137
McDevitt, Hugh, 105
Measles virus

α1- antitrypsin for, 504–505

replication of, 307
vaccines for, 594

mec gene, 449–450
Medical devices, genetic tests as, 676–678
Megabases, genomic variants, 146
Meiosis, errors in, 145–146
Melanoma, vaccines for, 629, 632
MELAS syndrome, 475
Melt curve, in PCR, 449
Membrane- disrupting antibiotics, 291–292
Memory, immunological, 73–74, 79, 87
Memory cells, 94–96, 103
Memory loss, in Alzheimer disease, 

184–185
Memory lymphocytes, 87
Mendelian inheritance, 164
Meningitis

streptococcal, 409
vaccines for, 269

Mental retardation
in fragile X syndrome, 171–173
in Tay–Sachs disease, 170–171

Meristematic tissues, gene transfer into, 
402

Merozoites, in malaria, 612–614
Mesophilic bacteria, inclusion bodies in, 

336
Mesothelin protein, 617–618, 623–624
Messenger RNA (mRNA), 3–4

antisense, 522–524
in baculovirus–insect cell expression 

system, 363
in cloning, 15, 17–19
codons of, mutagenesis of, 376
in DNA microarray analysis, 46–47
polycistronic, 334
ribosome- binding site in, 334
structure of, 334
therapeutic agents targeted to, 522–535
transcription of, see Transcription
translation of, in eukaryotes, 354

Metabolic load/drain/burden, 341–343
Metabolomics, in amino acid production, 

63, 65–66
Metagenomics

defi nition of, 45–46
libraries in, 21–23

Metastasis, metabolomics of, 65–66
Methanol, for Pichia pastoris system, 360
Methicillin, resistance to, 293, see also 

MRSA (methicillin- resistant Staph-
ylococcus aureus)

Methotrexate, in dihydrofolate reductase–
methotrexate system, 370

Methylation, of DNA, 451–454
MF59 vaccine adjuvant, 660–661, 663
Mice

for human antibody production, 
483–484

for hybrid human–mouse antibody 
production, 480–482

mouse double- mutant 2 protein from, 
372

transgenic, patents for, 683
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Microarray analysis, 46–47, 148
for multiple mutations, 450–451
polygenic disorders, 432–435
protein, 56
reverse- phase, 434–435
RNA, 457–459
for vaccine evaluation, 664
for virulence factor detection, 280

Microdissection, laser capture, for cancer, 
435

Microprojectile bombardment, for gene 
transfer, 402, 403, 409

MicroRNAs (miRNAs), 148
in cancer, 460–461

Microscopy, for immune response detec-
tion, 126

Miescher, Johannes Friedrich, 137
Milstein, Cesar, 122
Minicells, bacterial, 564–565
Minidystrophins, 579–580
Mipomersen, for cardiovascular disease, 

191–192
miRNAs, see MicroRNAs (miRNAs) 1
Mismatch, in oligonucleotides, 375–376
Mitochondria, chloroplast, 403
Mitochondrial disorders, 193–201, 

474–476
description of, 193–194
diagnosis of, 200–201
genetic factors in, 194
Parkinson disease, 195–199
prevalence of, 199, 475
symptoms of, 474–475
treatment of, 201, 475–476

Mitochondrial homeostasis, 195–199
Mitochondrial pathway, for T- cell dele-

tion, 216–217
Mitosis, 140, 146
Mobile element insertions, 157
Modifi ed vaccinia Ankara virus, 650
Molecular breeding, 384–385
Molecular chaperones, 358, 359
Molecular cloning, 3–21, 330

applications of, 329
cloning vectors in, 9–12, 15, 17–19
DNA insertion in, 7–12
DNA preparation for, 3–7
DNA transformation in, 12–15
enzymes for, 8
eukaryotic genes, 15, 17–19
for eukaryotic protein cloning, 15, 17–

19, see also Heterologous protein 
production, in eukaryotic cells

gene expression and, see Gene 
expression

genomic library creation and screening 
in, 21–24

history of, 3–4
for large- scale production, 38–41
multiple sites for, 14
plasmid vectors in, 7–12
recombinational, 19–21
restriction endonucleases in, 3–23, 

381–382

for therapeutics, see Therapeutic 
agent(s)

for vaccine production, 598–601
for virulence factor detection, 279–286

Molecular databases, 44–45
Molecular diagnostics, see also Immuno-

logical techniques
applications of, 423
DNA- based, 437–457
goals of, 423
monoclonal antibodies, see Monoclonal 

antibodies
regulation of, 676–678

Molecular mimicry
autoimmune disease and, 222
in viral replication, 300

Molecular pharming, 408–412
Moloney murine leukemia virus, 535–

542
Monoclonal antibodies

adenovirus, 555
anthrax, 493–494
anticancer, 491–492
antiobesity, 495–496
chimeric, 480–482
directed to cells, 566
in ELISA, 427
fragments of, 484–488
full- length, libraries for, 489–490
functions of, 92, 479
3H1, 624–625
humanized, 482–484
hybrid human–mouse, 480–482
libraries of, 488–490
from plant genetic engineering, 395, 

411–412
production of, 121–122, 374
secretion of, 346
structures of, 479
therapeutic, 479–497
from transgenic animals, 675
for transplant rejection, 479–480

Monocotyledonous plants, gene transfer 
in, 400

Monogenic diseases, see Single- gene 
disorders

Monophosphorylated lipid A, in malaria 
vaccine, 615

Mosaicism, 145
Mouse, see Mice
Mouse double- mutant 2 protein, 372
mRNA, see Messenger RNA (mRNA)
MRSA (methicillin- resistant Staph-

ylococcus aureus), 293
PCR for, 449–450
vaccine for, 607–609

Mtb72F tuberculosis vaccine, 653
mTOR, see Mammalian target of rapamy-

cin (mTOR) protein
Mucin, as bacterial nutrient, 258
Mucin 1 (MUC- 1), in cancer vaccine, 

616–618
Mucopolysaccharidoses, 166
Mucosa, protective function of, 262

Mucosal lymphoid system, 99
Mucosal vaccines, 413–417, 605, 630, 

650, 656–657
Mucus formation, in cystic fi brosis, 

169–170
Multicopy episomal DNA, 373
Multicopy plasmids, 368
Multidrug- resistant bacteria, engineered 

bacteriophages and, 477–478
Multifactorial diseases, 174–175, see also 

Polygenic disorders
Multiple cloning sites, 14
Multiple independent risk variants, 161
Multiple myeloma, 122
Multiplex cytokine assay, for vaccine 

evaluation, 664
Multiplex FISH, 148
Multipotent adult stem cells, 673
Mumps virus

replication of, 307
vaccines for, 594

Mung bean nuclease, 6
Muscle(s), functions of, 578
Muscular dystrophy

gene therapy for, 578–580
prevalence of, 166

Mutagenesis
directed, see Directed mutagenesis
insertional, 549
random, 381–382
signature- tagged, for virulence factor 

detection, 283–285
site- specifi c, 374–375

Mutant host strains, of Saccharomyces 
cerevisiae, 356

Mutations
in antibiotic resistance, 292
correction of, 519
of infl uenza virus genes, 296
in mitochondrial DNA, 194
of Salmonella, 637–638
of single genes, see Single- gene 

disorders
somatic, 143
structural chromosome abnormalities 

in, 143–146
truncating, 180

Myasthenia gravis, 237–238
Mycobacterial heat shock protein, for vac-

cines, 632–634
Mycobacterium bovis BCG vaccine, 

632–634, 651–654
Mycobacterium tuberculosis, 239

antibiotic sensitivity of, 458–459
evasive mechanisms of, 268
invasion by, 265
vaccines for, 280, 596, 633–634, 

651–654
virulence of, 257

Mycobactin, 273
Mycolic acid, Mycobacterium tuberculo-

sis, 268
Mycolytransferase, Mycobacterium tuber-

culosis, 653
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MyD88, 658
Myelin sheath, 581
Myeloid cells, 90–91
Myeloid dendritic cells, 622
Myocardial infarction, 191–193
Myocytes, vaccine administration to, 

625–626
Myriad Genetics, 682
Myristoylation, in posttranslational pro-

cessing, 356

N
Naïve lymphocytes, 87, 94–95, 101–103
Nanoparticles, dendrimers as, 565
Narrow- host- range plasmids, 9
National Human Genome Research Insti-

tute, 136
Natural killer cells

functions of, 73, 93–94
in tumor evasion, 229
in tumor rejections, 227

Nef protein, of lentiviruses, 543
Negative selection, in tolerance, 210
Negative- sense RNA, 295
Negative- sense RNA viruses, 307
Neisseria gonorrhoeae

antigenic variation in, 260–261
DNA hybridization for, 439
iron acquisition by, 272–273

Neisseria meningitidis
endotoxins of, 274
polysaccharide vaccines for, 269

neo gene, 370, 646
Neomycin phosphotransferase, 370
Neonatal sepsis, 409
Nerve growth factor, for Alzheimer dis-

ease, 585
Nervous system, herpes simplex virus in, 

555
Neuraminidase

infl uenza virus, 641–642
in viral assembly, 315

Neurodegenerative disorders, gene ther-
apy for, 581–584

Neurofi brillary tangles, in Alzheimer dis-
ease, 183–185, 435–437, 584–585

Neurofi bromatosis, 166
Neurologic disorders

Alzheimer disease, 57–58, 182–185, 
435–437, 583–585

fragile X syndrome, 171–173
gene therapy for, 580–581
Huntington disease, 173–174
mitochondrial, 475
Parkinson disease, 195–199
Tay–Sachs disease, 170–171

Neuron(s), gene delivery to, 542–545, 
580–581

Neurotoxins, Clostridium tetani, 278
Neutrophils

functions of, 90–91
in hypersensitivity reactions, 233, 

236–238
in T- cell- mediated reactions, 239–240

New drug regulations, of European 
Union, 672

Next- generation sequencing, 143, 
156–164

Nick(s), in DNA, sealing of, 12
Niemann–Pick C1- like protein, for cardio-

vascular disease, 191–192
nirB promoter, 656–657
Nisin, 510–511
NisR protein, in insulin production, 514
NOD- 2 gene

in autoimmune diseases, 220–221
in infl ammatory bowel disease, 

220–221
Noncoding SNPs, 162–163
Nondisjunction, in cell division, 145–

146
Nostoc ellipsosporum, cyanovirin of, 

511–512
Novel sequence insertions, 157
NS1 gene, infl uenza virus, 641–642
Nuclear antigen 1, in mammalian cell 

expression, 373
Nuclear factor κB, 81
Nuclear localization signal, in viral repli-

cation, 301
Nuclear magnetic resonance spectroscopy, 

for metabolomics, 65–66
Nuclear membrane, of adenovirus, 550
Nuclear pore complex, of viruses, 299
Nucleic acids, see also DNA; RNA

as therapeutic agents, 519–571
antisense RNA, 522–524
aptamers, 522, 525–528, 566–567
delivery of, 535–561
DNAzymes, 530
interfering RNAs, 530–533
nonviral, 561–571
overview of, 519–522
ribozymes, 528–530
zinc fi nger nucleases, 534–535

as vectors, in transient gene expression, 
405–406

Nucleocapsids, 294–295, 312–314
Nucleoside analogues, for viral infections, 

322

O
Obesity, antibodies against, 495–496
Occluded form, of baculovirus, 362
OKT3 antibody, 480
Oleispira antarctica, 336, 338
Oligodeoxynucleotides (deoxyribozymes), 

528
Oligodeoxythymidylic acid, 15
Oligonucleotide(s)

addition to cDNA, 26–27
antigene, 522
as aptamers, 525–528
in DNA microarray analysis, 46–47
in fusion protein purifi cation, 339

Oligonucleotide arrays, ultrahigh- 
resolution, 151

Oligonucleotide ligation assay, 440–441

Oligonucleotide primers, degenerate, ran-
dom mutagenesis with, 381–382

Oligonucleotide- directed mutagenesis
with M13 DNA, 374–377
PCR- amplifi ed, 377, 379
with plasmid DNA, 377–378

Oligosaccharides, in viral assembly, 
314–315

Oncogenes, 178, 226, 318–319
Oncogenic viruses, 315, 317–320
Oncolytic viruses, 576
Oncomouse, 683
1000 Genomes Project, 176–177
Open reading frames

in gene expression, 334
in genomic sequencing, 44

Opines, in crown gall disease, 397
Opportunistic infections

in AIDS, 251
pathogens causing, 257

Opsins, 577
Optic nerves, disorders of, gene therapy 

for, 576–578
Optimization, codon, 336
Oral vaccines, 630

cholera, 636
herd immunity and, 605
Salmonella, 656–657

Organophosphohydrolase, secretion of, 
346

Origin- of- transfer sequence, in cloning, 16
Oropharyngeal cancer, HPV causing, 609
Orphan drugs, 685–686
Oseltamivir, for infl uenza, 321
Osmolytes, for protein folding, 354
Osmoregulation, toxins affecting, 275
Ovarian cancer

ELISA for, 428–429
susceptibility to, 182

Oxaloacetate, 351
Oxygen, limitation of

metabolic load due to, 341
overcoming, 349–350

P
p promoters, 331, 333
p53 tumor suppressor protein, 319–320, 

372, 573–574
Packaging cell line

adenovirus, 553
gammaretrovirus, 539–541
herpes simplex virus, 557–561
lentiviruses, 544–545

Padlock DNA probes, 441–442
Painting

array, for translocation breakpoints, 
152–155

chromosome, 146–147
Paired- end reads, 40, 158
Palindrome, of nucleotides, 4
Palmitoylation, in posttranslational pro-

cessing, 356
PAMPs, see Pathogen- associated molecu-

lar patterns (PAMPs)
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Pancreas, cystic fi brosis effects on, 
169–170

Pancreatic cancer, vaccines for, 616–618, 
625

Pap proteins, of Escherichia coli, 260
Papillomavirus, see Human 

papillomavirus
Papovavirus, pathogenicity of, 316
Paracortex, of lymphoid organs, 100
Parallelization, massive, 39
Parasites, viruses as, 293
PARK2 gene, in Parkinson disease, 197
Parkin protein, 197, 199–200
Parkinson disease

autosomal recessive early- onset, 
197–198

gene therapy for, 581–584
immunoassays for, 435–437
mitochondrial homeostasis and, 

195–199
Passive immunity, 83
Pasteur, Louis, 683
Patau syndrome (trisomy 13), 141–142
Patent(s)

defi nition of, 678
in different countries, 680–681
for DNA sequences, 681–682
importance of, 678
legitimacy of, 680
for living organisms, 683
process for, 678–680
process type, 678–679
product type, 678–679
rejection of, 679
requirements of, 678
research and, 684
types of, 678–679

Pathogen(s)
barriers to, 258
defi nition of, 257
evolution of, 285, 287–289
exposure to, 257
immunoassays for, 430–432
opportunistic, defi nition of, 257

Pathogen- associated molecular pat-
terns (PAMPs), 75–76, 81, 260, 
661–662

Pathogenicity, defi nition of, 257
Pathogenicity islands, 287–289
Pattern recognition receptors, 75–76, 

661–662
Paucimannose, 367
PCR, see Polymerase chain reaction (PCR)
Pedestal formation, in invasion, 265
Pegaptanib, therapeutic, 527–528
Pegylated adenosine deaminase, 571–572
Pegylation, 469, 476
Pemphigus vulgaris, 220, 238
Penetrance, of fragile X syndrome, 171
Penicillin(s)

discovery of, 290
mechanism of action of, 291

Penicillin G, production of, 385

Pennisi, E., 137
Peptide(s)

identifi cation of, mass spectrometry 
for, 53

of Plasmodium, 614
presentation of, 109–111
signal, 346–347

Peptide antibiotics, mechanism of action 
of, 291

Peptide mass fi ngerprinting, 53
Peptide vaccine(s), 612–622

for allergy, 620–622
cancer, 616–618
enhanced delivery and potency of, 620
malaria, 612–616

Peptidoglycans
of bacteria, 259
in cell envelope, 272, 274

Peptidyl- prolyl cis/trans isomerase, 354
Peripheral (secondary) lymphoid organs, 

97–101, 115
Peripheral tolerance, 208–209, 211
Periplasm, oxidizing environment of, 354
Permeabilized membranes, 347–348
Pernicious anemia, 238
Peroxisomes, 585
Personalized genomic medicine, 39, 

624–625, 676–677
Peyer’s patches, 99
PGR gene, in breast cancer, 181
Phagocytes

of bacteria, 266–268
functions of, 75, 80
receptors on, 80–81

Phagocytosis, 119
Phagosomes, 265
Pharmaceutical(s), see also Therapeutic 

agent(s)
costs of, 685–686
counterfeit, 686
economic issues in, 684–687
falsifi ed, 686
illegitimate, 686
new, regulation of, 672–675
patenting for, 678–684
from plants, 393–395, 408–417
production of, economic impact of, 

684–687
safety of, 672–678
substandard, 686

“Pharming,” 408–412
Phenotypes

of chromosomal disorders, 140
genes related to, 162–163

Phenylalanine ammonia lyase, production 
of, 502–504

Phenylketonuria, 166, 502–504
Phosphatase and tensin homologue, in 

breast cancer, 180–181
Phosphatidylinositol 3- kinase, in anergy, 

214
Phosphatidylinositol- 3,4,5- trisphosphate, 

in breast cancer, 181

Phospholipase A, 347–348
Phosphorothioate linkage, in antisense 

oligonucleotides, 522, 524
Phosphorylation, in posttranslational 

processing, 356
Physical barriers, in immune system, 80
Phytohormones, production of, 397
Pichia pastoris, expression systems of, 

360–361
PiggyBack transposon, 568–569
Pili, of bacteria, 259–260
Pilin, 259, 261
PINK1 gene, in Parkinson disease, 195, 

197–200
Plant(s), genetic engineering of

advantages of, 393
Agrobacterium tumefaciens plasmid for, 

396–400
applications of, 393–395
chloroplasts in, 403–405
edible vaccines in, 412–417
gene transfer in, 401–402
molecular pharming in, 408–412
transient gene expression in, 405–408

Plaques
in Alzheimer disease, 184–185, 

583–585
in insect cell cultures, 336

Plasma cells, functions of, 94, 96
Plasmacytoid dendritic cells, 622
Plasmapheresis, for hypersensitivity reac-

tions, 238
Plasmid(s),

broad- host- range, 9
cloning vectors for, 9–15
defi nition of, 9
DNA loss from, in metabolic load, 342
in DNA transfer, 267
in DNA vaccine production, 626–628, 

630
functional, 330
gene transfer with, 287–289
helper, 549–555
high- copy- number, 10, 343
host range of, 9
low- copy- number, 10, 343
metabolic load effects on, 343
in minicells, 565
multicopy, 368
narrow- host- range, 9
oligonucleotide- directed mutagenesis 

with, 377
pRARE, 337
pSJS1244, 337
pUC19, 9–12
Ti, 14, 396–400, 403–405
virulence, 289
2μm, 356

Plasminogen activation inhibitor, microar-
ray analysis for, 433–434

Plasmodium
vaccines for, 612–616
virulence of, 257
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Plasmodium falciparum
DNA hybridization for, 458–459
genomic library of, 459

Plastids, 405
Pluripotent hematopoietic stem cells, 88–91
Pluripotent human embryonic stem cells, 

673
PlyGBS lysin gene, 409–411
Point mutations

in bacterial evolution, 285
in direct mutagenesis, 374

Poison ivy reactions, 239
pol gene

of gammaretrovirus, 536–541
of lentiviruses, 543–544

Poliovirus
assembly of, 311
attenuated vaccine for, 639–640
pathogenicity of, 316
replication of, 305
vaccines for, 594, 650–651

Pollen, gene transfer into, 402
Poly(A) tail, 15, 17–19, 303–304
Polyarteritis nodosa, 238
Polycistronic mRNA, 334
Polyclonal antibodies, 119–120, 427–428
Polycystic kidney disease, 166
Polyethylene glycol

for alginate lyase production, 501–502
aptamer linkage to, 527
for gene transfer, 402
interferon attachment to, 469
for pegylation, 476

Polygenic disorders, 174–193
Alzheimer disease, 57–58, 182–185, 

435–537, 583–585
breast cancer, 178–182
cardiovascular disease, 191–193
defi nition of, 174–175
diabetes, type 1, see Diabetes, type 1
examples of, 175
genetic variants in, 177–178
GWAS for, 176–178
inheritance pattern of, 175
protein array analysis for, 432–435

Polyglutamine disorders, Huntington 
disease, 173–174

Polyhedrin gene, of baculovirus, 362–363
Poly- l- lysine, in vaccines, 623
Polymerase chain reaction (PCR), 24–28

allele- specifi c, 442–444
in aptamer production, 525
automation of, 33
broad- range, 450
discovery of, 137
in DNA microarray analysis, 46–47
in DNA sequencing, 42–43
in DNA shuffl ing, 383–384
emulsion, 42–43
in interferon production, 469
in mutagenesis

error- prone protocol, 379–381
oligonucleotide- directed, 377, 379

quantitative, 28, 450
for Staphylococcus aureus vaccine, 608
TaqMan, 445–447
templates for, 27–28

Polymerase chain reaction (PCR) amplifi -
cation refractory mutation system, 
442–444

Polymorphisms, 38
copy number, 148
diseases due to, 159
of immunoglobulin genes, 116–118
major histocompatibility complex 

genes, 109
Polymorphonuclear leukocytes, 90–91
Polymyxin, mechanism of action of, 291
Polyp, precursors of, 355
Polyplexes, 565
Polyploidy, 140
Polyproteins, in RNA virus replication, 

305
Polyriboinosinic acid polyribocytidylic 

acid, 623
stabilized with carboxymethylcellulose 

and poly- l- lysine, 623
Polysaccharide capsule, 258, 268–269
Polysaccharides, in genomic library 

screening, 23
Porcine pseudorabies virus, 650
Pore- forming toxin, 275
Positive- sense RNA, 295
Posttranslational modifi cation, 354–356
Potato, edible vaccine antigens in, 

414–415
Poxviruses

assembly of, 311
release of, 313–314

Prader–Willi syndrome, 142
Preclinical trials, of herpes simplex virus 

amplicons, 561
Predisposition

to diabetes, 186
to genetic disease, 175

Pregnancy test, 427–428
Preproinsulin, 512–514
Presenilins, in Alzheimer disease, 185, 

583–585
“Prey,” in protein–protein interaction, 60
Primary antibodies, 425–426
Primary immune response, 87
Primary immunodefi ciencies, 241–245
Prime–boost regimens, for DNA vaccines, 

627, 631
Primer(s)

in ligation sequencing, 36–38
PCR

allele- specifi c, 443–444
in oligonucleotide- directed mutagen-

esis, 377, 379, 382
Prion diseases

immunoassays for, 435–437
transmission from cadaver- derived 

hormones, 472
Probes, see DNA probe(s)

Probiotics, lactic acid bacteria as, 
507–514

Prodrugs, 486, 569–571
Professional antigen- presenting cells, 96
Prognosis, molecular diagnostics for, 423
Proinsulin, secretion of, 346
Projectile bombardment, for gene transfer, 

402
Prokaryotes, see Bacteria
Promoter(s)

for Agrobacterium tumefaciens, 
403–405

for Arxula adeninivorans, 361
in baculovirus–insect cell expression 

systems, 363
for mammalian cell expression, 

368–369
in metabolic load, 343
for prokaryocytes, 331–333
for Saccharomyces cerevisiae, 357
strong regulatable, 331, 333

Proofreading, in PCR, 28
Prophages, in cloning, 19
Prostaglandins, in immediate hypersensi-

tivity, 233
Prostate cancer

antisense RNA agents for, 524
metabolomics of, 66
SNPs in, 162
vaccines for, 631–632

Protease(s)
in fusion protein production, 339–340
oxygen reduction from, 349

Protease inhibitors, for viral infections, 
323

Protective antigen, 493–494
Protein(s), see also specifi c proteins

biomarkers as, 51, 424–437
capture of, 111–114
chimeric, 383–384
dimeric, 370
of eukaryotes, cloning DNA sequences 

for, 15, 17–19
folding of, 352–354

facilitation of, 336, 338
in Saccharomyces cerevisiae systems, 

357–359
fusion, see Fusion protein(s)
gene expression in, profi ling of, 53, 

55–58
half- lives of, 476
hybrid, 376, 383–384
identifi cation of, 51–53
interaction among, mapping of, 63
microarray analysis of, 56
misfolded, 352–353
secretion of

increasing, 346–349
into medium, 347, 349
into periplasm, 346–347
from Saccharomyces cerevisiae, 

357–358
yields of, 346
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Protein(s) (continued)
stability of, 336, 338
study of, See Proteomics
tetrameric, 370
transcription in, 301, 333
translation of, see Translation
trimeric, 370

Protein conformation- specifi c disorders, 
immunoassays for, 435–437

Protein microarray analysis, methods for, 
56

Protein tyrosine phosphatase nonreceptor 
type 22, in diabetes, 186, 188

Proteomics, 51–63
defi nition of, 45
mass spectrometry for, 53–54
microarray analysis in, 76
for polygenic disorders, 432–435
profi ling expression in, 53, 55–58
protein–protein interaction mapping in, 

59–63
for virulence factor detection, 280

Protocorms, gene transfer into, 402
Proton pumping, for oxygen addition, 

349
Protonation, of amino acids, 52
Protoplasts, gene transfer to, 401–402
Provirus, 310

gammaretrovirus, 537
HIV, 248

Pseudomembrane, in diphtheria, 273–
274

Pseudomonas, exotoxin of, 486–487
Pseudomonas aeruginosa

alginate lyase of, 501–502
in biofi lms, 270
quorum sensing systems of, 270–271

Pseudopods, 264–265
Psoriasis, GWAS for, 163
PspA protein, in Salmonella vaccine, 638
PstI restriction endonuclease, in cloning, 6
Psychrophilic bacteria, inclusion bodies in, 

336, 338
PTEN gene, in breast cancer, 180–181
PTPN22 gene

in autoimmune diseases, 220–221
in diabetes, 186, 188–190

Public Health Service Act, 673
Public Patent Foundation, 682
pUC19 plasmid, cloning vectors for, 9–12
Puerperal sepsis, 265–266
pur genes, Salmonella, 638
PXO1 and PXO2 plasmids, in virulence 

gene transfer, 289
Pyrophosphate, in pyrosequencing, 33–34
Pyrosequencing, 33–34
Pyruvate carboxylase, 351, 372–373

Q
QS21 compound, in malaria vaccine, 615
Quadrivalent infl uenza virus vaccine, 

642–643
Quantitative PCR, 28
Quorum sensing systems, 270–271

R
R sequence, of gammaretrovirus, 536
Rabies virus

replication of, 307
vector vaccine for, 648

Radiation therapy
gene therapy with, 573–576
immunodefi ciency in, 245

RAG genes, in autosomal SCID, 243–
244

Ralstonia eutropha, protein secretion 
from, 346

Random mutagenesis, 381–482
Rare diseases, drugs for, 685–686
rBCG30 strain, of Mycobacterium tuber-

culosis, 653–654
Read depth sequencing analysis, 156–158
Read length, of nucleotides, 34
Reassortment

of infl uenza virus genes, 641
of RNA molecules, 316

Recombinant antibodies, 120
Recombinant DNA technology, see Mo-

lecular cloning
Recombination

DNA, discovery of, 137
double- crossover, 363, 365
site- specifi c, in baculovirus–insect cell 

expression system, 365–367
in vector vaccine production, 645–646

Recombinational cloning (Gateway tech-
nology), 19–21

Red blood cell antigens, glycosidase 
alterations in, 505–507

Reference genomes, 41
Regressive autism, Clostridium bolteae 

infections in, 654–655
Regulatory cells, 88
Regulatory genes, Salmonella, 638
Reoviruses

replication of, 308
ribozymes for, 529

rep gene, adeno- associated virus, 546–
549

Replication- competent herpes simplex 
virus, 556–557

Replication initiation protein, in viruses, 
303

Reproduction, ancient viruses in, 294
Research, patenting and, 684
Resistance, antibiotic, see Antibiotic 

resistance
Respiration, cellular, in mitochondrial 

disorders, 193–201
Respiratory disorders, in cystic fi brosis, 

169–170
Restriction endonucleases, 3–21

for genomic library creation, 21–23
for random insertion/deletion mutagen-

esis, 381–382
Restriction enzymes

for DNA shuffl ing, 384
in random mutagenesis, 381–382
for vaccine production, 636

Retina
cytomegalovirus infections of, 524
disorders of, gene therapy for, 576–578

Retinoblastoma tumor suppressor gene, 
319

Retrovirus(es)
ancient, 294
antisense oligonucleotides, protection 

against, 524
assembly of, 311
in cloning, 17
in evolution, 294
replication of, 308–311
viral assembly in, 313

Rev protein, of lentiviruses, 543–545
Reverse chromosome painting, 153
Reverse transcriptase, 309–311

in aptamer production, 525
for double- stranded DNA formation, 

17
of gammaretrovirus, 537
inhibitors of, 322
in PCR, 450
in RNA sequencing, 49
telomerase, 617

Reverse- phase microarray analysis, 
434–435

Reversible chain terminators, 30–31, 
35–36

Rheumatic fever, 237, 238
Rheumatic heart disease, 191–193, 222
Rheumatoid arthritis, 220, 240
Rheumatoid factor, 430
Rhinoviruses

gene mutations in, 296
pathogenicity of, 316

Rhl quorum sensing system, 270–271
Rhodamine, in PCR, 444
Rhodosporidium toruloides, phenylala-

nine ammonia lyase of, 504
Ribonuclease H, in cloning DNA se-

quences, 18–19
Ribosomal Database Project, 450
Ribosome- binding site, in mRNA, 334
Ribosomes, as antibiotic targets, 290–

291
Ribozyme(s), 522

hairpin, 538
hammerhead, 538
therapeutic, 528–530

Rice, edible vaccine antigens in, 414–416
Rickettsia rickettsii, vaccine for, 651
Rifampin, resistance to, 292
Rimantadine, for infl uenza, 321
RISC, see RNA- induced silencing complex 

(RISC)
Rituximab, 491–492
RNA, see also Messenger RNA (mRNA); 

Transfer RNA (tRNA)
antigenomic, 307
antisense, 522–524
aptamers of, 522
complementary, 307
direct injection of, 561
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double- stranded, 308, 530–533
of gammaretrovirus, 536–537
hairpin, 532–533
interference of, 530–533
negative- sense, 295
positive- sense, 295
ribozymes of, 530–533
sequences of, 48–51, 681–682
short hairpin, 532–533
small interfering, 530–533
splicing variants of, 49
translation of, 334, 354–356, 369
zinc fi nger binding to, 534–535

RNA diagnostic systems, 457–461
RNA polymerase(s)

as antibiotic target, 290–291
bacteriophage T7, 331
in breast cancer, 179
DNA- dependent, 306–307
in gene expression, 331–333
of infl uenza virus of 1918, 298
in replication, 307
RNA- dependent, 305
in viral replication, 301

RNA viruses, assembly of, 311
RNAi (RNA interference), 530–533
RNA- induced silencing complex (RISC), 

460–461, 531–533
RNase, 18–19, 310
RNase H, of retroviruses, 310, 524
RNAzymes, vs. DNAzymes, 530
Rocky Mountain spotted fever, vaccine 

for, 651
ROCO protein family, in Parkinson 

disease, 199
Rods, of retina, 576
Rolling- circle replication, 303, 313, 559
Rotaviruses, replication of, 308
RPE65 gene, delivery of, 578
RTS,S/AS01 malaria vaccine, 615–616
Rubella, vaccines for, 594

S
S1 nuclease, 6
S protein, of SARS- CoV, 605–607
Saccharomyces cerevisiae

expression systems for
drawbacks of, 395–360
intracellular protein production in, 

356–359
practical products from, 356–359
protein secretion in, 357–358

genome of, 356
for HPV vaccine production, 609–610
promoters for, 357
protein secretion from, 356–359

Safety
of pharmaceuticals, 672–678
of vaccines, 602

Salmonella
in antigen delivery, 656–657
attenuated vaccine for, 637–638
fl agellin gene of, 656
for nucleic acid delivery, 563–564

Salmonella enterica, pathogenicity islands 
of, 289

Salmonella enterica serovar Minnesota, 
615, 657–659

Salmonella enterica serovar Typhi
DNA hybridization for, 439
vaccine for, 630, 638, 657

Salmonella enterica serovar Typhimurium
host cell attachment by, 263–265
siderophores of, 272–273
virulence of, 257

Salt, for protein folding, 354
Sander, E. S., 136
Sandwich ELISA, 425–429
Sandwich immunoassay, in protein mi-

croarray analysis, 56–57
Sanger, Fred, dideoxynucleotide procedure 

of, 30–33, 137
Sarcosine, in prostate cancer, 66
SARS (severe acute respiratory syndrome), 

vaccine for, 605–607, 650
Sau3AI restriction endonuclease, 21
SB100X transposon, 569
Scaffold proteins, in viral assembly, 313
Scaffolds, 41
scFv fragment, 485–486
SCID, see Severe combined immunodefi -

ciency (SCID)
Scours, vaccine for, 598
Seaweed, alginate lyase and, 499–502
Sebat, J., 136
Secondary antibodies, 425–426
Secondary immune response, 87
Secondary immunodefi ciencies, 241, 

245–251
Secretory chaperones, 353
Secretory immunoglobulin A, 262
Selectable marker genes

in Agrobacterium tumefaciens, 
403–405

for mammalian cell expression, 370, 372
removal of, 345–346
for vaccines, 646

Selection, of plasmid cloning vectors, 
12–15

Selective marker genes, in Saccharomyces 
cerevisiae systems, 357–359

Selective toxicity
of antibiotics, 292
of antiviral drugs, 320

Self- antigens
immune response to, 207, see also 

Autoimmune diseases
recognition of, 216–218
T- cell reactions to, 240

Self- inactivating vectors, 544
Self- tolerance, see Tolerance
Semliki Forest virus, 299
Senile plaques, in Alzheimer disease, 

583–585
Sensitization, to allergens, 233
Sepsis

neonatal, 409
puerperal, 265–266

Septic shock, 239
Sequence coverage, 22
Sequence read depth, 156–158
Serial packaging, of viruses, 313
Serum sickness, 237–238
Severe acute respiratory syndrome (SARS), 

605–607, 650
Severe combined immunodefi ciency 

disorder (SCID), 241–251, 519, 
571–572

Sex chromosomes
abnormalities of, 143, 145–146
mutations in, 164–166
normal number of, 139

Shiga toxin, edible vaccine for, 416–417
Shiga- like toxin, Escherichia coli, 278
Shigella fl exneri, invasion by, 265
Shingles, 317
Shock, endotoxic, 274
Short hairpin RNA, 532–533
Shotgun cloning strategy, for DNA se-

quencing, 38–41
Shuffl ing, DNA, 383–384
Shuttle vectors, 15, 653
Sialylation, in Pichia pastoris system, 

360
Sialyltransferase, in baculovirus–insect cell 

expression system, 367
Sickle cell disease, 167–168
Siderophores, 272–273
Sigma factor(s), RNA polymerase, 331
Signal peptide (signal sequence)

in protein secretion, 346–347
Saccharomyces cerevisiae, 356–357

Signature- tagged mutagenesis, for viru-
lence factor detection, 283–285

Silencing, gene, 530–531
Simian immunodefi ciency virus, 373
Simian vacuolating virus 40, 301–302
Simian virus 40, as vector, 373
Sindbis virus, vector vaccine for, 648
Single- chain Fv fragment, 485
Single- gene disorders, 164–174

classifi cation of, 171–172
cystic fi brosis, 169–170
fragile X syndrome, 171–173
hemophilia, 168
Huntington disease, 173–174
inheritance of, 164–166
prevalence of, 166
sickle- cell anemia, 167–168
Tay–Sachs disease, 170–171
thalassemia, 166–167

Single- nucleotide polymorphisms (SNPs), 
143

array, 151–152
in breast cancer, 181
in diabetes, 186, 188–190
diseases due to, 159, 161
genotype, 148
microarray analysis for, 440–442, 

450–451, 454–457
noncoding, 162–163
in polygenic disorders, 176
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Sinusitis, in immediate hypersensitivity, 
234–235

siRNAs, see Small interfering RNAs 
(siRNAs)

Site- specifi c mutagenesis, 374–375
Skp chaperone, 354
Sleeping Beauty transposons, 568–569
Small interfering RNAs (siRNAs), 

530–533, 561–563
Smallpox, 72, 316, 593–594
Smith, Michael, 376
SNCA gene, in Parkinson disease, 

198–199
SNPs, see Single- nucleotide polymor-

phisms (SNPs)
Societal issues

economic, see Economic issues
patenting products, 678–684
regulations in, see Food and Drug Ad-

ministration (FDA) regulations
safety of drugs, 672–678

SOD2 gene, in breast cancer, 181
Sodium dodecyl sulfate, in electrophoresis, 

52
Somatic gene therapy, 520–521
Somatic mutations, 143
Somatotropin, see Human growth 

hormone
Sorbitol, for protein folding, 354
Sortase, 259
Spanish fl u pandemic, 298
Specialization, of lymphocyte population, 

87–88
Specialized chaperones, 353
Specialized transduction, in gene transfer, 

287–289
Specifi city, in adaptive immunity, 84–86
Spectral karyotyping, 148
Spectrin- like units, in dystrophin, 579
Spermidine, for gene transfer, 402
Spherocytosis, hereditary, 166
Sphingoglycolipid, accumulation of, in 

Tay–Sachs disease, 170–171
Spike proteins, of viruses, 294–295, 

605–607
Spleen, function of, 99
Splenectomy, immunodefi ciency after, 245
Split- read method, for mapping, 158
Spodoptera frugiperda, baculovirus in, 

363, 367
Sporozoites, in malaria, 612–615
Sports, growth hormone abuse in, 

472–473
Stanford University, patents of, 684
Staphylococcus, in biofi lms, 270
Staphylococcus aureus

evasive mechanisms of, 268
methicillin- resistant

PCR for, 449–450
vaccine for, 607–609

multidrug- resistant, 293
penicillin discovery and, 290
quorum sensing systems of, 271
resistance to, 293

subunit vaccine for, 607–609
superantigen toxins of, 279
toxins of, 275

Staphylococcus carnosus, protein secre-
tion from, 346

Staphylokinase, secretion of, 346
Start codons, in translation, 334
STAT4 gene polymorphisms, 163
Statins, for cardiovascular disease, 162, 

164, 191–192
Steinman, R. M., 115
Stem cells, 88–91

for gene therapy, 521
regulation of, 673–674
transplantation of, 571–572, 586

Sticky ends, in restriction endonucleases, 
6, 10

Stop codons, 369
Strand- specifi c cutting, for T- DNA, 397
Streptavidin, overexpression of, 343
Streptococcal infections, rheumatic heart 

disease and, 222
Streptococcus, in biofi lms, 270
Streptococcus agalactiae, 409
Streptococcus group A, see Streptococcus 

pyogenes (group A)
Streptococcus pneumoniae

polysaccharide vaccines for, 269
PspA protein, in Salmonella vaccine, 

638
secretory IgA digestion by, 262
virulence of, 257

Streptococcus pyogenes (group A)
capsule of, 268–269
invasion of, 265–266
M proteins of, 260
penicillin for, 290
superantigen toxins of, 279
transgenic antibiotics for, 409
vaccines for, 280
virulence factors of, 265–266

Streptokinase, 263, 384
Streptomyces lividans, protein secretion 

from, 346
Structural variants, 135
Stuttering, in viral replication, 307
Subunit vaccine(s), 601–611

advantages and disadvantages of, 
601–602

cholera, 604–605
herpes simplex virus, 603–604
human papillomavirus, 609–611
severe acute respiratory syndrome 

(SARS), 605–607
Staphylococcus aureus, 607–609

Suicide gene therapy, 569–571
Sulfation, in posttranslational processing, 

356
Sumoyl groups, 451
Superantigens, 239, 275, 278–279
Surface proteins, Staphylococcus aureus, 

607–609
Surveillance, immune, for tumors, 

224–228

Survivin, 617–618, 623
Susceptibility, to genetic diseases, 175
Sutton, Walter, 137
SVs (structural variants), 135
Sweat test, for cystic fi brosis, 170
Synapses, loss of, in Alzheimer disease, 

583
Synaptic plasticity, in fragile X syndrome, 

172
Syncytin, 294
Syphilis, ELISA for, 431
Systematic evolution of ligands by ex-

ponential enrichment (SELEX), 
525–526

Systemic delivery, of therapeutic agents, 
535

Systemic infl ammatory response, 279
Systemic lupus erythematosus, 238

T
T cells

activation- induced death of, 216–218
antigen presentation to, 96
antigen recognition by, 103–104
defi ciency of, 242–245, 571–572
deletion of, 216–218
dendritic cell interaction with, 91
functions of, 73, 83, 85, 93–95
helper, 93–94
HIV infection of, 248–251
in hypersensitivity reactions, 232, 

239–240
inactivation of, 211–214
in lymphoid organs, 97–101
major histocompatibility complex mol-

ecules binding to, 665
recirculation of, 101–103
response of, to vaccines, 599
in tolerance, see Tolerance
tumor response in, 222–229

T4 DNA ligase, 10, 12, 636
T4 polynucleotide kinase, 7
T regulatory (Treg) cells, 93–94, 210, 

214–215, 618–620
tac promoter, 331
Talmage, David, 84–85
Tandem affi nity purifi cation tag proce-

dure, 63–64
Tandem duplications, detection of, 

157–158
Taq DNA polymerase, 27
TaqMan PCR, 445–447
Target gene expression unit, 365
Target genes, 330–331

in baculovirus–insect cell expression 
system, 363, 365–367

manipulation of, 336
promoters and, 332
in random mutagenesis, 381–382

Target proteins
in metabolic load, 343
unwanted amino acid removal from, 339

Target sequences, in DNA microarray 
analysis, 46–47
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Tat protein
HIV, 624
lentiviruses, 543

Tatum, Edward, 137
Tau protein, in Alzheimer disease, 

183–185
Tay–Sachs disease, 170–171
T- cell antigen receptors, 85

in diabetes, 189
inactivation of, in anergy, 211–214

T- cell lymphotropic virus, cancer related 
to, 318

T- cell- specifi c transmembrane coreceptor, 
in diabetes, 189–190

TCF2 gene polymorphisms, 163
TCL1 gene, in leukemia, 461
Tc1/mariner transposons, 568–569
Telomerase, 575–576, 617
Telomeres, 357, 575–576
Temperature

for inclusion body control, 336–337
for protein folding, 353

Templates, in PCR, 27–28
Terminal primers, in PCR, 384
Terminators, transcription, 359
Tetanus

neurotoxins of, 278
vector vaccine for, 656–657

Tetrabodies, 486
Tetracycline, mechanism of action of, 291
Tetracycline resistance gene

in baculovirus–insect cell expression 
system, 365, 367

in cholera vaccine, 635–636
in directed mutagenesis, 377

Tetrameric proteins, 370
Tetraploidy, 141
TGFBR1*6A gene, in breast cancer, 179, 

181
Thalassemia, 166–167
Therapeutic agent(s), 465–517, see also 

Monoclonal antibodies; specifi c 
agents

alginate lyase, 499–502
antisense RNA, 522–524
α1- antitrypsin, 504–505
approved list of, 465–466
aptamers, 522, 525–528, 566–567
bacteriophage modifi cations, 477–478
clinical trials of, 470
cyanovirin N, 511–512
delivery of, viral, 535–561
DNase I, 498
DNAzymes, 530
enzymes, 497–507
glycosidases, 505–507
human growth hormone, 471–473
interfering RNAs, 530–533
interferons, 466–471
interleukin- 10, 507–510
lactic acid bacteria as delivery vehicle 

for, 507–514
leptin, 510–511
for mitochondrial disorders, 473–476

monoclonal antibodies as, 479–497
nucleic acids as, 519–571
overview of, 519–522
phenylalanine ammonia lyase, 502–504
recombinant antibodies as, 479–497
ribozymes, 522, 528–530
systemic delivery of, 535
tumor necrosis factor, 473
zinc fi nger nucleases, 534–535

Thrombocytopenic purpura, autoimmune, 
238

Thymidine kinase, 322, 645
Thymidylate synthase, 507–510
Tir protein, in invasion, 265
Tissue plasminogen activator

patent for, 680–681
production of, 384

TLRs, see Toll- like receptors (TLRs)
T- lymphocyte- associated protein 4, in 

diabetes, 188–190
TO3 gene, for cancer, 573–575
Tobacco

chloroplast engineering in, 409
transgenic, regulation of, 675

Tobacco etch virus cleavage site, in SARS 
vaccine production, 607

Tobacco etch virus protease, for fusion 
protein cleavage, 339

Togaviruses, replication of, 305
Tol2 transposon, 568–569
Tolerance, 84, 87–88, 207–218

anergy and, 211–214
central, 208–211
failure of, see Autoimmune diseases
induction of, applications for, 208
infections and, 222–224
in innate immunity, 79
lymphocyte apoptosis and, 216–218
peripheral, 208–209, 211
Treg cells and, 93–94, 210, 214–215
tumor surveillance and, 224–228

Tolerogenic antigens, 208
Toll- like receptors (TLRs), 81

as adjuvants, 662
autoimmune disease and, 223–224
vaccines and, 658

Tomato, plastids of, 405
Tonegawa, Susumu, on immunoglobulin 

gene rearrangement, 79
Tonsils, 99
Toronto Agreement, 152
Toxic shock syndrome, 279
Toxicity, selective, of antibiotics, 292
Toxin(s)

bacterial, 272, 274–279
detection methods for, 279–285

Toxin genes, in cloning, 14, 19–20
Toxoid, tetanus, 278
TP53 gene, in breast cancer, 180–181
Transcription

initiation of, in viral replication, 301
prokaryotic, 333

Transcription factor X box protein 1, 
373–374

Transcription factors, in cancer, 319
Transcription terminators, 359, 404
Transcriptional activator of transcription 

(TAT) peptide, for mitochondrial 
disorder therapy production, 
475–476

Transcriptomics, 45–51
Transduction

in adeno- associated virus action, 549
in gene transfer, 287

Transfection
in baculovirus–insect cell expression 

system, 365
in RNA interference, 531

Transfer RNA (tRNA)
antibiotic binding to, 291
in cloning, 15, 17
codons and, 335–336
in crown gall disease, 396–400
for gene transfer, 287

Transfer vectors, baculovirus, 363–365
Transferrin, 272
Transformation, of plasmid cloning vec-

tors, 12–15
Transforming growth factor β, in Treg cell 

recirculation, 215
Transgenic animals, 675, 683
Transgenic plants, see Plant(s), genetic 

engineering of
Transient gene expression, 405–408
Transition state analogues, for obesity, 

495–496
Transitional regulatory region, 330–331
Translation

eukaryotic protein modifi cation after, 
354–356

regulation of, 334
Translation control sequences, 369
Translocations

breakpoints in, array painting for, 
152–155

in chromosomes, 144
detection of, 146–147
fi ne mapping of, 158

Transplantation
immune response in, 72–73
rejection in, 479–480
stem cells, 673–674

Transport, of antibodies, 119
Transposase, 280–282, 567–569
Transposition, in gene transfer, 289
Transposon(s), gene transfer with, 

287–289
Transposon mutagenesis techniques, for 

virulence factor detection, 280–286
Trastuzumab, 491
Treg, see T regulatory (Treg) cells
Trehalose- formulated Peru- 15 cholera 

vaccine, 637
Triabodies, 483
TRIB1 gene, in cardiovascular disease, 

192
Tribbles homologue 1 gene, in cardiovas-

cular disease, 192



736 I N D E X

Tricarboxylic acid cycle, acetate removal 
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