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INTRODUCTION TO STATISTICS 

(Stat2131) 
  

CCOOUURRSSEE  DDEESSCCRRIIPPTTIIOONN  

MMeeaanniinngg  ooff  ssttaattiissttiiccss,,  mmeetthhooddss  ooff  ddaattaa  ccoolllleeccttiioonn,,  mmeetthhooddss  ooff  ddaattaa  pprreesseennttaattiioonn,,  mmeeaassuurree  ooff  

cceennttrraall  tteennddeennccyy;;  mmeeaassuurree  ooff  vvaarriiaattiioonn;;  mmoommeennttss,,  sskkeewwnneessss,,  kkuurrttoossiiss;;  ccoonncceeppttss  ooff  pprroobbaabbiilliittyy;;  

ccoouunnttiinngg  tteecchhnniiqquueess,,  pprroobbaabbiilliittyy  ddiissttrriibbuuttiioonn::  BBiinnoommiiaall,,  PPooiissssoonn,,  NNoorrmmaall,,  tt  aanndd  CChhii--ssqquuaarree;;  

ssaammpplliinngg..  

  

OOBBJJEECCTTIIVVEESS  

  TToo  iinnttrroodduuccee  ttoo  tthhee  ssttuuddeennttss  ttoo  bbaassiicc  ssttaattiissttiiccaall  kknnoowwlleeddggee  oonn  ddaattaa  ccoolllleeccttiioonn  aanndd  

pprreesseennttaattiioonn  mmeetthhooddss,,  mmeeaassuurree  ooff  cceennttrraall  tteennddeennccyy,,  mmeeaassuurree  ooff  vvaarriiaattiioonn  aanndd  ssaammpplliinngg  

tteecchhnniiqquuee..  

  TToo  ddeemmoonnssttrraattee  tthhee  iimmppoorrttaannccee  aanndd  uusseeffuullnneessss  ooff  ssttaattiissttiiccss  iinn  rreeaall  lliiffee  aanndd  rreeaall  ddaattaa,,  

  TToo  sshhooww  hhooww  ttoo  pprreesseenntt  ddaattaa  iinnffoorrmmaattiivveellyy  aanndd  cclleeaarrllyy,,    

  TToo  bbuuiilldd  uupp  iinntteerreesstt  iinn  ssttaattiissttiiccss  aanndd  hheennccee  eennccoouurraaggee  tthhee  ssttuuddeennttss  ttoo  ssttuuddyy  tthhee  ssuubbjjeecctt  

ffuurrtthheerr..  

LLEEAARRNNIINNGG  OOUUTTCCOOMMEESS  

  

AAtt  tthhee  eenndd  ooff  tthhee  ccoouurrssee  ssttuuddeennttss  eexxppeecctteedd  ttoo    

  HHaavvee  aa  bbrrooaadd  kknnoowwlleeddggee  ooff  tthhee  bbaassiicc  uunnddeerrssttaannddiinngg  ssttaattiissttiiccaall  tteecchhnniiqquueess  ddeemmoonnssttrraatteedd  

tthhrroouugghh  pprriinncciipplleess  ooff  ddaattaa  ccoolllleeccttiioonn,,  ddeessccrriippttiivvee  ssttaattiissttiiccss,,  ddaattaa  aannaallyyssiiss  aanndd  ssaammpplliinngg..    

  IIddeennttiiffyy  ddiiffffeerreenntt  tteecchhnniiqquueess  ooff  ssaammpplliinngg  aanndd  uunnddeerrssttaanndd  tthhee  mmeetthhooddss  ooff  ddaattaa  ccoolllleeccttiioonn,,  

oorrggaanniizzaattiioonn,,  pprreesseennttaattiioonn,,  aannaallyyzzee  aanndd  iinntteerrpprreettaattiioonn..  

  DDiiffffeerreennttiiaattee  aammoonngg  ccoommmmoonn  ttyyppeess  ooff  ddaattaa  aanndd  ssuummmmaarriizzee  aanndd  ddiissppllaayy  tthheemm  

aapppprroopprriiaatteellyy  

  LLeeaarrnn  ssoommee  ddeessiirraabbllee  pprrooppeerrttiieess  ooff  aavveerraaggeess  aanndd  mmeeaassuurree  ooff  vvaarriiaattiioonn..  

  HHaavvee  bbaassiicc  sskkiillllss  iinn  eexxppllaannaattoorryy  ddaattaa  aannaallyyssiiss  aanndd  pprroobblleemmss  ssoollvviinngg,,        
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CCOOUURRSSEE  OOUUTTLLIINNEE  

11..  IInnttrroodduuccttiioonn  

11..11  HHiissttoorryy,,  ddeeffiinniittiioonnss  aanndd  ccllaassssiiffiiccaattiioonn  ooff  ssttaattiissttiiccss  

11..22  SSttaaggeess  iinn  ssttaattiissttiiccaall  iinnvveessttiiggaattiioonn,,    

11..33  DDeeffiinniittiioonn  ooff  ssoommee  bbaassiicc  tteerrmmss    

11..44  AApppplliiccaattiioonn,,  uusseess  aanndd  lliimmiittaattiioonn  ooff  ssttaattiissttiiccss  

11..55  SSccaalleess  ooff  mmeeaassuurreemmeennttss  

22..  MMeetthhooddss  ooff  ddaattaa  pprreesseennttaattiioonn  

22..11  IInnttrroodduuccttiioonn  

22..22  FFrreeqquueennccyy  ddiissttrriibbuuttiioonn,,  qquuaalliittaattiivvee,,  qquuaannttiittaattiivvee  ((aabbssoolluuttee,,  rreellaattiivvee,,  ppeerrcceennttaaggee  

ccuummuullaattiivvee  

22..33  DDiiaaggrraammmmaattiicc  pprreesseennttaattiioonn  ooff  ddaattaa::  bbaarr  cchhaarrtt,,  ppiiee  cchhaarrtt,,  ppiiccttooggrraamm,,  sstteeaamm  aanndd  lleeaaff  

pplloott  

22..44  GGrraapphhiiccaall  pprreesseennttaattiioonn  ooff  ddaattaa::  hhiissttooggrraamm,,  ffrreeqquueennccyy  ppoollyyggoonn,,  OOggiivvee..  

33..  MMeeaassuurree  ooff  cceennttrraall  tteennddeennccyy  

33..11  IInnttrroodduuccttiioonn  

33..11..11    OObbjjeeccttiivveess  ooff  mmeeaassuurriinngg  cceennttrraall  tteennddeennccyy  

33..11..22  TThhee  ssuummmmaattiioonn  nnoottaattiioonn  

33..11..33  IImmppoorrttaanntt  cchhaarraacctteerriissttiiccss  ooff  mmeeaassuurree  ooff  cceennttrraall  tteennddeennccyy  

33..11..44  TTyyppeess  ooff  mmeeaassuurreess  ooff  cceennttrraall  tteennddeennccyy  

33..11..44..11  TThhee  mmeeaann  ((AArriitthhmmeettiicc,,  wweeiigghhtteedd,,  ggeeoommeettrriicc  aanndd  hhaarrmmoonniicc))  

33..11..44..22  TThhee  mmooddee  

33..11..44..33  TThhee  mmeeddiiaann  

33..11..44..44  TThhee  qquuiinnttiilleess  ((qquuaarrttiilleess,,  ddeecciilleess,,  ppeerrcceennttiilleess))  

44..  MMeeaassuurree  ooff  vvaarriiaattiioonn  

44..11  IInnttrroodduuccttiioonn  

44..22  OObbjjeeccttiivveess  ooff  mmeeaassuurriinngg  vvaarriiaattiioonn  

44..33  AAbbssoolluuttee  aanndd  rreellaattiivvee  vvaarriiaattiioonn  

44..44  TTyyppeess  ooff  mmeeaassuurree  ooff  vvaarriiaattiioonn  
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44..44..11..11  TThhee  rraannggee  aanndd  rreellaattiivvee  rraannggee    

44..44..11..22  TThhee  qquuaarrttiillee  ddeevviiaattiioonn  aanndd  ccooeeffffiicciieenntt  ooff  qquuaarrttiillee  ddeevviiaattiioonn  

44..44..11..33  TThhee  mmeeaann  ddeevviiaattiioonn  aanndd  ccooeeffffiicciieenntt  ooff  mmeeaann  ddeevviiaattiioonn  

44..44..11..44  TThhee  vvaarriiaannccee  aanndd  ssttaannddaarrdd  ddeevviiaattiioonn  aanndd  tthhee  ccooeeffffiicciieenntt  ooff  vvaarriiaattiioonn  

44..55  TThhee  ssttaannddaarrdd  ssccoorreess  

44..66    MMoommeennttss  ((AAbboouutt  tthhee  oorriiggiinnss  aanndd  aabboouutt  tthhee  mmeeaann))  

44..77    SSkkeewwnneessss  aanndd  KKuurrttoossiiss  

55..  EElleemmeennttaarryy  PPrroobbaabbiilliittyy  

55..11..11  IInnttrroodduuccttiioonn  

55..11..22  DDeeffiinniittiioonn  aanndd  ssoommee  ccoonncceeppttss  ((RRaannddoomm  eexxppeerriimmeenntt,,  ssaammppllee  ssppaaccee,,  eevveenntt,,  

eeqquuaallllyy  lliikkeellyy  oouuttccoommee,,  aanndd  mmuuttuuaallllyy  eexxcclluussiivvee  eevveennttss  

55..11..33  CCoouunnttiinngg  rruulleess::  aaddddiittiioonn,,  mmuullttiipplliiccaattiioonn,,  ppeerrmmuuttaattiioonn,,  aanndd  ccoommbbiinnaattiioonn  rruulleess  

55..11..44  AApppprrooaacchh  iinn  pprroobbaabbiilliittyy  ddeeffiinniittiioonn  ((ssuubbjjeeccttiivvee,,  ccllaassssiiccaall,,  ffrreeqquueennttiisstt  aanndd  

aaxxiioommaattiicc))  

55..11..55  SSoommee  pprroobbaabbiilliittyy  rruulleess  

55..11..66  CCoonnddiittiioonnaall  pprroobbaabbiilliittyy  aanndd  ssttaattiissttiiccss  

66..  PPrroobbaabbiilliittyy  ddiissttrriibbuuttiioonn  

66..11..11  DDeeffiinniittiioonn  ooff  rraannddoomm  vvaarriiaabblleess  aanndd  pprroobbaabbiilliittyy  ddiissttrriibbuuttiioonn  

66..11..22  IInnttrroodduuccttiioonn  ttoo  eexxppeeccttaattiioonn::  mmeeaann  aanndd  vvaarriiaannccee  ooff  rraannddoomm  vvaarriiaabblleess  

66..11..33  CCoommmmoonn  ddiissccrreettee  pprroobbaabbiilliittyy  ddiissttrriibbuuttiioonn::  bbiinnoommiiaall  aanndd  PPooiissssoonn  

66..11..44  CCoommmmoonn  ccoonnttiinnuuoouuss  pprroobbaabbiilliittyy  ddiissttrriibbuuttiioonn::  nnoorrmmaall,,  tt  aanndd  cchhii--ssqquuaarree  

ddiissttrriibbuuttiioonnss..  

77..  SSaammpplliinngg  tteecchhnniiqquueess  

77..11..11  BBaassiicc  ccoonncceeppttss::  ppooppuullaattiioonn,,  ssaammppllee,,  ppaarraammeetteerr,,  ssttaattiissttiicc,,  ssaammpplliinngg  ffrraammee,,  

ssaammpplliinngg  uunniittss  

77..11..22  RReeaassoonnss  ffoorr  ssaammpplliinngg  

77..11..33  TTyyppeess  ooff  ssaammpplliinngg  tteecchhnniiqquueess  

77..11..33..11  NNoonn  pprroobbaabbiilliittyy  ssaammpplliinngg::  bbaassiicc  ccoonncceeppttss  aanndd  ddeeffiinniittiioonnss  

77..11..33..22  PPrroobbaabbiilliittyy  ssaammpplliinngg::  BBaassiicc  ccoonncceeppttss  aanndd  ddeeffiinniittiioonnss    
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CCHHAAPPTTEERR  11  

1. INTRODUCTION 

Definition and classifications of statistics 

Definition: 

We can define statistics in two ways. 
1. Plural sense (lay man definition). 

 It is an aggregate or collection of numerical facts. 
2. Singular sense (formal definition) 

 Statistics is defined as the science of collecting, organizing, presenting, analyzing and 
interpreting numerical data for the purpose of assisting in making a more effective 
decision. 

Classifications: 

Depending on how data can be used statistics is sometimes divided in to two main areas or 
branches. 
1. Descriptive Statistics: is concerned with summary calculations, graphs, charts and 
tables. 
2. Inferential Statistics: is a method used to generalize from a sample to a population. 
For example, the average income of all families (the population) in Ethiopia can be 
estimated from figures obtained from a few hundred (the sample) families. 

 It is important because statistical data usually arises from sample. 

 Statistical techniques based on probability theory are required. 
 

Stages in Statistical Investigation      

 
There are five stages or steps in any statistical investigation. 
1. Collection of data: the process of measuring, gathering, assembling the raw data up 

on which the statistical investigation is to be based. 

 Data can be collected in a variety of ways; one of the most common methods is 
through the use of survey. Survey can also be done in different methods, three of 
the most common methods are: 

 Telephone survey 

 Mailed questionnaire 

 Personal interview. 
Exercise: discuss the advantage and disadvantage of the above three methods with 
respect to each other. 



Lecture notes: Introduction to Statistics                                          AY_2020                                                                             

6 

2. Organization of data: Summarization of data in some meaningful way, e.g. table 
form 

3. Presentation of the data: The process of re-organization, classification, compilation, 
and summarization of data to present it in a meaningful form. 

4. Analysis of data: The process of extracting relevant information from the summarized 
data, mainly through the use of elementary mathematical operation. 

5. Inference of data: The interpretation and further observation of the various statistical 
measures through the analysis of the data by implementing those methods by which 
conclusions are formed and inferences made.     

 Statistical techniques based on probability theory are required. 
 

Definitions of some terms 
 

a. Statistical Population: It is the collection of all possible observations of a specified 
characteristic of interest (possessing certain common property) and being under study. 
An example is all of the students in AAU 3101 course in this term. 

b. Sample: It is a subset of the population, selected using some sampling technique in such 
a way that they represent the population. 

c. Sampling: The process or method of sample selection from the population.  
d. Sample size: The number of elements or observation to be included in the sample. 
e. Census: Complete enumeration or observation of the elements of the population. Or it 

is the collection of data from every element in a population 
f. Parameter: Characteristic or measure obtained from a population. 
g. Statistic: Characteristic or measure obtained from a sample. 
h. Variable: It is an item of interest that can take on many different numerical values. 
 

Types of Variables or Data:  

 
1. Qualitative Variables are nonnumeric variables and can't be measured.           
Examples include gender, religious affiliation, and state of birth. 
2. Quantitative Variables are numerical variables and can be measured. Examples 
include balance in checking account, number of children in family. Note that quantitative 
variables are either discrete (which can assume only certain values, and there are usually 
"gaps" between the values, such as the number of bedrooms in your house) or continuous 
(which can assume any value within a specific range, such as the air pressure in a tire.) 
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Applications, Uses and Limitations of statistics 
 

Applications of statistics: 

 In almost all fields of human endeavor. 

 Almost all human beings in their daily life are subjected to obtaining numerical facts 
e.g. abut price. 

 Applicable in some process e.g. invention of certain drugs, extent of environmental 
pollution. 

 In industries especially in quality control area. 
Uses of statistics: 
The main function of statistics is to enlarge our knowledge of complex phenomena. The 
following are some uses of statistics: 

1. It presents facts in a definite and precise form. 
2. Data reduction. 
3. Measuring the magnitude of variations in data. 
4. furnishes a technique of comparison 
5. Estimating unknown population characteristics. 
6. Testing and formulating of hypothesis. 
7. Studying the relationship between two or more variable. 
8. Forecasting future events. 

Limitations of statistics 
As a science statistics has its own limitations. The following are some of the limitations: 

 Deals with mainly quantitative information. 

 Deals with only aggregate of facts and not with individual data items. 

 Statistical data are only approximately and not mathematical correct. 

 Statistics can be easily misused and therefore should be used be experts. 
 

Scales of measurement 

Proper knowledge about the nature and type of data to be dealt with is essential in order to 
specify and apply the proper statistical method for their analysis and inferences. 
Measurement scale refers to the property of value assigned to the data based on the 
properties of order, distance and fixed zero. 

In mathematical terms measurement is a functional mapping from the set of objects {O i} to 
the set of real numbers {M(Oi)}.  
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The goal of measurement systems is to structure the rule for assigning numbers to objects in 
such a way that the relationship between the objects is preserved in the numbers assigned to 
the objects. The different kinds of relationships preserved are called properties of the 

measurement system.  

Order 

The property of order exists when an object that has more of the attribute than another 
object, is given a bigger number by the rule system. This relationship must hold for all 

objects in the "real world".  

The property of ORDER exists 

When for all i, j if Oi > Oj, then M(Oi) > M(Oj).  

Distance 

The property of distance is concerned with the relationship of differences between objects. 
If a measurement system possesses the property of distance it means that the unit of 
measurement means the same thing throughout the scale of numbers. That is, an inch is an 

inch, no matters were it falls - immediately ahead or a mile downs the road.  

More precisely, an equal difference between two numbers reflects an equal difference in the 
"real world" between the objects that were assigned the numbers. In order to define the 
property of distance in the mathematical notation, four objects are required: Oi, Oj, Ok, and 
Ol . The difference between objects is represented by the "-" sign; Oi - Oj refers to the 
actual "real world" difference between object i and object j, while M(Oi) - M(Oj) refers to 

differences between numbers.  
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The property of DISTANCE exists, for all i, j, k, l 

If Oi-Oj ≥ Ok- Ol then M(Oi)-M(Oj) ≥ M(Ok)-M( Ol ).  

Fixed Zero 

A measurement system possesses a rational zero (fixed zero) if an object that has none of the 
attribute in question is assigned the number zero by the system of rules. The object does not 
need to really exist in the "real world", as it is somewhat difficult to visualize a "man with 
no height". The requirement for a rational zero is this: if objects with none of the attribute 
did exist would they be given the value zero. Defining O0 as the object with none of the 

attribute in question, the definition of a rational zero becomes:  

The property of FIXED ZERO exists if M(O0) = 0.  

The property of fixed zero is necessary for ratios between numbers to be meaningful.  

SCALE TYPES 

Measurement is the assignment of numbers to objects or events in a systematic fashion. Four 
levels of measurement scales are commonly distinguished: nominal, ordinal, interval, and 

ratio and each possessed different properties of measurement systems.  

Nominal Scales 

Nominal scales are measurement systems that possess none of the three properties stated 

above. 

 Level of measurement which classifies data into mutually exclusive, all inclusive 
categories in which no order or ranking can be imposed on the data. 

 No arithmetic and relational operation can be applied. 

Examples: 

o Political party preference (Republican, Democrat, or Other,)  
o  Sex (Male or Female.) 

o Marital status(married, single, widow, divorce) 

o Country code 
o Regional differentiation of Ethiopia. 

 

 

http://davidmlane.com/hyperstat/A30317.html
http://davidmlane.com/hyperstat/A30633.html
http://davidmlane.com/hyperstat/A30751.html
http://davidmlane.com/hyperstat/A31094.html
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Ordinal Scales 

Ordinal Scales are measurement systems that possess the property of order, but not the 
property of distance. The property of fixed zero is not important if the property of distance 

is not satisfied. 

 Level of measurement which classifies data into categories that can be ranked. 
Differences between the ranks do not exist. 

 Arithmetic operations are not applicable but relational operations are applicable. 

 Ordering is the sole property of ordinal scale. 

Examples: 

o Letter grades (A, B, C, D, F). 
o Rating scales (Excellent, Very good, Good, Fair, poor). 

o Military status. 

Interval Scales 

Interval scales are measurement systems that possess the properties of Order and distance, 

but not the property of fixed zero. 

 Level of measurement which classifies data that can be ranked and differences are  
meaningful. However, there is no meaningful zero, so ratios are meaningless.  

 All arithmetic operations except division are applicable. 

 Relational operations are also possible. 

Examples: 

o IQ 
o Temperature in oF. 

Ratio Scales 

Ratio scales are measurement systems that possess all three properties: order, distance, and 
fixed zero. The added power of a fixed zero allows ratios of numbers to be meaningfully 
interpreted; i.e. the ratio of Bekele's height to Martha's height is 1.32, whereas this is not 

possible with interval scales.  

 Level of measurement which classifies data that can be ranked, differences are 
meaningful, and there is a true zero. True ratios exist between the different units of 
measure. 
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 All arithmetic and relational operations are applicable. 

Examples: 

o Weight 
o Height 

o Number of students 
o Age 

The following present a list of different attributes and rules for assigning numbers to objects. 
Try to classify the different measurement systems into one of the four types of scales. 

(Exercise) 

1. Your checking account number as a name for your account.  
2. Your checking account balance as a measure of the amount of money you have in that 

account.  
3. The order in which you were eliminated in a spelling bee as a measure of your 

spelling ability.  
4. Your score on the first statistics test as a measure of your knowledge of statistics.  
5. Your score on an individual intelligence test as a measure of your intelligence.  
6. The distance around your forehead measured with a tape measure as a measure of 

your intelligence.  
7. A response to the statement "Abortion is a woman's right" where "Strongly 

Disagree" = 1, "Disagree" = 2, "No Opinion" = 3, "Agree" = 4, and "Strongly 
Agree" = 5, as a measure of attitude toward abortion.  

8. Times for swimmers to complete a 50-meter race 
9. Months of the year Meskerm, Tikimit… 
10. Socioeconomic status of a family when classified as low, middle and upper classes. 
11.  Blood type of individuals, A, B, AB and O. 
12. Pollen counts provided as numbers between 1 and 10 where 1 implies there is almost 

no pollen and 10 that it is rampant, but for which the values do not represent an 
actual counts of grains of pollen.  

13. Regions numbers of Ethiopia (1, 2, 3 etc.) 
14. The number of students in a college; 
15. The net wages of a group of workers; 

16. the height of the men in the same town; 
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CCHHAAPPTTEERR  22  

2. METHODS OF DATA COLLECTION AND PRESNTATION 

2.1 Introduction: 

Data: 

 What is data?  Raw data is recorded information in its original collected form, 
whether it be counts or measurements. 

 The raw material for statistics 
  

 It can be obtained from:  

  Routinely kept records on book  

  Surveys  

  Census   

  Vital registration   

  Reports  
 
2.2 Methods of Data Collection and tool 

   There are two sources of data: 
1. Primary Data 

 Data measured or collect by the investigator or the user directly from the source. 

 Two activities involved: planning and measuring. 
a) Planning: 

 Identify source and elements of the data. 

 Decide whether to consider sample or census. 

 If sampling is preferred, decide on sample size, selection method… etc. 

 Decide measurement procedure. 

 Set up the necessary organizational structure. 
b) Measuring: there are different options. 

 Focus Group 

  Telephone Interview 

  Mail Questionnaires 

  Door-to-Door Survey 

  Mall Intercept 

  New Product Registration 

  Personal Interview and  

  Experiments are some of the sources for collecting the primary data. 
2. Secondary Data 

 Data gathered or compiled from published and unpublished sources or files. 

 When our source is secondary data check that: 
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 The type and objective of the situations. 

 The purpose for which the data are collected and compatible with the present 
problem. 

 The nature and classification of data is appropriate to our problem. 

 There are no biases and misreporting in the published data. 

 The following are some of the methods used for collecting the data: 

► Observation 

► Face-to-face and self-administered interviews 

► Postal or mail method and telephone interviews 

► Focus group discussions  

► Desk review 

► Experiments.  

► Others’ such as, life histories, Case studies, Nominal group techniques, etc. 
Note: Data which are primary for one may be secondary for the other.  

Common Problems in Data Collection 

♥ The following are some of the common problems during data collection: 

 Language barriers 

 Lack of adequate time 

 Expense 

 Inadequately trained and experienced staff 

 Invasion of privacy 

 Bias 

 Cultural norms 

METHOD OF DATA PRESENTATION 

Having collected and edited the data, the next important step is to organize it. That is to present it 

in a readily comprehensible condensed form that aids in order to draw inferences from it. It is 

also necessary that the like be separated from the unlike ones. 

 The presentation of data is broadly classified in to the following two categories: 

 Tabular presentation     

 Diagrammatic and Graphic presentation. 

The process of arranging data in to classes or categories according to similarities technically is 

called classification. 

Classification is a preliminary and it prepares the ground for proper presentation of data. 

Definitions: 
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 Raw data:  recorded information in its original collected form, whether it be counts or 

measurements, is referred to as raw data. 

 Frequency: is the number of values in a specific class of the distribution. 

 Frequency distribution: is the organization of raw data in table form using classes and 

frequencies. 

There are three basic types of frequency distributions 

 Categorical frequency distribution 

 Ungrouped frequency distribution 

 Grouped frequency distribution 

There are specific procedures for constructing each type. 

1) Categorical frequency Distribution: 

Used for data that can be place in specific categories such as nominal, or ordinal. e.g. marital 

status. 

Example: a social worker collected the following data on marital status for 25   

  persons. (M=married, S=single, W=widowed, D=divorced) 

M S D W D 

S S M M M 

W D S M M 

W D D S S 

S W W D D 

Solution: 

Since the data are categorical, discrete classes can be used. There are four types of marital status M, 

S, D, and W. These types will be used as class for the distribution. We follow procedure to construct 

the frequency distribution. 

Step 1: Make a table as shown.  

 

 

 

 

 

Step 2: Tally the data and place the result in column (2). 

Step 3: Count the tally and place the result in column (3). 

Class 

(1) 

Tally 

(2) 

Frequency 

(3) 

Percent 

(4) 

M    

S    

D    

W    
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Step 4: Find the percentages of values in each class by using; 

 100*%
n

f
     Where f= frequency of the class, n=total number of value. 

Percentages are not normally a part of frequency distribution but they can be added since they are 

used in certain types diagrammatic such as pie charts. 

Step 5: Find the total for column (3) and (4). 

Combing all the steps one can construct the following frequency distribution.     

 

 

 

 

 

 

 

2) Ungrouped frequency Distribution: 

-Is a table of all the potential raw score values that could possible occur in the data along with the 

number of times each actually occurred. 

-Is often constructed for small set or data on discrete variable. 

Constructing ungrouped frequency distribution: 

 First find the smallest and largest raw score in the collected data. 

 Arrange the data in order of magnitude and count the frequency. 

 To facilitate counting one may include a column of tallies. 

Example: 

The following data represent the mark of 20 students. 

 

80 76 90 85 80 

70 60 62 70 85 

65 60 63 74 75 

76 70 70 80 85 

 

Class 

(1) 

Tally 

(2) 

Frequency 

(3) 

Percent 

(4) 

M 
////  

5 20 

S //// // 7 28 

D ////  // 7 28 

W ////  / 6 24 
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Construct a frequency distribution, which is ungrouped. 

Solution: 

       

Step 1: Find the range, Range=Max-Min=90-60=30. 

Step 2: Make a table as shown 

Step 3: Tally the data. 

Step 4: Compute the frequency. 

Mark Tally Frequency 

60 // 2 

62 / 1 

63 / 1 

65 / 1 

70 //// 4 

74 / 1 

75 // 2 

76 / 1 

80 /// 3 

85 /// 3 

90 / 1 

 

Each individual value is presented separately, that is why it is named ungrouped frequency 

distribution. 

 

3) Grouped frequency Distribution: 

When the range of the data is large, the data must be grouped in to classes that are more than one 

unit in width. 

Definitions:  

 Grouped Frequency Distribution: a frequency distribution when several numbers are 

grouped in one class. 

 Class limits: Separates one class in a grouped frequency distribution from another. The 

limits could actually appear in the data and have gaps between the upper limits of one class 

and lower limit of the next. 

 Units of measurement (U): the distance between two possible consecutive measures. It is 

usually taken as 1, 0.1, 0.01, 0.001, -----. 

 Class boundaries: Separates one class in a grouped frequency distribution from another. The 

boundaries have one more decimal places than the row data and therefore do not appear in 

the data. There is no gap between the upper boundary of one class and lower boundary of the 

next class. The lower class boundary is found by subtracting U/2 from the corresponding 

lower class limit and the upper class boundary is found by adding U/2 to the corresponding 

upper class limit. 

 Class width: the difference between the upper and lower class boundaries of any class. It is 

also the difference between the lower limits of any two consecutive classes or the difference 

between any two consecutive class marks. 
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  Class mark (Mid points): it is the average of the lower and upper class limits or the 

average of upper and lower class boundary. 

 Cumulative frequency: is the number of observations less than/more than or equal to a 

specific value. 

 Cumulative frequency above:  it is the total frequency of all values greater than or equal to 

the lower class boundary of a given class. 

 Cumulative frequency blow: it is the total frequency of all values less than or equal to the 

upper class boundary of a given class. 

 Cumulative Frequency Distribution (CFD): it is the tabular arrangement of class interval 

together with their corresponding cumulative frequencies. It can be more than or less than 

type, depending on the type of cumulative frequency used. 

 Relative frequency (rf): it is the frequency divided by the total frequency. 

 Relative cumulative frequency (rcf): it is the cumulative frequency divided by the total 

frequency. 

Guidelines for classes 

1. There should be between 5 and 20 classes.  

2. The classes must be mutually exclusive. This means that no data value can fall into two 

different classes  

3. The classes must be all inclusive or exhaustive. This means that all data values must be 

included.  

4. The classes must be continuous. There are no gaps in a frequency distribution.  

5. The classes must be equal in width. The exception here is the first or last class. It is 

possible to have a "below ..." or "... and above" class. This is often used with ages.  

Steps for constructing Grouped frequency Distribution 

1. Find the largest and smallest values  

2. Compute the Range(R) = Maximum - Minimum  

3. Select the number of classes desired, usually between 5 and 20 or use Sturges rule 

nk log32.31  where k is number of classes desired and n is total number of 

observation.                                                    

4. Find the class width by dividing the range by the number of classes and rounding up, not 

off.
k

R
w  .   

5. Pick a suitable starting point less than or equal to the minimum value. The starting point 

is called the lower limit of the first class. Continue to add the class width to this lower 

limit to get the rest of the lower limits.  

6. To find the upper limit of the first class, subtract U from the lower limit of the second 

class. Then continue to add the class width to this upper limit to find the rest of the upper 

limits.  

7. Find the boundaries by subtracting U/2 units from the lower limits and adding U/2 units 

from the upper limits. The boundaries are also half-way between the upper limit of one 

class and the lower limit of the next class. !may not be necessary to find the boundaries.  

8. Tally the data.  

9. Find the frequencies.  
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10. Find the cumulative frequencies. Depending on what you're trying to accomplish, it may 

not be necessary to find the cumulative frequencies.  

11. If necessary, find the relative frequencies and/or relative cumulative frequencies 

Example: 

   Construct a frequency distribution for the following data. 

11 29 6 33 14 31 22 27 19 20 

18 17 22 38 23 21 26 34 39 27 

Solutions: 

Step 1: Find the highest and the lowest value H=39, L=6 

Step 2: Find the range; R=H-L=39-6=33 

Step 3: Select the number of classes desired using Sturges formula; 

         nk l o g32.31 =1+3.32log (20) =5.32=6(rounding up) 

Step 4: Find the class width; w=R/k=33/6=5.5=6 (rounding up) 

Step 5: Select the starting point, let it be the minimum observation. 

 6, 12, 18, 24, 30, 36 are the lower class limits. 

Step 6: Find the upper class limit; e.g. the first upper class=12-U=12-1=11 

  11, 17, 23, 29, 35, 41 are the upper class limits. 

So combining step 5 and step 6, one can construct the following classes. 

Class limits 

6 – 11 

12 – 17 

18 – 23 

24 – 29 

30 – 35 

36 – 41 

Step 7: Find the class boundaries; 

    E.g. for class 1 Lower class boundary=6-U/2=5.5 

                             Upper class boundary =11+U/2=11.5 
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 Then continue adding w on both boundaries to obtain the rest boundaries. By doing so 

one can obtain the following classes. 

Class boundary 

5.5 – 11.5 

11.5 – 17.5 

17.5 – 23.5 

23.5 – 29.5 

29.5 – 35.5 

35.5 – 41.5 

Step 8: tally the data. 

Step 9: Write the numeric values for the tallies in the frequency column. 

Step 10: Find cumulative frequency. 

Step 11: Find relative frequency or/and relative cumulative frequency. 

 

The complete frequency distribution follows: 

 

Class 

limit 

 

Class boundary 

 

Class 

Mark 

 

Tally 

 

Freq. 

 

Cf (less 

than 

type) 

 

Cf (more 

than type) 

 

rf. 

 

rcf (less 

than type 

6 – 11 5.5 – 11.5 8.5 // 2 2 20 0.10 0.10 

12 – 17 11.5 – 17.5 14.5 // 2 4 18 0.10 0.20 

18 – 23 17.5 – 23.5 20.5 
//// //  

7 11 16 0.35 0.55 

24 – 29 23.5 – 29.5 26.5 //// 4 15 9 0.20 0.75 

30 – 35 29.5 – 35.5 32.5 /// 3 18 5 0.15 0.90 

36 – 41 35.5 – 41.5 38.5 // 2 20 2 0.10 1.00 

Diagrammatic and Graphic presentation of data. 

These are techniques for presenting data in visual displays using geometric and pictures. 

Importance: 

 They have greater attraction. 

 They facilitate comparison. 

 They are easily understandable. 

-Diagrams are appropriate for presenting discrete data. 
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-The three most commonly used diagrammatic presentation for discrete as well as qualitative data are: 

 Pie charts 

 Pictogram 

 Bar charts 

Pie chart 

A pie chart is a circle that is divided in to sections or wedges according to the percentage of 

frequencies in each category of the distribution. The angle of the sector is obtained using: 

          360*sec
antitythewholequ

partValueofthe
torAngleof    

Example: Draw a suitable diagram to represent the following population in a town. 

Men Women Girls Boys 

2500 2000 4000 1500 

Solutions: 

Step 1: Find the percentage. 

Step 2: Find the number of degrees for each class. 

Step 3: Using a protractor and compass, graph each section and write its name corresponding percentage. 

Class Frequency Percent Degree 

Men 2500 25 90 

Women 2000 20 72 

Girls 4000 40 144 

Boys 1500 15 54 
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Pictogram 

In these diagram, we represent data by means of some picture symbols. We decide abut a 

suitable picture to represent a definite number of units in which the variable is measured. 

Example: draw a pictogram to represent the following population of a town. 

Year 1989 1990 1991 1992 

Population 2000 3000 5000 7000 

 

 

Bar Charts: 

- A set of bars (thick lines or narrow rectangles) representing some magnitude over time space. 

- They are useful for comparing aggregate over time space. 

- Bars can be drawn either vertically or horizontally. 

- There are different types of bar charts. The most common being : 

 Simple bar chart 

 Deviation o0r two way bar chart 

 Broken bar chart 

 Component or sub divided bar chart. 

 Multiple bar charts. 

 

Simple Bar Chart 

 

-Are used to display data on one variable. 

-They are thick lines (narrow rectangles) having the same breadth. The magnitude of a quantity is 

represented by the height /length of the bar. 

Example: The following data represent sale by product, 1957- 1959 of a given company for three 

products A, B, C.  

 

Product Sales($) 

In 1957 

Sales($) 

In 1958 

Sales($) 

In 1959 

A 12 14 18 

CLASS

Boys

Girls Women

Men
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B 24 21 18 

C 24 35 54 

 

Solutions: 

 
Component Bar chart 

-When there is a desire to show how a total (or aggregate) is divided in to its component parts, we use 

component bar chart. 

-The bars represent total value of a variable with each total broken in to its component parts and different 

colours or designs are used for identifications 

Example:  

Draw a component bar chart to represent the sales by product from 1957 to 1959. 

Solutions: 

 

    
 

Multiple Bar charts 

- These are used to display data on more than one variable. 

- They are used for comparing different variables at the same time. 

Example: 

  Draw a component bar chart to represent the sales by product from 1957 to 1959. 

 

Solutions: 

Sales by product in 1957

0

5

10

15

20

25

30

A       B       C       

product

S
al

es
 i

n
 $

SALES BY PRODUCT 1957-1959

0

20

40

60

80

100

1957 1958 1959

Year of production

S
al

es
 in

 $ Product  C       

Product  B

 Product A       
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Graphical Presentation of data 

- The histogram, frequency polygon and cumulative frequency graph or ogive are most commonly 

applied graphical representation for continuous data.  

Procedures for constructing statistical graphs: 

 Draw and label the X and Y axes. 

 Choose a suitable scale for the frequencies or cumulative frequencies and label it on the Y axes. 

 Represent the class boundaries for the histogram or ogive or the mid points for the frequency 

polygon on the X axes. 

 Plot the points. 

 Draw the bars or lines to connect the points. 

 

Histogram 

A graph which displays the data by using vertical bars of various heights to represent frequencies. Class 

boundaries are placed along the horizontal axes. Class marks and class limits are some times used as 

quantity on the X axes. 

 

Example: Construct a histogram to represent the previous data (example *). 

Frequency Polygon: 

A line graph. The frequency is placed along the vertical axis and classes mid points are placed along the 

horizontal axis. It is customer to the next higher and lower class interval with corresponding frequency 

of zero, this is to make it a complete polygon. 

Example: Draw a frequency polygon for the above data (example *). 

Solutions: 

 Sales by product 1957-1959

0

10

20

30

40

50

60

1957 1958 1959

Year of production

Sa
le

s 
in

 $  Product A       

Product  B

Product  C       



Lecture notes: Introduction to Statistics                                          AY_2020                                                                             

24 

 
 

Ogive (cumulative frequency polygon) 

- A graph showing the cumulative frequency (less than or more than type) plotted against upper or 

lower class boundaries respectively. That is class boundaries are plotted along the horizontal axis and 

the corresponding cumulative frequencies are plotted along the vertical axis. The points are joined by a 

free hand curve. 

Example: Draw an ogive curve(less than type) for the above data. 

                             (Example *) 

 

 

 

CCHHAAPPTTEERR  33 
3. MEASURES OF CENTERAL TENDENCY 

Introduction  
 When we want to make comparison between groups of numbers it is good to have a single value 

that is considered to be a good representative of each group. This single value is called the average 

of the group. Averages are also called measures of central tendency. 

 An average which is representative is called typical average and an average which is not 

representative and has only a theoretical value is called a descriptive average 

Importance: 

 To comprehend the data easily. 

 To facilitate comparison. 

 To make further statistical analysis. 

 

The Summation Notation: 

Class Mid points

44.538.532.526.520.514.58.52.5

V
al

ue
 F

re
qu

en
cy

8

6

4

2

0
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 Let X1, X2, X3 …XN be a number of measurements where N is the total number of 

observation and Xi is i
th

 observation. 

 Very often in statistics an algebraic expression of the form X1+X2+X3+...+XN is used in a 

formula to compute a statistic.  It is tedious to write an expression like this very often, so 

mathematicians have developed a shorthand notation to represent a sum of scores, called 

the summation notation.  

 The symbol 


N

i

iX
1

is a mathematical shorthand for  

The expression is read, "the sum of X sub i from i equals 1 to N." It means "add up all the 

numbers." 

Example: Suppose the following were scores made on the first homework assignment for five 

students in the class: 5, 7, 7, 6, and 8. In this example set of five numbers, where N=5, the 

summation could be written: 

 

The "i=1" in the bottom of the summation notation tells where to begin the sequence of 

summation. If the expression were written with "i=3", the summation would start with the third 

number in the set. For example:  

 

In the example set of numbers, this would give the following result:  

 

The "N" in the upper part of the summation notation tells where to end the sequence of 

summation. If there were only three scores then the summation and example would be:  

 

Sometimes if the summation notation is used in an expression and the expression must be written 

a number of times, as in a proof, then a shorthand notation for the shorthand notation is 

employed. When the summation sign "" is used without additional notation, then "i=1" and "N" 

are assumed.  



Lecture notes: Introduction to Statistics                                          AY_2020                                                                             

26 

For example:  

 

PROPERTIES OF SUMMATION  

1. nkk
n

i


1

  where k is any constant 

2. 



n

i

i

n

i

i XkkX
11

 where k is any constant 

3. 



n

i

i

n

i

i XbnabXa
11

)(  where  a and b are any constant 

4. 



n

i

i

n

i

ii

n

i

i YXYX
111

)(  

5.  
 

Example: considering the following data determine 

X Y 

5 6 

7 7 

7 8 

6 7 

8 8 
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a) 


5

1i

iX  

b) 


5

1i

iY  

c) 


5

1

10
i

 

d) )(
5

1





i

ii YX  

e) 



5

1

)(
i

ii YX  

f) 


5

1i

iiYX  

g) 


5

1

2

i

iX  

h) ))((
5

1

5

1


 i

i

i

i YX  

Solutions: 

a) 3386775
5

1


i

iX  

b) 3687876
5

1


i

iY  

c) 5010*510
5

1


i

 

d) 363369)88()76()87()77()65()(
5

1


i

ii YX  

e) 36333)88()76()87()77()65()(
5

1




i

i

i YX  

f) 2418*87*68*77*76*5
5

1


i

iiYX  

g) 22386775 22222
5

1

2


i

iX  

h) 118836*33))((
5

1

5

1


 i

i

i

i YX  

 Properties of measures of central tendency (a typical average should posses the 

following) 

 It should be rigidly defined. 

 It should be based on all observation under investigation. 

 It should be as little as affected by extreme observations. 
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 It should be capable of further algebraic treatment. 

 It should be as little as affected by fluctuations of sampling. 

 It should be ease to calculate and simple to understand. 

 

Types of measures of central tendency 

There are several different measures of central tendency; each has its advantage and 

disadvantage. 

 The Mean (Arithmetic, Geometric and Harmonic) 

 The Mode 

 The Median 

 Quintiles (Quartiles, Deciles and Percentiles) 

The choice of these averages depends up on which best fit the property under discussion. 

 

The Arithmetic Mean   

 Is defined as the sum of the magnitude of the items divided by the number of 

items. 

 The mean of X1, X2 ,X3 …Xn is denoted by A.M ,m  or X  and is given by:    

      

n

X

X

n

XXX
X

n

i

i

n







1

21 . . .

 

 If X1 occurs f1 times 

 If X2occurs f2 times 

 If Xn occurs fn times 

Then the mean will be 








k

i
i

k

i
ii

f

Xf
X

1

1

  , where k is the number of classes and 

nf
k

i

i 
1

 

Example: Obtain the mean of the following number 

         2, 7, 8, 2, 7, 3, 7 

Solution: 

Xi fi Xifi 

2 2 4 

3 1 3 

7 3 21 

8 1 8 

Total 7 36 
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15.5
7

36
4

1

4

1 









i

i

i

ii

f

Xf

X  

 
 

Arithmetic Mean for Grouped Data 

 

If data are given in the shape of a continuous frequency distribution, then the mean is 

obtained as follows: 

    
W h e r e

f

Xf

X
k

i

i

k

i

ii

,

1

1








    Xi =the class mark of the i

th
 class and fi = the 

frequency of the i
th

 class 

Example: calculate the mean for the following age distribution. 

Class frequency 

6- 10 35 

11- 15 23 

16- 20 15 

21- 25 12 

26- 30 9 

31- 35 6 

 

Solutions: 

 First find the class marks 

 Find the product of frequency and class marks 

 Find mean using the formula. 

 

 

75.15
100

1575
6

1

6

1 









i

i

i

ii

f

Xf

X
 

Class fi Xi Xifi 

6- 10 35 8 280 

11- 15 23 13 299 

16- 20 15 18 270 

21- 25 12 23 276 

26- 30 9 28 252 

31- 35 6 33 198 

Total 100  1575 
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If the values in a series or mid values of a class are large enough, coding of values is a 

good device to simplify the calculations.  

 

Special properties of Arithmetic mean 

1. The sum of the deviations of a set of items from their mean is always zero. i.e.

.0)(
1




XX
n

i
i

  

2. The sum of the squared deviations of a set of items from their mean is the 

minimum. i.e. XAAXXXi
n

i

n

i
i

 
 

,)()(
1 1

22
 

3. If 1X  is the mean of 
1n observations 

       If 2X  is the mean of 
2n observations 

        . 

        . 

       If kX  is the mean of kn observations 

      Then the mean of all the observation in all groups often called the 

combined mean is given  by: 

    











 k

1i

i

k

1i

ii

k21

kk2211
c

n

nX

nnn

nXnXnX
X

. . .

. . . .
 

Example: In a class there are 30 females and 70 males. If females averaged 60 in an 

examination and boys averaged 72, find the mean for the entire class. 

   Solutions:                                 

30

60

1

1





n

X

Females

                                     

70

72

2

2





n

X

Males

 

 

 

 

 

 

 

 

 

 

 

4. If a wrong figure has been used when calculating the mean the correct mean can be 

obtained without repeating the whole process using: 

      
n

W r o n g V a l u eueCorrectVal
WrongMeannCorrectMea

)( 
  

      Where n is total number of observations. 

40.68
100

6840

7030

)72(70)60(30

2

1

2

1

21

2211





















c

i
i

i
ii

c

X

n

nX

nn

nXnX
X



LLeeccttuurree  nnootteess::  IInnttrroodduuccttiioonn  ttoo  ssttaattiissttiiccss                                                          AA..YY__22002200                                                                                       

Page 31 of 116 

Example: An average weight of 10 students was calculated to be 65. Latter it was 

discovered that one weight was misread as 40 instead of 80 kg. Calculate the correct 

average weight. 

 Solutions: 

..
)(

)(

gk69465
10

4080
65nCorrectMea

n

WrongValueueCorrectVal
WrongMeannCorrectMea









 

  

5. The effect of transforming original series on the mean. 

a) If a constant k is added/ subtracted to/from every observation then the new 

mean will be the old mean± k respectively. 

b) If every observations are multiplied by a constant k then the new mean will 

be k*old mean  

 Example: 

1. The mean of n Tetracycline Capsules X1, X2, …,Xn are known to be 12 gm. 

New set of  capsules of another drug  are obtained by the linear 

transformation Yi = 2Xi – 0.5 ( i = 1, 2, …, n ) then  what will be the mean of 

the new set  of capsules 

 

 

Solutions: 
  5235012250OldMean2NewMean ..*.*   

    

2.   The mean of a set of numbers is 500. 

a) If 10 is added to each of the numbers in the set, then what will be the mean of 

the new set? 

b) If each of the numbers in the set are multiplied by -5, then what will be the 

mean of the new set? 

Solutions: 

  
2 5 0 05 0 05O l d M e a n5N e w M e a nb

5 1 01050010OldMeanNewMeana





**).

).
 

 

Weighted Mean  

 When a proper importance is desired to be given to different data a weighted mean 

is appropriate. 

 Weights are assigned to each item in proportion to its relative importance. 

 Let X1, X2, …Xn be the value of items of a series and W1, W2, …Wn their 

corresponding weights , then the weighted mean denoted 
w

X is defined as:   

            







 n

1i

i

n

1i

ii

w

W

WX

X  
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Example: 

A student obtained the following percentage in an examination: 

English 60, Biology 75, Mathematics 63, Physics 59, and chemistry 55.Find the 

students weighted arithmetic mean if weights 1, 2, 1, 3, 3 respectively are allotted 

to the subjects. 

Solutions: 

561
10

615

33121

355359163275160

W

WX

X 5

1i

i

5

1i

ii

w .
*****













  

Merits and Demerits of Arithmetic Mean 

Merits: 

 It is rigidly defined. 

 It is based on all observation. 

 It is suitable for further mathematical treatment. 

 It is stable average, i.e. it is not affected by fluctuations of sampling to some extent. 

 It is easy to calculate and simple to understand. 

Demerits: 

 It is affected by extreme observations. 

 It cannot be used in the case of open end classes. 

 It cannot be determined by the method of inspection. 

 It cannot be used when dealing with qualitative characteristics, such as intelligence, 

honesty, beauty. 

 It can be a number which does not exist in a serious. 

 Sometimes it leads to wrong conclusion if the details of the data from which it is 

obtained are not available. 

 It gives high weight to high extreme values and less weight to low extreme values. 

 

    

 The Geometric Mean 

 The geometric mean of a set of n observation is the n
th

 root of their product. 

 The geometric mean of X1, X2 ,X3 …Xn is denoted by G.M and given by:  

 

          n
n21 XXXMG *. . .**.   

 Taking the logarithms of both sides 










n

1i

i

n21n21

n

1

n21
n

n21

X
n

1
MG

XXX
n

1
XXX

n

1
MG

XXXXXXMG

log).log(

)log...log(log)*....**log().log(

)*...**log()*...**log().log(

 

The logarithm of the G.M of a set of observation is the arithmetic mean of   their 

logarithm. 

)loglog(. 



n

1i

iX
n

1
AntiMG  

Example: 
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Find the G.M of the numbers 2, 4, 8. 

Solutions: 

464842XXXMG 33n
n21  ***...**.  

Remark: The Geometric Mean is useful and appropriate for finding averages of ratios. 

 

 

The Harmonic Mean 

 

The harmonic mean of X1, X2 , X3 …Xn is denoted by H.M and given by: 

                     




 n

1i iX

1

n
MH. , This is called simple harmonic mean. 

 In a case of frequency distribution: 

                   




 k

1i i

i

X

f

n
MH.

  , 



k

1i

ifn  

If observations X1, X2… Xn have weights W1, W2 …Wn respectively, then their 

harmonic mean is given by  

 

            







 n

1i

ii

n

1i

i

XW

W

MH.
, This is called Weighted Harmonic Mean. 

 

Remark: The Harmonic Mean is useful and appropriate in finding average speeds and 

average rates.  

Example: A cyclist pedals from his house to his college at speed of 10 km/hr and back 

from the college to his house at 15 km/hr. Find the average speed. 

   Solution: Here the distance is constant  

 

              The simple H.M is appropriate for this problem. 

X1= 10km/hr  X2=15km/hr 

hrkm12

15

1

10

1
2

MH /. 



  

The Mode   

- Mode is a value which occurs most frequently in a set of values 

- The mode may not exist and even if it does exist, it may not be unique. 

- In case of discrete distribution the value having the maximum frequency is the model 

value. 

Examples: 

1. Find the mode of 5, 3, 5, 8, 9 

 Mode =5 

2. Find the mode of 8, 9, 9, 7, 8, 2, and 5. 

It is a bimodal Data: 8 and 9 
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3. Find the mode of 4, 12, 3, 6, and 7. 

No mode for this data. 

- The mode of a set of numbers X1, X2, …, Xn is usually denoted by X̂  . 

Mode for Grouped data 

If data are given in the shape of continuous frequency distribution, the mode is defined 

as: 

   
 
 

Where: 
                

classalthefollowingclasstheoffrequencyf

classalthepreceedingclasstheoffrequencyf

classaltheoffrequencyf

ff

ff

classaltheofsizethew

ondistributitheofetheX

mo

mo

mo

mod

mod

mod

mod

modˆ

2

1

22

11















 

Note: The modal class is a class with the highest frequency. 
Example: Following is the distribution of the size of certain farms selected at 
random from a district. Calculate the mode of the distribution. 

Size of farms No. of farms 

5-15 8 

15-25 12 

25-35 17 

35-45 29 

45-55 31 

55-65 5 

65-75 3 

Solutions: 

          

5f

29f

31f

26ff

2ff

10w

45L

frequencyhighestthewithclassaisitceclassaltheis5545

2

1

mo

2mo2

1mo1

mo















 .sin,mod

 















21

1
mo wLX̂
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7145

262

2
1045X

.

ˆ













  

Merits and Demerits of Mode 

Merits: 

 It is not affected by extreme observations. 

 Easy to calculate and simple to understand. 

 It can be calculated for distribution with open end class 

     Demerits: 

 It is not rigidly defined. 

 It is not based on all observations  

 It is not suitable for further mathematical treatment. 

 It is not stable average, i.e. it is affected by fluctuations of sampling to 

some extent. 

 Often its value is not unique. 

Note: being the point of maximum density, mode is especially useful in finding the most 

popular size in studies relating to marketing, trade, business, and industry. It is the 

appropriate average to be used to find the ideal size. 

The Median 

- In a distribution, median is the value of the variable which divides it in to two equal halves. 

- In an ordered series of data median is an observation lying exactly in the middle of the series. 

It is the middle most value in the sense that the number of values  less than the median is 

equal to the number of values greater than it. 

-If   X1, X2 …Xn be the observations, then the numbers arranged in ascending  

    order will be X [1], X [2] …X[n], where X[i] is i
th

 smallest value. 

 X[1]< X[2]< …<X[n] 

 -Median is denoted by X
~

. 

Median for ungrouped data 

 

 



























evenisnIf
12n

X
2n

X
2

1

oddisnIfX

X

21n

),
)(

(

.,
~

)(

 

 

 

 

Example: Find the median of the following numbers. 

a) 6, 5, 2, 8, 9, 4. 

b) 2, 1, 3, 5, 8.  

Solutions: 

a) First order the data: 2, 4, 5, 6, 8, 9 

       Here n=6 
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5565
2

1

XX
2

1

XX
2

1
X

43

1
2

n

2

n

.)(

)(

)(~

][][

][][








 

b) Order the data :1, 2, 3, 5, 8 

     Here n=5 

3

X

XX

3

2

1n





 

][

][

~

 

Median for grouped data If data are given in the shape of continuous frequency 

distribution, the median is defined as: 

.

.)(

.

.

:

)(~

classmediantheofcythefrequenf

classmedianthepreceedingtypethanlessfrequencycumulativethec

nsobservatioofnumbertotaln

classmediantheofsizethew

classmediantheofboundaryclasslowerL

Where

c
2

n

f

w
LX

med

med

med

med













 

Remark: 

  The median class is the class with the smallest cumulative frequency (less than type) greater 

than or equal to
2

n
. 

Example: Find the median of the following distribution. 

          

           

Class Frequency 

40-44 7 

45-49 10 

50-54 22 

55-59 15 

60-64 12 

65-69 6 

70-74 3 

Solutions: 

 First find the less than cumulative frequency. 

 Identify the median class. 

 Find median using formula. 
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Class Frequency Cumu.Freq(less 

than type) 

40-44 7 7 

45-49 10 17 

50-54 22 39 

55-59 15 54 

60-64 12 66 

65-69 6 72 

70-74 3 75 

 

.

.

.

classmediantheis5450

537toequalorthangreaterbetofrequencycumulativefirsttheis39

537
2

75

2

n





 

                22
med

f17c75n

5w549
med

L





,,

,.

 

               

1654

17537
22
5

549

c
2
n

med
f

w
med

LX

.

).(.

)(~







  

Merits and Demerits of Median 

    Merits: 

 Median is a positional average and hence not influenced by extreme observations. 

 Can be calculated in the case of open end intervals. 

 Median can be located even if the data are incomplete. 

Demerits: 

 It is not a good representative of data if the number of items is small. 

 It is not amenable to further algebraic treatment. 

 It is susceptible to sampling fluctuations. 

 

Quantiles 

 

When a distribution is arranged in order of magnitude of items, the median is the value of the 

middle term. Their measures that depend up on their positions in distribution quartiles, deciles, 

and percentiles are collectively called quantiles. 

 

 

 Quartiles: 
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- Quartiles are measures that divide the frequency distribution in to four equal parts. 

- The value of the variables corresponding to these divisions are denoted Q1, Q2, and 

Q3 often called the first, the second and the third quartile respectively. 

- Q1 is a value which has 25% items which are less than or equal to it. Similarly Q2 has 

50%items with value less than or equal to it and Q3 has 75% items whose values are 

less than or equal to it. 

 

 

Calculating quartiles for raw data 

 To calculate the three quartiles from the raw data, we must arranged the data 

from least to highest 1
st
 if the data are  arranged in increasing order ,then 

vlauenQ

thenivaluenQ

th

thi
i

)1(
4

1

,3,2,1,)1(

1

4





vlauenQ th)1(
4

2
2            

v l a u enQ th)1(
4

3
3  , where n is number of observations. 

 

E.g. the following data shows the age of 30 sampled patients in JUSH 

   

6,9,11,14,16,17,18,21,22,22,22,22,23,25,25,26,27,28,28,32,33,34,34,36,39,39,41,45,46,4

9 find the lower middle and upper quartiles for the above data. 

Solution: 

       1
st
 order the data (if it hasn’t been ordered)  

6,9,11,14,16,17,18,21,22,22,22,22,23,25,25,26,27,28,28,32,33,34,34,36,39,39,41,45,46,4

9 

 n =30, Q1= valuen th)1(4
1  = valueth)130(4

1  = 7.75
th
 value =7

th
 value +0.75(8

th 
value -

7
th

 value) 

                                                                                                

18+0.75(21-18) = 18+2.25 =20.25 

This implies one fourth of the patients (25%) age are below 20.5 years. 
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1Q  valuen th)1(4
2

5.25)2526(5.025)1516(5.015

5.15)75.7(2)130(4
2





valuevaluevalue

valuevaluevalue

ththth

ththth

 

This implies that half (50%) of the patients age is below 25.5 years. 

Calculating quartiles for grouped data: To find Qi (i=1, 2, 3) from grouped 

frequency distribution, we count 
4

in
of the classes beginning from the lowest class. 

So to calculate the quartiles, We have the following formula,                             

.

.)(

.

.

:

3,2,1,)
4

(

classquartiletheofcythefrequen
i

Q
f

classquartilethepreceedingtypethanlessfrequencycumulativethec

nsobservatioofnumbertotaln

classquartiletheofsizethew

classquartiletheofboundaryclasslower
i

Q
L

Where

ic
in

i
Q

f
w

iQ
L

i
Q













Remark: The quartile class (class containing Qi) is the class with the smallest 

cumulative frequency (less  than type) greater than or equal to
4

in
. 

Deciles: 

- Deciles are measures that divide the frequency distribution in to ten equal parts. 

- The values of the variables corresponding to these divisions are denoted D1, D2,.. , D9 

often called the first, the second,…, the ninth deciles respectively. 

 

Calculating Deciles for raw data 

 To calculate the nine deciles from the raw data, we must arranged the data 

from least to highest 1
st
 if the data are not arranged in increasing order ,then 

vlauenD

thenivaluenD

th

thi
i

)1(
10

1

9,....3,2,1,)1(

1

10




 

vlauenD th)1(
10

2
2   
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                  v l a u enD th)1(
10

3
3   

 . 

 . 

                v l a u enD th)1(
10

9
9  , where n is number of 

observations. 

 

 

 

Calculating Deciles For grouped data:  

- To find Di (i=1, 2,..,9) We count 
10

in
of the classes beginning from the lowest class. 

we have the following formula 

  

.

.)(

.

.

:

9, . . . ,2,1,)
10

(

classdeciletheofcythefrequenf

classdecilethepreceedingtypethanlessfrequencycumulativethec

nsobservatioofnumbertotaln

sdecileclastheofsizethew

classdeciletheofboundaryclasslowerL

Where

ic
iN

f

w
LD

i

i

i

D

D

D

iDi













 

Remark: 

 The decile class (class containing Di) is the class with the smallest cumulative frequency 

(less than type) greater than or equal to
10

in
. 

 

Percentiles: 

- Percentiles are measures that divide the frequency distribution in to hundred equal 

parts. 

- The values of the variables corresponding to these divisions are denoted P1, P2,.. P99 

often called the first, the second,…,the ninety-ninth percentile respectively. 

- To calculate the ninety-nine percentile from the raw data, we must have arranged the 

data from least to highest 1
st
 if the data are not arranged in increasing order, then 

vlauenp

thenivaluenp

th

thi
i

)1(
100

1

9,....3,2,1,)1(

1

100





vlauenp th)1(
100

2
2   
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                  v l a u enp th)1(
100

3
3   

 . 

 . 

                v l a u enp th)1(
100

99
99  , where n is number of 

observations. 

Calculating For grouped data: To find Pi (i=1, 2... 99) we count 
100

in
of the classes 

beginning from the lowest class. We have the following formula    

.

.)(

.

.

:

99,...,2,1,)
100

(

classpercentiletheofcythefrequenf

classpercentilethepreceedingtypethanlessfrequencycumulativethec

nsobservatioofnumbertotalN

classpercentiletheofsizethew

classpercentiletheofboundaryclasslowerL

Where

ic
in

f

w
LP

i

i

i

i

P

P

P

Pi













Remark: The percentile class (class containing Pi) is the class with the smallest 

cumulative frequency (less than type) greater than or equal to
100

in
. 

 Example: Considering the following distribution  

                  Calculate: 

a) All quartiles. 

b) The 7
th
 decile. 

c) The 90
th
 percentile.  

Values Frequency 
140- 150 17 
150- 160 29 

160- 170 42 

170- 180 72 
180- 190 84 

190- 200 107 

200- 210 49 
210- 220 34 

220- 230 31 

230- 240 16 

240- 250 12 

Solutions: 

 First find the less than cumulative frequency. 

  Use the formula to calculate the required quantile. 

Values Frequency Cum.Freq(less 
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than type) 
140- 150 17 17 

150- 160 29 46 

160- 170 42 88 
170- 180 72 160 

180- 190 84 244 

190- 200 107 351 

200- 210 49 400 
210- 220 34 434 

220- 230 31 465 

230- 240 16 481 
240- 250 12 493 

a. Quartiles:  

i. Q1 

 - determine the class containing the first quartile. 

   

.180170

25.123
4

quartilefirstthecontainingclasstheis

n




 

  72,88,493

10,170

1

1





Q

Q

fcn

wL

      

90.174

)8825.123(
72

10
170

)
4

(

1

11





 c
n

f

w
LQ

Q

Q

 

ii. Q2 

 - determine the class containing the second quartile. 

   

.s e c2 0 01 9 0

5.2 4 6
4

*2

q u a r t i l eo n dt h ec o n t a i n i n gc l a s st h eis

n




 

              

  
107,244,493

10,190

2

2





Q

Q

fcn

wL

 

     

23.190

)2445.246(
72

10
170

)
4

*2
(

2

22





 c
n

f

w
LQ

Q

Q

 

iii. Q3 
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 - determine the class containing the third quartile. 

   

.2 1 02 0 0

75.369
4

*3

quartilethirdthecontainingclasstheis

n




 

              

  49,351,493

10,200

3

3





Q

Q

fcn

wL

  

      

83.203

)35175.369(
49

10
200

)
4

*3
(

3

33





 c
n

f

w
LQ

Q

Q

 

b. D7 

    - determine the class containing the 7
th
 decile. 

   

.200190

1.345
10

*7

decilesevenththecontainingclasstheis

n




 

             1 0 7,2 4 4,4 9 3

10,190

7

7





D

D

fcn

wL

  

     

45.199

)2441.345(
107

10
190

)
10

*7
(

7

77





 c
n

f

w
LD

D

D

 

c. P90, determine the class containing the 90
th
 percentile. 

   

.90230220

7.443
100

*90

percentilethecontainingclasstheis

n

th


 

             31,434,493

10,220

90

90





P

P

fcn

wL
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1 3.2 2 3

)4 3 47.4 4 3(
3 1

1 0
2 2 0

)
1 0 0

*9 0
(

90

9090





 c
n

f

w
LP

P

P

 

CCHHAAPPTTEERR  44 

4. Measures of Dispersion (Variation) 

 

4.1 Introduction and objectives of measuring Variation 
 

-The scatter or spread of items of a distribution is known as dispersion or variation. In 

other words the degree to which numerical data tend to spread about an average value is 

called dispersion or variation of the data. 

-Measures of dispersions are statistical measures which provide ways of measuring the 

extent in which data are dispersed or spread out.  

Objectives of measuring Variation: 

 

 To judge the reliability of measures of central tendency   

 To control variability itself. 

 To compare two or more groups of numbers in terms of their variability. 

 To make further statistical analysis. 

Absolute and Relative Measures of Dispersion 

 

 The measures of dispersion which are expressed in terms of the original unit of a series 

are termed as absolute measures. Such measures are not suitable for comparing the 

variability of two distributions which are expressed in different units of measurement and 

different average size. Relative measures of dispersions are a ratio or percentage of a 

measure of absolute dispersion to an appropriate measure of central tendency and are thus 

pure numbers independent of the units of measurement. For comparing the variability of 

two distributions (even if they are measured in the same unit), we compute the relative 

measure of dispersion instead of absolute measures of dispersion. 

 

4.2 Types of Measures of Dispersion 

 

Various measures of dispersions are in use. The most commonly used measures of 

dispersions are: 

1) Range and relative range 

2) Quartile deviation and coefficient of Quartile deviation 

3) Mean deviation and coefficient of Mean deviation 

4) Standard deviation ,coefficient of variation and standard scores 

The Range (R) 
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The range is the largest score minus the smallest score. It is a quick and dirty measure of 

variability, although when a test is given back to students they very often wish to know 

the range of scores. Because the range is greatly affected by extreme scores, it may give a 

distorted picture of the scores. The following two distributions have the same range, 13, 

yet appear to differ greatly in the amount of variability.  

Distribution 1: 32 35 36 36 37 38 40 42 42 43 43 45 

Distribution 2: 32 32 33 33 33 34 34 34 34 34 35 45 

For this reason, among others, the range is not the most important measure of variability.  

    
no b s e r v a t i os m a l l e s tS

no b s e r v a t i oe s tlLSLR



 a r g,
 

    Range for grouped data: 

If data are given in the shape of continuous frequency distribution, the range is computed 

as: 

       
.lim

.lim,

1

1

classfirsttheofitclasslowerisUCL

classlasttheofitupperclassisUCLUCLUCLR kk 
 

 

This is some times expressed as: 

  
.

.,

1

1

c l a s sf i r s tt h eofmarkclassisX

classlasttheofmarkclassisXXXR kk 
 

 

Merits and Demerits of range 

 

Merits: 

 It is rigidly defined. 

 It is easy to calculate and simple to understand. 

Demerits: 

 It is not based on all observation. 

 It is highly affected by extreme observations. 

 It is affected by fluctuation in sampling. 

 It is not liable to further algebraic treatment. 

 It cannot be computed in the case of open end distribution. 

 It is very sensitive to the size of the sample. 

Relative Range (RR) 

-it is also sometimes called coefficient of range and given by: 

    
SL

R

SL

SL
RR







  

Example:  

1. Find the relative range of the above two distribution.(exercise!) 
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2. If the range and relative range of a series are 4 and 0.25 respectively. Then what is the 

value of: 

a) Smallest observation 

b) Largest observation 

 

 

 

 

 

 

Solutions :( 2) 

610

,)2()1(

)2___(__________1625.0

)1_______(__________44







SandL

valuefollowingtheobtaincanonetimesametheatandSolving

SLRR

SLR

 

  The Quartile Deviation (Semi-inter quartile range), Q.D 

 

       The inter quartile range is the difference between the third and the first quartiles of a 

set of items and semi-inter quartile range is half of the inter quartile range. 

            
2

. 13 QQ
DQ


       

      Coefficient of Quartile Deviation (C.Q.D) 

      

13

13

1313

13 .*2

2)(

2(
..

QQ

QQ

QQ

DQ

QQ

QQ
DQC












  

 It gives the average amount by which the two quartiles differ from the median. 

 

Example: Compute Q.D and its coefficient for the following distribution. 

    

Values Frequency 

140- 150 17 

150- 160 29 

160- 170 42 

170- 180 72 

180- 190 84 

190- 200 107 

200- 210 49 

210- 220 34 

220- 230 31 

230- 240 16 

240- 250 12 

 

Solutions: 
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In the previous chapter we have obtained the values of all quartiles as: 

 Q1= 174.90,        Q2= 190.23,      Q3=203.83 

 

  

076.0
90.17483.203

47.14*2.*2
..

47.14
2

90.17483.203

2
.

13

13

















QQ

DQ
DQC

QQ
DQ

 

 

Remark: Q.D or C.Q.D includes only the middle 50% of the observation. 

 

The Mean Deviation (M.D): 

 

The mean deviation of a set of items is defined as the arithmetic mean of the values of the 

absolute deviations from a given average. Depending up on the type of averages used we 

have different mean deviations. 

a) Mean Deviation about the mean 

 Denoted by M.D( X ) and given by    

n

XX

XDM

n

i
i





 1)(.

 

 For the case of frequency distribution it is given as:     

      

n

XXf

XDM

k

i
ii





 1)(.

  

 

Steps to calculate M.D ( X ): 

1. Find the arithmetic mean, X  

2. Find the deviations of each reading from X . 

3. Find the arithmetic mean of the deviations, ignoring sign. 

 

b) Mean Deviation about the median. 

 Denoted by M.D( X
~

) and given by   

      

n

XX

XDM

n

i
i





 1

~

)
~

(.

 

 For the case of frequency distribution it is given as: 
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n

XXf

XDM

k

i
ii





 1

~

)
~

(.

  

Steps to calculate M.D ( X
~

): 

1. Find the median, X
~

 

2. Find the deviations of each reading from X
~

. 

3. Find the arithmetic mean of the deviations, ignoring sign. 

 

c) Mean Deviation about the mode. 

 Denoted by M.D( X̂ ) and given by     

 

n

XX

XDM

n

1i

i






ˆ

)ˆ(.

 

 

 For the case of frequency distribution it is given as: 

       

      

n

XXf

XDM

k

i
ii





 1

ˆ

)ˆ(.

  

 

Steps to calculate M.D ( X̂ ): 

1. Find the mode, X̂  

2. Find the deviations of each reading from X̂ . 

3. Find the arithmetic mean of the deviations, ignoring sign. 

 

Examples: 

1. The following are the number of visit made by ten mothers to the local doctor’s surgery. 

8, 6, 5, 5, 7, 4, 5, 9, 7, 4 

Find mean deviation about mean, median and mode. 

Solutions: 

   First calculate the three averages 

5ˆ,5.5
~

,6  XXX  

 

Then take the deviations of each observation from these averages. 

Xi 4 4 5 5 5 6 7 7 8 9 total 

6iX  2 2 1 1 1 0 1 1 2 3 14 
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5.5iX  1.5 1.5 0.5 0.5 0.5 0.5 1.5 1.5 2.5 3.5 14 

5iX  1 1 0 0 0 1 2 2 3 4 14 

 

4.1
10

14

10

)6

)(.

10

1 





i

iX

XDM

 

4.1
10

14

10

5.5

)
~

(.

10

1 





i

iX

XDM

 

4.1
10

14

10

)5

)ˆ(.

10

1 





i

iX

XDM

  

 

2. Find mean deviation about mean, median and mode for the following 

distributions.(exercise) 

 

           

Class Frequency 

40-44 7 

45-49 10 

50-54 22 

55-59 15 

60-64 12 

65-69 6 

70-74 3 

 

Remark: Mean deviation is always minimum about the median. 

 

Coefficient of Mean Deviation (C.M.D) 

  

takenaredeviationswhichaboutAverage

DM
DMC

.
..   

 

 

X

XDM
XDMC

)(.
)(..   
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X

XDM
XDMC ~

)
~

(.
)

~
(..   

X

XDM
XDMC

ˆ

)ˆ(.
)ˆ(..   

Example: calculate the C.M.D about the mean, median and mode for the data in example 

1 above. 

  

 

Solutions: 

      

takenaredeviationswhichaboutAverage

DM
DMC

.
..   

 

 

233.0
6

4.1)(.
)(.. 

X

XDM
XDMC  

255.0
5.5

4.1
~

)
~

(.
)

~
(.. 

X

XDM
XDMC  

28.0
5

4.1

ˆ

)ˆ(.
)ˆ(.. 

X

XDM
XDMC  

Exercise: Identify the merits and demerits of Mean Deviation 

 

The Variance 

    Population Variance 

       If we divide the variation by the number of values in the population, we get 

something called the population variance. This variance is the "average squared deviation 

from the mean".  

NiX
N

VarincePopulation i ,.....2,1,)(
1 22       

For the case of frequency distribution it is expressed as: 

kiXf
N

VarincePopulation ii ,.....2,1,)(
1 22     

 Sample Variance 
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    One would expect the sample variance to simply be the population variance with the 

population mean replaced by the sample mean. However, one of the major uses of 

statistics is to estimate the corresponding parameter. This formula has the problem that 

the estimated value isn't the same as the parameter. To counteract this, the sum of the 

squares of the deviations is divided by one less than the sample size.  

niXX
n

SVarinceSample i ,.....,2,1,)(
1

1 22 


   

For the case of frequency distribution it is expressed as: 

kiXXf
n

SVarinceSample ii ,.....2,1,)(
1

1 22 


   

We usually use the following short cut formula. 

      .,
1

1

22

2 d a t ar a wf o r
n

XnX

S

n

i
i









 

.,
1

1

22

2 ondistributifrequencyfor
n

XnXf

S

k

i
ii









 

Standard Deviation 

There is a problem with variances. Recall that the deviations were squared. That means 

that the units were also squared. To get the units back the same as the original data 

values, the square root must be taken.  

 

 

 

 

 

 

The following steps are used to calculate the sample standard deviation 

 

1. Find the arithmetic mean. 

2. Find the difference between each observation and the mean. 

3. Square these differences. 

4. Sum the squared differences. 

2

2

tan

tan

SsdeviationdardsSample

deviationdardsPopulation



 
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5. Since the data is a sample, divide the number (from step 4 above) by the number of 

observations minus one, i.e., n-1 (where n is equal to the number of observations in the 

data set).  

6. Square root the result obtained from step 5 

 

Examples: Find the variance and standard deviation of the following sample data 

1. 5, 17, 12, 10. 

2. The data is given in the form of frequency distribution. 

 

 

 

 

 

 

 

 

 

 

 

Solutions: 

1. 11X  
        

Xi 5 10 12 17 Total 

(Xi- )X 2
 36 1 1 36 74 

 

 

.97.467.24

.67.24
3

74

1

)(

2

1

2

2












SS

n

XX

S

n

i
i

 

 

2. 55X  

Xi(C.M) 42 47 52 57 62 67 72 Total 

fi(Xi- )X 2
 1183 640 198 60 588 864 867 4400 

 

.71.746.59

.46.59
74

4400

1

)(

2

1

2

2












SS

n

XXf

S

n

i
ii

 

 

Special properties of Standard deviations 

Class Frequency 

40-44 7 

45-49 10 

50-54 22 

55-59 15 

60-64 12 

65-69 6 

70-74 3 
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1. 




1

)( 2

n

XX i XA
n

AX i 



,

1

)( 2

 

2. For normal (symmetric distribution the following holds. 

 Approximately 68.27% of the data values fall within one standard deviation of the 

mean. i.e. with in  ),( SXSX    

 Approximately 95.45% of the data values fall within two standard deviations of the 

mean. i.e. with in  )2,2( SXSX   

 Approximately 99.73% of the data values fall within three standard deviations of the 

mean. i.e. with in  )3,3( SXSX   

3. Chebyshev's Theorem 

        For any data set ,no matter what the pattern of variation, the proportion of the 

values that fall with in k standard deviations of the mean or ),( kSXkSX   will 

be at least 
2

1
1

k
 , where k is a number greater than 1. i.e. the proportion of items 

falling beyond k standard deviations   of the mean is at most   
2

1

k
 

Example: Suppose a distribution has mean 50 and standard deviation             

6. What percent of the numbers are: 

a) Between 38 and 62 

b) Between 32 and 68 

c) Less than 38 or more than 62. 

d) Less than 32 or more than 68. 

 

Solutions: 

 

a) 38 and 62 are at equal distance from the mean,50 and this distance is 12 

 2
6

1212

12





S
k

ks

 

 Applying the above theorem at least %75%100*)
1

1(
2


k

 of the numbers lie between 

38 and 62. 

 

b) Similarly done. 
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c) It is just the complement of a) i.e. at most %25%100*
1

2


k
 of the numbers 

lie less than 32 or more than 62. 

d) Similarly done. 

 

Example 2: 

     The average score of a special test of knowledge of wood refinishing has a mean of 

53 and standard deviation of 6. Find the range of values in which at least 75% the scores 

will lie. (Exercise) 

 

 

4. If the standard deviation of SisXXX n.....,, 21 , then the standard deviation of  

a) SbealsowillkXkXkX n  .....,, 21  

b) SkbewouldkXkXkX n.....,, 21  

c) SkbewouldkXakXakXa n .....,, 21  

         Exercise: Verify each of the above relation ship, considering k and a as constants. 

      

       Examples: 

1. The mean and standard deviation of n Tetracycline Capsules nXXX .....,, 21  are 

known to be 12 gm and 3 gm respectively. New set of capsules of another drug are 

obtained by the linear transformation Yi = 2Xi – 0.5 ( i = 1, 2, …, n ) then  what will 

be the standard deviation of the new set  of capsules    

2. The mean and the standard deviation of a set of numbers are respectively 500 and 10. 

a. If 10 is added to each of the numbers in the set, then what will 

be the variance and standard deviation of the new set? 

b. If each of the numbers in the set are multiplied by -5, then what 

will be the variance and standard deviation of the new set? 

  

Solutions: 

1. Using  c) above the new standard deviation = 63*2 Sk  

2. a. They will remain the same. 

b. New standard deviation= 5010*5  Sk  

 

Coefficient of Variation (C.V) 

 

 Is defined as the ratio of standard deviation to the mean usually expressed as percents.  

           1 0 0*.
X

S
VC   

 The distribution having less C.V is said to be less variable or more consistent. 

Examples: 
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1. An analysis of the monthly wages paid (in Birr) to workers in two firms A and B belonging to 

the same industry gives the following results 

                      

Value Firm A Firm B 

Mean wage 52.5 47.5 

Median wage 50.5 45.5 

Variance  100 121 

 

In which firm A or B is there greater variability in individual wages? 

 

Solutions: 

Calculate coefficient of variation for both firms. 

  %05.19100*
5.52

10
100*. 

A

A
A

X

S
VC  

  %16.23100*
5.47

11
100*. 

B

B
B

X

S
VC  

Since C.VA < C.VB, in firm B there is greater variability in individual wages. 

2. A meteorologist interested in the consistency of temperatures in three cities during a given 

week collected the following data. The temperatures for the five days of the week in the three 

cities were 

   

City 1 25 24 23 26 17 

City2 22 21 24 22 20 

City3 32 27 35 24 28 

 

       Which city have the most consistent temperature, based on these data? 

                                                (Exercise) 

 

Standard Scores (Z-scores)          

 

 If  X is a measurement from a distribution with mean X  and standard 

deviation S, then its value in standard units is 

                    

          ., p o p u l a t i o nf o r
X

Z



   

           

          s a m p l ef o r
S

XX
Z ,


   

 Z gives the deviations from the mean in units of standard deviation  

 Z gives the number of standard deviation a particular observation lie above or 

below the mean. 

 It is used to compare two observations coming from different groups. 

Examples: 
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1. Two sections were given introduction to statistics examinations. The following 

information was given. 

      

Value Section 1 Section 2 

Mean 78 90 

Stan.deviation 6 5 

 

Student A from section 1 scored 90 and student B from section 2 scored 95.Relatively 

speaking who performed better? 

 

Solutions: 

  Calculate the standard score of both students. 

1
5

9095

2
6

7890

2

2

1

1

















S

XX
Z

S

XX
Z

B
B

A
A

 

 Student A performed better relative to his section because the score of student A is 

two standard deviation above the mean score of his section while, the score of student B 

is only one standard deviation above the mean score of his section. 

2. Two groups of people were trained to perform a certain task and tested to find out 

which group is faster to learn the task. For the two groups the following information 

was given: 

 

 

Value Group one Group two 

Mean 10.4 min 11.9 min 

Stan.dev. 1.2 min 1.3 min 

Relatively speaking: 

a) Which group is more  consistent in its performance 

b) Suppose a person A from group one take 9.2 minutes while 

person B from Group two take 9.3 minutes, who was faster in 

performing the task? Why? 

Solutions: 

a) Use coefficient of variation. 

        %54.11100*
4.10

2.1
100*.

1

1
1 

X

S
VC  

              %92.10100*
9.11

3.1
100*.

2

2
2 

X

S
VC  

          Since C.V2 < C.V1, group 2 is more consistent. 

b) Calculate the standard score of A and B 
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2
3.1

9.113.9

1
2.1

4.102.9

2

2

1

1

















S

XX
Z

S

XX
Z

B
B

A
A

 

Child B is faster because the time taken by child B is two standard deviation shorter 

than the average time taken by group 2 while, the time taken by child A is only one 

standard deviation shorter than the average time taken by group 1. 

 

 

 

4.3 Moments 

- If X is a variable that assume the values X1, X2,…..,Xn then  

1. The r
th
 moment is defined as: 

   

n

X

n

XXX
X

n

i

r

i

r

n

rr
r







1

21 . . .

 

- For the case of frequency distribution this is expressed as: 

                
n

Xf

X

k

i

r

ii
r


 1

 

- If  1r ,it is the simple arithmetic mean, this is called the first moment. 

2. The r
th
 moment  about the mean ( the r

th
 central moment)  

- Denoted by Mr and  defined as: 

   
n

XX

M

n

i

r
i

r






 1

)(

1

)(
)1( 1










n

XX

n

n

n

i

r
i

 

- For the case of frequency distribution this is expressed as: 

                
n

XXf

M

k

i

r
ii

r






 1

)(

 

- If 2r , it is population variance, this is called the second central moment. If we 

assume nn 1  ,it is also the sample variance. 

3. The r
th
 moment  about any number A is defined as: 

- Denoted by 
'

rM and  
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n

AX

M

n

i

r
i

r






 1'
)(

1

)(
)1( 1










n

AX

n

n

n

i

r
i

 

- For the case of frequency distribution this is expressed as: 

 

                
n

AXf

M

k

i

r
ii

r






 1'
)(

 

 

Example: 

1. Find the first two moments for the following set of numbers 2, 3, 7 

2. Find the first three central moments of the numbers in problem 1 

3. Find the third moment about the number 3 of the numbers in problem 1. 

Solutions: 

1. Use the r
th 

moment formula.  

      

67.20
3

732

4
3

732

222
2

1

1















X

XX

n

X

X

n

i

r

i
r

 

 

2. Use the r
th
 central moment formula. 

         

6
3

)47()43()42(

67.4
3

)47()43()42(

0
3

)47()43()42(

)(

333

3

222

2

1

1






















M

M

M

n

XX

M

n

i

r
i

r

 

3. Use the r
th
 moment about A. 
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3

)37()33()32(
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


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n
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M

n

i

r
i
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4.4 Skewness 

- Skewness is the degree of asymmetry or departure from symmetry of a distribution. 

- A skewed frequency distribution is one that is not symmetrical. 

- Skewness is concerned with the shape of the curve not size. 

- If the frequency curve (smoothed frequency polygon) of a distribution has a longer tail 

to the right of the central maximum than to the left, the distribution is said to be 

skewed to the right or said to have positive skewness. If it has a longer tail to the left of 

the central maximum than to the right, it is said to be skewed to the left or said to have 

negative skewness. 

- For moderately skewed distribution, the following relation holds among the three 

commonly used measures of central tendency. 

           )(*3 M e d i a nM e a nM o d eM e a n   

 

Measures of Skewness 

- Denoted by 3  

- There are various measures of skewness. 

1. The Pearsonian coefficient of skewness 

           
S

XX

d e v i a t i o nd a r dS

M o d eM e a n ˆ

t a n
3





   

2. The Bowley’s coefficient of skewness ( coefficient of skewness   

             based on quartiles) 

      

13

213

13

1223
3

2)()(

QQ

QQQ

QQ

QQQQ









  

3. The moment coefficient of skewness 

       

.t a n,
)( 3

3

232

3

23

2

3
3 d e v i a t i o nd a r dsp o p u l a t i o nt h eisWhere

MM

M

M



 

The shape of the curve is determined by the value of 3  

 .03 skewedpositivelyisondistributithethenIf   

 .03 symmetricisondistributithethenIf   

 .03 skewednegativelyisondistributithethenIf   

Remark: 
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o In a positively skewed distribution, smaller observations are more 

frequent than larger observations. i.e. the majority of the 

observations have a value below an average. 

o In a negatively skewed distribution, smaller observations are less 

frequent than larger observations. i.e. the majority of the 

observations have a value above an average. 

Examples: 

1. Suppose the mean, the mode, and the standard deviation of a certain distribution 

are 32, 30.5 and 10 respectively. What is the shape of the curve representing the 

distribution? 

     Solutions: 

  Use the Pearsonian coefficient of skewness 

           

.0

15.0
10

5.3032

tan

3

3

skewedpositivelyisondistributiThe

deviationdardS

ModeMean














 

2. In a frequency distribution, the coefficient of skewness based on the quartiles is 

given to be 0.5. If the sum of the upper and lower quartile is 28 and the median is 

11, find the values of the upper and lower quartiles. 

    Solutions: 

Given: 

.......(*)....................28

11
~

,5.0

31

23





QQ

QX  Required: 31,QQ  

 

.....(**)..............................12

,

5.0
2)()(

13

13

213

13

1223
3














QQ

followingtheobtaincanonevaluesgiventhengSubstituti

QQ

QQQ

QQ

QQQQ


 

208

(**)(*)

31  QandQ

valuesfollowingtheobtainwetimesametheatandSolving

 

3. Some characteristics of annually family income distribution (in Birr) in two 

regions is as follows:    

Region Mean Median Standard Deviation 

A 6250 5100 960 

B 6980 5500 940 

a) Calculate coefficient of skewness for each region 

b)  For which region is, the income distribution more skewed. Give your 

interpretation for this Region  

c) For which region is the income more consistent? 
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Solutions: (exercise) 

4. For a moderately skewed frequency distribution, the mean is 10 and the median is 

8.5. If the coefficient of variation is 20%, find the Pearsonian coefficient of 

skewness and the probable mode of the distribution. (exercise) 

 

5. The sum of fifteen observations, whose mode is 8, was found to be 150 with 

coefficient of variation of 20% 

(a) Calculate the Pearsonian coefficient of skewness and give appropriate 

conclusion. 

(b) Are smaller values more or less frequent than bigger values for this 

distribution? 

(c)  If a constant k was added on each observation, what will be the new 

Pearsonian coefficient of skewness? Show your steps. What do you conclude 

from this? 

    (Exercise) 

 

4.5 Kurtosis 

    

    Kurtosis is the degree of peakdness of a distribution, usually taken relative to a 

normal distribution. A distribution having relatively high peak is called leptokurtic. If 

a curve representing a distribution is flat topped, it is called platykurtic. The normal 

distribution which is not very high peaked or flat topped is called mesokurtic. 

 

Measures of kurtosis 

The moment coefficient of kurtosis: 

 

 Denoted by 4  and given by  

      

.t a n

.s e c

.:

2

4

4

4

2

2

4
4

d e v i a t i o nd a r dsp o p u l a t i o nt h eis

meantheaboutmomentondtheisM

meantheaboutmomentfourththeisMWhere

M

M

M




 

 

The peakdness depends on the value of 4 . 

.34 cleptokurtiiscurvethethenIf 

.34 mesokurticiscurvethethenIf   

.34 cplatykurtiiscurvethethenIf   

Examples: 

1. If the first four central moments of a distribution  are: 

    1 6 2,60,16,0 4321  MMMM   

a) Compute a measure of skewness 

b) Compute a measure of kurtosis and give your interpretation. 
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Solutions: 

a) 

.

094.0
16

60
2323

2

3
3

skewednegativelyisondistributiheT

M

M







 

 

b)    

.

36.0
16

162
22

2

4
4

cplatykurtiiscurveThe

M

M




 

 

2.  The median and the mode of a mesokurtic distribution are 32 and 34 respectively. The 

4
th

 moment about the mean is 243. Compute the Pearsonian coefficient of skewness and 

identify the type of skewness. Assume (n-1 = n) (exercise). 

 

3. If the standard deviation of a symmetric distribution is 10, what should be the value of 

the fourth moment so that the distribution is mesokurtic? 

     Solutions (exercise). 
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CCHHAAPPTTEERR  55 
5. ELEMENTARY PROBABILITY 

5.1 Introduction 

 Probability theory is the foundation upon which the logic of inference is built. 

 It helps us to cope up with uncertainty. 

 In general, probability is the chance of an outcome of an experiment. It is the measure 

of how likely an outcome is to occur. 

5.2 Definitions of some probability terms 

1. Experiment: Any process of observation or measurement or any process which  generates 

well defined outcome. 

2. Probability Experiment: It is an experiment that can be repeated any number  of times 

under similar conditions and it is possible to enumerate the total number of outcomes without 

predicting an individual out come. It is also called random experiment. 

 Example: If a fair die is rolled once it is possible to list all the possible outcomes   

 i.e.1, 2, 3, 4, 5, 6 but it is not possible to predict which outcome will occur. 

3. Outcome: The result of a single trial of a random experiment  

4. Sample Space: Set of all possible outcomes of a probability experiment  

5. Event: It is a subset of sample space. It is a statement about one or more outcomes of a 

random experiment. They are denoted by capital letters. 

          Example: Considering the above experiment let A be the event of odd numbers,  B be 

the event of even numbers, and C be the event of number 8. 

 

 
 
  eventimpossibleorspaceemptyorC

B

A







6,4,2

5,3,1

 

Remark: 

If S (sample space) has n members then there are exactly 2
n
 subsets or events. 

6. Equally Likely Events: Events which have the same chance of occurring.  

7. Complement of an Event: the complement of an event A means non-occurrence of A and is 

denoted by AorAorA c ,,'  contains those points of the sample space which don’t belong to 

A. 

8. Elementary Event: an event having only a single element or sample point. 

9. Mutually Exclusive Events: Two events which cannot happen at the same  time.  
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10. Independent Events: Two events are independent if the occurrence of one does  not 

affect the probability of the other occurring.  

11. Dependent Events: Two events are dependent if the first event affects the  outcome or 

occurrence of the second event in a way the probability is changed. 

Example: .What is the sample space for the following experiment 

a) Toss a die one time. 

b) Toss a coin two times. 

c) A light bulb is manufactured. It is tested for its life length by time. 

Solution 

a) S={1,2,3,4,5,6} 

b) S={(HH),(HT),(TH),(TT)} 

c) S={t /t≥0} 

 Sample space can be  

 Countable ( finite or infinite) 

 Uncountable 

5.3 Counting Rules 

In order to calculate probabilities, we have to know 

 The number of elements of an event 

 The number of elements of the sample space. 

That is in order to judge what is probable, we have to know what is possible. 

 In order to determine the number of outcomes, one can use several rules of counting. 

- The addition rule 

- The multiplication rule 

- Permutation rule 

- Combination rule 

  

 To list the outcomes of the sequence of events, a useful device called tree diagram is 

used. 

The addition rule 

Suppose that the 1
st
 procedure designed by 1 can be performed in n1 ways. Assume that 2

nd
 

procedure designed by 2 can be performed in n2 ways.  

suppose further more that, it is not possible that both procedures 1 and 2 are performed 

together then the number of ways in which we can perform 1or 2 procedure is n1+n2 ways, and 

also if we have another procedure that is designed by k with possible way of nk we can 

conclude that there is n1+n2+…+nk  possible ways. 

Example: suppose we planning a trip and are deciding by bus and train transportation. If there 

are 3 bus routes and 2 train routes to go from A to B. find the available routes for the trip. 

Solution: 

There are 3+2 =5 routes for someone to go from A to B. 

 

The Multiplication Rule: 

If a choice consists of k steps of which the first can be made in n1 ways, the second can be 

made in n2 ways… the k
th
 can be made in nk ways, then the whole choice can be made in 

.)*........**( 21 waysnnn k  

Example 1 
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 An air line has 6 flights from A to B, and 7 flights from B to C per day. If the flights are 

to be made on separate days, in how many different ways can the airline offer from A to 

C? 

Solution: In operation 1 there are 6 flights from A to B, 7 flights are available to make 

flight from B to C. Altogether there are 6*7 = 42 possible flights from A to C. 

Example2 

  suppose that in a medical study patients are classified according to their  blood  type 

as A, B , AB, and O; according  to their  RH  factors as + or -  and according  to 

their blood pressure as high, normal  or low ,then in how many  different ways can a 

patient be classified ? 

  Solution   

  The 1st
 
  classification done in 4 ways, the 2

nd
 in 2 ways, and the 3

rd
 in 3 ways. Thus 

patient can be classified in 4*2*3 = 24 different ways.  

 

Example 3 

The digits 0, 1, 2, 3, and 4 are to be used in 4 digit identification card. How many different 

cards are possible if 

a) Repetitions are permitted. 

b) Repetitions are not permitted. 

Solutions 

a)              

1
st
 digit 2

nd
 digit 3

rd
 digit 4

th
 digit 

5 5 5 5 

   There are four steps 

1. Selecting the 1
st
 digit, this can be made in 5 ways. 

2. Selecting the 2
nd

 digit, this can be made in 5 ways. 

3. Selecting the 3
rd

 digit, this can be made in 5 ways. 

4. Selecting the 4
th
 digit, this can be made in 5 ways. 

.6255*5*5*5 possiblearecardsdifferent
 

b)    

            

1
st
 digit 2

nd
 digit 3

rd
 digit 4

th
 digit 

5 4 3 2 

  

There are four steps 

5. Selecting the 1
st
 digit, this can be made in 5 ways. 

6. Selecting the 2
nd

 digit, this can be made in 4 ways. 

7. Selecting the 3
rd

 digit, this can be made in 3 ways. 

8. Selecting the 4
th
 digit, this can be made in 2 ways. 
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.1202*3*4*5 possiblearecardsdifferent
 

Permutation 

 

An arrangement of n   objects in a specified order is called permutation of the objects. 

Permutation Rules:  

1. The number of permutations of n distinct objects taken all together is n! 

      Where 1*2*3*.....*)2(*)1(*!  nnnn   

nPn =
  !0

!

!

! n

nn

n



=n!. In definition 0! = 1! = 1 

 

2. The arrangement of n objects in a specified order using r objects at a time is called 

the permutation of n objects taken r objects at a time. It  is written as rn P    

and the formula is  

            
rn P

)!(

!

rn

n


  

 

3. The number of permutations of n objects in which k1 are alike k2 are alike ---- etc 

is  

         

               rn P
nkkk

n

*. . .*!*

!

21

  

Example: 

1. Suppose we have a letters A,B, C, D 

a) How many permutations are there taking all the four? 

b) How many permutations are there two letters at a time? 

2. How many different permutations can be made from the letters in the word 

“CORRECTION”? 

Solutions: 

1.  

a)          

.24!4

,4

nspermutatioareThere

objectdisnictfouraretherenHere




 

 

b)      

.12
2

24

)!24(

!4

2,4

24 nspermutatioPareThere

rnHere








 

2.  
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.453600
!1!*1!*1!*1!*2!*2!*2

!10

,3sin

1,2,2,2

1,1,1,1,2,2,2

10

7654321

nspermutatio

aretherenpermutatioofrulethegU

kkkkkkK

NITERareOareCarewhichOf

nHere

rd







 

 

 

 

Exercises: 

1. Six different statistics books, seven different physics books, and 3 different 

Economics books are arranged on a shelf. How many different arrangements are 

possible if; 

i. The books in each particular subject must all stand together 

ii. Only the statistics books must stand together 

2. If the permutation of the word WHITE is selected at random, how many of the 

permutations  

i. Begins with a consonant? 

ii. Ends with a vowel? 

iii. Has a consonant and vowels alternating? 

Combination 

 

 A selection of objects without regard to order is called combination. 

Example: Given the letters A, B, C, and D list the permutation and combination for selecting 

two letters. 

 

Solutions: 

Permutation                                                          

Combination 

 

 

 

 

 

 

Note that in permutation AB is different from BA. But in combination AB is the same as BA. 

 

Combination Rule 

  

The number of combinations of r objects selected from n objects is denoted by 










r

n
orCrn  and is given by the formula: 

      

AB BC 

AC BD 

AD DC 

AB BA CA DA 

AC BC CB DB 

AD BD CD DC 
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!) !*(

!

rrn

n

r

n











 

Examples: 

1. In how many ways a committee of 5 people be chosen out of 9 people?  

 Solutions:  

          

ways
rrn

n

r

n

rn

126
!5!*4

!9

!)!*(

!

5,9















 

2. Among 15 clocks there are two defectives .In how many ways can an inspector chose 

three of the clocks for inspection so that: 

a) There is no restriction. 

b) None of the defective clock is included. 

c) Only one of the defective clocks is included. 

d) Two of the defective clock is included. 

 

Solutions: 

         

3

.13215





r

defectivenonareanddefectivearewhichofn

 

a) If there is no restriction select three clocks from 15 clocks and this can be 

done in : 

      
w a y s

rrn

n

r

n

rn

455
!3!*12

!15

!)!*(

!

3,15















 

  

b) None of the defective clocks is included. 

   This is equivalent to zero defective and three non defective, which can be 

done in: 

  

                   .2 8 6
3

13
*

0

2
ways
















 

c) Only one of the defective clocks is included. 

   This is equivalent to one defective and two non defective, which can be done 

in: 

  



LLeeccttuurree  nnootteess::  IInnttrroodduuccttiioonn  ttoo  ssttaattiissttiiccss                                                          AA..YY__22002200                                                                                       

Page 69 of 116 

                   .1 5 6
2

13
*

1

2
ways
















 

d) Two of the defective clock is included. 

   This is equivalent to two defective and one non defective, which can be done 

in: 

  

                   .13
1

13
*

2

2
ways
















 

Exercises: 

1. Out of 5 Mathematician and 7 Statistician a committee consisting of   2 

Mathematician and 3 Statistician is to be formed. In how many ways this can 

be done if  

a) There is no restriction 

b) One particular Statistician should be included  

c) Two particular Mathematicians can not be included on the committee. 

2. If 3 books are picked at random from a shelf containing 5 novels, 3 books of 

poems, and a dictionary, in how many ways this can be done if   

a) There is no restriction. 

b) The dictionary is selected? 

c) 2 novels and 1 book of poems are selected? 

 

5.4  Approaches to measuring Probability 

There are four different conceptual approaches to the study of probability theory. These 

are:  

 The classical approach. 

 The relative frequency approach. 

 The axiomatic approach. 

 The subjective approach. 

The classical approach 

This approach is used when: 

- All outcomes are equally likely. 

- Total number of outcome is finite, say N. 

Definition: If a random experiment with N equally likely outcomes is conducted and out 

of these NA outcomes are favorable to the event A, then the probability that event A occur 

denoted )(AP  is defined as: 

       
)(

)(

o u t c o m e s

.
)(

Sn

An

ofnumberTotal

AtofavourableoutcomesofNo

N

N
AP A    
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Examples: 

1. A fair die is tossed once. What is the probability of getting 

a) Number 4? 

b) An odd number? 

c) An even number? 

d) Number 8? 

Solutions:  

First identify the sample space, say S 

     
 

6)(

6,5,4,3,2,1





SnN

S
 

a) Let A be the event of number 4 

       

 

61
)(

)(
)(

1)(

4







Sn

An
AP

AnN

A

A  

b) Let A be the event of odd numbers 

       

 

5.063
)(

)(
)(

3)(

5,3,1







Sn

An
AP

AnN

A

A  

  

c) Let A be the event of even numbers 

         

 

5.063
)(

)(
)(

3)(

6,4,2







Sn

An
AP

AnN

A

A  

d) Let A be the event of number 8 

         A  Ø 

        

060
)(

)(
)(

0)(





Sn

An
AP

AnN A

 
2. A box of 80 candles consists of 30 defective and 50 non defective candles. If 10 

of this candles are selected at random, what is the probability 

a) All will be defective. 

b) 6 will be non defective 
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c) All will be non defective 

 

Solutions: 

   )(
10

80
SnNselectionTotal 








  

 

 

a) Let A be the event that all will be defective. 

     

00001825.0

10

80

0

50
*

10

30

)(

)(
)(

)(
0

50
*

10

30

















































Sn

An
AP

AnNoccurAwhichinwayTotal A

 

 

b) Let A be the event that 6 will be non defective. 

      

265.0

10

80

6

50
*

4

30

)(

)(
)(

)(
6

50
*

4

30

















































Sn

An
AP

AnNoccurAwhichinwayTotal A

 

c) Let A be the event that all will be non defective. 

     

  

0 0 6 2 4.0

10

80

10

50
*

0

30

)(

)(
)(

)(
10

50
*

0

30

















































Sn

An
AP

AnNoccurAwhichinwayTotal A

 

Exercises: 

1. What is the probability that a waitress will refuse to serve alcoholic beverages to 

only three minors if she randomly checks the I.D’s of five students from among 

ten students of which four are not of legal age?    
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2. If 3 books are picked at random from a shelf containing 5 novels, 3 books of 

poems, and a dictionary,  what is the probability that   

a) The dictionary is selected? 

b) 2 novels and 1 book of poems are selected? 

 

Short coming of the classical approach: 

This approach is not applicable when: 

- The total number of outcomes is infinite. 

- Outcomes are not equally likely. 

The Frequentist Approach 

This is based on the relative frequencies of outcomes belonging to an event. 

Definition: The probability of an event A is the proportion of outcomes favorable to A in the 

long run when the experiment is repeated under same condition. 

        
N

N
AP A

N 
 l i m)(  

Example: If records show that 60 out of 100,000 bulbs produced are defective. What is the 

probability of a newly produced bulb to be defective?  

Solution: 

   Let A be the event that the newly produced bulb is defective. 

        0006.0
000,100

60
lim)( 

 N

N
AP A

N
 

Axiomatic Approach: 

 

Let E be a random experiment and S be a sample space associated with E.  With each event 

A a real number called the probability of A satisfies the following properties called axioms of 

probability or postulates of probability. 

1. 0)( AP  

2. .,1)( eventsuretheisSSP   

3. If A and B are mutually exclusive events, the probability that one or the other occur 

equals the sum of the two probabilities.  i. e.           

 )()()( BPAPBAP   

4. )(1)( ' APAP   

5. 1)(0  AP  

6. P (ø) =0,   ø is the impossible event. 

Remark: Venn-diagrams can be used to solve probability problems.  

            

 

          

 

 

 

A U B    A n B     A 
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In general )()()()( BApBpApBAp   

Conditional probability and Independency   

Conditional Events: If the occurrence of one event has an effect on the next occurrence 

of the other event then the two events are conditional or dependant events. 

Example: Suppose we have two red and three white balls in a bag 

1. Draw a ball with replacement 

      Let A= the event that the first draw is red

5

2
)( Ap

 

             B= the event that the second draw is red 
5

2
)( Bp  

      A and B are independent. 

2. Draw a ball without replacement 

      Let A= the event that the first draw is red
5

2
)( Ap  

             B= the event that the second draw is red  ?)( Bp  

         This is conditional. 

Let B= the event that the second draw is red given that the first draw is red 

41)( Bp  

Conditional probability of an event 
 

The conditional probability of an event A given that B has already occurred, denoted 

)( BAp  is  

)( BAp = 0)(,
)(

)(



Bp

Bp

BAp
 

Remark: (1)  )(1)( ' BApBAp   

                (2) )(1)( ' ABpABp   

Examples 

1. For a student enrolling at freshman at certain university the probability is 0.25 that 

he/she will get scholarship and 0.75 that he/she will graduate. If the probability is 

0.2 that he/she will get scholarship and will also graduate. What is the probability 

that a student who get a scholarship graduate? 

 

Solution: Let A= the event that a student will get a scholarship  

                       B= the event that a student will graduate  

 

 

 
 
 

80.0
25.0

20.0

Re

20.0,75.0)(,25.0)(








Ap

BAp
ABp

ABpquired

BApBpApgiven

 

2. If the probability that a research project will be well planned is 0.60 and the 

probability that it will be well planned and well executed is 0.54, what is the 

probability that it will be well executed given that it is well planned?  
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Solution; Let A= the event that a research project will be well 

                             Planned  

                      B= the event that a research project will be well 

                            Executed  

 

 

 
 
 

90.0
60.0

54.0

Re

54.0,60.0)(








Ap

BAp
ABp

ABpquired

BApApgiven

 

 

3. A lot consists of 20 defectives and 80 non-defective items from which two items 

are chosen without replacement. Events A & B are defined as A = the first item 

chosen is defective, B = the second item chosen is defective 

a. What is the probability that both items are defective? 

b.  What is the probability that the second item is defective? 

  Solution; Exercise  

 

Note; for any two events A and B the following relation holds. 

                   '' .. ApABpApABpBp   

 

Probability of Independent Events   

 

Two events A and B are independent if and only if      BpApBAp .  

Here        BpABPApBAp  ,  

Example; A box contains four black and six white balls. What is the probability of 

getting two black balls in drawing one after the other under the following conditions? 

a.  The first ball drawn is not replaced  

b. The first ball drawn is replaced 

Solution; Let A= first drawn ball is black 

   B= second drawn is black 

Required  BAp   

a.          15293104.  ApABpBAp  

b.          254104104.  BpApBAp  
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CHAPTER 6 

6. RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS 

6.1 Definitions of random variable and probability distributions 

Definition: A random variable is a numerical description of the outcomes of the 

experiment or a numerical valued function defined on sample space, usually 

denoted by capital letters.  

Example: If X is a random variable, then it is a function from the elements of the 

sample space to the set of real numbers. i.e. 

   X is a function X: S  R 

A random variable takes a possible outcome and assigns a number to it. 

Example: Flip a coin three times, let X be the number of heads in three 

tosses. 

                
       
     
  0

1

,2,3

,,,,,,,









TTTX

TTHXTHTXHTTX

THHXHTHXHHTXHHHX

TTTTTHTHTTHHHTTHTHHHTHHHS

 

X = {0, 1, 2, 3} 

X assumes a specific number of values with some probabilities. 

Random variables are of two types: 

1. Discrete random variable: are variables which can assume only a 

specific number of values. They have values that can be counted 

 Examples:  
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 Toss coin n times and count the number of heads. 

 Number of children in a family. 

 Number of car accidents per week. 

 Number of defective items in a given company. 

 Number of bacteria per two cubic centimeter of water. 

 

 

2. Continuous random variable: are variables that can assume all values 

between any two given values. 

Examples: 

 Height of students at certain college. 

 Mark of a student. 

 Life time of light bulbs. 

 Length of time required to complete a given training. 

Definition: a probability distribution consists of a value a random variable can 

assume and the corresponding probabilities of the values. 

Example: Consider the experiment of tossing a coin three times. Let X is the 

number of heads. Construct the probability distribution of X. 

Solution: 

 First identify the possible value that X can assume. 

 Calculate the probability of each possible distinct value of X and 

express X in the form of frequency distribution. 

xX   0 1 2 3 

 xXP   81  83  83  81  

 

Probability distribution is denoted by P for discrete and by f for continuous 

random variable. 

Properties of Probability Distribution: 
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1. 
.,0)(

.,0)(

continuousisXifxf

discreteisXifxP



  

        

2.   
 

.,1)(

.,1

c o n t i n u o u sisifdxxf

discreteisXifxXP

x

x








 

 

Note: 

1. If X is a continuous random variable then  

             
b

a

dxxfbXaP )()(  

2. Probability of a fixed value of a continuous random variable is zero.  

)()()()( bXaPbXaPbXaPbXaP   

3. If X is discrete random variable the 

           





























b

ax

b

ax

b

ax

b

ax

xPbXaP

xPbXaP

xpbXaP

xPbXaP

)()(

)()(

)()(

)()(

1

1

1

1

 

4. Probability means area for continuous random variable. 

6.2 Introduction to expectation 

         Definition: 
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1. Let a discrete random variable X assume the values X1, X2, …, Xn with 

the probabilities P(X1), P(X2), ….,P(Xn) respectively. Then the expected 

value of X ,denoted as E(X) is defined as: 

             







n

i
ii

nn

XPX

XPXXPXXPXXE

1

2211

)(

)(....)()()(

 

2. Let X be a continuous random variable  assuming the values in the 

interval (a, b) such that 1)( 
b

a

dxxf ,then  

       
b

a

dxxfxXE )()(  

Examples: 

1. What is the expected value of a random variable X obtained by 

tossing a coin three times where is the number of heads 

     Solution: 

First construct the probability distribution of X 

     xX   0 1 2 3 

  xXP 

 

 81

 

 83

 

 83

 

 81

 

 

 

 

2. Suppose a charity organization is mailing printed return-address 

stickers to over one million homes in the Ethiopia. Each recipient is 

asked to donate$1, $2, $5, $10, $15, or $20. Based on past experience, 

the amount a person donates is believed to follow the following 

probability distribution:  

5.1

81*2.....83*181*0

)(....)()()( 2211





 nn XPXXPXXPXXE
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What is expected that an average donor to contribute? 

Solution:   

xX   $1 $2 $5 $10 $15 $20 Total 

 xXP   0.1 0.2 0.3 0.2 0.15 0.05 1 

)( xXxP   0.1 0.4 1.5 2 2.25 1 7.25 

         25.7$)()(
6

1

 
i

ii xXPxXE  

Mean and Variance of a random variable 

 Let X is given random variable. 

1. The expected value of  X is its mean   )(XEXofMean   

2. The variance of X is given by: 

        
22 )]([)()var( XEXEXXofVariance   

 Where:   

                   
.,)(

,)()(

2

1

22

continuousisXifdxxfx

discreteisXifxXPxXE

x

n

i

ii








  

Examples: 

1. Find the mean and the variance of a random variable X in example 2 

above. 

 Solutions: 

xX   $1 $2 $5 $10 $15 $20 Total 

  xX   $1 $2 $5 $10 $15 $20 

 xXP   0.1 0.2 0.3 0.2 0.15 0.05 
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 xXP   0.1 0.2 0.3 0.2 0.15 0.05 1 

)( xXxP   0.1 0.4 1.5 2 2.25 1 7.25 

)(2 xXPx   0.1 0.8 7.5 20 33.75 20 82.15 

 

 

 

2. Two dice are rolled. Let X is a random variable denoting the sum of the 

numbers on the two dice. 

i) Give the probability distribution of X 

ii)   Compute the expected value of X and its variance 

                       

There are some general rules for mathematical expectation. 

Let X and Y are random variables and k is a constant. 

RULE 1 kkE )(   

RULE 2 0)( kVar  

RULE 3 )()( XkEkXE   

RULE 4 )()( 2 XVarkkXVar   

RULE 5 )()()( YEXEYXE   

  6.3 Common Discrete Probability Distributions 

 

1. Binomial Distribution 

 

     A binomial experiment is a probability experiment that satisfies the following   

  four requirements called assumptions of a binomial distribution. 

1. The experiment consists of n identical trials. 

2. Each trial has only one of the two possible mutually exclusive 

outcomes, success or a failure. 

3. The probability of each outcome does not change from trial to trial, and 

59.2925.715.82)]([)()(

25.7)(

222 



XEXEXVar

XE
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4. The trials are independent, thus we must sample with replacement. 

Examples of binomial experiments 

 Tossing a coin 20 times to see how many tails occur.  

 Asking 200 people if they watch BBC news. 

 Registering a newly produced product as defective or non defective. 

 Asking 100 people if they favor the ruling party.   

 Rolling a die to see if a 5 appears.  

     Definition: The outcomes of the binomial experiment and the corresponding   

    probabilities of these outcomes are called Binomial 

Distribution. 

 
trialgivenanyonfailureofyprobabilitthepq

successofyprobabilitthePLet





1
 

 

 

 

    Then the probability of getting  x  successes in n  trials becomes: 

                           nxqp
x

n
xXP xnx ,....,2,1,0,)( 








 

 

  And this is sometimes written as: 

                            ),(~ pnBinX  

  When using the binomial formula to solve problems, we have to identify three 

 things:  

 The number of trials ( n ) 

 The probability of a success on any one trial ( p ) and 

 The number of successes desired ( X ). 

Examples: 

1. What is the probability of getting three heads by tossing a fair coin 

four times? 

Solution: 

Let X be the number of heads in tossing a fair coin four times 

)50.0,4(~  pnBinX  

   

25.05.0
3

4
)3(

.4,3,2,1,0,)(

4 

















 

XP

xqp
x

n
xXP xnx
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2. Suppose that an examination consists of six true and false questions, 

and assume that a student has no knowledge of the subject matter. The 

probability that the student will guess the correct answer to the first 

question is 30%. Likewise, the probability of guessing each of the 

remaining questions correctly is also 30%.  

a) What is the probability of getting more than three correct 

answers? 

b) What is the probability of getting at least two correct answers? 

c) What is the probability of getting at most three correct answers? 

d) What is the probability of getting less than five correct answers? 

Solution 

Let X = the number of correct answers that the student gets.  

)30.0,6(~  pnBinX  

a) ?)3( XP  

 

 

 

 

 

 

 

 

 

Thus, we may conclude that if 30% of the exam questions are answered 

by guessing, the probability is 0.071 (or 7.1%) that more than four of the 

questions are answered correctly by the student. 

b) ?)2( XP  

58.0

001.0010.0060.0185.0324.0

)6()5()4()3()2()2(





 XPXPXPXPXPXP

 

c) ?)3( XP  

   

93.0

185.0324.0303.0118.0

)3()2()1()0()3(





 XPXPXPXPXP

 

d) ?)5( XP  

989.0

)001.0010.0(1

)}6()5({1

)5(1)5(









XPXP

XPXP

 

071.0

001.0010.0060.0

)6()5()4()3(

7.03.0
6

6,..2,1,0,)(

6































XPXPXPXP

x

xqp
x

n
xXP

xx

xnx
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Exercises: 

1. Suppose that 4% of all TVs made by A&B Company in 2000 

are defective. If eight of these TVs are randomly selected 

from across the country and tested, what is the probability 

that exactly three of them are defective? Assume that each 

TV is made independently of the others. 

2. An allergist claims that 45% of the patients she tests are 

allergic to some type of weed. What is the probability that  

a) Exactly 3 of her next 4 patients are allergic to 

weeds? 

b) None of her next 4 patients are allergic to weeds? 

3. Explain why the following experiments are not Binomial 

 Rolling a die until a 6 appears.   

 Asking 20 people how old they are.  

 Drawing 5 cards from a deck for a poker hand. 

   Remark: If X is a binomial random variable with parameters n and p 

then 

npXE )(    ,           npqXVar )(                                  

2. Poisson Distribution 

- A random variable X is said to have a Poisson distribution if its 

probability distribution is given by: 

      

.

,......2,1,0,
!

)(

numberaveragetheWhere

x
x

e
xXP

x








 

 

- The Poisson distribution depends only on the average number of 

occurrences per unit time of space. 

- The Poisson distribution is used as a distribution of rare events, 

such as: 

 Number of misprints. 

 Natural disasters like earth quake. 

 Accidents. 

 Hereditary. 

 Arrivals 
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- The process that gives rise to such events are called Poisson 

process. 

Examples: 

1.  If 1.6 accidents can be expected an intersection on any given day, 

what is the probability that there will be 3 accidents on any given 

day? 

Solution; Let X =the number of accidents,      6.1  

   

  1380.0
!3

6.1
3

!

6.1
6.1

6.13

6.1









e
Xp

x

e
xXppoissonX

x

 

Exercise 

2. On the average, five smokers pass a certain street corners every ten 

minutes, what is the probability that during  a given 10minutes 

the number of smokers passing will be  

a. 6 or fewer  

b. 7 or more  

c. Exactly 8…….                           

If X is a Poisson random variable with parameters   then 

)(XE    ,           )(XVar  

Note: 

 The Poisson probability distribution provides a close approximation to the 

binomial probability distribution when n is large and p is quite small or quite large 

with np . 

        

.

,......2,1,0,
!

)(
)(

)(

numberaveragethenpWhere

x
x

enp
xXP

npx







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Usually we use this approximation if   5np  .  In other words, if 20n and 

5np  [or 5)1(  pn ], then we may use Poisson distribution as an 

approximation to binomial distribution.  

Example: 

1. Find the binomial probability P(X=3) by using the Poisson distribution      

if  01.0p  and 200n  

      Solution: 

   

1814.0)99.0()01.0(
3

200
)3(

01.0,200,sin

1804.0
!3

2
)3(

2200*01.0,sin

993

23



















XP

pnBinomialgU

e
XP

npPoissongU 

 

6.4 Common Continuous Probability Distributions 

 

1. Normal Distribution 

A random variable X is said to have a normal distribution if its probability 

density function is given by  

       

.

)(),(

0,,,
2

1
)(

2

2

2

2

1

onDistributiNormaltheofParameterstheareand

XVarXEWhere

xexf

x






















 


 

Properties of Normal Distribution: 

1. It is bell shaped and is symmetrical about its mean and it is mesokurtic. 

The maximum ordinate is at  x and is given by  

           
 2

1
)( xf  
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2.  It is asymptotic to the axis, i.e., it extends indefinitely in either direction 

from the mean. 

3.  It is a continuous distribution. 

4. It is a family of curves, i.e., every unique pair of mean and standard 

deviation defines a different normal distribution. Thus, the normal 

distribution is completely described by two parameters: mean and 

standard deviation. 

5. Total area under the curve sums to 1, i.e., the area of the distribution on 

each side of the mean is 0.5. 1)( 




dxxf  

6. It is unimodal, i.e., values mound up only in the center of the curve. 

7.  eMedianMean mod  

8. The probability that a random variable will have a value between any two 

points is equal to the area under the curve between those points. 

Note: To facilitate the use of normal distribution, the following distribution known 

as the standard normal distribution was derived by using the transformation  

            





X
Z  

   

2

2

1

2

1
)(

z

ezf





 

  

Properties of the Standard Normal Distribution: 

- Same as a normal distribution, but also...  

 Mean is zero  

 Variance is one  

 Standard Deviation is one  

- Areas under the standard normal distribution curve have been tabulated in 

various ways. The most common ones are the areas between                       

    .0 ZofvaluepositiveaandZ   

- Given a normal distributed random variable X with  

                     Mean  deviationdardsand tan  

)()(










 








bXa
PbXaP  
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 )()(






 





b
Z

a
PbXaP  

Note: 

)(

)(

)()(

bXaP

bXaP

bXaPbXaP






 

Examples: 

1. Find the area under the standard normal distribution which lies 

a) Between 96.00  ZandZ  

Solution: 

3315.0)96.00(  ZPArea   

 

b) Between 045.1  ZandZ  

Solution: 

4265.0

)45.10(

)045.1(







ZP

ZPArea

 

c) To the right of 35.0Z   

Solution:    

        

6368.050.01368.0

)0()35.00(

)0()035.0(

)35.0(









ZPZP

ZPZP

ZPArea

 

d)       To the left of 35.0Z   
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Solution:    

        

3632.06368.01

)35.0(1

)35.0(







ZP

ZPArea

 

e) Between 75.067.0  ZandZ      

        Solution:    

        

5220.02734.02486.0

)75.00()67.00(

)75.00()067.0(

)75.067.0(









ZPZP

ZPZP

ZPArea

 

f) Between 25.125.0  ZandZ      

        Solution:    

   

2 9 5 7.00 9 8 7.03 9 3 4.0

)25.00()25.10(

)25.125.0(







ZPZP

ZPArea

 

2. Find the value of Z if  

a) The normal curve area between 0 and z(positive) is 0.4726 

   Solution 

  

.. . . . .92.1

4726.0)92.10(

4726.0)0(

Areeaofuniquenessz

ZP

tablefromandzZP






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b) The area to the left of z is 0.9868 

  Solution 

2.2

4868.0)2.20(

4868.050.09868.0)0(

)0(50.0

)0()0(

9868.0)(













z

ZP

tablefromand

zZP

zZP

zZPZP

zZP

 

3. A random variable X has a normal distribution with mean 80 and 

standard deviation 4.8. What is the probability that it will take a 

value 

a) Less than 87.2 

b) Greater than 76.4 

c) Between 81.2 and 86.0 

  Solution 

    8.4,tan,80,   deviationdardsmeanwithnormalisX  

a)  

9332.04332.050.0

)5.10()0(

)5.1(

)
8.4

802.87
(

)
2.87

()2.87(
















ZPZP

ZP

ZP

X
PXP








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b) 

7734.02734.050.0

)75.00()0(

)75.0(

)
8.4

804.76
(

)
4.76

()4.76(
















ZPZP

ZP

ZP

X
PXP









 

 

c) 

2957.00987.03934.0

)25.10()25.10(

)25.125.0(

)
8.4

800.86

8.4

802.81
(

)
0.862.81

()0.862.81(






















ZPZP

ZP

ZP

X
PXP













 

 

4. A normal distribution has mean 62.4.Find its standard deviation if 

20.0% of the area under the normal curve lies to the right of 72.9 

 Solution 

5.12

84.0
5.10

2995.0)84.00(

2995.02005.050.0)
5.10

0(

2005.0)
5.10

(

2005.0)
4.629.72

(

2005.0)
9.72

(2005.0)9.72(










































ZPtablefromAnd

ZP

ZP

ZP

X
PXP

 

5. A random variable has a normal distribution with 5 .Find its 

mean if the probability that the random variable will assume a value 

less than 52.5 is 0.6915. 
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      Solution 

      

50

5.0
5

5.52

1915.0)5.00(

.1915.050.06915.0)0(

6915.0)
5

5.52
()(























z

ZP

tablethefromBut

zZP

ZPzZP

 

6. Of a large group of men, 5% are less than 60 inches in height and 

40% are between 60 & 65 inches. Assuming a normal distribution, 

find the mean and standard deviation of heights. 

      (Exercise) 

2. The Student’s t-Distribution 

• Similar to the normal distribution except that: 

 The population variance is not known so that is estimated 

from samples 

 Sample size, n,  is less than 30 

 Table values are read using n-1 degrees of freedom 
 

3. Chi-square distribution 

 

• Not applicable to cases where the observations assume 

negative values 

• Its curve is not symmetrical  

• As in  the case for t-distribution, n-1 is the parameter of 

the distribution  

• Is used in statistical tests of hypothesis concerning 

variances, independence of two characteristics and 

goodness-of-fit.  
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UNIT-SEVEN: SAMPLING THEORY  

 

7.1. Basic Conceptsof Sampling  
 

Dear learners, can you explain the overall basic concepts of sampling theory?  

________________________________________________________________________

________________________________________________________________________

_____________ 

 

Before we study the procedures of sampling, it is important to define two important terms 

in statistics: Population and Sample. In statistical language, population is the total 

elements or items under investigation. Sample is a part or subset of this population. For 

instance, if a researcher is interested to study the performance male and female students 

in Woliso Campus, all students of the college constitutes the population. Among the 

students if you select some number of female and male students, this collection which is 

subset of the population is sample. Another simple example, a medical doctor wants to 

test the presence of HIV of an individual, all the blood in the body is the population 

whereas that part of blood used for testing purpose is sample blood. You can also 

consider a soil scientist who wants to detect the acidity level of a particular soil, all the 

soil around is the population whereas the part of the soil the scientist must take to the 

laboratory is the sample soil. 

 

In statistics, the sample taken from the population must approximately represent the 

characteristics of the population. The possibility of reaching valid conclusions concerning 

a population, on the basis of a sample is based on two important principles. These are: 

a. The law of statistical regularity, and  

b. The law of inertia of large numbers. 

 

A) The law of statistical Regularity 
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This law may be stated as follows: “On an average the sample chosen at random from the 

universe will have the same composition and characteristics as the universe 

(population.)”. Thus, if there are 400 girls and 600 boys in a college, a random selection 

of 100 students would yield about 40 girls and about 60 boys. Conversely, if a random 

selection of 100 students from a college reveals 40 girls and 60 boys. It is reasonable to 

conclude that, if there are 1,000 students in the college about 400 will be girls and about 

600 boys. In the latter case, the result obtained from the study of 100 items will be 

applied to 1,000 items. This is precisely the method of sampling. But before the results of 

the sample can be applied to universe (population) two conditions must be met: 

 Firstly, the sample should be random, that is every item of in the population has 

an equal chance of being included in the sample. 

 Secondly, it should be sufficiently representative  

 

In statistics, there is a basic principle that the larger the number of items, the more 

reliable is the results obtained there from. Because, it is possible then to avoid the 

influence of abnormal items on the average. The larger the size of the sample the more 

reliable is the result because the sampling error is inversely proportional to the square 

root of the number of item in the sample. i.e.  

e=
n

1
 

Where e is the sampling error and n is the size of the sample, that is, the number of items 

included in the sample. 

 

Once it is ensured that the sample selected is representative of the population, it is 

possible for one to depict fairly and accurately the characteristics and composition of the 

population by studying only a part (sample) of it. Thus, this law is of much importance as 

it saves times, energy and money by studying only a part of the population and then 

applying the results obtained by the sample to the whole population. 

 

B) Inertia of Large Numbers 
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This principle is an extension to the law of statistical regularity. It only states that: “other 

things being equal, greater the size of the sample, more accurate the results are likely to 

be”. This is because large groups of data have a higher degree of stability than that 

possessed by small ones. For example, if a coin is tossed 50 times, head may appear 30 

times and the tail 20 times. But if the coin is tossed 1,000 times, we may get 500 heads 

and 500 tails. This is so because when the number is very large, then some item move in 

one direction, and others move in the opposite direction, thus canceling out each other. 

 
 

7.2. Reasons of Sampling  
 

Dear learners, can you describe the basic reasons of sampling for statistical investigation?  

________________________________________________________________________

________________________________________________________________________

_____________ 

It is not always possible to examine every member of population (also called the 

Universe) in order to draw conclusions. Hence, there is a needed to use a technique 

called sampling. Sampling will allow a researcher to find out something about the larger 

population. Sample is defined as subset of units selected from large set of subset of units. 

The subset provides data for used in estimating the characteristics of the large set. In 

other words, we use measurements of the characteristics sample for forecasting similar 

characteristics about larger samples or population. The sample data are used to predict  

how a population will act or react under the same conditions in some future situation or 

event. 

 

You resort to sampling, as it is cost, time and labor efficient. It might also result in height 

level of accuracy. Further, in some cases, it is impossible to identify every member of s 

population. The following might explain sampling manner. When you cook rice in a pot, 

you check only a few rice to find out whether the entire rice in the pot has been cooked to 

the desired extent. A grain merchant might judge the quality of grain in a shipment by 

examining only a few of the bags. 

 

Sampling is unnecessary if the population to be surveyed is small. For large population, 

researchers must select samples in unbiased ways to ensure that no group or stratum is 

systematically over or under represented. A representative sample is one that has every 
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major attribute of the large population present in bout the same proportion. How can the 

researcher know whether the sample is representative of a particular population’s 

characteristics or about the opinions of its members? They never know for sure that their 

sample exactly mirrors the population. If they apply the principle of probability theory, 

researchers can estimate their sample’s accuracy and establish a certain level of 

confidence in their estimate. 

 

In most cases, researchers will not be in a position to collect information from every 

member of their selected research population. Either the group is too large, too dispersed, 

or costs and time restrictions will be prohibitive. The alternative is to gather information 

from some members of that population who are selected in ways designed to ensure that 

their responses and characteristics are representative of the whole. 

 

In summary, the following are some of the merits of making use of sampling technique. 

 

 Sampling is best when results are required urgently.  

 Sometimesit is impossible to be analyze all elements of the population. For example 

in testing explosives, sample can be tested to find out the strength of explosive. 

Another case is to test the effectiveness of drug, we can only take sample of people to 

find out the effectiveness of the drug on the disease under study.  

 Sample method requires less time, money, and manpower as compared to analyzing 

all elements of the population. 

 In the case of sampling, we are in a position to get much more accurate information 

than is possible by census method: 

 Detailed information can be obtained from a small group of respondents, 

 Qualified persons or investigators can be appointed and intensive training 

given, 

 Relatively limited data can be handled much more easily, 

 Follow-up is easy in case of poor-response, 

 Error that occurred in recording or collecting data (Non-sampling errors) will 

be minimized as the data collected and processed is relatively small.  
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However, the following are some of the demerits of sampling method:  

 The results obtained may be false, inaccurate and misleading as the sample might 

not have been drawn  properly, 

 Chances of sampling errors- errors occurred in taking samples from a population- 

are great. 

 When the population is small, sampling is not useful 

 
 

7.3. Procedures of Sampling  
 

Dear learners, can you elaborate the procedures to be followed in sample selection?  

________________________________________________________________________

________________________________________________________________________

_____________ 

 

A common goal of survey research is to collect data representative of a population. The 

researcher uses information gathered from the survey to generalize findings from a drawn 

sample back to a population, within the limits of random error. 

 

Thus, samplingis the process by which a relatively small number of individuals or events 

is selected and studied to find out something about the entire population from which it 

was selected.It is believed that if this sample is chosen carefully using the correct 

procedure, it is then possible to generalize the results to the whole of the research 

population. 

The following are some of the consideration while developing a sampling design. 

 

Step 1:Define the Population/ Type of Universe: 

 

The first step in developing any sample design is to clearly define the total set of objects 

in which the researcher is interested. Thus you can define population as a collection of 

people, animals, plants or things on which you may collect data. It is the entire group of 

interest which you wish to describe or about which you wish to draw conclusions. It is 

impractical for an investigator to completely enumerate the whole population for any 

statistical investigation. It can be finite or infinite. 
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For example, if you want to have an idea about the average monthly income of people 

residing in Ethiopia, you will have to enumerate all the earning of individuals in the 

country, which is rather a very difficult task. Also, when population is large infinite or if 

units are destroyed during investigation, it is not possible to enumerate or investigate the 

whole population. But even if population is finite 100% inspection is not possible 

because of factors such as, time, money and administrative convenience.  

 

 If you want study about the Automobile brand preference of car buyers living in Addis 

Ababa, your population will be all people in Addis Ababa who can afford buy 

automobile. If you want to know the academic achievement of female students in Woliso 

Campus, your population may be all female students of Woliso Campus.  

 

Step 2:Specify Sampling Unit 
 

The sampling unit is the basic unit containing the population to be sampled. Sampling 

unit may be a geographical one, such as Region, Zone, District, Woreda and Kebele. It 

may be a construction unit, such as house, flat and buildings. It may be a social unit, 

such as family, club, school and community.  

 

Step 3:Specify Sampling Frame 
 

It is the specific set of units from which the sample is actually drawn. This is also known 

as the source list. It contains the name of all items of a universe in case of a finite 

universe. The sample has to be drawn from that list. In case a source list/sampling frame 

is not available for a finite universe, the researcher has to prepare it. Such a list should be 

comprehensive, correct, reliable and appropriate. The sampling frame has to be a 

representative of the population.  

 A map, a telephone directory, a list of shops in Mercato that come under Value 

Added Tax (VAT) are Example of Sampling Frame. 

 

Therefore, sampling frame tells you that total size of the population and helps you 

decide the number of samples to taken and the type of sampling to be used. 
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Step 4:Determine Sample Size 
 

This is related to the number of items to be selected from the universe to constitute a 

sample. In this step, the number of elements or units of the population to be sampled will 

be decided, the size should be optimal and it can neither be expressively large nor too 

small.  

 

A) Sample size criteria 

 

In addition to the purpose of the study and population size, four criteria usually will need 

to be specified to determine the appropriate sample size: the level of precision, the level 

of confidence or risk, the degree of variability in the attributes being measured and 

response rate. 

 

1) Level of precision 

 

The level of precision, sometimes called sampling error, is the margin in which the true 

value of the population is estimated to be. This range is often expressed in percentage 

points of a plus and minus figure that represents how accurately the answers given by the 

given sample size correlate to the answers given by the entire population. 

 

Example 1: If a researcher finds that 60% of the farmers in the sample have adopted a 

recommended practice with a precision rate of +/- 5%, then he/she can conclude that 

between 55% and 65% of farmers in the population have adopted the practice.  

 

Example 2: If 65% of the respondents in the sample are very much satisfied ‘with the 

service of Ethiopian Airlines and the margin of error is +/- 4%, then the sample result 

provides an estimate the  sample result provides an estimate that between 61% and 69% 

of the target population is very much satisfied with the service. 

 NB: 5% is the most commonly used margin of error, but we may want anywhere 

from 1% to 10% for a margin of error depending on our survey. Increasing the 

margin of error above 10% is not recommended. 

 

2) Level of confidence  
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It means how sure you can be that a particular sample’s estimates fall within a specified 

range of a statistic. Most public administrator will accept a confidences level of 95% or 

99%. It means that if you were to draw 100 separate samples of a population the sample 

estimates of the population parameter would fall within a designated range of acceptable 

error in 95(or 99) of the 100 samples.  

 

Theconfidence or risk level is based on ideas encompassed under the Central Limit 

Theorem. The key idea in the Central Limit Theorem is that when a population is 

repeatedly sampled, the average value of the attribute obtained by those samples is equal 

to the true population value.  

 

Example 1: If sample is a certain size, you can say that you are 95% sure that between 

61% and 69% of the population are ‘very much satisfied’ with the service of Ethiopian 

Air lines. There is a 5% chance that the actual population parameter falls outside this 

range. Most of the researchers are willing to accept these odds. In other words, this means 

that if a 95% confidence level is selected, 95 out of 100 samples will have the true 

population value within the range of precision specified earlier. 

 

 NB: 95% is the most commonly used confidence level but you can use a range 

between 90% to 99% confidence level depending on your survey. Decreasing the 

confidence level below 90% is not recommended. 

 

3) Degree of variability  

 

It refers to the distribution of attributes in the population. The more heterogeneous a 

population, the larger the sample size required to obtain a given level of precision. The 

less variable (more homogenous) a population, the smaller the sample size. Note that a 

proportion of 50% indicates a greater level of variability than either 20% or 80%. This is 

because 20% and 80% indicate that a larger majority do nor or do, respectively, have the 

attribute of interest. 

4) Response rate  
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It refers to the percentage of people who do actually fill out the survey that they receive. 

It varies widely depending on a number of factors such as the relationship with your 

target audience, survey length and complexity, incentives and topic of the study. 

Estimating the response rate will help you determine the total number of surveys you will 

need to send out to obtain the required number of completed surveys. 

 

B) Strategies to Determine Sample Size 

 

1) Using a Census for Small Population 

 

One approach which uses the entire population as the sample. Although cost 

consideration make this impossible for large populations, a census is attractive for small 

populations (e.g., 200 or less). A census eliminates sampling error and provides data on 

all the individuals in the population at desired level of precision. 

 

2) Using/Imitating a Sample Size of a Similar Study 

 

Another approach is to use the same sample size as those of studies similar to the one you 

plan. Without reviewing the procedures employed in these studies you may run the risk 

of operating errors that mere made in determining the sample size for another study. 

However, a review of literature in your discipline can provide guidance about “typical” 

sample sizes that are used.  

 

3) Using Formulas 

 

Although tables can provide a useful guide for determining the sample size, you may 

need to calculate the necessary sample size for a different combination of levels of 

precision, confidence and variability. The third approach to determine sample size is the 

application of several formulas. 

 

Formula One: Israel, 1991 

 

Case 1: For populations that are too large, Cochran developed the following equation 

to yield a representative sample for proportions. 
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 𝐧𝐨 =  
𝐙𝟐𝐩𝐪

𝐞𝟐  

where no is the sample size, Z
2
 is the abscissa of the normal curve that is the computed Z-

score (based on the confidence level), e is the desired level of precision (margin of error), 

p is the estimated proportion of an attribute that is present in the population (the 

percentage of the sample who will respond a given way) and q is 1-p.  

 

 The value of Z is found in statistical tables which contain the area under the normal 

(Z) curve. 

 We may use anywhere from 1% to 10% for a margin of error depending on our 

survey. 

 

To illustrate, suppose we wish to evaluate a state-wide extension program in which 

farmers were encouraged to adopt a new practice. Assume there is a large population but 

that we do not know the variability in the proportion that will adopt the practice; 

therefore, assume p=50%=0.5 (maximum variability). Furthermore, suppose, we desire a 

95% confidence level and +/- 5% precision level/margin of error. At 95% confidence 

level, the computed standard (Z score) value from the normal distribution table is 1.96.  

 

The resulting sample size is demonstrated as:  

 

 𝐧𝐨 =  
𝐙𝟐𝐩𝐪

𝐞𝟐 =
𝟏.𝟗𝟔𝟐(𝟎.𝟓)(𝟎.𝟓)

𝟎.𝟎𝟓𝟐  = 385 Farmers  

 

Case 2: if the population is small then the sample size can be reduced slightly. This is 

because a given sample size provides proportionately more information for a small 

population than for a large population. The sample size (no) can be adjusted using: 

 

 n = 
𝐧𝐨 (𝐍)

𝐍+(𝐧𝐨−𝟏)
 

 where n is the sample size and N is the population size 

 

Example: Suppose our evaluation of farmers’ adoption of the new practice only affected 

2, 000 farmers. The sample size that would now be necessary is shown as: 
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 n = 
𝐧𝐨 (𝐍)

𝐍+(𝐧𝐨−𝟏)
=

𝟑𝟖𝟓 (𝟐𝟎𝟎𝟎)

𝟐𝟎𝟎𝟎+(𝟑𝟖𝟓−𝟏)
 = 323 Farmers  

 

As you can see this adjustment called (Finite Population Correction-FPC) can 

substantially reduce the necessary sample size for small populations.  

Formula Two: Yemane, 1967 

 

Yemane provides a simplified formula to calculate sample sizes. This formula is used to 

calculate the sample sizes in the table below. A 95% confidence level and P=0.5 are 

assumed for the formula. 

 n = 
𝑵

𝟏+𝑵(𝒆𝟐)
, where n - sample size, N - population size &e - margin of 

error 

 

Example: suppose this formula is applied to the above sample, we get: 

 n = 
𝑵

𝟏+𝑵(𝒆𝟐)
=

𝟐𝟎𝟎𝟎

𝟏+𝟐𝟎𝟎𝟎(𝟎.𝟎𝟓𝟐)
 = 333 Farmers  

 

4) Using Published Tables 

 

A fourth way to determine sample size to rely on published tables, which provide the 

sample size for a given set of criteria.  

 
 

N 
Sample size (n) when e =   

N 
Sample size (n) when e = 

3% 5% 7% 10% 3% 5% 7% 10% 

500 a 222 145 83  100 a 81 67 51 

600 a 240 152 86  125 a 96 78 56 

700 a 255 158 88  150 a 110 86 61 

800 a 255 163 89  175 a 122 94 64 

900 a 267 166 90  200 a 134 101 67 

1,000 a 286 169 91  225 a 144 107 70 

2,000 714 333 185 95  250 a 154 112 72 

3,000 811 353 191 97  275 a 163 117 74 

4,000 870 364 194 98  300 a 172 121 76 

5,000 909 370 196 98  325 a 180 125 77 

6,000 938 375 197 98  350 a 187 129 78 

7,000 959 378 198 99  375 a 194 132 80 

8,000 976 381 199 99  400 a 201 135 81 

9,000 989 383 200 99  425 a 207 138 82 

10,000 1,000 385 200 99  450 a 212 140 82 

15,000 1,034 390 201 99       

20,000 1,053 392 204 100       
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25,000 1,064 394 204 100       

50,000 1,087 397 204 100       

100,000 1.099 398 204 100       

>100,000 1,111 400 204 100       

 NB: a = assumption of normal population is poor. The entire population should be sampled. 
 
 

7.4. Techniques of Sampling  
 

Dear learners, can you explain the two major techniques of sample selection from a given 

target population?  

________________________________________________________________________

________________________________________________________________________

_____________ 

 

Sampling techniques are the different techniques of collecting data (information) from a 

portion of a population. These are main divisions of sampling methods in which we take 

sample from a population. The major sampling techniques, as indicated in the following 

diagram, may be grouped in to. 

- probability sampling (Random Sampling ) 

- non-probability sampling (Non-Random Sampling) 

 

 

A) Probability Random Sampling 

 

It is based on chance selection procedure i.e., every element of the population has a 

known non-zero probability of selection.  This eliminates the bias inherent in the non-

probability sampling procedures because probability sampling process is random. 

Sampling 
Techniques 

Probability 
Sampling 

Simple 
Random 
Sampling 

Systematic 
Random 
Sampling 

Stratified 
Random 
Sampling 

Cluster 
Random 
Sampling 

Non-Probability 
Sampling 

Convenience 

Sampling 

Purposive 

Sampling 

Quota 

Sampling 

Snow Ball 

Sampling 
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Randomness refers to a procedure the outcome of which cannot be predicted because it is 

dependent on chance.  

 

 The selection of the sample is based on the theory of probability is also known as 

random selection and sometimes probability sampling is also known as random 

sampling.  

In other words, probability sample is based on the concept of random selection by which 

each unit in the population has some chance of being in the sample; that chance is 

greater than zero and can be calculated. Moreover, probability samples are 

preferred if accurate inference are to be made of population characteristics on the basis 

of sample statistics. 

 

There are different techniques of probability sampling techniques. The common 

techniques are indicated as: 

 

1) Simple random sampling          3) Stratified random sampling, and 

2) Systematic random sampling       4) Cluster random sampling  

 

1) Simple Random Sampling  

 

It is a probability sampling in which each element in the population has an equal chance 

of being included in the sample. The selection of each unit is independent of the selection 

of any other unit i.e. the selection of a member of the population for the sample should 

not increase or decrease the probability that any other member of the sample. The 

sampling process is simple because it requires only one stage of sample selection.  

 

There are two common methods of constructing random sample. These are: 

 

(a) Lottery Method 

 

 Generally you make one card/slip corresponding to one unit of population by writing 

on it the number assigned to that particular unit of population for sampling purposes.  
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 The card/slip are shuffled a number of times and then a card is drawn at random from 

them until the sample size.  

 This is one of the most reliable methods of selecting a random sample. 

 

(b) Random Number Table Method 
 

The explained method of lottery is time consuming and cumbersome to used if 

population is very large. Therefore, the most practical and inexpensive method of 

selecting a Random Number Table which has been constructed that each of the digits 

0,1,2,3,4,5,6,7,8,9 appear with approximately the same frequency and independently of 

each other. 

If you have to select a simple random sample from a population of sized N(d”99) then 

the numbers can be combined two by two to give pair from 00 to 99. Similarly, if 

Nd”999 or and so on, then combining the digits three by three (or four by four and so 

on), you get numbers from 000 to 999 or (0000 to 9999) and so on since each of the 

digits 0,1,2,3,4,5,6,7,8,9, appear with approximately the same frequency and 

independently of each other, so does each of the pair 00 to 99 or triplet from 000 to 999 

or quadruplets 0000 to 9999 and so on. 

 

Thus, the method of drawing the random sample consists in the following steps: 

 

i. Identify the N unit in the population with the number from 1 to N; 

ii. Select at random any page of the random numbers in any row or column or 

diagonal at random; and  

iii. The population units corresponding to the number of unit selected in step (ii) 

comprise the random sample. 

Example: The following table shows the partial list numbers on a random number table  

 

..... ..... ..... ..... ..... ..... ..... ..... ..... 

..... ..... ..... ..... ..... ..... ..... ..... ..... 

..... ..... ..... ..... ..... ..... ..... ..... ..... 

..... ..... ..... ..... ..... 16376 39400 53537 71341 

..... ..... ..... ..... ..... 91782 60468 81305 ..... 

..... ..... ..... ..... ..... 53498 18672 ..... ..... 
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..... ..... ..... ..... ..... 31016 71194 ..... ..... 

..... ..... ..... ..... ..... 20922 ..... ..... ..... 

..... ..... ..... ..... ..... 18103 ..... ..... ..... 

..... ..... ..... ..... ..... 59533 ..... ..... ..... 

 

Let’s look at the following steps to select a sample using a random number table. 

 

i. Assign numbers for members the study population from 1 to N. 

ii. Use a random number table and select any number from anywhere on the number 

table starting from any raw or column on number table & move to any direction 

that you want.  

 For example, you can take the number coinciding to the 4
th

 row and the 6
th

 

column, which is 16376 which is your starting point. 

iii. The number of digits you will read depends on the total number of the study 

population=N.  

 Let’s say if it is N=90; you will read two digits, if N=150, you will read three 

digits and so on. 

iv. The number of digits you will read will be selected randomly.  

 For example; if N=150 you start from with the first three digits (163) or middle 

three digits (637) or the last three digits (376). 

v. Then begin to read in any direction to the right or to the left or up or down 

vi. Ignore those numbers that are greater than N and those which may appear two 

times. 

vii. Stop counting after you get the required number of sample subjects (n).  

 For example, N=150(total population); n=20 (sample size);  

 Let’s take 16376 as a starting point and consider the last three digits (376), and 

read downward. The first number is 376; which is greater than 150. So, leave 

it. Also 782,498,533 are greater than N.   

 So, your subject holding 016,103 will become your members for sample 

selection. You will proceed to the next sample selection activities until you will 

get 20 subjects.  

 

Advantages of Simple Random Sampling 
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 Since sample units are selected at random providing equal chance to each and every 

unit of population to be selected, the element of subjectivity or personal bias is 

completely eliminated. 

 You can ascertain the efficient of the estimates of the parameters by considering the 

sampling distribution of the statistic (estimates). 

 Easy to analyze data and compute error for homogenous distribution of the 

population. 

 

Limitations of Simple Random Sampling 

 

 The selection of simple random sample requires an up-to- date frame of population 

from which samples are to be draw although, it is impossible to have knowledge 

about each and every unit of then population happens to be very large. This restricts 

the use of simple random sample. 

 A simple random sample may result in the selection of the sampling units, which are 

widely spread geographically; and in such a case the administrative cost of collecting 

the data may be high in term of time and money. 

 For a given precision, simple random sample, usually, requires large sample size 

compared to stratified random sampling which will be discussed next, 

2) Systematic Random Sampling  

 

A sampling procedure in which an initial starting point is selected by a random process, 

and then every n
th 

number on the list is selected. Because the 1
st
 element selected is a 

random choice, a systematic sample is usually assumed to have the properties of a simple 

random sample. This assumption is especially applicable when the list of elements in the 

population is a random ordering of the elements.   

 

In general, Systematic Random Sampling uses the following guiding procedures:  

 

 Step 1-Arranging elements of population in some systematic order based on the 

objective of the statistical investigation, 

 Step 2-Divide the number of population (N) to the number of sample elements (n) to 

be selected. The result is called Skip interval. 
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 k = 
𝑵

𝒏
, where k is skip interval 

 Step 3- Select an initial starting point ‘S1’from ‘1
st
 to k

th
’ elements of the arranged 

population using simple random sampling method, where S1 is considered as the 1
st
 

element of the sample,and its value, in fact, determines the whole sample.   

 Step 4-Every k
th
element of the population on the list will be selected until all sample 

elements are achieved. In other words, to select the remaining elements of the sample, 

we can apply “Arithmetic Sequence.” 

 

Advantagesof Systematic Random Sampling 

 

 It is operationally more convenient than simple or stratified random sampling 

techniques as it saves you time and work involved 

 

Disadvantages of Systematic Random Sampling 
 

 If sampling interval is related to a periodic ordering of the population, it may 

introduce increased variability. 

  
3) Stratified Random Sampling  

 

In stratified random sampling, the first step is to divide or classify the population into 

groupscalled strata.The basis for forming strata, such as departments, sex, location, age or 

institution and so on is at the discretion of the designer of the sample. The classification 

has to be done so that every member of the population is found in one and only one 

stratum i.e. classification should be exhaustive and mutually exclusive.After the strata 

are formed, separate random sample are drawn from each stratum using simple random 

sampling. The researcher determines the number of each unit selected from each stratum. 

Hence, stratified sample provide for greater accuracy than simple random sample of the 

same size.  

 

Stratified sampling can be a very efficient way to reduce sampling error and increase the 

representativeness of a sample. A researcher can reduce sampling error by increasing the 

sample size or by reducing population variability. Stratified sampling reduces population 

variability and lowers sampling error in estimating a population parameter by ensuring 

that different groups are adequately represented in the same.It ensures that differences 
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across the strata on some dependent variable of interest are accounted for and are not free 

to vary in the sample. A smaller stratified variable is related to the dependent variable of 

interest. 

 

There are two type of stratified random sampling know as: 

 

(a) Proportionate Stratified Sampling; and (b) Disproportionate Stratified Sampling. 

 

i) Proportionate Stratified Sampling 

 

Members of a population are classified into strata. Number of units selected from each 

stratum is directly proportional to the size of the population in that stratum. For example, 

the productivity of field crops can be stratified based on economic use, such as cereals, 

pulses, beverages, vegetables, fruits, etc. An equal percentage of number from each 

stratum would be drawn for the sample would consist of five strata, each equal in size to 

the stratum’s proportion to the total population. 

 

ii) Disproportionate Stratified Sampling  

 

A large percentage is taken from some strata than other. Researcher selects a larger 

percentage from group likely to be underrepresented in the population. For example, 

there might be very few crops in the stratum of beverages. In such a case, the researcher 

might take a larger percentage from this stratum so that adequate number of crops 

represents this stratum. Simple random sample or proportionate sample may have too few 

members with the characteristic to allow full analysis. Number of units included in each 

stratum of the sample will be large enough to allow for separate analysis for each 

individual stratum. Since some strata have been sampled at a higher percentage than other 

(they have been over-sampled) a weighing procedure must be applied when they are 

combined to form one sample. 

 

Advantages of Stratified Sampling 

 

 It assures representation of all groups in a sample.  

 Characteristics of each stratum can be estimated and comparisons made.  
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 Further it reduces variability for same sample size.  

 

Disadvantages of Stratified Sampling 

 

 It requires accurate information on proportion in each stratum.   

 If stratified lists are not already available they can be costly to prepare.  

 

4) Cluster Random Sampling  

 

Cluster sampling also called multistage sampling or area sampling is useful when a list 

of the entire target population (sampling frame) is unavailable or impractical to 

compile. To this end, drawing a simple random sample or stratified sample of a 

population, such as, regional residents could be very difficult. This method can reduce the 

cost of data collection for large dispersed populations’. 

 

In cluster sampling, the elements in the population are first divided into separate 

groups called clusters, such as zones, districts,woredas and kebeles. Each element of the 

population belongs to one and only one cluster. All elements within each sampled cluster 

form the sample. If all the units within selected cluster are included in the sample, the 

design is called clued sampling. Cluster sampling tends to provide the best results when 

the elements within the clusters are not alike.   

 

Unlike the stratified sampling, which draw cases from every stratum in a population, 

cases are selected only from certain clusters. In single–state cluster sampling, there is 

no sampling error within a cluster because everyone in the cluster is interviewed. 

Sampling error occurs only between clutters. Therefore it is important that the researcher 

select a sample of clusters proportionate to their size in the population. A stratification by 

geographic region also help to ensure that the opinion of residents any particular sector 

are represented. 

One of the primary applications of cluster sampling is area sampling, where clusters are 

city blocks or other well defined areas. Cluster sampling generally requires a larger total 

sample size than either simple random sampling or stratified random sampling. However, 

it can result in cost savings because of the fact that when an interviewer is sent to a 
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sampled cluster, many observations can be obtained in a relatively short time. Hence, a 

larger sample size may be obtainable with a significantly lower total cost. The value of 

cluster sampling depends on how representative each cluster is of the entire population. If 

all clusters are alike in this regard, sampling a small number of clusters will provide good 

estimates of the population parameters.  

 

B) Non-Probability Random Sampling 

 

The selection for elements in non-probability sampling is quite arbitrary, as researchers 

rely heavily on personal judgment, beliefs, experience and expertise.In this method, some 

members of the eligible target population have a chance of being chosen and others do 

not. It is easier, quicker and cheaper to carry out than probability designs. At the same 

time, it is impossible to determine, scientifically, how represent the sample is of some 

large population. They are not desirable for use in gathering data to be analyzed by the 

methods of inferential statistics. 

 

The following are some of the type of non-probability sampling design to be discussed in 

the subsequent section. 

 

1) Convenience Sampling 

2) Judgment or purposive sampling 

3) Quota sampling 

4) Snow Ball Sampling   

 

Non- probability sampling methods have limitation since they do not employ random 

selection of cases. It is impossible to know how accurately the result of such survey 

represents the larger population. A researcher cannot compute a confidence level or an 

error margin for non-probability sample. The classic example of a non- probability 

sample is a questionnaire published in a news paper or magazine or in the website not 

everyone in the target population reads or subscribes to his paper of magazine or has 

access to internet. This type of survey violates the major principle of probability theory.  

1) Convenience Sampling  
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This sampling technique involves sampling on the basis of availability of units, nearness, 

and/or willingness to participate.Example: Interview conducted in convenient location, 

such as meeting places or celebration places. It is unwise to use this sampling to making 

inferences about general populations. If the purpose is to identify issues of potential 

concern to a large population, convenience sampling may be both economical and 

appropriate the subjects are selected non- randomly simple because they are viable. For 

example, market researchers, often go to shopping malls and try to interview anyone who 

come through the doors. 

 

Convenience samples have the advantage of relatively easy sample selection and data 

collection; however, it is impossible to evaluate the “goodness” of the sample in terms of 

its representativeness of the population. A convenience sample may provide good results 

or it may not; not statistically justified procedure allows a probability analysis and 

inference about the quality of the sample results.   

 

Advantages 

 

 Very low cost, extensively used. 

 No need for list of population, i.e., it is independent of the size of the population. 

 

Disadvantages 

 

 Variability and bias of estimates cannot be measured or controlled 

 

2) Purposive Sampling / Judgment or Expert Choice Sampling  

 

Researchers’ judgment that the units somehow represent the population is the main 

criterion in the main criteria of the judgment or expert choice sampling. Usually, the 

person who makes the selections is an expert in the area concerned unit for this type of 

sample are selected on the basis of known characteristics that seem to represent the 

population. It is assumed that the unit selected will represent the population on unknown 
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characteristics as well. This type of sampling lacks one or more of the conditions of the 

probability sampling. For instance; it may not have the randomness of a sample. 

It is non-probability sampling technique in which an experienced individual (expert) 

selects the sample based upon his or her judgment about some appropriate characteristic 

required of the sample members. Usually, the person who makes the selections is an 

expert in the area concerned. However, the quality of the sample results depends on the 

judgment of the person selecting the sample.    

 

Advantages 
 

 It is useful for certain types of forecasting like sample guaranteed to meet a 

specific objective.  

 It has moderate cost and average use.  

 

Disadvantages 
 

 It introduces bias due to experts’ beliefs and it may make sample unrepresentative.  

 because elements in the population don’t have some chance to be included in the 

sample    

 

3) Quota Sampling  

 

In quota sampling, various segments of a population have the same percentage of 

representation in the sample as they have in the population. However, the elements in the 

sample are not selected randomly, rather based on judgment. Quota sampling is the most 

widely-used form of non-probability sampling. In this case some strata or grouping 

population will be considered in sample selection.  The grouping variables’ may be age, 

sex, race, area, etc. The allocation of sample units will be simply determined as a quota. 

For example, interviewers are given targets or quotas to achieve such as ‘10 women aged 

40-50’ or ‘20 middle class men aged over 35’. 

 

It is non-probability sampling in which the researcher classifies population by pertinent 

properties, determines desired proportion of sample from each class and quotas for each. 

The first step of choosing strata on the basis of existing information is the same for both 
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stratified and quota sampling.  However, the processes of selecting sampling units 

(elements) within the stratum differ substantially. In stratified sampling, a sub sample is 

drawn using simple random sample within each stratum. This is not true with quota 

sampling. The purpose of quota sampling is to ensure that the various subgroups in a 

population are represented on pertinent sample characteristics to the exact extent that the 

investigators desire.  

Advantages 

 

 It introduces some stratification of population and requires no list of population.  

 It has moderate cost and it is used very extensively.  

 One can finish data collection in a very short period of time. 

 

Disadvantages  

 

 It introduces bias in researcher’s classification of subjects.  

 Further non-random selection within classes means error from population cannot 

be estimated.  

 

4) Snow Ball Sampling  

 

In snowball sampling, you begin by identifying someone who meets the criteria for 

inclusion in your study. You then ask them to recommend others who they may know 

who also meet the criteria. Although this method would hardly lead to representative 

samples, there are times when it may be the best method available. Snowball sampling is 

especially useful when you are trying to reach populations that are inaccessible or hard to 

find. 

 

 For instance, if you are studying the homeless, you are not likely to be able to find 

good lists of homeless people within a specific geographical area. However, if 

you go to that area and identify one or two, you may find that they know very 

well who the other homeless people in their vicinity are and how you can find 

them. 
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 Self-Assessment Question-Unit 6 (Sampling Theory) 

 

Attempt all the following questions. Then check your answer against the answer key 

provided at the end of the module. 

 

Part I: Matching  

 

 “X”  “Y” 

1 It is commonly called multistage sampling or area sampling A Simple random sampling 

2 It assures representation of all groups in a sample using 

random probability selection 

B Convenience sampling  

3 Sample selection in a nearby area, meeting places, market 

areas or celebration places.  

C Systematic random sampling  

4 It is also called Quasi Random Sampling as selection of one 

unit affects the probability of selection of other units.  

D Purposive sampling  

5 Sample selection is based upon his/her judgment about some 

appropriate characteristic required of the sample members by 

an experienced individual (expert) 

E Stratified random sampling  

6 It expresses how much the characteristics of a sample statistics 

differ from the parameters of the population. 

F Quota sampling  

7 Each element in the population has an equal chance of being 

included in the sample.  

G Cluster random sampling  

8 Errors that occur for other reasons, such as errors made during 

collection, recording, and tabulation of data 

H Snow ball sampling  

9 It is especially useful when you are trying to reach populations 

that are inaccessible or hard to find. 

I Sampling error  

10 Ensure that the various subgroups in a population are J Non-sampling error 
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represented on pertinent sample characteristics to the exact 

extent that the investigators desire. 
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