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Preface

Growth theory has identified a plethora of determinants that are

crucial for successful development. To explain differences in economic

performance, economists focused for decades on physical/human cap-

ital and technical change as sources of the wealth of nations. Failed

transition experiments and financial crises in the 1990s revealed that

even the basic prerequisites for development are incapable of deliver-

ing desired living standards in the absence of functioning institutions

that support and enable economic incentives.

What are the institutions that seem fundamental to economic perfor-

mance in developing and developed countries alike? A review in the

Handbook of Economic Growth (Acemoglu, Johnson, and Robinson 2005)

points to a distinguished history of the subject, including works by

John Locke, Adam Smith, and John Stuart Mill. Nevertheless, econom-

ics still lacks a robust, general framework that provides guidelines for

why and how institutions influence the surprisingly large and unex-

plained differences in per capita incomes across countries.

The past ten years have provided an abundance of empirical studies

on the influence of institutions. Trailblazers were researchers who

based their empirical analyses on subjective indices provided by pri-

vate country risk assessment companies; these data were first used by

Knack and Keefer (1995) and subsequently by Hall and Jones (1999)

and Acemoglu, Johnson, and Robinson (2001) to establish the influence

of institutions on per capita income. Since then a hunt has begun to un-

cover ever better measures of institutions, as well as the mechanisms

by which institutions influence development.

This volume provides an overview of the current state of the litera-

ture regarding the impact of institutions on growth. The book opens

with a chapter by Philippe Aghion that highlights some of the key

arguments linking institutions and growth. Institutions, Aghion argues,



have many facets, each impacting growth and development differently.

His approach emphasizes three aspects. First, convergence depends

crucially on the quality of financial institutions. It is often argued that

countries that are further from the technological frontier benefit from

a catching-up process and hence grow faster than those closer to the

frontier. Aghion maintains that because technological catch-up requires

investment in imitation, the quality of financial institutions becomes an

essential element in the catch-up process. As a result, underdeveloped

financial markets can totally offset the advantages of technological

backwardness and result in slower growth in backward countries than

in those closer to the technological frontier. Second, Aghion examines

how, contrary to common wisdom, product market competition may

not be detrimental to growth. The basic idea is that a fierce competition

will force firms to innovate if they want to remain ahead of other pro-

ducers in the sector and make positive profits. Aghion introduces the

concept of ‘‘appropriate institutions,’’ by which he means that certain

institutional setups will be suitable at some levels of development

but not at others. For example, in the early stages of industrialization,

when capital accumulation is important, institutions that favor long-

term relationships between firms and banks are optimal. However, as

an economy moves into the phase in which growth is driven by inno-

vation, more flexible institutional arrangements that foster entrepre-

neurship and risk taking are preferable. As a result, the institutions

that promoted growth at one stage are precisely those that retard it

at another stage. Third, Aghion discusses the difference between aca-

demic institutions and private firms in promoting innovation.

There is general consensus that financial institutions might be among

the most important in development, next to secure property rights.

In ‘‘Financial Institutional Reform, Growth, and Equality’’ (chapter 2),

Costas Azariadis and David de la Croix explore the consequences of

liberalized credit markets for growth and inequality. The key insight

in this chapter is that premature liberalization in the least developed

countries (low total factor productivity or capital intensity) may redi-

rect economic growth toward a poverty trap. This highlights the im-

portance of understanding the exact contribution of institutions to

growth. Reforms for the sake of reforms may actually harm growth if

they are not sequenced correctly.

The next two chapters turn to the empirical evidence on the effect of

institutions on economics performance. In chapter 3, Theo S. Eicher,

Cecilia Garcı́a-Peñalosa, and Utku Teksoz ask ‘‘How Do Institutions
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Lead Some Countries to Produce So Much More Output per Worker

than Others?’’ Their purpose is to examine the mechanisms by which

institutions might affect economic growth. They first combine the two

most influential approaches to explaining differences in per capita in-

come across countries, the growth accounting approach of Mankiw,

Romer, and Weil (1991), in which physical and human capital stocks

determine output, and the methodology of Hall and Jones (1999), in

which institutional quality has a direct influence on GDP. Their analy-

sis hence seeks to understand the degree to which institutions actually

enhance the productivity of skilled labor and investment. The surpris-

ing result is that while physical capital and institutions are comple-

ments in development, human capital and institutions are shown to be

substitutes. That is, in countries with weak institutions, human capital

is critical to development; in those with high levels of human capital,

institutional quality has a much weaker impact on output.

Differences in institutions are clearly a major source of income gaps

between developed and developing countries, as highlighted by the

first three chapters of the book. However, institutional reform can also

be a source of growth in industrial economies. For example, in chapter

1, Aghion argues that the degree of product market competition can in-

fluence the amount of innovation taking place in industrial economies.

In ‘‘Regulation and Economic Performance: Product Market Reforms

and Productivity in the OECD’’ (chapter 4), Giuseppe Nicoletti and Ste-

fano Scarpetta examine the role of institutional reforms in the OECD.

The last two decades have witnessed substantial institutional and reg-

ulatory reforms in OECD countries. The differences in these reforms

across countries have provided a suitable natural experiment to assess

the macroeconomic impact of such reforms. Nicoletti and Scarpetta re-

view the literature on the effect of these reforms on investment, pro-

ductivity, and employment. The evidence suggests that strengthening

private governance and increased competition in product and labor

markets have had a major positive impact on labor productivity, and

can help understand differences across countries and over time.

The new growth theories have emphasized the role of innovation

and entrepreneurship on growth, and this is the focus of part II. We

start with chapter 5 by B. Zorina Khan and Ken Sokoloff, ‘‘Institutions

and Technological Innovations during Early Economic Growth: Evi-

dence from Great Inventors in the United States, 1790–1930,’’ on the

impact of patent legislation on patenting activity in the United States

during the period from 1790 to 1930. Their analysis emphasizes that a
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well-functioning system of intellectual property rights turns patents

into tradable assets. The authors highlight the contrast between the

U.S. patent system and that prevailing in Europe at the time. The major

difference concerned the use of an examination system in the United

States. In Europe, the inventor would obtain a patent upon payment

of a fee, but this patent could be challenged in court implying that

property rights could not be considered to be fully established until

the case had been assessed in court. In the United States, a patent ap-

plication was subject to examination, and only once rightful property

rights over the innovation were established would the payment be

made. This system established ownership in a way that could not be

challenged. Khan and Sokoloff show that the use of the examination

system had two important implications. First, it encouraged innova-

tion by individuals of all education levels. Second, it resulted in exten-

sive patent selling and licensing, with double benefits in the form of

ensuring that the goods were produced and ensuring that the innova-

tor had access to funds permitting the continuation of innovation.

Chapter 6, ‘‘On the Efficacy of Reforms: Policy Tinkering, Institutional

Change, and Entrepreneurship’’ by Murat Iyigun and Dani Rodrik, fo-

cuses on the relationship between entrepreneurship and reform. Iyigun

and Rodrik examine how policy affects entrepreneurship. Two alterna-

tives are considered, ‘‘policy tinkering’’ and institutional reform. The

authors argue that growth is largely due to an increase in the num-

ber of available products, and that product diversification requires

entrepreneurs who invest and discover new products. The central in-

sight in their model is that low growth is due to an insufficient level

of entrepreneurship. Policy tinkering can improve entrepreneurial re-

wards marginally; and deep institutional reforms can make substantial

changes in the reward structure but at a cost to incumbent entrepre-

neurs. As a result, the efficacy of one policy or the other will depend

on the current state of the economy in terms of entrepreneurship. Their

empirical evidence supports this hypothesis: major reforms have

worked in countries with a low level of entrepreneurial activity, and

failed otherwise. The chapter hence captures one of the key messages

developed in chapter 1, namely, that some types of institutions are

appropriate at certain stages of development but not at others.

Clearly the role, functioning, and quality of institutions is itself en-

dogenous to level of development. The third part of the book examines
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the implications of this endogeneity in terms of education and the po-

litical process. In ‘‘The Role of Higher Education Institutions: Recruit-

ment of Elites and Economic Growth’’ (chapter 7), Elise S. Brezis and

François Crouzet examine a specific mechanism by which institutions

influence the fortunes of an economy. The authors analyze the evolu-

tion of the recruitment of elites over time and highlight how recruit-

ment institutions subsequently impact the economy. The key result is

that meritocratic recruitment actually leads to class stratification and

auto-recruitment. Auto-recruitment is then shown to lead to a strati-

fication of the economy, which may be the most dramatic impact of

meritocratic institutions on economic growth.

In chapter 8, ‘‘Growth and Endogenous Political Institutions,’’ Mat-

teo Cervellati, Piergiuseppe Fortunato, and Uwe Sunde study the

dynamics of political institutions and the implied differences in public

policies. They highlight the circular nature of institutions: political

institutions are thought to be influenced by economic development,

and economic development in turn influences the political institutions.

The chapter highlights that economic development increases the

likelihood of transitions from oligarchy to democracy. Moreover, the

authors show that democratic regimes tend to provide more efficient

public policies, and more redistribution, than oligarchic regimes.

In ‘‘The Road from Agriculture’’ (chapter 9), Thorvaldur Gylfason

and Gylfi Zoega seek to explain economic backwardness not in terms

of history or mentality but rather in terms of rational agents’ maximiz-

ing behavior. They show that observed technology adoption in agri-

culture does not need to coincide with the ‘‘frontier’’ technology at all

stages of development. Instead, Gylfason and Zoega show that coun-

tries may feature an ‘‘optimal technology gap.’’ The size of this gap is

shown to depend on factors exogenous to most economic models and

seldom subject to change, such as farm size (geography), land produc-

tivity, and the ability of farmers to digest and adopt new technologies.

This volume is based on contributions presented at the 2004 CESifo

Venice Summer Institute on Institutions and Growth. We thank CESifo

for supporting the research project and Roisin Hearn and Nicola Papa-

philippou for outstanding logistic support throughout. The quality of

the conferences and papers was assured by extensive comments from

discussants including Matteo Cervellati, Alain Desdoigts, Thorvaldur

Gylfason, Piergiuseppe Fortunato, B. Zorina Khan, Andreas Leukert,

Omar Licandro, Stefano Scarpetta, Utku Teksoz, Joachim Voth, and a
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number of anonymous referees. Finally, we would like to thank our re-

spective spouses, Nello Dolgetta and Regina Lyons, for their loving

support and our respective kids, Claudia, Diego, and Luis, for making

our work on this volume so enjoyable.
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I Institutions and Economic
Performance





1 On Institutions and
Growth

Philippe Aghion

1.1 Introduction

A main development in growth economics in the recent years has been

to point to the fundamental role of institutions in the growth process,

although few studies have led so far to precise policy recommenda-

tions beyond the general claims about the importance of property right

enforcement. This is largely due to the difficulty of defining the term

‘‘institutions.’’ North and Thomas (1973) developed the notion that

‘‘social infrastructure’’ reduces uncertainty and diminishes transaction

costs. Some authors have emphasized the importance of property right

protection and its impact on entrepreneurship; others have concen-

trated on regulatory institutions in financial, labor, or product markets,

but never with a detailed modeling of how those institutions impact on

the growth process, which could then be confronted to data.

In this chapter, I use the Aghion-Howitt model of growth with

quality-improving innovations, to look at more specific aspects of the

relationship between institutions, institutional change, and productiv-

ity growth.1 The first section is devoted to the relationship between

financial development and convergence, and argues that financial de-

velopment is a main determinant of a country’s ability to converge in

growth rates and/or in levels of GDP per capita toward the technolog-

ical frontier. Section 1.3 looks at the relationship between productivity

growth and product market competition. It spells out the opposite

effects that competition can have on innovation incentives in dif-

ferent types of sectors, and the implication for the overall effect of

competition on productivity growth when one considers the economy

as a whole. Section 1.4 develops the notion of appropriate institu-

tions, showing how different types of institutions or policies maxi-

mize growth at different stages of technological development. Finally,



section 1.5 discusses the role of academic institutions in the innovation

process.

1.2 Financial Institutions and Convergence

The history of cross-country income differences exhibits mixed patterns

of convergence and divergence. The most striking pattern over the long

run is the ‘‘great divergence’’—the dramatic widening of the distribu-

tion that has taken place since the early nineteenth century. Pritchett

(1997) estimates that the proportional gap in living standards between

the richest and poorest countries grew more than fivefold from 1870 to

1990, and according to the tables in Maddison 2001 the proportional

gap between the richest group of countries and the poorest2 grew from

3 in 1820 to 19 in 1998. But over the second half of the twentieth cen-

tury, this widening seems to have stopped, at least among a large

group of nations. In particular, the results of Barro and Sala-i-Martin

(1992), Mankiw, Romer and Weil (1992), and Evans (1996) seem to im-

ply that most countries are converging to parallel growth paths.

However, the recent pattern of convergence is not universal. In par-

ticular, the gap between the leading countries as a whole and the very

poorest countries as a whole has continued to widen. The proportional

gap in per capita income between Mayer-Foulkes’s (2002) richest and

poorest convergence groups grew by a factor of 2.6 between 1960

and 1995, and the proportional gap between Maddison’s (2001) richest

and poorest groups grew by a factor of 1.75 between 1950 and 1998.

Thus as various authors3 have observed, the history of income dif-

ferences since the mid twentieth century has been one of ‘‘club-

convergence’’; that is, all rich and most middle-income countries seem

to belong to one group, or ‘‘convergence club,’’ with the same long-run

growth rate, whereas all other countries seem to have diverse long-run

growth rates, all strictly less than that of the convergence club. In this

section, I develop an explanation for this phenomenon.

1.2.1 A Model of Technology Transfer

Consider one country in a world of h different countries. We assume

that whenever an innovation takes place in any given sector in any

country, the productivity parameter attached to the new product will

match the global leading-edge technology. That is, let At be the maxi-

4 Philippe Aghion



mum productivity parameter over all countries in the sector at the end

of period t—in other words, the ‘‘frontier’’ productivity at t—and sup-

pose that the frontier grows at a constant rate g that here we take as

exogenous for simplicity.

Then domestic productivity in the sector evolves according to

At ¼
At with probability m

At�1 with probability 1� m

�
; ð1Þ

where m is the country’s innovation rate. Let

at ¼
At

At

denote the country’s proximity to the technological frontier. Then, it

follows immediately from (1) that the distance variable at evolves over

time according to

at ¼ mþ 1� m

1þ g
at�1:

If m > 0, which in turn will depend upon underlying characteristics of

the economy such as property right protection or the productivity of

R&D, this difference equation has a unique fixed point

a� ¼ mð1þ gÞ
mþ g

:

That is, as long as the country continues to perform R&D at a positive

constant intensity, its distance to the frontier will stabilize, meaning

that its productivity growth rate will converge to that of the global

frontier. But if m ¼ 0, the difference equation has no stable rest point

and at diverges to zero. That is, if the country stops innovating it will

have a long-run productivity growth rate of zero because innovation

is a necessary condition for the country to benefit from technology

transfer.

1.2.2 The Role of Financial Development in Convergence

The framework can be further developed by assuming that while the

size of innovations increases with the distance to the technological

frontier (due to technology transfer), the frequency of innovations

On Institutions and Growth 5



depends upon the ratio between the distance to the technological fron-

tier and the current stock of skilled workers. This enriched framework

(see Howitt and Mayer-Foulkes 2002) can explain not only why some

countries converge while other countries stagnate but also why differ-

ent countries may display positive yet divergent growth patterns in the

long run. Benhabib and Spiegel (2002) develop a similar account of di-

vergence and show the importance of human capital in the process.

The rest of this section presents a summary of the related model of

Aghion, Howitt, and Mayer-Foulkes (2005) and discusses their empiri-

cal results showing the importance of financial development in the con-

vergence process.

Suppose that the world is as portrayed in the previous section, but

that research aimed at making an innovation in t must be done at pe-

riod t� 1. If we assume perfectly functioning financial markets, then

nothing much happens to the model except that the returns to research

are discounted at a factor b to reflect the fact that the expected returns

to R&D occur one period later than the expenditure.4 But when credit

markets are imperfect, Aghion, Howitt, and Mayer-Foulkes show that

an entrepreneur may face a borrowing constraint that limits her invest-

ment to a fixed multiple (which we refer to as the credit multiplier) of

her accumulated net wealth. In their model the multiple comes from

the possibility that the borrower can, at a cost that is proportional to

the size of her investment, decide to defraud her creditors by making

arrangements to hide the proceeds of the R&D project in the event

of success.5 They also assume a two-period overlapping-generations

structure in which the accumulated net wealth of an entrepreneur is

her current wage income, and in which there is just one entrepreneur

per sector in each country. This means that the further behind the fron-

tier the country falls the less will any entrepreneur be able to invest in

R&D relative to what is needed to maintain any given frequency of in-

novation. What happens in the long run to the country’s growth rate

depends upon the interaction between this disadvantage of backward-

ness, which reduces the frequency of innovations, and the advantage

of backwardness described earlier, which increases the size of innova-

tions. The lower the cost of defrauding a creditor the more likely it is

that the disadvantage of backwardness will be the dominant force, pre-

venting the country from converging to the frontier growth rate even

in the long run. Generally speaking, the greater the degree of financial

development of a country the more effective are the institutions and

laws that make it difficult to defraud a creditor. Hence the link between

6 Philippe Aghion



financial development and the likelihood that a country will converge

to the frontier growth rate.

More formally, the convergence equation becomes

at ¼ ~mmðat�1Þ þ
1� ~mmðat�1Þ

1þ g
at�1;

where ~mmðat�1Þ is the innovation probability of credit-constrained firms

in a country at proximity at�1 from the technological frontier. That

~mmðat�1Þ should increase with at�1, stems from the fact that the innova-

tion cost is proportional to the frontier productivity (recall that innova-

tions bring sectors all the way to the frontier), whereas the amount of

wage resources firms in the country can use as a basis for borrowing

are proportional to the country’s current level of productivity. There-

fore the further below the frontier a country currently is, the tighter

credit constraints are on innovative firms. This, in turn, captures what

we call the ‘‘disadvantage of backwardness.’’ In addition, for given

at�1 the innovation probability ~mmðat�1Þ increases with the borrowing/

resource ratio (credit multiplier), which in turn increases with the cost

of defrauding.

Aghion, Howitt, and Mayer-Foulkes (2005) test this effect of financial

development on convergence by running the following cross-country

growth regression:

gi � g1 ¼ b0 þ bf Fi þ by � ðyi � y1Þ þ bf y � Fi � ðyi � y1Þ þ bxXi þ ei ð2Þ

where gi denotes the average growth rate of per capita GDP in country

i over the period 1960–1995, Fi the country’s average level of financial

development, yi the initial (1960) log of per capita GDP, Xi a set of

other regressors, and ei a disturbance term with mean zero. Country 1

is the technology leader, which Aghion, Howitt, and Mayer-Foulkes

take to be the United States.

Define ŷyi 1 yi � y1, country i’s initial relative per capita GDP. Under

the assumption that by þ bf yFi 0 0, we can rewrite (2) as

gi � g1 ¼ li � ð ŷyi � ŷy�
i Þ;

where the steady-state value ŷy�
i is defined by setting the right-hand

side of (2) to zero as follows:

ŷy�
i ¼ �

b0 þ bf Fi þ bxXi þ ei

by þ bf yFi
; ð3Þ
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and li is a country-specific convergence parameter

li ¼ by þ bf yFi ð4Þ

that depends on financial development.

A country can converge to the frontier growth rate if and only if the

growth rate of its relative per capita GDP depends negatively on the

initial value ŷyi; that is if and only if the convergence parameter li is

negative. Thus the likelihood of convergence will increase with finan-

cial development, as implied by the previous theory, if and only if

bf y < 0: ð5Þ

The results of running this regression using a sample of seventy-one

countries are shown in table 1 of Aghion, Howitt, and Mayer-Foulkes

(2005), which indicates that the interaction coefficient bf y is indeed sig-

nificantly negative for a variety of different measures of financial devel-

opment and a variety of different conditioning sets X. The estimation is

by instrumental variables, using a country’s legal origins, and its legal

origins6 interacted with the initial GDP gap ðyi � y1Þ as instruments

for Fi and Fiðyi � y1Þ. The data, estimation methods, and choice of con-

ditioning sets X are all taken directly from Levine, Loayza, and Beck

(2000), who found a strongly positive and robust effect of financial

intermediation on short-run growth in a regression identical to (2) but

without the crucial interaction term Fiðyi � y1Þ that allows convergence

to depend upon the level of financial development. Aghion, Howitt,

and Mayer-Foulkes (2005) show that these results are surprisingly ro-

bust to different estimation techniques, to discarding outliers, and to

including possible interaction effects between the initial GDP gap and

other right-hand-side variables.

1.2.3 Concluding Remark

Thus one sees how Schumpeterian growth theory and the quality im-

provement model can naturally explain club convergence patterns, the

so-called twin peaks pointed out by Quah (1996). The Schumpeterian

growth framework can deliver an explanation for cross-country differ-

ences in growth rates and/or in convergence patterns based upon

institutional considerations. No one can deny that such considerations

are close to what development economists have been concerned with.

However, some may argue that the quality improvement paradigm,
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and new growth theories in general, remain of little help for devel-

opment policy, that they merely formalize platitudes regarding the

growth-enhancing nature of good property right protection, sound

education systems, stable macroeconomy, without regard to specifics

such as a country’s current stage of development. In sections 1.3 and

1.4 we will argue on the contrary that the Schumpeterian growth para-

digm can be used to understand (1) why liberalization policies (in

particular an increase in product market competition) should affect

productivity growth differently in sectors or countries at different

stages of technological development as measured by the distance vari-

able a; and (2) why the organizations or institutions that maximize

growth, or that are actually chosen by societies, also vary with distance

to the frontier.

1.3 Competition and Growth

One particularly unappealing feature of most existing endogenous

growth models is the prediction that product market competition is

unambiguously detrimental to growth because it reduces the monop-

oly rents that reward successful innovators and thereby discourages

R&D investments. Not only does this prediction contradict a common

wisdom that goes back to Adam Smith, but it has also been shown to

be (partly) counterfactual (e.g., by Geroski (1995), Nickell (1996), and

Blundell, Griffith, and Van Reenen (1999)).7

However, as I argue in this section, a simple modification reconciles

the Schumpeterian paradigm with the evidence on product market

competition and innovation, and also generates new empirical predic-

tions that can be tested with firm- and industry-level data. In this

respect, the paradigm can meet the challenge of seriously putting in-

dustrial organization into growth theory. The theory developed in this

section is based on Aghion, Harris, and Vickers 1997 and on Aghion

et al. 2001, but cast in the discrete-time framework introduced earlier.

As before, there is a global technological frontier that is common to

all sectors, and that is drawn on by all innovations. The model takes as

given the growth rate of this global frontier, so that the frontier At at

the end of period t obeys

At ¼ gAt�1;

where g ¼ 1þ g > 1.
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In each country, the general good is produced using the same kind

of technology as in the previous sections, but here for simplicity I

assume a continuum of intermediate inputs, and I normalize the labor

supply at L ¼ 1, so that

yt ¼
ð1
0

A1�a
it xa

it di;

where, in each sector i, only one firm produces intermediate input i

using general good as capital according to a one-for-one technology.

In each sector, the incumbent firm faces a competitive fringe of firms

that can produce the same kind of intermediate good, although at a

higher unit cost. More specifically, we assume that at the end of period

t, at unit cost w, where we assume 1 < w < 1=a < gw, a competitive

fringe of firms can produce one unit of intermediate input i of a quality

equal to minðAit;At�1Þ, where Ait is the productivity level achieved in

sector i after innovation has had the opportunity to occur in sector i

within period t.

In each period t, there are three types of sectors, which we refer to as

type-j sectors, with j A f0; 1; 2g. A type-j sector starts up at the begin-

ning of period t with productivity Aj; t�1 ¼ At�1�j, that is, j steps be-

hind the current frontier At�1. The profit flow of an incumbent firm in

any sector at the end of period t, will depend upon the technological

position of that firm with regard to the technological frontier at the

end of the period.

Between the beginning and the end of the current period t, the

incumbent firm in any sector i has the possibility to innovate with pos-

itive probability. Innovations occur step-by-step: in any sector an inno-

vation moves productivity upward by the same factor g. Incumbent

firms can affect the probability of an innovation by investing more in

R&D at the beginning of the period. Namely, by investing the qua-

dratic R&D effort 1
2 gAi; t�1m

2 an incumbent firm i in a type-0 or type-1

sector, innovates with probability m.8 However, innovation is assumed

to be automatic in type-2 sectors, which in turn reflects a knowledge

externality from more advanced sectors that limits the maximum dis-

tance of any sector to the technological frontier.

Now, consider the R&D incentives of incumbent firms in the differ-

ent types of sectors at the beginning of period t. Firms in type-2 sectors

have no incentive to invest in R&D since innovation is automatic in

such sectors. Thus
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m2 ¼ 0;

where mj is the equilibrium R&D choice in sector j.

Firms in type-1 sectors, which start one step behind the current fron-

tier at Ai; t�1 ¼ At�2 at the beginning of period t, end up with produc-

tivity At ¼ At�1 if they successfully innovate, and with productivity

At ¼ At�2 otherwise. In either case, the competitive fringe can produce

intermediate goods of the same quality but at cost w instead of 1. Then,

as in Acemoglu et al. 2003, the equilibrium profit can be shown to be

equal to9

pt ¼ AtdðwÞ;

with

dðwÞ ¼ ðw� 1Þðw=aÞ1=ða�1Þ

increasing in w.

Thus the net rent from innovating for a type-1 firm is equal to

ðAt�1 � At�2ÞdðwÞ

and therefore a type-1 firm will choose its R&D effort to solve

max
m

ðAt�1 � At�2ÞdðwÞm� 1

2
gAt�2m

2

� �
;

which yields

m1 ¼ 1� 1

g

� �
dðwÞ:

In particular, an increase in product market competition, measured as

a reduction in the unit cost w of the competitive fringe, will reduce

the innovation incentives of a type-1 firm. This I refer to as the Schum-

peterian effect of product market competition: competition reduces inno-

vation incentives and therefore productivity growth by reducing the

rents from innovations of type-1 firms that start below the techno-

logical frontier. This is the dominant effect, both in IO models of prod-

uct differentiation and entry, and in basic endogenous growth models

as the one analyzed in the previous sections. Note that type-1 firms

cannot escape the fringe by innovating: whether they innovate or not,

these firms face competitors that can produce the same quality as theirs

at cost w. As we shall now see, things become different in the case of

type-0 firms.
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Firms in type-0 sectors, that start at the current frontier, end up with

productivity At if they innovate, and stay with their initial productivity

At�1 if they do not. But the competitive fringe can never get beyond

producing quality At�1. Thus, by innovating, a type-0 incumbent firm

produces an intermediate good which is g times better than the com-

peting good the fringe could produce, and at unit cost 1 instead of w

for the fringe. Our assumption 1
a
< gw then implies that competition by

the fringe is no longer a binding constraint for an innovating incum-

bent, so that its equilibrium profit post-innovation, will simply be the

profit of an unconstrained monopolist, namely,

pt ¼ Atdð1=aÞ:

On the other hand, a type-0 firm that does not innovate, will keep its

productivity equal to At�1. Since the competitive fringe can produce up

to this quality level at cost w, the equilibrium profit of a type-0 firm that

does not innovate, is equal to

pt ¼ At�1dðwÞ:

A type-0 firm will then choose its R&D effort to

max
m

�
Atdð1=aÞ � At�1dðwÞ

�
m� 1

2
gAt�1m

2

� �
;

so that in equilibrium

m0 ¼ dð1=aÞ � 1

g
dðwÞ:

In particular, an increase in product market competition, namely, a re-

duction in w, will now have a fostering effect on R&D and innovation.

This, we refer to as the escape competition effect: competition reduces

pre-innovation rents of type-0 incumbent firms, but not their post-

innovation rents since by innovating these firms have escaped the

fringe. This in turn induces those firms to innovate in order to escape

competition with the fringe.

1.3.1 Composition Effect and the Inverted-U Relationship between

Competition and Innovation

I have just shown that product market competition tends to have op-

posite effects on frontier and lagging sectors, fostering innovation by
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the former and discouraging innovation by the latter. In this section, I

consider the impact of competition on the steady-state aggregate inno-

vation intensity

I ¼ q0m0 þ q1m1; ð6Þ

where qj is the steady-state fraction of type-j sectors (recall that type-2

sectors do not perform R&D).

To get a nontrivial steady-state fraction of type-0 firms, we need that

the net flows out of state 0 (which corresponds to type-0 firms that fail

to innovate in the current period) be compensated by a net flow into

state 0. I simply postulate such a flow into state 0, by assuming that at

the end of any period t, with exogenous probability e entry at the new

frontier, that is by a type-0 firm with productivity level At, occurs in a

type-2 sector after the incumbent firm has produced. I then have the

following flow equations describing the net flows into and out of states

0, 1, and 2:

q2e ¼ q0ð1� m0Þ;

q0ð1� m0Þ ¼ q1ð1� m1Þ;

q1ð1� m1Þ ¼ q2e;

in which the left-hand sides represent the steady-state expected flow of

sectors that move into a state j and the right-hand sides represent the

expected outflow from the same state, for j ¼ 0; 1, and 2. This, together

with the identity

q0 þ q1 þ q2 ¼ 1;

implies that

I ¼ 1� q2ð1þ 2eÞ;

where

q2 ¼
1

1þ e

1� m0

þ e

1� m1

:

In particular, one can see that the overall effect of increased product

market competition on I is ambiguous since it produces opposite

effects on innovation probabilities in type-0 and type-1 sectors (i.e., on

m0 and m1). In fact, one can say more than that, and show that (1) the

On Institutions and Growth 13



Schumpeterian effect always dominates for g sufficiently large; (2) the

escape competition effect always dominates for g sufficiently close to

one; (3) for intermediate values of g, the escape competition effect dom-

inates when competition is initially low (with w close to 1=a) whereas

the Schumpeterian effect dominates when competition is initially high

(with w close to one). In this latter case, the relationship between com-

petition and innovation is inverted-U shaped.

This inverted-U pattern can be explained as follows: at low initial

levels of competition (i.e., high initial levels of dðwÞ), type-1 firms have

strong reason to innovate; it follows that many intermediate sectors

in the economy will end up being type-0 firms in steady state (this we

refer to as the composition effect of competition on the relative equilib-

rium fractions of type-0 and type-1); but then the dominant effect of

competition on innovation is the escape competition effect whereby

more competition fosters innovation by type-0 firms. On the other

hand, at high initial levels of competition, innovation incentives in

type-1 sectors are so low that a sector will remain of type-1 for a long

time, and therefore many sectors will end up being of type-1 in steady

state, which in turn implies that the negative Schumpeterian appropri-

ability effect of competition on innovation should tend to dominate in

that case.

1.3.2 Empirical Predictions

The preceding analysis generates several interesting predictions:

1. Innovation in sectors in which firms are close to the technology

frontier react positively to an increase in product market competition.

2. Innovation reacts less positively, or negatively, in sectors in which

firms are further below the technological frontier.

3. The average fraction of frontier sectors decreases, namely, the aver-

age technological gap between incumbent firms and the frontier in

their respective sectors increases, when competition increases.

4. The overall effect of competition on aggregate innovation, is

inverted-U shaped.10

These predictions have been confronted by Aghion, Bloom, Blundell,

Griffith, and Howitt (2002) with U.K. firm-level data on competition

and patenting, and I briefly summarize their findings. The prediction I

want to emphasize here is that the escape competition effect should be
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strongest in industries in which firms are closest to the technological

frontier.

Aghion et al. (2002) consider a U.K. panel of individual companies

during the period 1968–1997. This panel includes all companies quoted

on the London Stock Exchange over that period, and whose names

begin with a letter from A to L. To compute competition measures, the

study uses firm-level accounting data from Datastream; product mar-

ket competition is in turn measured by one minus the Lerner index

(ratio of operating profits minus financial costs over sales), controlling

for capital depreciation, advertising expenditures, and firm size. Fur-

thermore, to control for the possibility that variations in the Lerner

index be mostly due to variations in fixed costs, we use policy instru-

ments such as the implementation of the Single Market Program (SMP)

or lagged values of the Lerner index as instrumental variables. Innova-

tion activities, in turn, are measured both by the number of patents

weighted by citations and by R&D spending. Patenting information

comes from the U.S. Patent Office where most firms that engage in in-

ternational trade register their patents; in particular, this includes 461

companies on the London Stock Exchange with names starting by A to

L, for which we already had detailed accounting data. Finally, techno-

logical frontier is measured as follows: suppose a U.K. firm (call it i)

belongs to some industry A; then we measure technological distance

by the difference between the maximum total factor productivity (TFP)

in industry A across all OECD countries (we call it TFPF, where the

subscript ‘‘F’’ refers to the technological frontier) and the TFP of the

U.K. firm, divided by the former:

mi ¼
TFPF � TFPi

TFPF
:

Aghion et al. (2002) find that the effect of product market competi-

tion on innovation is all the more positive that firms are closer to

the technological frontier (or equivalently are more ‘‘neck-and-neck’’).

Another interesting finding is that the Schumpeterian effect is also at

work, and that it dominates at high initial levels of product market

competition. This in turn reflects the ‘‘composition effect’’ pointed out

in section 1.3.1: namely, as competition increases and neck-and-neck

firms therefore engage in more intense innovation to escape competi-

tion, the equilibrium fraction of neck-and-neck industries tends to

decrease (equivalently, any individual firm spends less time in neck-

and-neck competition with its main rivals) and therefore the average
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impact of the escape competition effect decreases at the expense of the

counteracting Schumpeterian effect. The paper indeed shows that the

average distance to the technological frontier increases with the degree

of product market competition. The Schumpeterian effect was missed

by previous empirical studies, mainly as a result of their being con-

fined to linear estimations. Instead, more in line with the Poisson tech-

nology that governs the arrival of innovations, both in Schumpeterian

and in patent race models, Aghion et al. (2002) use a semi-parametric

estimation method in which the expected flow of innovations is a

piecewise polynomial function of the Lerner index.

1.4 Appropriate Institutions

1.4.1 From Schumpeter to Gerschenkron

By linking growth to innovation and entrepreneurship, and innova-

tion incentives in turn to characteristics of the economic environment,

new growth theories made it possible to analyze the interplay between

growth and the design of policies and institutions. For example, the

basic model developed in section 1.2 suggested that long-run growth

would be best enhanced by a combination of good property right pro-

tection (to protect the rents of innovators against imitation), a good edu-

cation system (to increase the efficiency of R&D activities and/or the

supply of skilled manufacturing labor), and a stable macroeconomy to

reduce interest rates (and thereby increase the net present value of

innovative rents). Our discussion of convergence clubs in section 1.3

then suggested that the same policies or institutions would also in-

crease a country’s ability to join the convergence club.

Now, new growth theories may be criticized by development econo-

mists and policymakers, precisely because of the universal nature of

the policy recommendations that appear to follow from them: no mat-

ter how developed a country or sector currently is, it seems that one

should prescribe the same medicines (legal reform to enforce property

rights, investment climate favorable to entrepreneurship, education,

macrostability, etc.) to maximize the growth prospects of that country

or sector.

However, in his essay ‘‘Economic Backwardness in Historical Per-

spective,’’ Gerschenkron (1962) argues that relatively backward econo-

mies could more rapidly catch up with more advanced countries by

introducing ‘‘appropriate institutions’’ that are growth-enhancing at an
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early stage of development but may cease to be so at a later stage.

Thus, countries like Japan or Korea managed to achieve very high

growth rates from 1945 up until the 1990s with institutional arrange-

ments involving long-term relationships between firms and banks, the

predominance of large conglomerates, and strong government inter-

vention through export promotion and subsidized loans to the enter-

prise sector, all of which depart from the more market-based and

laissez-faire institutional model pioneered and promoted by the United

States.

That growth-enhancing institutions or policies might change with a

country’s or sector’s distance to the technological frontier, should not

come as a total surprise to our readers at this point: in section 1.3.2, we

saw that competition could have opposite effects on innovation incen-

tives depending on whether firms were initially closer to or farther

below the fringe in the corresponding industry (it would enhance inno-

vations in neck-and-neck industries, and discourage it in industries

where innovating firms are far below the frontier). The same type of

conclusion turns out to hold true when one looks at the interplay be-

tween countries’ distance to the world technology frontier and ‘‘open-

ness.’’ Using a cross-country panel of more than one hundred countries

over the 1960–2000 period, Acemoglu, Aghion, and Zilibotti (2002) re-

gress the average growth rate over a five-year period on a country’s

distance to the U.S. frontier (measured by the ratio of GDP per capita

in that country to per capita GDP in the United States) at the beginning

of the period. Then, splitting the sample of countries in two groups,

corresponding respectively to a high and a low openness group

according to Frankel-Romer’s openness indicator, Acemoglu, Aghion,

and Zilibotti show that average growth decreases more rapidly as a

country approaches the world frontier when openness is low. Thus,

while a low degree of openness does not appear to be detrimental to

growth in countries far below the world frontier, it becomes increas-

ingly detrimental to growth as the country approaches the frontier.

Acemoglu, Aghion, and Zilibotti repeat the same exercise using entry

costs to new firms (measured as in Djankov et al. 2001) instead of

openness, and they obtain a similar conclusion, namely, that high entry

costs are most damaging to growth when a country is close to the

world frontier, unlike in countries far below the frontier.

In this section, I argue that Gerschenkron’s idea of ‘‘appropriate

institutions’’ can be easily embedded into a growth framework, in a

way that can help substantiate the following claims:
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1. different institution or policy design affects productivity growth dif-

ferently depending upon a country’s or sector’s distance to the techno-

logical frontier;

2. a country’s distance to the technological frontier affects the type of

organizations we observe in this country (e.g., bank versus market

finance, vertical integration versus outsourcing, etc.).

The remaining part of section 1.4 is organized as follows. I first de-

scribe the growth equation that Acemoglu, Aghion, and Zilibotti (2002)

introduce to embed the notion of ‘‘appropriate institutions’’ into the

above growth framework. I then focus on the first question about the

effects of institution design on productivity growth, by concentrating

on the relationship between growth and the organization of education.

Finally, I briefly discuss the effects of distance on equilibrium institu-

tions in a concluding subsection.

1.4.2 A Simple Model of Appropriate Institutions

Consider the following variant of the multi-country growth model of

section 1.3. In each country, a unique general good that also serves as

numéraire is produced competitively using a continuum of intermedi-

ate inputs according to

yt ¼
ð1
0

ðAtðiÞÞ1�axtðiÞa di; ð7Þ

where AtðiÞ is the productivity in sector i at time t, xtðiÞ is the flow of

intermediate good i used in general good production again at time t,

and a A ½0; 1�.
As before, ex post each intermediate good producer faces a competi-

tive fringe of imitators that forces her to charge a limit price ptðiÞ ¼
w > 1. Consequently, equilibrium monopoly profits (gross of the fixed

cost) are simply given by

ptðiÞ ¼ dAtðiÞ;

where d1 ðw� 1Þw�1=ð1�aÞ.

We still let

At 1

ð1
0

AtðiÞ di
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denote the average productivity in the country at date t, At the produc-

tivity at the world frontier that we assume to grow at the constant rate

g from one period to the next, and at ¼ At=At the (inverse) measure of

the country’s distance to the technological frontier at date t.

The main departure from the convergence model in section 1.3, lies in

the equation for productivity growth. Suppose that intermediate firms

have two ways to generate productivity growth: (1) they can imitate

existing world frontier technologies; (2) they can innovate upon the

previous local technology. More specifically, we assume

AtðiÞ ¼ hAt�1 þ gAt�1; ð8Þ

where hAt�1 and gAt�1 refer respectively to the imitation and innova-

tion components of productivity growth. Imitations use the existing

frontier technology at the end of period ðt� 1Þ, thus they multiply

At�1, whereas innovations build on the knowledge stock of the coun-

try, and therefore they multiply At�1.

Now dividing both sides of (8) by At, using the fact that

At ¼ ð1þ gÞAt�1;

and integrating over all intermediate sectors i, we immediately

obtain the following linear relationship between the country’s dis-

tance to frontier at at date t and the distance to frontier at�1 at date

t� 1:

at ¼
1

1þ g
ðhþ gat�1Þ: ð9Þ

This equation clearly shows that the relative importance of innova-

tion for productivity growth, increases as (1) the country moves closer

to the world technological frontier, namely, as at�1 moves closer to 1,

whereas imitation is more important when the country is far below the

frontier, namely, when at�1 is close to zero; (2) a new technological rev-

olution (e.g., the ITC revolution) occurs that increases the importance

of innovation, namely, increases g.

This immediately generates a theory of ‘‘appropriate institutions’’

and growth: suppose that imitation and innovation activities do not

require the same institutions. Typically, imitation activities (i.e., h in

equation (9)) will be enhanced by long-term investments within (large)

existing firms, which in turn may benefit from long-term bank finance

and/or subsidized credit as in Japan or Korea since 1945. On the other
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hand, innovation activities (i.e., g) require initiative, risk taking, and

also the selection of good projects and talents and the weeding out of

projects that turn out not to be profitable. This in turn calls for more

market-based and flexible institutions, in particular for a higher reli-

ance on market finance and speculative monitoring, higher competi-

tion and trade liberalization to weed out the bad projects, more flexible

labor markets for firms to select the most talented or best matched

employees, non-integrated firms to increase initiative and entrepre-

neurship downstream, and so forth. It then follows from equation

(9) that the growth-maximizing institutions will evolve as a country

moves toward the world technological frontier. Far below the fron-

tier, a country will grow faster if it adopts what Acemoglu, Aghion,

and Zilibotti (2002) refer to as investment-based institutions or policies,

whereas closer to the frontier growth will be maximized if the country

switches to innovation-based institutions or policies.

A natural question is of course whether institutions actually change

when they should from a growth- (or welfare-) maximizing point of

view; in other words, how do equilibrium institutions at all stages of

development compare with the growth-maximizing institutions? This

question is addressed in detail in Acemoglu, Aghion, and Zilibotti

2002, and we will come back to it briefly in section 1.6.

1.4.3 Appropriate Education Systems

In his seminal paper on economic development, Lucas (1988) empha-

sized the accumulation of human capital as a main engine of growth;

thus, according to the analysis in that paper, cross-country differences

in growth rates across countries would be primarily attributable to

differences in rates of accumulation of human capital. An alternative

approach, pioneered by Nelson and Phelps (1966), revived by the

Schumpeterian growth literature,11 would instead emphasize the com-

bined effect of the stock of human capital and of the innovation process

in generating long-run growth and fostering convergence. In this alter-

native approach, differences in growth rates across countries would be

mainly attributable to differences in stocks of human capital, as those

condition countries’ ability to innovate or to adapt to new technologies

and thereby catch up with the world technological frontier. Thus, in

the basic model of section 1.2, the equilibrium R&D investment and

therefore the steady-state growth rate were shown to be increasing in
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the aggregate supply of (skilled) labor L and in the productivity of re-

search l, both of which refer more to the stock and efficiency of human

capital than to its rate of accumulation.

Now, whichever approach one takes, and the evidence so far sup-

ports the two approaches as being somewhat complementary, once

again one may worry about growth models delivering too general a

message, namely that more education is always growth enhancing. In

this section, I try to go one step further and argue that the Acemoglu,

Aghion, and Zilibotti specification (summarized by equation (8)), can

be used to analyze the effects, not only of the total amount of education,

but more importantly of the organization of education, on growth in

countries at different stages of development.

This section, which is based on Aghion, Meghir, and Vandenbussche

2003, focuses on one particular aspect of the organization of education

systems, namely the mix of primary, secondary, and higher education.

We consider a variant of the Acemoglu, Aghion, and Zilibotti model

outlined in section 1.4.2, in which innovation requires highly educated

labor, whereas imitation can be performed by both highly educated

and lower-skill workers.

A main prediction emerging from this model is that the closer

a country gets to the world technology frontier, the more growth-

enhancing it becomes to invest in higher education. The intuition

follows directly from the Rybczynski theorem in international trade.

Stated in the context of a two-sector-two-input economy, this theorem

says that an increase in the supply of input in the sector that uses that

input more intensively should increase ‘‘output’’ in that sector more

than proportionally. To transpose this result to the context of our

model, consider the effect of an increase in the supply of skilled labor,

keeping the supply of unskilled labor fixed and for given a. Given that

skilled workers contribute relatively more to productivity growth and

profits if employed in innovation rather than in imitation, the demand

for additional skilled labor will tend to be higher in innovation. But

then the marginal productivity of unskilled labor should also increase

more in innovation than in imitation, hence a net flow of unskilled

workers should also move from imitation into innovation. This, in

turn, will enhance further the marginal productivity of skilled labor in

innovation, thereby inducing an ever greater fraction of skilled labor to

move to innovation. Now the closer the country is to the technology

frontier (i.e., the higher a), the stronger this Rybszynski effect as a
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higher a increases the efficiency of both skilled and unskilled labor in

innovation relative to imitation. A second, reinforcing, reason is that

an increase in the fraction of skilled labor reduces the amount of un-

skilled labor available in the economy, hence reducing the marginal

productivity of skilled labor in imitation, all the more the closer the

country is to the frontier.

Aghion, Meghir, and Vandenbussche (2003) then confront this pre-

diction with cross-country evidence on higher education, distance to

frontier, and productivity growth. The prediction that higher educa-

tion has stronger growth-enhancing effects close to the technological

frontier can be tested using cross-regional or cross-country data. Thus

Aghion, Meghir, and Vandenbussche consider a panel dataset of nine-

teen OECD countries over the period 1960–2000. Output and invest-

ment data are drawn from Penn World Tables 6.1 (2002) and human

capital data from Barro-Lee (2000). The Barro-Lee data indicate the

fraction of a country’s population that has reached a certain level of

schooling at intervals of five years, so Aghion, Meghir, and Vanden-

bussche use the fraction that has received some higher education

together with their measure of TFP (itself constructed assuming a

constant labor share of 0.7 across countries) to perform the following

regression:

gj; t ¼ a0; j þ a1distj; t�1 þ a2Lj; t�1 þ a3ðdistj; t�1 �Lj; t�1Þ þ uj; t;

where gj; t is country j’s growth rate over a five-year period, distj; t�1 is

country j’s closeness to the technological frontier at t� 1 (i.e., 5 years

before), Lj; t�1 is the fraction of the working age population with some

higher education in the previous period and a0; j is a country dummy

controlling for country fixed effects. The closeness variable is instru-

mented with its lagged value at t� 2, the fraction variable is instru-

mented using expenditure on tertiary education per capita lagged by

two periods, and the interaction term is instrumented using the inter-

action between the two instruments for closeness and for the fraction

variables. Finally, the standard errors we report allow for serial corre-

lation and heteroskedasticity.

Aghion, Meghir, and Vandenbussche (2003) find a positive and sig-

nificant interaction between our education measure and closeness to

the frontier, as predicted by the theory in the previous section 1.4.2.

This result demonstrates that it is more important to expand years of

higher education close to the technological frontier.
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1.5 Academic Institutions

1.5.1 Introduction

In the preceding sections, I have emphasized the role of R&D under-

taken by private firms in the growth process. There exists also a

different type of organization that also undertakes research, namely,

academic institutions. What distinguishes academic research from private

research? A common view is that academic research is more ‘‘basic’’

than private-sector research. However, the notion of ‘‘basicness’’ is not

clearly spelled out in general, and moreover, a recent National Science

Foundation (NSF) survey finds that more than 22 percent of all basic

research (as defined by the NSF) in the United States during the period

1993–1997 was performed by private enterprises. A second approach

emphasizes appropriability problems that are supposedly more acute

at earlier stages of a research project; this, in turn, would provide a ra-

tionale for early stages to be performed within academic institutions in

order to reduce the scope for underinvestment. Yet private firms out-

source research from universities, even on projects that involve a high

degree of knowledge spillovers; more fundamentally, if it was just a

problem of appropriability and spillovers, then the state could simply

subsidize basic research, and there would be no need for new organi-

zations other than private firms.

This question is closely related to the design of the right policies to

promote innovation. In particular, is the Bayh-Dole Act (passed in the

early 1980s in the United States to allow universities to patent the out-

come of federally funded research) a good idea? While Bayh-Dole can

be understood as a response to lack of appropriability, is there some-

thing as ‘‘too much patent protection for basic research’’?

There exists already a whole literature on academic research and the

so-called republic of science. For example, Nelson (1959) and Arrow

(1962) emphasize the appropriability problem (certain kinds of ideas

cannot be fully appropriated by those who develop them). More

recently, Carmichael (1988) and Dasgupta and David (1994) have

emphasized differences in objective functions and incentives systems

between academia and the private sector; however, why not simply

change the incentive system within private-sector firms to increase

overall efficiency of the innovation process? Finally, recent empirical

literature, for example, Henderson, Jaffe, and Trajtenberg 1998, Murray

On Institutions and Growth 23



and Stern 2004, and Lach and Schankerman 2004, analyze the effects of

Bayh-Dole on flow and the importance of university patents, and ques-

tion the existence of an ‘‘anti-commons effect’’ of IPR protection.

Departing from these attempts, Aghion, Dewatripont, and Stein

(2005), develop a new approach of the role of academia in the innova-

tion process that uses quality ladders and also focuses on control rights.

More specifically, they focus on academia as a commitment to leave con-

trol rights to researchers. Moreover, they model research as a multi-

stage process (see also Hellmann and Perotti 2004) whereby an initial

idea goes through successive improvements before becoming commer-

cializable. The basic trade-off Aghion, Dewatripont, and Stein empha-

size between academia and private-sector research can be summarized

as follows: an academic researcher may pursue commercially useless

research (this is the cost of delegating control rights to the scientist),

but on the other hand the academic researcher accepts lower wages

compared to private-sector researchers because of the private satisfac-

tion it obtains from research itself. The key insight in their paper is

that when research is multi-stage, academia has comparative advan-

tage in earlier stages, whereas private research has a comparative ad-

vantage in later stages of the research process.

I now present the mechanics of the Aghion, Dewatripont, and Stein

model.

1.5.2 Basic Framework

The modeling strategy is to keep at a minimum the differences between

academia and private sector, profit maximizing firms. An economically

viable product (e.g., a new drug) starts with an idea I0 that can be built

upon by researchers, leading to ideas I1; I2; . . . , until idea Ik that gener-

ates economic value V. For each of the k stages, one researcher can

work on the idea. In academic institutions, the scientist is free to pursue

his own strategy. A practical strategy yields probability p of being suc-

cessful, namely, of moving to the next stage, whereas the alternative

strategy yields probability 0 of moving to the next stage. With proba-

bility a, a scientist will have zero disutility for the practical strategy,

but with probability ð1� aÞ she has disutility z from the practical strat-

egy. Ex ante, the scientist does not know what her preferences will be,

that is, what type of research she would like to undertake.

In the private sector, the scientist’s boss can direct her research, and

hence will impose the practical strategy. This raises the probability
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of success from ap to p, but it also imposes an ex ante disutility of

ð1� aÞz on the scientist. If researchers have outside option R, then aca-

demic wages will be

wa ¼ R;

whereas private-sector research wages will be

wp ¼ Rþ ð1� aÞz:

Now let us start from the last stage k and solve the model by back-

ward induction. If managed by the private sector, the expected value

of the research line as of the beginning of stage k, is equal to

Pk ¼ pV � wp ¼ pV � ðRþ ð1� aÞzÞ:

If managed by academia, the expected value of the research line as of

the beginning of stage k, is equal to

Ak ¼ apV � wa ¼ apV � R:

Therefore, private-sector research dominates academic research in stage

k whenever Pk > Ak, that is, if pV > z. Let the maximum expected prof-

itability at stage k be denoted by Pk, so that

Pk ¼ maxfPk;Akg

Consider stage ðk � 1Þ. The value of the line as of the beginning of

stage ðk � 1Þ if that stage is managed by the private sector, is equal

to Pk�1 ¼ pPk � wp, whereas the value of the line as of the beginning

of stage ðk � 1Þ if that stage is managed in academia, is equal to Ak ¼
apPk � wa. Now, let us move back to stage i < k � 1. At that stage, the

private sector generates payoff

Pi ¼ pPiþ1 � wp;

whereas academia generates payoff

Ai ¼ apPiþ1 � wa;

where

Piþ1 ¼ maxfPiþ1;Aiþ1g:

Therefore private-sector management dominates academia whenever

Pi > Ai , pPiþ1 > z:
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This simple setup has interesting implications. First, since Piþ1 in-

creases in i, it immediately follows that academic institutions tend to

dominate private-sector research in earlier stages, that is for lower

values of i. Second, for k sufficiently large, the line is not viable if en-

tirely managed by the private sector. Indeed the value of a line entirely

managed by the private sector as of stage 1, is equal to

P1 ¼ pkV � ð1þ pþ � � � þ pk�1Þwp;

which becomes obviously negative when k goes to infinity and z > 0.

In fact, academia is viable at an earlier stage than private sector if

pPi � wp < apPi � wa ¼ 0

for some i, which in turn requires that

wa ¼ R < az:

More generally, it can be shown that there exists a unique cutoff

point i� such that it is socially optimal that research be done in aca-

demic institutions if i < i�, and by the private sector if i > i�. Moreover,

the cutoff point i� is decreasing in V, and increasing in a and z.

This model can be extended in several interesting directions. For ex-

ample, it can be used to analyze the role for hybrid organizations, such

as private firms that grant some academic freedom to their researchers,

or academic institutions that introduce high-powered incentives, for

example, in the form of patent rights. But most importantly it high-

lights that an economy wishing to innovate requires an institutional

setup that allows academic institutions, as well as private firms, to

undertake research.

1.6 Conclusion

In this chapter I argued that the endogenous growth model with

quality-improving innovations provides a framework for taking a

closer look at the relationship among institutions, institutional change,

and economic growth.

Far from closing the field, the chapter suggests many avenues for fu-

ture research. For example, on growth and convergence, more research

remains to be done to identify the main determinants of cross-country

convergence and divergence.12 Also important is the need to analyze

the role of international intellectual property right protections and

foreign direct investment in preventing or favoring convergence. On

26 Philippe Aghion



growth and industrial organization, I have restricted attention to prod-

uct market competition among existing firms. But what can I say about

entry and its impact on incumbents’ innovation activities?13 On institu-

tions, I have just touched upon the question of how technical change

interacts with organizational change. Do countries or firms/sectors

actually get stuck in institutional traps of the kind described in section

1.4? What enables such traps to disappear over time? How do political

economy considerations interact with this process?

If I had to select just three topics for further thinking on the role

of institutions and policy in the growth process using the Aghion and

Howitt framework, I would suggest the following. First, consider the

role of basic science in generating (very) long-term growth. Do funda-

mental innovations (or the so-called general-purpose technologies) re-

quire the same incentive system and the same rewards as industrial

innovations? How can one design incentive systems in universities so

that university research would best complement private research? A

second aspect is the interplay between growth and volatility. Is R&D

and innovation procyclical or countercyclical, and is macroeconomic

volatility always detrimental to innovation and growth? Answering

this question in turn opens up a whole new research topic on the mac-

ropolicy of growth.14 A third aspect is the extent to which our growth

paradigm can be applied to less developed economies. In particular,

can we use the new growth approach developed in this chapter to

revisit the important issue of poverty reduction?15 All these exciting

questions are left for future research.

Notes

This chapter draws unrestrainedly from a joint chapter with Peter Howitt in the forth-
coming Handbook of Economic Growth (Aghion and Durlauf 2005).

1. The chapter is close to Aghion and Howitt 2005, which examines the implications of
the Schumpeterian growth model. Here I emphasize the institutional aspect and intro-
duce an additional mechanisms through which institutions may impact innovation and
growth.

2. The richest group was Western Europe in 1820 and the ‘‘Euopean Offshoots’’ (Austra-
lia, Canada, New Zealand, and the United States) in 1998. The poorest group was Africa
in both years.

3. Baumol (1986), Durlauf and Johnson (1995), Quah (1993, 1997), and Mayer-Foulkes
(2002, 2003).

4. For simplicity, I suppose that everyone has linear intertemporal preferences with a
constant discount factor b.

On Institutions and Growth 27



5. The ‘‘credit multipler’’ assumed here is much like that of Bernanke and Gertler (1989),
as modified by Aghion, Banerjee, and Piketty (1999).

6. See LaPorta et al. 1998 for a detailed explanation of legal origins and its relevance as
an instrument for financial development.

7. I refer the reader to section 1.3.2 where I confront theory and empirics on the relation-
ship between competition/entry and innovation/productivity growth.

8. We thus depart slightly from our formulation in the previous sections: here we take
the probability of innovation, not the R&D effort, as the optimization variable. However
the two formulations are equivalent: that the innovation probability f ðnÞ ¼ m is a concave
function of the effort n, is equivalent to saying that the effort is a convex function of the
probability.

9. Imitation does not destroy the rents of non-innovating firms. I assume nevertheless
that the firm ignores any continuation value in its R&D decision.

10. Although perhaps only the second part of the inverse U will be observable.

11. For example, see Acemoglu 1996, Acemoglu 2002, Aghion, Howitt, and Violante 2002,
and Aghion 2002.

12. In Aghion, Howitt, and Mayer-Foulkes 2005, we emphasize the role of credit con-
straints in R&D as a distinguishing factor between the countries that converge in growth
rates and in levels toward the frontier, those that converge only in growth rates, and
those that follow a divergent path toward a lower rate of long-run growth. Whether
credit constraints or other factors such as health, education, and property rights protec-
tion, are key to this threefold classification remains an open question.

13. See Aghion et al. 2004 and Aghion et al. 2005 for preliminary work on entry and
growth.

14. See Aghion, Angeletos, Banerjee, and Manova 2004.

15. See Aghion and Armendáriz de Aghion 2004 for some preliminary thoughts on this
aspect.

References

Acemoglu, Daron. 1996. ‘‘A Microfoundation for Social Increasing Returns in Human
Capital Accumulation.’’ Quarterly Journal of Economics 111: 779–804.

Acemoglu, Daron. 2002. ‘‘Directed Technical Change.’’ Review of Economic Studies 69: 781–
810.

Acemoglu, D., P. Aghion, R. Griffith, and F. Zilibotti. 2003. ‘‘Technology, Hold-up, and
Vertical Integration: What Do We Learn From Micro Data?’’ Mimeo., IFS, London.

Acemoglu, D., P. Aghion, and F. Zilibotti. 2002. ‘‘Distance to Frontier, Selection, and Eco-
nomic Growth.’’ NBER working paper 9066.

Aghion, P. 2002. ‘‘Schumpeterian Growth Theory and the Dynamics of Income Inequal-
ity.’’ Econometrica 70, no. 3: 855–882.

Aghion, P., A. V. Banerjee, and T. Piketty. 1999. ‘‘Dualism and Macroeconomic Volatil-
ity.’’ Quarterly Journal of Economics 114: 1359–1397.

28 Philippe Aghion



Aghion, P., B. Bloom, R. Blundell, R. Griffith, and P. Howitt. 2002. ‘‘Competition and In-
novation: An Inverted-U Relationship.’’ NBER working paper 9269.

Aghion, P., R. Blundell, R. Griffith, P. Howitt, and S. Prantl. 2004. ‘‘Entry and Productiv-
ity Growth: Evidence from Micro-level Panel Data.’’ Journal of the European Economic Asso-

ciation 2, nos. 2–3: 265–276.

Aghion, P., R. Burgess, S. Redding, and F. Zilibotti. 2005. ‘‘Entry Liberalization and In-
equality in Industrial Performance’’ ( joint with Philippe Aghion, Robin Burgess and
Fabrizio Zilibotti). Journal of the European Economic Association 3, nos. 2–3: 291–302.

Aghion, P., M. Dewatripont, and J. Stein. 2005. ‘‘Academic Freedom, Private-sector Focus,
and the Process of Innovation.’’ Mimeo., Harvard University.

Aghion, P., and S. Durlauf. 2005. Handbook of Economic Growth. Amsterdam: North-
Holland.

Aghion, P., C. Harris, P. Howitt, and J. Vickers. 2001. ‘‘Competition, Imitation, and
Growth with Step-by-step Innovation.’’ Review of Economic Studies 68: 467–492.

Aghion, P., and P. Howitt. 2005. ‘‘Growth with Quality-improving Innovations: An Inte-
grated Framework.’’ Forthcoming in Handbook of Economic Growth, ed. P. Aghion and S.
Durlauf. Amsterdam: North-Holland.

Aghion, P., P. Howitt, and D. Mayer-Foulkes. 2005. ‘‘The Effect of Financial Development
on Convergence: Theory and Evidence.’’ Quarterly Journal of Economics 120, no. 1: 173–222.

Aghion, P., P. Howitt, and G. L. Violante. 2002. ‘‘General Purpose Technology and Wage
Inequality.’’ Journal of Economic Growth 7: 315–345.

Aghion, P., C. Meghir, and J. Vandenbussche. 2003. ‘‘Productivity Growth and the Com-
position of Education Spending.’’ Unpublished.

Arrow, Kenneth. 1962. ‘‘Economics of Welfare and the Allocation of Resources for Inven-
tion.’’ In The Rate and Direction of Inventive Activity, ed. R. Nelson, 609–625. Princeton, NJ:
Princeton University Press.

Banerjee, A., and A. Newman. 1993. ‘‘Occupational Choice and the Process of Develop-
ment.’’ Journal of Political Economy 101: 274–298.

Barro, R. J., and X. Sala-i-Martin. 1992. ‘‘Convergence.’’ Journal of Political Economy 100:
223–251.

Baumol, W. J. 1986. ‘‘Productivity Growth, Convergence, and Welfare.’’ American Eco-

nomic Review 76: 1072–1085.

Benhabib, J., and M. Spiegel. 2002. ‘‘Human Capital and Technology Diffusion.’’ Unpub-
lished, New York University.

Bernanke, B., and M. Gertler. 1989. ‘‘Agency Costs, Net Worth, and Business Fluctua-
tions.’’ American Economic Review 79: 14–31.

Blundell, R., R. Griffith, and J. Van Reenen. 1999. ‘‘Market Share, Market Value and In-
novation in a Panel of British Manufacturing Firms.’’ Review of Economic Studies 66: 529–
554.

Carmichael, H. Lorne. 1988. ‘‘Incentives in Academics: Why Is There Tenure?’’ Journal of
Political Economy 96: 453–472.

On Institutions and Growth 29



Corriveau, L. 1991. ‘‘Entrepreneurs, Growth and Cycles.’’ Ph.D. dissertation, University
of Western Ontario.

Dasgupta, Partha, and Paul David. 1994. ‘‘Towards a New Economics of Science.’’ Re-
search Policy 23: 487–521.

Durlauf, S., and P. Johnson. 1995. ‘‘Multiple Regimes and Cross-country Growth Be-
havior.’’ Journal of Applied Econometrics 10: 365–384.

Evans, P. 1996. ‘‘Using Cross-country Variances to Evaluate Growth Theories.’’ Journal of
Economic Dynamics and Control 20: 1027–1049.

Geroski, P. 1995. Market Structure, Corporate Performance and Innovative Activity. New
York: Oxford University Press.

Gerschenkron, Alexander. 1962. Economic Backwardness in Historical Perspective: A Book of

Essays. Cambridge, MA: Belknap Press of Harvard University Press.

Hellmann, Thomas, and Enrico Perotti. 2004. ‘‘Circulation of Ideas: Firms versus Mar-
kets.’’ Stanford University working paper.

Henderson, Rebecca, Adam Jaffe, and Manuel Trajtenberg. 1998. ‘‘Universities as a
Source of Commercial Technology: A Detailed Analysis of University Patenting, 1965–
1988.’’ Review of Economics and Statistics 80: 119–127.

Howitt, P., and D. Mayer-Foulkes. 2002. ‘‘R&D, Implementation and Stagnation: A
Schumpeterian Theory of Convergence Clubs.’’ NBER working paper 9104.

Lach, Saul, and Mark Schankerman. 2004. ‘‘Incentives and Invention in Universities.’’
London School of Economics working paper.

LaPorta, R., F. Lopez-de-Silanes, A. Shleifer, and R. W. Vishny. 1998. ‘‘Law and Finance.’’
Journal of Political Economy 106: 1113–1155.

Levine, R., N. Loayza, and T. Beck. 2000. ‘‘Financial Intermediation and Growth: Causal-
ity and Causes.’’ Journal of Monetary Economics 46: 31–77.

Lucas, R. 1988. ‘‘On the Mechanics of Economic Development.’’ Journal of Monetary Eco-

nomics 22: 3–42.

Maddison, A. 2001. The World Economy: A Millennial Perspective. Development Centre
Studies. Paris: OECD.

Mankiw, G., D. Romer, and D. Weil. 1992. ‘‘A Contribution to the Empirics of Economic
Growth.’’ Quarterly Journal of Economics 107: 407–437.

Mayer-Foulkes, D. 2002. ‘‘Global Divergence.’’ Documento de Trabajo del CIDE, SDTE
250, División de Economı́a.

Mayer-Foulkes, D. 2003. ‘‘Convergence Clubs in Cross-country Life Expectancy Dy-
namics.’’ In Perspectives on Growth and Poverty, ed. Rolph van der Hoeven and Anthony
F. Shorrocks, 144–171. Tokyo: United Nations University Press.

Murray, Fiona, and Scott Stern. 2004. ‘‘Do Formal Intellectual Property Rights Hinder the
Free Flow of Scientific Knowledge? An Empirical Test of the Anti-commons Hypothesis.’’
Northwestern University working paper.

Nelson, R. 1959. ‘‘The Simple Economics of Basic Scientific Research.’’ Journal of Political
Economy 67: 297–306.

30 Philippe Aghion



Nelson, R., and E. Phelps. 1966. ‘‘Investment in Humans, Technological Diffusion, and
Economic Growth.’’ American Economic Review 61: 69–75.

Nickell, S. 1996. ‘‘Competition and Corporate Performance.’’ Journal of Political Economy

104: 724–746.

North, Douglass C., and Robert P. Thomas. 1973. The Rise of the Western World: A New

Economic History. New York: Cambridge University Press.

Piketty, T., G. Postel-Vinay, and J.-L. Rosenthal. 2003. ‘‘Wealth Concentration in a Devel-
oping Economy: Paris and France, 1807–1994.’’ Mimeo., EHESS, Paris.

Pritchett, L. 1997. ‘‘Divergence, Big-time.’’ Journal of Economic Perspectives 11: 3–17.

Quah, D. 1993. ‘‘Empirical Cross-section Dynamics in Economic Growth.’’ European Eco-

nomic Review 37: 426–434.

Quah, D. 1996. ‘‘Convergence Empirics across Economies with (Some) Capital Mobility.’’
Journal of Economic Growth 1: 95–124.

Quah, D. 1997. ‘‘Empirics for Growth and Distribution: Stratification, Polarization, and
Convergence Clubs.’’ Journal of Economic Growth 2: 27–59.

Romer, P. 1990. ‘‘Endogenous Technical Change.’’ Journal of Political Economy 98, no. 5:
S71–S102.

Savvides, A., and M. Zachariadis. 2005. ‘‘International Technology Diffusion and the
Growth of TFP in the Manufacturing Sector of Developing Economies.’’ Forthcoming in
Review of Development Economics 9, no. 4.

Scherer, F. 1967. ‘‘Market Structure and the Employment of Scientists and Engineers.’’
American Economic Review 57: 524–531.

Segerstrom, P., T. Anant, and E. Dinopoulos. 1990. ‘‘A Schumpeterian Model of the Prod-
uct Life Cycle.’’ American Economic Review 80: 1077–1092.

Tirole, J. 1988. The Theory of Industrial Organization. Cambridge, MA: MIT Press.

van de Klundert, T., and S. Smulders. 1997. ‘‘Growth, Competition, and Welfare.’’ Scandi-
navian Journal of Economics 99: 99–118.

On Institutions and Growth 31





2 Financial Institutional
Reform, Growth, and
Equality

Costas Azariadis and
David de la Croix

2.1 Introduction

Trends toward less public regulation of financial markets for house-

hold debt are emerging in different parts of the world. Liberalization

of financial markets in OECD countries since the 1980s is well docu-

mented. Examples of this are higher loan-to-value ratios, increased

competition between mortgage institutions and banks, and higher bor-

rowing limits on consumers’ personal debt. In less developed countries,

financial reform is more a question of creating lending institutions in

order to promote investment in human and physical capital. A ma-

jority of developing countries is now undergoing significant structural

transformations, one of the most controversial adjustment areas being

that of financial markets and institutions. There is little consensus as to

when to liberalize financial markets or how it should be done (see

Fanelli and Medhora 1998). Finally, in Eastern Europe, a new financial

intermediation system has been created allowing for credit to house-

holds in some segments of the market, but there is still some way to go.

Behind the slow implementation of reforms and/or the objections

raised against liberalized financial markets, we find the idea that there

are upfront costs that may be deterring. To understand the foundation

of these criticisms, we study the medium- and long-term impact of

credit reform on the growth and distribution of income in a life-cycle

economy populated by agents who differ in their ability to acquire hu-

man capital.

In this economy, deregulation amounts to an anticipated lifting of

all borrowing constraints on households; namely, it is equivalent to

creating credit markets starting from a situation where such markets

are absent. We describe the qualitative and quantitative outcomes of

this financial ‘‘big bang’’ on incomes, inequality, and the welfare of



particular social groups indexed by age and ability. Our starting point

is that borrowing limits do not necessarily ration the poor, as it is

assumed in much of the literature (see, e.g., Galor and Zeira 1993;

Piketty 1997). They may ration instead the most efficient accumu-

lators of human skills, that is, households with high potential income

growth.

Important clues to the answer we are seeking are identified in papers

by Jappelli and Pagano (1994), De Gregorio (1996), and De Gregorio

and Kim (2000), which link market liberalization to economic growth

and distribution.1 We call these clues the level effect and the growth effect

from credit market reforms.

The level effect of financial deregulation is strongest in the short to

medium run. It reduces net household saving, slows down physical

capital accumulation, and raises yields in societies without human cap-

ital. This mechanism was identified by Jappelli and Pagano (1994),

who found some support for it in a panel of OECD countries. They

conclude that financial deregulation in the eighties has contributed to

the decline in national saving and growth rates in the OECD countries.2

Opposed to the level effect is the growth effect, identified by De Gre-

gorio 1996. It refers to the rise in borrowing for investments in human

skills, and the corresponding boost to long-run growth in small open

societies that rely on human capital as their growth engine. Evidence

for this channel appears to be mixed.

De Gregorio and Kim (2000) also find that financial reform is welfare

improving but may raise the dispersion of earnings by permitting the

more able to specialize in learning and the less able to specialize in

working. As Becker (1964) had suggested, relaxing constraints on soci-

ety’s ablest households contributes to earnings inequality.

This chapter is based on the assumption that physical and human

capital need to be studied jointly both because they oppose each other

and because they interact in subtle ways. For example, as the level

effect raises yields and lowers wage rates, it will undermine the growth

effect and itself by inducing less schooling by unconstrained people

and greater labor supply. Without a complete general equilibrium

model, it seems very hard to guess how financial reform now will af-

fect output in the medium run as well as the welfare of each currently

living household.

Accordingly, section 2.2 sets up a simple economy with hetero-

geneous households, one consumption good, and two reproducible

inputs—physical capital and human capital. In section 2.3, we charac-
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terize equilibria with a perfect loan market and with an extreme form

of credit rationing, that is, a prohibition on all loans. We prove that the

return on capital is always higher in the economy with perfect markets.

The transitional and long-term response of output and inequality to

financial reform depends critically on how common credit rationing

was before credit market liberalization.

The remainder of the chapter conducts dynamic simulation experi-

ments of financial deregulation in a model calibrated to fit the long-

run economic performance of a panel of less developed countries in

the 1960s. Specifically, we explore in section 2.4 the quantitative impli-

cations for per capita income growth and the Gini coefficients in these

countries. We pay particular attention to the changes in welfare by co-

hort and ability group. We find that, even when credit constraints ini-

tially bind on relatively few people, the macroeconomic consequences

of removing these constraints can be large, with upfront costs from a

lower capital intensity and delayed benefits from long-term growth.

Initial responses to financial deregulation are dictated by the adverse

level effect: a decline in the growth of output, coupled with a rise in in-

equality and in real yields. The growth effect eventually takes over,

boosting long-term growth by about one third of 1 percent per year.

The impact of liberalization is adverse for all young households at the

time of the reform and also for skilled older people.

The robustness of these results to changes in technology is investi-

gated in section 2.5. In particular we show that, with CES technologies

and low substitutability between capital and labor, financial reform

shrinks the basin of attraction to the higher of the two balanced growth

states. If the economy considered has a low initial capital-labor ratio, or

if its total factor productivity is not high enough, then the lifting of bor-

rowing constraints that comes from financial reform may redirect eco-

nomic growth toward a poverty trap. Section 2.6 sums up the costs

and benefits from financial reform and discusses policies that would

make liberalization more agreeable to a majority of households.

2.2 The Problem of the Household

The model is an overlapping generations model in the spirit of Azaria-

dis and Drazen (1990), extending their approach to heterogeneous

households and imperfect credit markets. Time is discrete and goes

from 0 to þy. Each generation consists in a continuum of households,

with mass expanding at a constant rate n > �1.3
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Each individual lives for two periods, youth and old age. The house-

holds of the same generation differ in their innate ability to work when

young, eY, and when old, eO. Ability eY can be thought of as being re-

lated to physical strength, while eO incorporates elements related to the

ability to learn, say IQ.4 Their utility function is defined over consump-

tion when adult ct and consumption when old dtþ1:

ln ct þ b ln dtþ1; b A Rþ: ð1Þ

A share of time lt is spent to build up human capital and 1� lt to

work. First-period income is allocated between consumption and sav-

ings st:

eYð1� ltÞwtht ¼ ct þ st: ð2Þ

The individual variables ct, st, lt, and dtþ1 will generally depend on

ability. Economy-wide variables are wt, the wage per unit of human

capital, and ht, which denotes the average human capital of the old

generation at time t. The endowment of efficient labor when young

is eYht. Following Azariadis and Drazen (1990), each young person

benefits from the average human capital of the previous generation.

Old-age human capital depends on the time spent on education when

young; on the ability when old, eO; and on the average value of the

previous generation’s human capital:

htþ1 ¼ eOcðltÞht: ð3Þ

We think of ht as a measure of teacher quality. As we can see from

equation (3), the individual characteristic eO reflects both the ability to

work when old and the ability to learn (i.e., to accumulate human

capital). The function c is assumed to be increasing and concave, and

satisfies boundary conditions

lim
l!0

c 0ðlÞ ¼ þy; lim
l!1

c 0ðlÞ ¼ 0; ð4Þ

which ensure that it is always optimal to spend a strictly positive time

span building human capital.

The ability type ðeY; eOÞ is distributed over each generation accord-

ing to a cumulative function G defined on R2
þ. The economy-wide

average human capital is

ht ¼
ðy
0

ðy
0

ht dGðeY; eOÞ:
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Old agents consume both labor earnings and capital income:

dtþ1 ¼ Rtþ1st þ wtþ1htþ1: ð5Þ

Rtþ1 is the interest factor.

We denote the relative wage by

xt 1
wtþ1

wtRtþ1
:

From equations (2), (3), and (5), life-cycle income is proportional to the

inherited human capital ht:

Wt ¼ wt½eYð1� ltÞ þ xte
OcðltÞ�ht:

Since the duration of schooling lt does not enter the utility function,

we can solve the household planning problem in two separate steps.

When financial markets are perfect, there is no liquidity constraint on

households, and the optimal length of schooling maximizes life-cycle

income, satisfying the condition

c 0ðltÞ ¼
eY

eOxt
: ð6Þ

This equation represents the trade-off between studying and working

put forward by Ben-Porath (1967). This relationship implies that the

length of schooling depends positively on discounted future wage (the

benefit from education) and negatively on current wage (the opportu-

nity cost). It also depends positively on the ratio of innate abilities

eO=eY. Inverting equation (6), we obtain

lt ¼ jðeOxt=eYÞ; j 0 > 0; jð0Þ ¼ 0:

Optimal savings are computed by maximizing utility subject to the

budget constraints (2) and (5):

ð1þ bÞst ¼ beYð1� ltÞwt �
wtþ1

Rtþ1
eOcðltÞ

� �
ht: ð7Þ

We define the increasing function as follows:

FðaÞ1 jðaÞ þ a

b
cðjðaÞÞ F 0 > 0: ð8Þ

This allows us to rewrite savings as

ð1þ bÞst ¼ bwte
Yð1�FðeOxt=eYÞÞht: ð9Þ
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Note that there is a threshold ~mm bearing on relative ability eO=eY

above which households borrow from financial markets. Indeed, we

note from equations (6) and (7) that savings are positive if, and only if,

bð1� ltÞc 0ðltÞ > cðltÞ. As cð:Þ is increasing in the interval ð0; 1Þ and

c 0ðltÞð1� ltÞ is decreasing in lt, this inequality defines a critical value

for schooling, ~ll, independent of time and such that

lt < ~ll , st > 0:

Since lt is a monotone function jð:Þ of ability, we can define the ability

threshold as a function of the relative wage:

~mmt ¼
j�1ð~llÞ
xt

1
B

xt
: ð10Þ

This threshold again separates borrowers from lenders, that is,

eO

eY
< ~mmt , st > 0:

Hence, households in cohort t with relative ability above ~mmt (or, equiv-

alently, with steeply rising wage profiles) will borrow while other

households will lend.

We define an imperfect credit market as an environment in which

young households cannot credibly commit their future labor income

as a collateral against current loans. As in Kehoe and Levine 1993, we

assume that individuals are allowed to borrow up to the point where

they are indifferent between repaying loans and suffering market ex-

clusion. Since everyone dies at the end of the second period, default

involves no penalty and is individually optimal. The borrowing con-

straint then takes a very simple form: st b 0.5

We saw earlier that the households with ability ratio eO=eY above

the threshold ~mmt ¼ B=xt borrow from financial markets. Those house-

holds will now be rationed. They will not participate to the credit

market, maximizing instead an autarkic utility function obtained by

replacing (2), (3), and (5) in (1):

lnð1� ltÞ þ b lnðcðltÞÞ þ constants:

The first-order condition is

cðltÞ ¼ bc 0ðltÞð1� ltÞ:

Since cð:Þ is increasing in the interval ð0; 1Þ and c 0ðltÞð1� ltÞ is de-

creasing in lt, this equation defines a unique solution ~ll, which does
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not depend on prices, or on ability type. It is the same as the threshold
~ll defined in (10).

We can now summarize our results in the following proposition:

Proposition 1 Households whose ability profiles do not rise fast, i.e.,

eO=eY < ~mmt, save a positive amount given by equation (9); their in-

vestment in education lt equals jðeOxt=eYÞ and depends positively on

eO=eY. Households with fast-rising ability profiles, i.e., eO=eY > ~mmt, are

credit rationed, and invest the same amount in education, i.e., lt ¼
~ll ¼ jð~mmtxtÞ:

Households with a steep potential earnings profile would like to

borrow in order to study longer, but credit rationing prevents them

from doing so. All others have positive saving and study as long as

they wish. Note that the threshold ~mmt depends on prices through equa-

tion (10). For example, when yields are high, there will be fewer con-

strained households, other things being equal. Hence, although our

borrowing constraint is very simple, the proportion of rationed people

depends on prices and hence varies over time.

2.3 The Equilibrium

To characterize the equilibrium with perfect markets, we compute the

average human capital of the next period as (using equation (3))

htþ1 ¼
ðy
0

ðy
0

htþ1 dGðeY; eOÞ ¼
ðy
0

ðy
0

eOcðltÞht dGðeY; eOÞ:

The growth rate of human capital, gpðxtÞ, is therefore

htþ1

ht
¼ 1þ gpðxtÞ ¼

ðy
0

ðy
0

eOcðjðeOxt=eYÞÞdGðeY; eOÞ: ð11Þ

We also equate aggregate saving with the value of the capital stock.

First we compute saving per young household from

st ¼
ðy
0

ðy
0

st dGðeY; eOÞ ¼
b

1þ b
wthtSpðxtÞ; ð12Þ

where the function SpðxtÞ is defined as

SpðxtÞ ¼
ðy
0

ðy
0

eYð1�FðeOxt=eYÞÞdGðeY; eOÞ:
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We assume that firms operate a constant returns to scale technology

FðKt;HtÞ involving capital and labor inputs. Defining the capital-labor

ratio as kt ¼ Kt=Ht, and an intensive production function f ðktÞ, equilib-
rium factor prices are

wt ¼ f ðktÞ � kt f
0ðktÞ ¼ oðktÞ;

Rt ¼ f 0ðktÞ ¼ RðktÞ:

This allows us to rewrite the relative wage xt as a function of ðkt; ktþ1Þ:

xt ¼
oðktþ1Þ

oðktÞRðktþ1Þ
: ð13Þ

The total labor supply per young person Ht is obtained by averaging

over young and old workers, that is,

Ht ¼ HpðxtÞht; ð14Þ

where the function HpðxtÞ is defined as

HpðxtÞ ¼
1

1þ n
þ
ðy
0

ðy
0

eYð1� jðeOxt=eYÞÞdGðeY; eOÞ:

Equilibrium in the financial market requires

Ktþ1 ¼ ktþ1Htþ1 ¼
st

1þ n
:

After using equations (11), (12), and (14), we find the following:

ð1þ bÞktþ1

boðktÞ
Hpðxtþ1Þ ¼

SpðxtÞ
1þ gpðxtÞ

1

1þ n
ð15Þ

Given initial conditions ðk0; h0Þ, a perfect foresight equilibrium can

be characterized by a non-negative sequence ðxt; ktþ1; htþ1Þtb0, which

solves equations (11), (13), and (15).

This dynamical system can be solved recursively when the produc-

tion function is Cobb-Douglas, f ðktÞ ¼ Akat , with complete depreciation

of capital. Then we have

ktþ1

oðktÞ
¼ a

1� a

oðktþ1Þ
oðktÞRðktþ1Þ

¼ a

1� a
xt;

and equation (15) reduces to a first-order difference equation in xt:
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ð1þ bÞa
ð1� aÞbHpðxtþ1Þ ¼

1

xt

SpðxtÞ
1þ gpðxtÞ

1

1þ n
:

In the presence of rationing, the average human capital grows at

a rate gcðxtÞ ¼ htþ1=ht � 1, which reflects the weight of constrained

households; that is,

1þ gcðxtÞ ¼
ðy
0

ð eYB=xt
0

eOcðjðeOxt=eYÞÞdGðeY; eOÞ

þ cð~llÞ
ðy
0

ðy
eYB=xt

eO dGðeY; eOÞ: ð16Þ

Average saving is

st ¼
b

1þ b
wthtScðxtÞ;

where the function ScðxtÞ is defined as

ScðxtÞ ¼
ðy
0

ð eYB=xt
0

eYð1�FðeOxt=eYÞÞdGðeY; eOÞ;

instead of the expression in equation (12). Similarly, average labor sup-

ply no longer satisfies equation (14); it is given instead by

Ht ¼ HcðxtÞht;

where the function HcðxtÞ is defined as

HcðxtÞ ¼
1

1þ n
þ
ðy
0

ð eYB=xt

0

eYð1� jðeOxt=eYÞÞdGðeY; eOÞ

þ ð1� ~llÞ
ðy
0

ðy
eYB=xt

eY dGðeY; eOÞ:

Labor supply is decreasing in xt, that is, H
0
c ð:Þ < 0, since better earn-

ings prospects move households from work to school. Financial market

equilibrium satisfies

ð1þ bÞktþ1

boðktÞ
Hcðxtþ1Þ ¼

ScðxtÞ
1þ gcðxtÞ

1

1þ n
: ð17Þ

Given the initial conditions ðk0; h0Þ, a perfect foresight equilibrium

with credit rationing is again a sequence ðxt; ktþ1; htþ1Þtb0, which solves

equations (16), (13), and (17).
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With the Cobb-Douglas production function, equilibria are solutions

to the dynamical system:

ð1þ bÞa
ð1� aÞbHcðxtþ1Þ ¼

1

xt

ScðxtÞ
1þ gcðxtÞ

1

1þ n
; ð18Þ

ktþ1 ¼ Aaxtk
a
t : ð19Þ

This system is recursive. Equation (18) can first be solved for the path

of xt. Equation (19) is obtained from the definition of xt in equation

(13); it describes the evolution of the capital-labor ratio. The growth

rate of human capital is obtained from (16). The solution to (16), (18),

and (19) is summed up in the following result:

Proposition 2 The system (16), (18), and (19) has a steady state

ðxc; kc; gcÞ and equilibrium is unique in the neighborhood of that state.

Proof: See appendix. 9

The same reasoning can be applied to the perfect market economy

that also possesses a locally unique equilibrium in the neighborhood

of the steady state ðxp; kp; gpÞ.
As a general proposition, it is impossible to show that financial re-

form will spread inequality and promote long-term growth. For exam-

ple, liberalization raises yields (see proposition 3) and improves the

income of retirees. Since this effect is stronger for less able retirees with

relatively high saving, it tends to reduce inequality. What happens to

long-term growth depends on how young households weigh the mixed

incentives they receive in free financial markets: less credit rationing

permits them to invest more in schooling, while higher yields on phys-

ical capital shrink the present value of future earnings. We first state a

key result according to which financial reform reduces aggregate sav-

ing and raises yields.

Proposition 3 Assuming a unique steady state, the economy with

perfect markets has a lower long-run capital-labor ratio than the one

with imperfect markets.

Proof: See appendix. 9

To assess the effect of financial reform on the long-run growth rate of

per capita output (which equals the long-run growth rate of average

human capital), we should compare the perfect market growth rate,

gpðxpÞ, with the credit-rationed growth rate, gcðxcÞ. Two opposite ef-
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fects interact: for the same long-run yield 1=x, gpðxÞ > gcðxÞ. Indeed,
some agents are constrained in the imperfect market economy, they in-

vest less than they want in education, and growth is slower. However,

as the yield is higher in the perfect market economy ðxp < xcÞ, agents
are discouraged from investing in education, and this may or may not

outweigh the direct positive effect. The first effect will dominate if there

are enough constrained agents in the economy with imperfect mar-

kets. To evaluate the effect on growth, we need to rely on numerical

simulations.

What happens to the short-run growth rate of output depends on

the interaction of several factors. First, the forward-looking relative

wage x drops when the reform is announced, and investment in physi-

cal capital starts to fall immediately, which is bad for short-term

growth (level effect). Second, the lifting of borrowing constraints per-

mits more investment in education, which is good for growth (growth

effect). Third, the supply of labor moves in the opposite direction from

investment in education, which depresses short-run growth. Last, there

are additional dynamic effects when the reform is anticipated. To

assess the relative importance of these mechanisms, we must rely on

simulations.

Two final comments on the specification of the model deserve

attention.

In this model there are intergenerational externalities in human capi-

tal investment. The average level of human capital of the old genera-

tion raises the wage income of the young generation, and also raises

the productivity of the human capital investment of the young genera-

tion. As a result, one would expect, even with perfect capital markets

the market economy does not achieve the first best. When we compare

the perfect market economy with the one with credit constraints, we

are comparing two imperfect scenarios.6 It will be of particular interest

to study how the welfare of the different households is affected by fi-

nancial reform.

At equilibrium there is also some inequality. The notion of in-

equality in this paper is very different from that in Galor and Zeira

1993 and Newman and Banerjee 1993. There, inherited wealth relaxes

borrowing constraints. In these papers, there is nothing good out of in-

equality, and redistribution always improves efficiency. Here there is

no inherited wealth, and inequality reflects differences in ability. Low

inequality should therefore not be necessarily pursued on efficiency

grounds.
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2.4 Dynamic Simulations

In section 2.3, we established that financial reforms that relax the bor-

rowing constraints on households will lower the capital-labor ratio and

improve growth in the long run if the number of constrained house-

holds is sufficiently high. However, the transitional impact of these

reforms is less clear-cut and hard to characterize analytically. In order

to study the interplay of long-run and medium-run forces along the

transition path, we rely on simulations of a calibrated version of the

model. This also allows us to assess the quantitative importance of lib-

eralization for growth and inequality.

2.4.1 Calibration

We first choose functional forms for the production function of human

capital and the distribution of abilities. The production of human capi-

tal has to satisfy the two limit conditions (4) to guarantee an interior

solution for all agents. We use

cðlÞ ¼ b
1

g
lg � l

� �
:

The abilities index ðeY; eOÞ is assumed to be distributed over the pop-

ulation according to a bivariate lognormal distribution; the mean7 and

variance-covariance matrix of the underlying normal distribution are

respectively ð0; 0Þ and

S ¼ s2
Y %sYsO

%sYsO s2
O

� �
:

Since we have no direct information to calibrate the variance-

covariance matrix, we carry out a sensitivity analysis of the correlation

% between the two ability variables and of their relative variance

s2
Y=s

2
O. The scope of the analysis is restricted by assuming a positive

correlation, % > 0. It also seems reasonable to assume that the ability to

work when young is less widely dispersed than the ability to work

when old. Indeed, ability in youth only reflects different endowments

in efficient labor, while ability in old age also embodied the ability to

accumulate human capital. We thus assume s2
Y=s

2
O < 1. Keeping this

ratio constant, the absolute magnitude of the two variances are chosen

to match an income inequality coefficient.
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The productivity parameter of the Cobb-Douglas production func-

tion A plays no role given that the utility is logarithmic; it only scales

the output and capital levels. The capital share parameter a is fixed to

one third according to the consensus in the literature. The psycho-

logical discount factor of households is set to 1 percent per quarter.

Assuming that one period of the model is twenty-five years, we have:

b ¼ 0:99100 ¼ 0:366.

For fixed % and s2
Y=s

2
O, there are four remaining parameters to cali-

brate: the growth rate of population n is directly observable; the pro-

ductivity parameter b governs the long-term growth rate of output per

capita; given b, the parameter g determines the time spent on educa-

tion in the first period of life; and, finally, the variance parameter s2
O

influences the distribution of income. We chose these parameters so

that the steady state of the equilibrium with credit rationing matches

some moments of a typical economy with imperfect credit markets.

This representative economy is obtained from averaging eight econo-

mies considered by Bandiera, Caprio, Honohan, and Schiantarelli

(2000) to have had strongly imperfect credit markets in the sixties.

These are Chile, Ghana, Indonesia, Korea, Malaysia, Mexico, Turkey,

and Zimbabwe.

The average growth rate of population and output is computed over

the period 1960–1970 using the GDP data of the Penn World Tables.

For the share of time devoted to education, we assume that the first pe-

riod of the model covers ages 12–37 and the second one corresponds to

ages 37–62. Doing so supposes that secondary and higher education

are an alternative to working, but elementary education is not. The

percentage of time devoted to schooling is therefore computed by add-

ing the variables ‘‘average years of secondary schooling in the total

population’’ and ‘‘average years of higher schooling in the total popu-

lation’’ from Barro-Lee and dividing them by twenty-five. Finally, we

summarize the distribution of income by a Gini index from Deininger

and Squire (1996).8

These computations lead to the following four moments: an annual

growth rate of population of 2.73 percent, a long-term per capita

growth rate of 2.903 percent per year, a Gini coefficient of 0.458, and

a share of time devoted to education of 2.901 percent. The value of

n matching the growth rate of population is n ¼ 0:962. The value of

the other three parameters depends on the assumptions on % and

s2
Y=s

2
O.
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Section 2A.4 gives the variance s2
O, which matches the Gini co-

efficient for different combinations of % and s2
Y=s

2
O. The parameters b

and g are picked to match output growth and schooling. Equilibrium

outcomes are reported for the percentage of the young population

rationed,

ðy
0

ðy
eYB=xc

eO dGðeY; eOÞ;

the saving rate,

1� aScðxcÞ
HcðxcÞ

;

and the annual rate of return on capital,ffiffiffiffiffiffiffiffiffi
1=xc

25p
� 1:

We draw three conclusions from this sensitivity analysis. First, the

percentage of households subject to a borrowing constraint is never

large and reaches at maximum 19 percent. Second, when the correla-

tion between the two random ability indexes is large, few people are

constrained: in that case, relative ability eO=eY displays little variation

across households and few people want to borrow. Third, the saving

rate lies between 8.8 percent and 9.8 percent9 and the annual rate of re-

turn on capital is around 11.2 percent, whichever variance-covariance

matrix we pick.

In order to choose a reasonable variance-covariance matrix S, we

look at the characteristics of the distribution of income for different

parameters values. Section 2A.5 reports income Gini indexes per

cohort and the ratio of the mean to the median of the earnings distribu-

tion. We chose to use in the sequel % ¼ 0:2 and s2
Y=s

2
O ¼ 0:8. A correla-

tion of 0.2 seems reasonable, given a span of twenty-five years between

the two ability shocks and the fact that eO incorporates the ability to

learn while eY does not. A relative variance of 0.8 reproduces a ratio of

Gini indexes of 0:42=0:53 ¼ 0:79, which is close to U.S. data (see Diaz-

Gimenez, Quadrini, and Rios Rull 1997). Figure 2.1 plots the corre-

sponding density function of abilities. The vertical plane represents the

threshold above which people are rationed. Constrained households lie

on the left side of the picture and represent 15.5 percent of the popula-

tion; they are those with a high income growth potential (either low eY

or high eO).
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2.4.2 Response to Reform

We now simulate the transition from a steady state with credit ration-

ing to the one in the perfect market economy. The relaxation of the

borrowing constraints takes place at time t ¼ 3 and is anticipated one

period in advance. Time t ¼ 1 represents the initial steady state with

credit constraints. Figure 2.2 represents the dynamic path of the three

key variables, (xt, kt, and g
y
t ), that is, relative wage, capital-labor ratio,

and growth rate in per capita income. When liberalization is an-

nounced, the relative wage xt looks forward; it jumps close to the

steady-state level that will be reached at the time of the reform. This

makes future wages less attractive and discourages investment in hu-

man capital at t ¼ 2.

Because xt is also the investment rate, the capital-labor ratio kt starts

declining at t ¼ 3. The saving rate drops by half a percent. This de-

cline in the stock of capital is key to explaining the drop in the annual

growth rate at t ¼ 3 from 2.9 percent to 2.7 percent over twenty-five

years.

At t ¼ 3 the ablest households are now allowed to borrow, increas-

ing their investment in education and lengthening average schooling

from 2.9 percent to 3.6 percent. This is not very large, but it is suffi-

cient to drive growth above its initial level by about 0.15 percent.

Figure 2.1

The distribution of abilities and rationed households.
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A sensitivity analysis of this magnitude to the chosen values of r and

s2
Y=s

2
O is presented in section 2A.6: the gain is between 0 and 0.30

percent, and depends on the percentage of constrained households in

the initial balanced growth path.

What might have happened if we had calibrated on the same set of

economies for a different time period, or on an altogether different set

of emerging economies? To see how our outcomes are sensitive to

parameters, we summarize in table 2.1 the response of constraints, sav-

ing rates, and growth rates as the parameter structure changes relative

to the baseline calibration. We conclude that the increase in long-term

growth is largest in economies with high schooling and slow popula-

tion growth, and smallest in economies with high capital share and

low initial inequality. Changes typically show weak sensitivity to any

single parameter and are almost completely insensitive to the pre-

reform growth rate.

To better grasp the cost of this financial reform, figure 2.3 plots both

the Gini coefficient and the difference between the GDP the economy

would have enjoyed without reform and the one with the reform. In-

equality peaks at t ¼ 3 before stabilizing above its pre-reform level.

The long-run effect is essentially explained by the fact that the ablest

people can now fully exploit their advantage by going to school longer,

Figure 2.2

Dynamic responses to reform.
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implying that old able persons are much richer in the perfect market

economy than in the credit-constrained one.

The loss of output linked to the fall in physical capital also peaks at

t ¼ 3. It is around 5 percent at the time of the reform. It takes three

periods to catch up and then overtake the level without reform.

Even though only 15.5 percent of the population was constrained in

the initial state of the economy, financial reform leads to significant

effects, both in the medium run and in the long run. We conclude that

borrowing constraints may have a major impact on economic growth

and inequality even if they affect a small fraction of households,

Table 2.1

Sensitivity analysis

g B s2
O

%
constr.

Saving
rate

Drop in
saving
rate

Gain in
growth

Baseline case 0.234 0.739 0.74 15.5 9.6 �0.5 þ0.15

More schooling
(5% instead of 2.9%)

0.456 2.694 0.67 18.8 9.5 �0.6 þ0.27

Slower population growth
(1.6% instead of 2.9%)

0.210 0.619 0.74 18.0 8.5 �0.5 þ0.17

Higher capital share
ða ¼ 1=2Þ

0.370 1.982 0.67 8.2 8.1 �0.2 þ0.08

Less inequality
(Gini ¼ 0:35)

0.232 0.877 0.41 10.5 8.8 �0.3 þ0.07

Less output growth
(1.5% instead of 2.9%)

0.234 0.523 0.75 15.6 9.6 �0.5 þ0.15

More patience
(b ¼ :995100)

0.152 0.359 0.77 12.1 14.0 �0.5 þ0.08

Figure 2.3

Costs of liberalization.
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provided that those include individuals with high income growth

potential.

Gains from financial reform are displayed in figure 2.4, which

describes the increment in life-cycle utility for members of different

cohorts as a function of their abilities. Recall that the reform reduces

the wage per unit of human capital from t ¼ 3 onward and rises yields.

Looking first at the generations alive at the time of the liberalization,

we can identify two gainers:

1. The cohort born at t ¼ 2 (old at t ¼ 3) with low relative ability eO=eY

loses almost nothing in wages but do gain from the higher interest rate

at t ¼ 3; cf. the right side of panel (a).

2. The cohort born at t ¼ 3 with high relative ability eO=eY gains from

the lifting of the borrowing constraints; cf. the left side of panel (b).

On the contrary, a huge majority of young households born at t ¼ 3

(cf. the right side of panel (b)) loses from liberalization, primarily be-

cause of lower wages per unit of human capital. Since in our model

economy there is 1.962 young households for each old one, 32 percent

of the total population living at t ¼ 3 gains ð½1:962� 11þ 74�=2:962 ¼
32Þ.

Looking now at future generations, one out of two children of the

generation born in t ¼ 4 gain, essentially because they will benefit from

the increase in GDP in their old days (see panel (c)). One hundred per-

cent of the grandchildren gain (see panel (d)).

2.4.3 Compensating the Losers

Resistance to reform, which is at the root of slow financial liberaliza-

tion, is directly related to a conflict going on between young and old,

and between households with high- and low-income growth. Since

this conflict will last for two generations and the reforms will increase

total production, transfer schemes can be introduced to compensate the

losers.

The timing of gains and losses suggests that public debt is one de-

vice that may allow all generations to share the gains from reform. In

particular, suppose that the government pays subsidies to currently

active households, by issuing public debt that will be repayed slowly

by taxing future generations. Public debt will typically crowd out capi-

tal, amplifying the adverse level effect of the reform in the medium run
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Figure 2.4

Gains in life-cycle utility by cohorts.
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and undermining the favorable long-run growth effect. How to strike

the right balance between medium-term redistribution and long-term

incentives remains an open issue that deserves a careful analytical

treatment.

Finally, as stressed by Fidrmuc and Noury (2003), ex ante acceptabil-

ity of the reform can be ensured by a promise that the losers will be

compensated ex post. However, such commitment may not be credi-

ble. Therefore, the reform program will likely receive greater political

support ex ante when there are established frameworks for compensat-

ing losers such as an effective pension system compensating the old

unskilled workers and/or when there are sufficient provisions for up-

holding the losers’ interests (e.g., through a broadly representative sys-

tem of government).

2.5 Reforms and Poverty Traps

Forty years ago, Arrow, Chenery, Minhas, and Solow (1961) taught us

that economic analysis based on a unitary elasticity of substitution be-

tween labor and capital often leads to unduly restrictive conclusions.

For example, estimates for developed countries consistently find that

the elasticity of substitution is not different from unity, but much lower

values have been found for LDCs.10 This may reflect more limited

technological options in emerging economies, namely, entrepreneurs

choosing from the set of technologies in current or local use rather

than from the broader set of all potential technologies.

In our specific context, we have two reasons to believe that lower

substitution between production factors might affect the adjustment to

financial reforms. First, it makes factor prices more sensitive to changes

in the capital-labor ratio. Liberalization is thus expected to increase

yields in a stronger way and to diminish the growth effect from human

capital accumulation.

Second, CES technologies are consistent with poverty traps in the

basic overlapping generations model (Azariadis 1996). If the initial

capital-labor ratio is low enough, the economy will converge to the

trivial steady state with zero capital instead of the one with high

capital-labor ratio. In our setup, financial reform tends to lower national

saving and shrink the basin of attraction of the higher steady state. As a re-

sult, more development paths will converge to the poverty trap. This

is a powerful argument against reform: if the economy considered has

an initial capital-labor ratio close to the region that leads to the poverty
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trap, the lifting of borrowing constraints that comes from financial re-

form may drive the economy out of the attraction basin of the high

steady state.

Consider the class of CES production functions,

f ðkÞ ¼ Aðak ðn�1Þ=n þ 1� aÞn=ðn�1Þ;

with parameters n;A > 0 and a A ð0; 1Þ. We set the elasticity of substitu-

tion n equal to one-half, which we regard as a lower bound on the

actual elasticity. To better assess the role of the low elasticity of substi-

tution, the parameters b, s2, b, and g keep the same value as in the

Cobb-Douglas case. We adjust the parameters A and a in order to

obtain a high steady state as close as possible to the previous case

in terms of both growth rate and capital share in production. With

A ¼ 53:5 and a ¼ 0:425, we obtain a steady state with imperfect market

displaying the same growth and capital share as previously. All the

other variables are very close to their level in the Cobb-Douglas case,

and 15.8 percent of young households face borrowing constraints.

Figures 2.5 and 2.6 display the response to financial reform that fol-

lows the same timing as in the Cobb-Douglas case, namely, the reform

is announced at t ¼ 2 and takes place at t ¼ 3. Compared to figures 2.2

and 2.3, we find three differences. First, as expected, the effect on yields

is stronger: the return on capital rises from 11 percent to 11.7 percent

instead of going from 11 percent to 11.5 percent as it did in the Cobb-

Douglas case. Second, the drop in output at t ¼ 3 is almost of the same

magnitude as previously, but the long-run gain is lower. Third, the

gains from the reform take more time to materialize: GDP takes four

periods instead of three to catch up. As a consequence of the weaker

growth effect, the long-term gains are much more modest; after seven

periods, GDP is 4 percent greater than it would be without reform, in-

stead of 10 percent in the Cobb-Douglas case.

Figure 2.5

Dynamic responses to reform, CES case.
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To evaluate more fully how financial reform alters the course of an

emerging economy, we need to understand the global dynamics of an

economy with credit rationing. This economy is described by equations

(13) and (17), which lead to the phase diagram shown in figure 2.7. The

phase lines ktþ1 ¼ kt and xtþ1 ¼ xt and the corresponding direction of

motions are derived in section 2A.3. Depending on parameter values,

the two phase lines may or may not intersect. Figure 2.7 represents the

typical case where there are three steady states; point S1 is a source and

points S0 and S2 are saddles. If initial capital is below k1, the equilib-

rium will converge to the trivial steady state S0 in which there is no

Figure 2.6

Costs of liberalization, CES case.

Figure 2.7

Phase diagram, CES case.
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production. If it is above, the equilibrium converges to S2. Saddle paths

are indicated by bold lines.

Credit market reform does not modify the position of the phase line

ktþ1 ¼ kt. Using the same arguments as in proposition 2, we can show

that reforms moves the phaseline xtþ1 ¼ xt downward. Two situations

may arise, depending on whether there is a positive steady state under

a perfect credit market. This will depend crucially on values of the total

factor productivity A and of the rate of time preference.

The bifurcation diagram in figure 2.8 shows how the existence of

steady states, and their stability characteristics are sensitive to the

value of the total factor productivity A. The annualized capital yield

RðkÞ is on the vertical axis, and total factor productivity on the horizon-

tal one. All other parameters are set at their calibrated values of section

Figure 2.8

Bifurcation diagram for financial reforms.
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2.4. Reading the chart from bottom to top, the solid line indicates the

saddlepoint-stable steady state of the economy with rationing. The

dashed line above gives the corresponding saddlepoint-stable steady

state of the economy with perfect credit market. The vertical distance

between the two lines measures the increase in the long-run return

on capital caused by the financial reform at each value of total factor

productivity.

Dotted lines represent the unstable steady state of the economy with

rationing (top) and without rationing (bottom), respectively. These

lines also define the attraction basin of the stable steady state: if the

economy starts with an initial return Rðk0Þ outside that basin, then

equilibrium will converge to the poverty steady state, and RðktÞ con-

verges to the solid line f 0ð0Þ. The vertical distance between the two

dotted lines measures how much the attraction basin shrinks after the

liberalization.

This diagram sums up the economy’s response to financial reform in

four different regions:

Zone 1: For A > 40 (corresponding to a no-liberalization annual

growth rate gy > 2:62) liberalization affects the unstable steady state

and the attraction basin very little. This is because yields are high at

the unstable steady state, and very few agents (less than 1 percent) are

credit-rationed there.

Zone 2: For 40 > A > 35:718 (2:62 > gy > 2:34), liberalization shrinks

the basin of attraction a bit more. If reform occurs when the economy is

close to the low steady state, then liberalization will drive the equilib-

rium into the poverty trap.

Zone 3: For 35:718 > A > 35:1579 (2:34 > gy > 2:17), there is no

steady state for the economy with complete markets. In this case, liber-

alization will lead the economy into the poverty trap for any initial

value of the capital-labor ratio.

Zone 4: For A < 35:1579, there is no positive steady state. The econ-

omy will converge to the poverty trap with or without reform.

The policy implications of this picture depend very much on whether

the economy is situated in Zone 2 or in Zone 3. In Zone 2, a natural

policy implication is the traditional policy of foreign aid in terms of in-

ternational debt that was a core policy implication of the development

models of the sixties. The inefficiency in the model comes from reduced

capital formation in the short run, which is more than compensated for

by large human capital in the long run. Hence, in the line with the orig-

inal ‘‘Washington consensus’’ view, financial liberalization coupled
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with foreign investment or foreign debt allows an economy to over-

come the poverty trap. On the contrary, Zone 3 describes a ‘‘pre-

mature’’ liberalization. An economy with a total factor productivity

(TFP) in this range should first build up its TFP by promoting struc-

tural microeconomic reforms before attempting financial reform.11 Any

foreign aid in this case would be wasteful.

2.6 Conclusions and Policy Implications

Financial reform in this chapter amounts to abolishing credit con-

straints on the most efficient human capital accumulators of an emerg-

ing economy. Calibrating the model to match the long-run operating

characteristics (schooling, growth rate, income distribution) of a panel

of eight economies in the sixties, we find that reform

1. eases constraints on individuals with rising lifetime ability profiles

(15 percent of the population), accelerating long-term growth by about

0.15 percent per year;

2. reduces the household saving rate permanently and lowers the GDP

growth rate temporarily by 0.3 percent per year, relative to the no-

reform path. Post-reform output does not recover fully until several

periods later, when the impact of higher skills overcomes the weakness

of aggregate savings;

3. raises income inequality by a permanent margin;

4. lowers the life-cycle utility of nine out of ten people ages 12–37 at

the time of reform as well as the ablest 25 percent among the older

group ages 37–62. Without some type of compensation scheme, the

losers from reform represent about two thirds of all economically

active households;

5. improves the welfare of half the generation born at the time of the

reform and of all members in all cohorts born later;

6. may permanently change for the worse the growth path of least

developed economies, if it occurs prematurely, that is, before TFP

becomes large enough. In particular, if the capital-labor elasticity of

substitution is near one half, and physical capital and factor produc-

tivity are both low enough to drive the annualized net yield on capital

up to 15–17 percent, then a financial reform of the type we con-

sider here alters the course of economic growth permanently. Instead

of converging to its pre-reform steady-state yield of 14–15 percent, the
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post-reform economy is diverted to a poverty trap with an annualized

capital yield of nearly 19 percent.

Even if we ignore the increased potential for a poverty trap, most

rational households in the economy we describe would object to finan-

cial reform as we defined it. It comes as no surprise to us that opposi-

tion to less regulation and more competition in financial markets is so

strong in actual economies; we are rather intrigued by the observation

that majorities occasionally agree to reforms. Arguments in favor of

reform are that altruism sways people to reckon the benefits

that accrue to their descendants, and transfers from gainers persuade

the losers to drop their objections.

Appendix

2A.1 Proof of Proposition 2

Proof: To prove this result, we show that there is a steady state in the

dynamics of xt given by equation (18), and that it is locally unstable. If

this is true, the only possibility consistent with the existence of an equi-

librium with perfect foresight is for the forward-looking variable xt to

be at steady state x for all tb 0. Given that xt ¼ xc Et, the dynamics of

kt given by (19) converge monotonically to the steady state.

Equation (18) can be written as

Jðxtþ1Þ ¼ HðxtÞ:

Computing the limits of these functions on their interval of definition,

we find

Jð0Þ ¼ ð1þ bÞa
ð1� aÞb

2þ n

1þ n
> JðyÞ ¼ ð1þ bÞa

ð1� aÞb
2þ n

1þ n
� ~ll

� �

Hð0Þ ¼ þy > HðyÞ ¼ 0:

Given that Hð0Þ > Jð0Þ and HðyÞ < JðyÞ, there is a steady state x such

that JðxÞ ¼ HðxÞ. The local instability of x is guaranteed by �H 0=J 0 > 1.

9

2A.2 Proof of Proposition 3

Proof: To compare the steady states in the two economies, we define

the functions as follows:
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Tðx; iÞ ¼ ð1þ nÞ ð1þ bÞa
ð1� aÞb

 ðy
0

ð ieY
0

eOcðjðeOxt=eYÞÞdGðeY; eOÞ

þ cð~llÞ
ðy
0

ðy
ieY

eO dGðeY; eOÞ
!
x

Wðx; iÞ

¼

ðy
0

ð ieY
0

eYð1�FðeOxt=eYÞÞdGðeY; eOÞ

1

1þ n
þ
ðy
0

ð ieY
0

eYð1� jðeOxt=eYÞÞdGðeY; eOÞ þ ð1� ~llÞ
ðy
0

ðy
ieY

eY dGðeY; eOÞ
:

The steady state xp of the perfect market economy is characterized by

Tðxp;yÞ ¼ Wðxp;yÞ. The one of the economy with credit rationing xc
is given by Tðxc;B=xcÞ ¼ Wðxc;B=xcÞ.

The function T is increasing in both of its arguments. To evaluate the

sign of the derivatives of Wð:Þ, we replace the function F by its value

from (8), and we obtain after some manipulations

1�Wðx; iÞ

¼
1þ

ðy
0

ð ieY
0

eOx

b
cðjðeOx=eYÞÞdGðeY; eOÞ þ B

b
cð~llÞ

ðy
0

ðy
ieY

dGðeY; eOÞ

1

1þ n
þ
ðy
0

ð ieY
0

eYð1� jðeOx=eYÞÞdGðeY; eOÞ þ ð1� ~llÞ
ðy
0

ðy
ieY

eY dGðeY; eOÞ
;

which is increasing in x for fixed i and increasing in i for fixed x. We

deduce that the function W is decreasing in both of its arguments.

Hence, the condition Tðx; iÞ �Wðx; iÞ ¼ 0 defines an implicit function

x ¼ QðiÞ with Q 0 < 0:

Since i is infinite in the perfect market case and finite in the imperfect

case, we obtain that xp < xc. Using (19), which holds for both econo-

mies, we obtain that the capital-labor ratio is lower in the perfect mar-

ket economy. 9

2A.3 Phase Diagram

The first relationship, equation (13),

xt ¼
oðktþ1Þ

oðktÞRðktþ1Þ
;
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describes an implicit function

ktþ1 ¼ Gðkt; xtÞ; Gk > 0; Gx > 0;

which is increasing in each argument. Note also that Gð0; xÞ > 0 for

any x > 0, because, for any CES production function with n < 1, RðkÞ
is bounded from above.

The locus of points where ktþ1 ¼ kt is defined by xt ¼ 1=RðktÞ, which

is increasing and has a positive intercept 1=f 0ð0Þ for an elasticity of sub-

stitution n < 1. Above this line, ktþ1 > kt because G is increasing in xt.

The second relationship xtþ1 ¼ Cðkt; xtÞ is derived from equation

(17) where ktþ1 has been replaced by Gðkt; xtÞ:

1þ b

b
Hcðxtþ1Þ ¼

ScðxtÞ
1þ gcðxtÞ

oðktÞ
ð1þ nÞGðkt; xtÞ

: ð20Þ

The lefthand side of this relation is decreasing in xtþ1, while the right-

hand side is decreasing in xt. Furthermore, for any elasticity of substi-

tution n < 1, one can show that oðkÞ=Gðk; xÞ is increasing in k for each

fixed x. It follows that the function Cðk; xÞ is decreasing in k and

increasing in x:

xtþ1 ¼ Cðkt; xtÞ; Ck < 0; Cx > 0:

The locus of points where xtþ1 ¼ xt defined by xt ¼ Cðkt; xtÞ has a

zero intercept: for any x > 0, the fact that Gð0; xÞ > 0 implies that

x ¼ 0 is the only solution to the equation x ¼ Cð0; xÞ. Furthermore,

repeating the arguments in the proof of Proposition 2, we can show

that Cxðk; xÞ > 1 for each fixed k. In addition, the equation x ¼
limk!y Cðk; xÞ has a bounded solution in x. Therefore, the phase line

xtþ1 ¼ xt is upward-sloped, starting below the phaseline ktþ1 ¼ kt at

kt ¼ 0, and ending below it as kt ! y.

2A.4 Sensitivity Analysis with Respect to S

Calibrated value of s2
O

s2
Y=s

2
O

% 0.2 0.4 0.6 0.8 1.0

0.0 1.45 1.07 0.88 0.74 0.64

0.2 1.44 1.09 0.89 0.74 0.65

0.4 1.44 1.09 0.90 0.76 0.65

0.6 1.44 1.11 0.90 0.77 0.68

0.8 1.42 1.11 0.92 0.78 0.69
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Rationed households (percent of population)

s2
Y=s

2
O

% 0.2 0.4 0.6 0.8 1.0

0.0 14.2 15.8 17.2 18.1 18.8

0.2 12.4 13.6 14.6 15.6 16.3

0.4 10.3 10.8 11.6 12.4 13.1

0.6 8.0 7.6 7.7 8.3 8.9

0.8 5.4 3.7 3.1 3.0 3.4

Saving rate

s2
Y=s

2
O

% 0.2 0.4 0.6 0.8 1.0

0.0 9.4 9.6 9.7 9.8 9.8

0.2 9.3 9.4 9.5 9.6 9.7

0.4 9.1 9.3 9.4 9.5 9.6

0.6 9.0 9.1 9.2 9.4 9.5

0.8 8.8 8.9 9.1 9.2 9.4

Annual return on capital

s2
Y=s

2
O

% 0.2 0.4 0.6 0.8 1.0

0.0 11.2 11.1 11.1 11.0 11.0

0.2 11.3 11.2 11.1 11.1 11.0

0.4 11.3 11.3 11.2 11.2 11.1

0.6 11.4 11.3 11.3 11.2 11.2

0.8 11.5 11.4 11.4 11.3 11.2

2A.5 Income Distribution as a Function of S

Mean to median ratio for all earnings

s2
Y=s

2
O

% 0.2 0.4 0.6 0.8 1.0

0.0 1.29 1.37 1.40 1.41 1.42

0.2 1.30 1.35 1.39 1.43 1.42

0.4 1.30 1.36 1.40 1.40 1.44

0.6 1.29 1.37 1.41 1.43 1.42

0.8 1.28 1.36 1.40 1.43 1.44
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Earnings Gini—young generation

s2
Y=s

2
O

% 0.2 0.4 0.6 0.8 1.0

0.0 0.30 0.36 0.40 0.42 0.43

0.2 0.30 0.36 0.40 0.42 0.44

0.4 0.30 0.36 0.40 0.42 0.44

0.6 0.29 0.36 0.40 0.43 0.43

0.8 0.29 0.36 0.40 0.42 0.45

Earnings Gini—old generation

s2
Y=s

2
O

% 0.2 0.4 0.6 0.8 1.0

0.0 0.70 0.62 0.57 0.52 0.49

0.2 0.69 0.62 0.56 0.53 0.49

0.4 0.70 0.62 0.56 0.53 0.49

0.6 0.71 0.62 0.57 0.52 0.48

0.8 0.71 0.62 0.56 0.52 0.47

2A.6 Growth Effect as a Function of S

Output growth in the perfect market economy

s2
Y=s

2
O

% 0.2 0.4 0.6 0.8 1.0

0.0 3.30 3.19 3.15 3.11 3.09

0.2 3.25 3.12 3.09 3.05 3.02

0.4 3.19 3.08 3.04 3.02 3.00

0.6 3.13 3.01 2.98 2.96 2.95

0.8 3.06 2.94 2.92 2.91 2.91

Notes

We thank participants to seminars in Toulouse, Stockholm, Louvain-la-Neuve, Ghent,
Marseilles, and Venice (CESIfo) as well as R. Anderson, M. Cervellati, F. Heylen, and two
anonymous referees for their comments on an earlier draft.

1. See also Bencivenga and Smith (1991) and Ljungqvist (1993) who stress information
and commitment issues in financial markets.

2. A similar result for LDCs is obtained by Bandiera, Caprio, Honohan, and Schiantarelli
(2000) who stress that liberalization—and, in particular, those elements that relax liquid-
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ity constraints—may be associated with a fall in saving. Norman, Schmidt-Hebbel, and
Serven (2000) also find that the relaxation of credit constraints leads to a decrease in the
private saving rate.

3. A model with constant population would be slightly simpler, but allowing for popula-
tion growth will make the calibration more realistic since n ¼ 0:9620 0 in the data we
use.

4. A unidimensional heterogeneity would in fact be enough to derive the main results of
the chapter, but the bivariate distribution is more realistic for calibration. With a univari-
ate distribution, all the results would be reinforced.

5. A related formulation, due to Jappelli and Pagano (1994), would be to permit borrow-
ing up to a ‘‘natural’’ debt limit that amounts to a fixed, and typically small, fraction of
the present value of future income.

6. And it may even be the case that not having a credit market might be welfare enhanc-
ing from the theory of second best.

7. The mean can be normalized without loss of generality.

8. Where possible, the Gini coefficients are from 1970; otherwise, we used the closest
available year. The Gini in the model is computed over the incomes of both young and
old people at steady state.

9. This lies below the average saving rate of 15.49 percent computed from the data of
Bandiera, Caprio, Honohan, and Schiantarelli (2000) but seems still acceptable.

10. For example, Sosin and Fairchild (1984) find an average elasticity of one half using a
sample of 221 Latin American firms in the seventies.

11. Note that this range does not correspond to totally unreasonable values of the endog-
enous variables. For example, with A ¼ 35:4, the steady state with imperfect markets has
a return rate on capital of 14.5 percent, a capital share in output of 60 percent, and a
growth rate of 2.28 percent.
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3 How Do Institutions Lead
Some Countries to Produce
So Much More Output per
Worker than Others?

Theo S. Eicher, Cecilia
Garcı́a-Peñalosa, and
Utku Teksoz

3.1 Introduction

Development accounting exercises have established that the observed

per capita income differences across countries are only partially

explained by variations in production inputs.1 Of these large (up to

thirty-six-fold) differences, about half are commonly attributed to a re-

gression residual that Abramowitz (1956) termed ‘‘the economists’

measure of ignorance.’’ To capture the determinants of the sizable dif-

ferences in residuals in turn, a voluminous empirical literature has

emphasized the role of institutions. Cross-country regressions have

shown that institutions are highly correlated with income per capita,

and that institutions can explain up to thirtyfold per capita income dif-

ferences between developed and developing countries.2

Previous empirical approaches to estimating the power of institu-

tions in explaining per capita income rely on reduced forms, regress-

ing output on institutions only. This method highlights the effect of

institutions in a dramatic fashion, but sheds little light on the exact

mechanism by which institutions actually affect output. Given the par-

simonious setup of the regressions, this approach may also substan-

tially overestimate the effect of institutions on output. The purpose of

this chapter is to add detail to the popular reduced-form estimations

and examine different hypotheses regarding the channels through

which institutions affect income per capita.

Institutions alone do not produce output. Hence, their effect must be

indirect, operating through their impact on either factor accumulation

or productivity. Hall and Jones (1999) suggest that just under half of

the impact of institutions on output is through their effect on factor ac-

cumulation, while the remainder is due to the impact of institutions on

productivity. These results contrast with the results of Mankiw, Romer,



and Weil (1992), which emphasize the importance of investment in

human and physical capital.

In this chapter we combine the approach of Hall and Jones (1999)

with that of Mankiw, Romer, and Weil (1992) to explain cross-country

per capita income levels. Specifically, we examine whether specifica-

tions in which institutions are the sole determinant of output levels

(as in Hall and Jones 1999, henceforth HJ) can be improved upon by

allowing for the effect of factor inputs. Our hypothesis is that the

main contribution of institutional quality to development is through

its impact on the accumulation of human and physical capital.

To explore our hypothesis, we regress output on both institutions

and factor inputs, allowing the data to determine the elasticity of out-

put with respect to physical and human capital (as in Mankiw, Romer,

and Weil 1992, henceforth MRW). We find that the inclusion of a mea-

sure of institutions into the MRW specification does yield a signifi-

cant coefficient on institutions and reduces the residual significantly.

The estimates on human capital and physical capital do not change

significantly.

Augmenting Hall and Jones’s specification with physical factors of

production reduces the effect of institutions on output by a whole

order of magnitude. Institutions retain only about 15 percent of their

explanatory power to account for cross-country income levels as

compared to the HJ results. This indicates that at least some part of the

contribution of institutions to output is through institution-induced

increases in physical factors of production.

Next we ask why is it that institutions affect factor accumulation.

Both Hall and Jones (1999) and Mankiw, Romer, and Weil (1992) as-

sume that the elasticities of output with respect to inputs are constant

across countries. We propose that the quality of institutions affects the

marginal productivities of factors, and hence output shares. A test of

this hypothesis shows that once we allow for the factor elasticities to

vary across countries, the direct effect of institutions on output vanishes

entirely and only the moderating effect of institutions prevails.

Institutions thus truly moderate the effect of human and physical

capital on output. Interestingly, while better institutions increase the

contribution of capital to output, the result is reversed for the case of

human capital. Our results imply that while human capital and institu-

tions by themselves contribute positively to output, institutions matter

more for development in low human capital countries. Conversely, the

better institutions are, the less human capital matters in explaining dif-
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ferences in per capita income. Our results indicate that while physical

capital and institutional quality are complements, human capital and

institutions are substitutes in the development process.

The chapter is organized as follows. Section 3.2 reviews and com-

pares the two competing explanations for differences in income levels

across countries. Section 3.3 presents our empirical results. It starts

with the estimations of the combined model, then moves on to allow

for the interaction between institutional quality and factor inputs. Sec-

tion 3.4 concludes.

3.2 Institutions and Output Levels

3.2.1 Development Accounting in the Absence of Institutions

Let us suppose that output in country i is produced according to

Yi ¼ AiK
a
i H

1�a
i ; ð1Þ

where K denotes the stock of physical capital, H is the stock of effi-

ciency units of labor, and A is a measure of labor-augmenting produc-

tivity. Defining all magnitudes in per capita terms, y ¼ Y=L, k ¼ K=L,

and h ¼ H=L, we can rewrite output per worker as

log yi ¼ log Ai þ a log ki þ ð1� aÞ log hi; ð2Þ

which highlights that per capita output depends on factor inputs and

on the level of productivity.

Hall and Jones (1999) analyze the power of factor inputs extensively

to examine if additional factors, such as institutions, are required in

order to understand any remaining, unexplained, cross-country income

differences. In line with most previous work, their accounting exercise

assumes the elasticity of output with respect to each input to be the

same for all countries, and takes it to be equal to the value of the capi-

tal share in the United States, that is, a ¼ 1=3. Hall and Jones then rep-

licate the well-known observation that differences in inputs explain

only a small fraction of cross-country differences in output. The Solow

residual, obtained when we rewrite (2) as

log Ai ¼ log yi � a log ki � ð1� aÞ log hi; ð3Þ

is in fact the main source of differences in per capita output across

countries. Its correlation with per capita income is extremely high, as

can be seen from figure 3.1, and differences in the residual explain al-

most 70 percent of income differences across countries.
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3.2.2 The Role of Institutions in Development Accounting

The high correlation between the residual and per capita income has

led to the interpretation that A is a measure of the level of technology

in a country. This implies that richer countries are richer because they

use inputs more efficiently. Inspired by the work of North (1990), Hall

and Jones (1999) maintain that a major determinant of aggregate pro-

ductive efficiency in a country is the quality of its institutions. Institu-

tions, they argue, are in fact the fundamental determinant of a country’s

long-run economic performance, as they determine both productivity

and factor accumulation, and they proceed to test this hypothesis.

3.2.2.1 Measuring Institutions and Endogeneity

The first problem encountered when trying to assess the impact of in-

stitutions on output levels is that defining and measuring institutions

is not straightforward, and the particular definition used may indeed

influence the results. Knack and Keefer (1995, 1997) provided early

empirical analyses on the growth effects of institutions. One of the nov-

elties of these two papers was to introduce better measures of the insti-

tutional framework of countries.3 They suggested using subjective data,

variables constructed from surveys, and expert assessments such as

International Country Risk Guide (ICRG) and Business Environment

Risk Intelligence (BERI). These include variables such as contract en-

Figure 3.1

Output and the residual: growth accounting.
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forceability, rule of law, or risk of expropriation, which can be used to

construct indices of government anti-diversion policies.

Hall and Jones (1999) build on the Knack and Keefer indices and de-

fine a variable capturing the quality of institutions, which they call so-

cial infrastructure. It is the average of the government anti-diversion

index and the Sachs-Warner index of trade openness, each of which in

turn includes five different categories. The resulting index is measured

on a scale of 0 to 1 and assigns a higher value to more desirable out-

comes. An alternative approach has been proposed by Acemoglu,

Johnson, and Robinson (2001), who measure institutions by the risk of

expropriation.

The second concern when seeking to assess the effect of institutions

on development is that the level of development itself impacts the

quality of institutions. Major efforts have been undertaken to search for

good instruments to control for endogeneity, and various correlates of

Western European influence have been proposed as instruments for

institutional variables. Hall and Jones (1999) use geographic or linguis-

tic characteristics, while Acemoglu, Johnson, and Robinson (2001) em-

ploy settler mortality rates in countries colonized by the Europeans.4

3.2.2.2 Institutions and Output Levels

The growth accounting exercise performed by Hall and Jones (1999)

implies that the correlation between the Solow residual obtained from

equation (3) and institutional quality is 0.60. They suggest that the

econometric specification that identifies the impact of institutions on

income takes the form

log yi ¼ g0 þ g1Ii þ e; ð4Þ

where I is a measure of the quality of institutions or social infrastruc-

ture, which differs across countries, and e is an error term. Hall and

Jones estimate equation (4) and find that institutions can account for

over twenty-five-fold differences in per capita output. Similar results

are obtained by Acemoglu, Johnson, and Robinson (2001) with their al-

ternative measure of institutions and instrument.

The results in these papers have been confirmed by a number of sub-

sequent studies,5 and the overall evidence is that institutions play an

overwhelming role in explaining differences in economic performance

across countries. However, the insights from these parsimonious ap-

proaches are still limited. Thus far, the literature has treated institu-

tions as black boxes. Nevertheless, it is imperative to understand how

How Do Institutions Lead Some Countries to Produce More than Others? 69



institutions work to make countries more (less) productive, and how

they impact and interact with factor accumulation. We attempt to ad-

dress this question in the next section.

3.3 The Effect of Institutions versus Factor Accumulation

3.3.1 Combined Models of Institutions and Factors

The approach of Hall and Jones (1999) and of Acemoglu, Johnson, and

Robinson (2001) contrasts sharply with the traditional methods used to

identify the determinants of cross-country per capita income, as in the

paper by Mankiw, Romer, and Weil (1992), who regress output per

capita on factor inputs. Rather than using the value of the capital share

in the United States to account for the contributions of the various fac-

tors, Mankiw, Romer, and Weil estimate the elasticities of the produc-

tion function econometrically. In particular, they assume that output

in country i is produced according to

Yi ¼ AKa
i H

b
i L

1�a�b
i ; ð5Þ

where L denotes the number of workers. Given our definition of out-

put per worker above and taking logs, we can reexpress the preceding

production function as

log yi ¼ log Aþ a log ki þ b log hi: ð6Þ

The MRW approach is more general than the development account-

ing exercise in HJ, because it does not impose ex ante an elasticity of

output, nor does it assume constant returns to accumulating factors.

However, the former assumes that all countries share identical produc-

tivities,6 an assumption that does not seem to be supported by the

results in the latter.

The first question we want to address is whether large differences in

the residual remain once we allow for the output elasticities to be de-

termined by the data. Mankiw, Romer, and Weil (1992) and Hall and

Jones (1999) use somewhat different data, with the former using per

capita income for 1985 and secondary school enrollment rates as a

measure of human capital, and the latter output per worker in 1988

and the stock of human capital. In order to render comparable results,

we use the HJ output data in all specifications. Human capital data are

either the original MRW or HJ, again to generate comparable results.
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Our measure of institutions will be social infrastructure, as constructed

by Hall and Jones. In all regressions, this variable is instrumented as

in HJ. Aside from a reduced sample size, Acemoglu, Johnson, and

Robinson (2001) instruments yield the same results.

Table 3.1 juxtaposes the basic empirical results. The first column

reports the results of HJ, where institutions alone determine output

levels. The second column presents a regression of output per capita

on factor inputs, a general version of MRW. In their paper,7 Mankiw,

Romer, and Weil (1992) obtain a somewhat lower elasticity of output

with respect to physical capital and a higher one for human capita,

0.48 and 0.23, respectively. However, the MRW estimates are within the

10 percent confidence interval implied by the estimates in column 2.

The bottom two lines of table 3.1 report the correlation of the residual

with output per capita and institutions for the two approaches. In the

HJ setup, this is the Solow residual obtained from equation (3); for the

MRW specification, it is the residual resulting from the regression

equation. The augmented Solow model provides a very good fit for

the data. In particular, the correlation between the residual and output

levels drops from 0.89 to 0.30, indicating that the estimates for the elas-

ticities of output give a much better picture than imposing a ¼ 1=3.

Table 3.1

Institutions in the augmented Solow model. Dependent variable: Log output per worker

HJ MRW
Combined
model 1

Combined
model 2

Institutions 5.142*** 1.089*** .698**
.343 .235 .249

Log h (enrollment rate) .110 .099
.072 .069

h (human capital stock) .141
.087

Log k .603*** .525*** .562***
.040 .048 .037

N 127 111 111 127

R-squared 0.58 0.91 0.92 0.91

Root MSE 0.70 0.33 0.31 0.33

Correl (A, Y/L) 0.89 0.30 0.27 0.31

Correl (A, Institutions) 0.60 0.25 0.01 0.00

Note: MRW specification without steady-state assumptions. Specifications in columns 2
to 4 are two-stage least squares regressions, where institutions are instrumented as in HJ.
Subscripts ***/**/* denote 1 percent/5 percent/10 percent significance levels.
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Nevertheless, the resulting residual is still highly correlated with insti-

tutions (0.25).

The natural extension is to estimate a production function that

includes both inputs and institutions. Suppose output is produced

according to

Yi ¼ AiK
a
i H

b
i L

1�a�b
i ; ð7Þ

with the level of productivity, Ai, being a function of institutions. In

particular, we stipulate that

Ai ¼ AedIi : ð8Þ

Output per capita is then a function of factor inputs, institutions, and a

residual, taken to be the level of technology, and we can express it as

log yi ¼ log Aþ a log ki þ b log hi þ dIi þ e: ð9Þ

The third and fourth columns in table 3.1 report the results of the

combined model in (9), using secondary school enrollment rates as in

MRW, and the stock of human capital as calculated by Hall and Jones

(1999). Following HJ, we introduce institutions into the regressions

without taking logarithms.

The results from the regressions are surprisingly good. All factors

have the expected sign, and the estimates are quite robust across speci-

fications. In particular, the coefficient on institutions is positive and sig-

nificant, suggesting that Hall and Jones (1999) could have also included

factors of production, or that Mankiw, Romer, and Weil (1992) could

have included institutional differences to derive more accurate esti-

mates of contributions of physical inputs to explaining per capita in-

come differences across countries.

Once capital and labor are included in the regression, the estimate

for the effect of institutions on growth, although still positive and sig-

nificant, drops by a whole order of magnitude. Institutions can now

account for only between 15 and 20 percent of the variation in per cap-

ita incomes. At the same time, the inclusion of institutions shows that

the elasticities of output with respect to human and physical capital

barely change as compared to the basic MRW specification in col-

umn 1. These elasticities are somewhat lower in the specification with

institutions.

Neither of the combined models represents a significant improve-

ment over the MRW specification in terms of the R2. In order to assess
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the effectiveness of our specification, we examine how the combined

models fare in terms of the Solow residual. The last two columns of

table 3.1 show that the inclusion of institutions has an important effect:

the correlation between the residual and output falls by 10 percent (col-

umn 3), while the correlation between the residual and institutions dis-

appears entirely.

Figures 3.2 and 3.3 plot the residuals obtained from the combined

model (model 1) and either per capita output or institutions. Although

there is still some correlation with output, there is none with the mea-

sure of institutional quality. Our specification thus purges the residual

of its institutional component, rendering it a true statistical residual

due to measurement errors or violations of the structural assumptions

in the Solow growth accounting framework (such as constant returns

to scale).

3.3.2 Direct and Indirect Effects of Institutions

The regressions in table 3.1 imply that both institutions and factor ac-

cumulation matter for output levels. However, institutions by them-

selves do not produce output; their effect should actually be captured

by the catalytic effect institutions have on the factors of production. In

this section, we seek to understand how much of the variation in out-

put is accounted for by the direct (and abstract) impact of institutions,

Figure 3.2

Output and the residual: the combined model.
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as opposed to the indirect effect of institutions that works through fac-

tor inputs.

Table 3.2 reports the direct and indirect effects of institutions by re-

gressing inputs on institutions. The indirect effects were obtained by

running the regression x ¼ gþ g1Institutionsþ e, where x is either k, h,

or A. The direct effect of institutions is the coefficient d in equation (9),

normalized so that the sum of coefficients is equal to 5.142, that is, to

the coefficient on institutions obtained when these are the sole explana-

tory variable.

Figure 3.3

Institutions and the residual: the combined model.

Table 3.2

Direct and indirect contributions of institutions to per capita income

Dependent variable

a log
K

L
b log

H*

L log A
Institu-
tions

Combined
contribution
of H, K**

HJ 2.416 0.896 1.830 3.312

MRW 3.478 0.767 0.897 4.245

Combined model 1 3.745 0.325 1.072 4.070

Combined model 2 4.222 0.196 0.724 4.418

*H refers to MRW and HJ human capital variables, respectively, logged when necessary.
**Refers to the sum of columns 1 and 2. Coefficients in all intermediate regressions had
significance levels of over 1 percent.
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In row 1 we assess the contribution of inputs under the assumption

that a ¼ 1=3 and b ¼ 1=3, as in HJ. The contributions of inputs together

with the residual, A, add up to 5.142, which is the total contribution of

institutions as measured by the coefficient in table 3.1.

In the HJ specification in row 1, factors of production contribute

about 64 percent to output, whereas the contribution of the Solow re-

sidual, A, accounts for the remaining 36 percent of the variation in out-

put levels across countries. That is, factor accumulation plays a limited

role, accounting for less than two thirds of output differences, and

institutions seem to mainly affect aggregate productivity.

The rest of the table repeats this exercise for the Solow model aug-

mented by Mankiw, Romer, and Weil (1992) and for our combined

models. The second line uses the production elasticities obtained by

Mankiw, Romer, and Weil, namely, a ¼ 0:48 and b ¼ 0:23. With these

elasticities, the role of factor accumulation becomes much more impor-

tant: 82 percent of the effect of institutions occurs through human and

physical capital accumulation. Similar results are obtained when we

use the elasticities obtained from the combined model. Again, the

main role of institutions is to encourage factor accumulation, with the

direct effect accounting for between 14 and 21 percent of the overall

impact.

The other major difference between the development accounting ex-

ercise and the results using estimated elasticities concerns the relative

importance of physical and human capital accumulation. Imputing the

value of a results in a contribution of institutions through human capi-

tal, which is almost a third of the total contribution of factors. The aug-

mented Solow model (with and without institutions) features a much

more important effect through physical capital, with only a small ef-

fect occurring through human capital accumulation (between 4 and 18

percent of the total contribution of factors).

3.3.3 The Interaction between Institutions and Factors of Production

Our preceding discussion implies that physical and human capital re-

act rather differently to improvements in institutional quality. A reason

for this could be that the elasticities of output with respect to factor

endowments, and hence factor returns, depend on a country’s institu-

tional quality. That is, given the level of technology, the effect of a

given stock of (physical or human) capital on output depends on the

quality of a country’s institutions.
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While Mankiw, Romer, and Weil (1992) assume the level of technol-

ogy to be common across countries and allow the output elasticities to

be determined by the data, Hall and Jones (1999) impute the elasticities

and allow technology to vary across countries. What both approaches

share is the assumption that factor shares are constant across countries.

Yet, the data cast doubt on this assumption. A number of recent studies

document the extensive differences in factor shares across countries

and over time (see Gollin 2002; Harrison 2002; Bentolila and Saint-Paul

2003). Such evidence raises the question of whether allowing the out-

put elasticities to vary across countries can improve our understanding

of income differences. If we assume that the elasticity of output with

respect to the various inputs differs systematically across countries, we

must propose a mechanism by which such differences arise. Here we

stipulate that institutions crucially affect the productivity of factors

and their shares in output.

In order to estimate the extent to which differences in output elastic-

ities are driven by institutional differences, we further modify the pro-

duction function used by Mankiw, Romer, and Weil (1992) and assume

that output in country i is produced according to

Yi ¼ AiK
a i

i H
bi
i L

1�a i�bi
i : ð10Þ

We propose that both the level of aggregate productivity and the

elasticities of output with respect to the two inputs depend on the

quality of institutions, I. As before, productivity is given by Ai ¼ AedIi .

Concerning the elasticities, we assume a simple linear formulation,

whereby ai ¼ aþ aIi and bi ¼ bþ bIi. We can then write output per

capita as

log yi ¼ g0 þ g1Ii þ g2 log ki þ g3Ii log ki þ g4 log hi þ g5Ii log hi; ð11Þ

with institutions affecting output through g1, g3, and g5, which capture

both the direct effect of institutions on total factor productivity (TFP),

which is constant across countries, as well as the effect of institutions

on the input elasticities.

Table 3.3 reports the results of the estimation. Two surprising results

emerge. First, the coefficient g1 is insignificant in both specifications.

Institutions no longer affect TFP, which contrasts with the results in

table 3.1. Rather, the effect of institutions on output is now entirely

captured by its effect on the productivity of inputs. The alternative in-

terpretation is that the HJ specification loses its validity once the effect
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of institutions on factor inputs and factor shares has been included.

The second result is no less surprising: better institutions seem to in-

crease the productivity of physical capital, but reduce that of human

capital. Institutions increase the elasticity of output with respect

to physical capital and labor, and reduce the elasticity with respect to

human capital. Human capital and institutions by themselves have a

positive impact; however, institutions matter more for growth in low

human capital countries. The reverse way of thinking about this rela-

tionship is that the more human capital a country has, the less impor-

tant institutions are.

Our results suggest that institutions and physical capital are comple-

ments. On the other hand, institutions and human capital are substi-

tutes, in the sense that, given the stock of capital, a certain level of

output can be produced either with good institutions and low human

capital, or with poor institutions but a very educated labor force.

Table 3.3

Institutional effects on labor and capital productivities. Dependent variable: Output per
worker (2SLS)

Augmented model 1 Augmented model 2

Institutions �.036 �1.376
1.679 1.705

log k .438*** .367***
.095 .089

Institutions � log k .206 .471**
.200 .210

log h (enrollment rate) .300*
.161

Institutions � log h �.514
.396

h (human capital stock) .776**
.310

Institutions � h �1.297**
.517

N 111 127

R-squared 0.93 0.91

Root MSE .31 .33

Correl (A, Y/L) 0.27 0.30

Correl (A, Institutions) 0.00 0.00

Note: HJ and MRW specifications instrumented for institutions as in Hall and Jones 1999.
Subscripts ***/**/* denote 1 percent/5 percent/10 percent significance levels.
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3.4 Conclusions

In this chapter, we provide a preliminary exploration of how institu-

tions may directly affect per capita output. Our results indicate that

the largest impact of institutions is through their effect on the factor

productivity. While institutions have uniformly positive effects on the

productivity of physical capital, our regressions indicate that institu-

tions and human capital are substitutes. This can be interpreted as say-

ing that institutions matter most for countries with low levels of human

capital and least for those with high levels of educational attainment.

Two main implications emerge. First, the results provide evidence

for an over-investment in human capital in some countries, raising the

question of whether traditional justifications for public provision of

education, based on a high social return to education, are still valid.

Second, they indicate—in contrast to the Hall and Jones approach—

improving institutions is not sufficient to generate increases in income

levels. Since the main role of institutions is to increase the productivity

of capital, improving institutions in countries with a very low level of

investment will have only a small impact on output.

Last, our analysis has been static. Yet the results have important dy-

namic consequences. If better institutions increase the productivity of

capital, they will create investment incentives, and hence foster future

output. In fact this could be a possible explanation for the strong corre-

lation between physical capital and institutions found in the data.

Notes

We thank seminar participants at Munich University, the Ifo Institute, and the Venice
Conference on Institutions and Growth, as well as Philippe Aghion, Sascha Becker, and
Stefan Klasen for helpful comments. Eicher thanks the German Science Foundation for
financial support, and Munich University and the Ifo Institute for their hospitality. This
research was conducted while Garcı́a-Peñalosa was visiting CESifo.

1. See Caselli 2003 for a recent survey of development accounting.

2. See Knack and Keefer 1995, 1997; Hall and Jones 1999; Acemoglu, Johnson, and Robin-
son 2001, 2002; Easterly and Levine 2002.

3. Before Knack and Keefer 1995 and 1997, secure property rights/good institutions were
proxied by the Gastil Index of political and civil liberties, and frequency of revolutions,
coups, and political assassinations. However, results from such regressions were less
satisfactory.

4. A number of other concerns have been raised regarding the simple cross-country
regressions that we, and the original papers we discuss, undertake. These range from
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issues of data quality to model uncertainty and parameter heterogeneity. See Durlauf,
Johnson, and Temple 2004 for a discussion.

5. See, among others, Kaufman, Kray, and Zoido-Lobatón 1999; Easterly and Levine
2002; Grigorian and Martinez 2002; and Rodrik, Subramanian, and Trebbi 2002.

6. In their specification of the output levels regression equation, Mankiw, Romer, and
Weil also assume that all countries are in their steady state, and they write the level of
output as a function of investment shares, which in turn determine the steady state levels
of human and physical capital. Our formulation is more general and simply uses factor
endowments as the determinants of income levels.

7. The coefficients we report are implied by the growth regressions in MRW, which take
into account that economies may not be at their steady states.
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4 Regulation and Economic
Performance: Product
Market Reforms and
Productivity in the OECD

Giuseppe Nicoletti and
Stefano Scarpetta

4.1 Introduction

Over the past decade, a large number of theoretical and empirical

studies have highlighted the channels through which institutional set-

tings can affect crucial dimensions of economic performance. The large

majority of this literature has focused on the effects of different insti-

tutional settings between industrial and developing countries on their

economic performances. Yet even within the industrial economies the

gaps in income per capita remain large. For example, in the early

2000s, per capita incomes were between 20 and 30 percent lower in

Japan and the European Union than in the United States.1 Moreover,

growth episodes differed across industrial countries. For example, the

acceleration in productivity growth observed in the United States since

the mid-1990s has been shared only by a limited number of—generally

small—OECD countries.2

Such evidence raises the question of why the process of economic

convergence observed for some decades in the postwar period has

been halted and even partially reversed. Is this a temporary phenome-

non associated with the spread of the information and communica-

tion technology and its associated exuberance in investment, or is it

rather a signal of more long-term forces that deserve a closer look

by policymakers? Recent growth theory suggests that catch-up in real

incomes is not mechanical. Rather it depends on factors such as market

imperfections, agglomeration effects, or differences in endowments and

institutional settings (see, e.g., Barro and Sala-i-Martin 1998, and chap-

ter 1 in this volume). Indeed, the institutional setting in which firms

operate is likely to affect both their level of employment and labor pro-

ductivity, and through those aggregate output.



An essential component of the institutional framework is the extent

of regulation in labor and product markets. A substantial literature

has examined the impact of labor market policies on employment in

OECD countries,3 but the macroeconomic effects of regulations in the

product market have received little attention. Such lack of attention is

surprising for two reasons. First, the large cross-country variability in

policy choices in this area and the magnitude of reforms aimed at pro-

moting competition and productivity growth imply that such policies

are good candidates for explaining cross-country differences in eco-

nomic performance. Second, the effects of product market reforms on

productivity and prices at the industry level have been well docu-

mented, but little is known about their macroeconomic implications.

Yet as reforms spread to an increasing number of industries and in-

creasingly include changes in general-purpose regulations, such as ad-

ministrative procedures, their macroeconomic repercussions are likely

to be significant.4

In this chapter, we assess the effect that the reforms of product mar-

ket regulations undertaken by OECD countries over the past two

decades have had on two determinants of growth, investment, and

multifactor productivity. The aim of the chapter is twofold. First, we

review the theoretical literature, taking a bottom-up approach to go

from microeconomic arguments to macroeconomic outcomes. Second,

we bring together the results obtained in some of our empirical work

over the past few years with the aim of assessing the overall impact of

regulatory reforms. Whenever possible, we compare our results with

those found in other empirical studies.

We argue that product market regulations affect at least one of the

two key components of the output gap across countries: the labor pro-

ductivity gap. The latter can be further decomposed into the capital-

labor ratio and the level of multifactor productivity. Existing theories

on the microeconomics of regulation tell us that regulations can affect

both of these factors through its impact on investment, managerial be-

havior, and the incentives to adopt new technologies and innovate.

The effects are however complex and, at times, contradictory. For ex-

ample, the regulation of natural monopolies can hinder entry of new

firms, but it may also prevent abusive use of market power. The signs

of the overall effects on both capital accumulation and productivity are

hence a priori ambiguous.

In order to assess empirically the strength of the various effects, we

draw on three studies that examine the impact of regulations on invest-
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ment (domestic and foreign) and multifactor productivity. The studies

use a consistent set of quantitative indicators, recently developed at

the OECD, that measure differences in product market reform across

countries, at both the economy-wide and the industry level. We look

especially at regulations in non-manufacturing, where restrictions to

competition and reforms to alleviate them have been more extensive.

Throughout the chapter, we concentrate on the effects of policies aimed

at strengthening private governance (e.g., through privatization) and

opening up access to markets where competition is economically via-

ble, though the empirical analyses we discuss often also look at the

interactions between product market reforms and policy and institu-

tions in other markets—in particular, the labor market.

The reported empirical results are based on panel estimates of fairly

general specifications of investment and productivity across countries,

time, and (when possible) industries. To reduce the risk of parameter

heterogeneity, we focus on a subset of relatively similar OECD coun-

tries, and we account for differences in the response of sectoral pro-

ductivities to regulations. All our crucial policy variables have a wide

variability in all the dimensions of the panel, including over time,

reflecting the significant privatizations and liberalizations that were

implemented by OECD countries over the past three decades. We also

pay particular attention to data and specification issues, such as sensi-

tivity to outliers, changes in the set of explanatory variables, and the

presence of nonlinearities.

Empirical results are reported in a summary form, concentrating

on the implied quantitative implications for macroeconomic outcomes.

They suggest that pro-competitive reforms tend to increase both in-

vestment and productivity. Through both these channels, product mar-

ket reforms can lead to higher growth in GDP per capita. Clearly,

quantitative assessments heavily depend on modeling choices and

sample coverage. In particular, despite the focus on a homogeneous set

of economies, unaccounted differences in the way they may respond to

changes in regulation may bias the estimated coefficients. Therefore,

implications based on such coefficients should be interpreted with cau-

tion, especially in view of the fact that the variables we consider are

closely interdependent, and the global effects of reform can hardly be

expressed as the sum of the effects estimated for each of them sepa-

rately. Nonetheless, we believe that the reported results are sufficiently

robust to provide at least an indication of the direction of the effects

and possibly the magnitudes involved.
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Our chapter contributes to recent literature on the institutional de-

terminants of economic performance. In contrast to other empirical

studies, we try to open the black box that is the link between institu-

tions and growth by focusing on a very specific type of institutions.

This allows us to assess some of the channels through which these

institutions affect the determinants of growth. Two such channels, for-

eign direct investment and catch-up of industry-level multifactor pro-

ductivities to OECD best practice, introduce an open economy element

to the picture that is often missing in analyses of institutions and

growth.

The plan of the chapter is as follows. In section 4.2 we provide a brief

review of the literature on the economics of regulation and examine

the main channels through which product market policies can affect

investment and productivity, and consequently output. Section 4.3

describes the indicators of product market regulation used in the em-

pirical analysis, as well as the trends in regulation observed in the

OECD over the past two decades. We then discuss the econometric

approaches—and their drawbacks—used in the empirical analyses that

is summarized in section 4.4. We provide the main concluding remarks

in section 4.5, where we also indicate possible avenues for further

research.

4.2 Regulation and the Determinants of Output Growth and

Income per Capita

4.2.1 Output Growth and Income per Capita

A country’s level of output per capita can be mechanically decom-

posed into the average number of hours worked by the workforce mul-

tiplied by the level of labour productivity. Differences in per capita

output levels across countries can then be explained by the extent of

utilization of labor and by differences in labor productivity. Figure 4.1

presents a decomposition of real income levels relative to the United

States in some OECD countries, and indicates that discrepancies in

both hours worked and output per hour worked remain large even

within this group of countries.

Differences in the institutional setting in which firms operate, and in

particular differences in the extent of regulation in labor and product

markets, are likely to affect both employment and labor productivity,

and hence are candidate explanations for the divergent economic per-
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Figure 4.1

The sources of real income differences, 2002 (2000 Purchasing Power Parities).
Source: OECD Productivity Database.
1. Percentage gap with respect to the United States level.
2. Labor resource utilization is measured as trend total number of hours worked divided
by population.
3. Labor productivity is measured as trend GDP per hour worked.
4. European Union except Luxembourg.
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formances. Figure 4.2 illustrates the way in which such regulation can

impact output levels. Labor market policies are a major determinant of

both the employment rate and the number of hours worked, and the

macroeconomic effects of labor market reforms have been extensively

studied. However, little attention has been devoted to the impact of

product market reforms despite the fact that recent policy changes in

European product markets have sometimes been deeper than reforms

in labor markets, as noted by Koedijk and Kremers (1996).

Product market regulations are likely to have macroeconomic effects

mainly through their impact on labor productivity growth.5 Labor pro-

ductivity growth can be decomposed into changes in the capital-labor

ratio—a measure of capital deepening—and changes in multifactor

productivity (MFP), whose ‘‘broad’’ definition measures the residual

growth in output that cannot be attributed to changes in the quantity

of labor and capital used in production.6 Changes in broad MFP

growth can be further decomposed into changes in the ‘‘quality’’ of fac-

tor inputs—so-called embodied technological progress—and a resid-

ual factor that accounts for organizational changes and disembodied

technological progress. Available information suggests that both im-

provements in the human capital of workers and shifts to more pro-

ductive technologies and forms of organization have contributed to

changes in productivity growth.7 In particular, the shift toward infor-

Figure 4.2

The proximate determinants of GDP per capita.
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mation and communication technology (ICT) equipment has been a

strong factor behind the acceleration of productivity growth in some

countries. At the beginning of the century, the share of ICT equipment

in total investment was higher than in the previous decade in all coun-

tries for which data are available except Spain and Italy, and OECD

countries’ experience suggests a positive correlation between labor

productivity acceleration and the increase in ICT investment over the

1990s (figure 4.3), reflecting both a surge in the level of investment

(and in the capital-labor ratio) as well as an increase in the productivity

of capital.8

Even narrowing down the definition of product market regulations

to policies that affect competition among producers, it is easy to see

that their effects are complex. They can curb competitive pressures and

hinder (or prevent) entry of new firms in potentially competitive

markets, but they can also favor competition in certain industries by

Figure 4.3

Pickup in hourly labor productivity growth and increase in information and communica-
tion technology investment.
Source: OECD Productivity Database.
1. Labor productivity is defined as output per hour worked.
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ensuring that market power in natural monopoly segments is not used

abusively and by providing the correct incentives to market partici-

pants. Sections 4.2.2 and 4.2.3 examine the main channels through

which regulatory reforms in product markets impact on investment

and multifactor productivity, and hence on productivity growth. In

doing so, we will think of three broad categories of policies—barriers

to domestic competition, barriers to foreign trade and investment, and

cumbersome administrative procedures—all of which are likely to af-

fect labor productivity.

4.2.2 Regulation, Competition, and Investment

4.2.2.1 Capital Spending

Changes in the regulatory environment may affect both domestic and

foreign investment. Regulatory reforms of domestic product markets

often take the form of a reduction of entry barriers in markets where

competition is viable. As argued by Blanchard and Giavazzi (2003) and

Alesina et al. (2003), a reduction in barriers to entry will increase the

number of firms, leading to a decrease in the markup of prices over

marginal costs and, therefore, of the shadow cost associated with capi-

tal and output expansion. This is likely to expand activity levels and

stimulate capital formation. At the same time, less red tape and lighter

regulatory burdens lower the costs of adjusting the capital stock, there-

by boosting the capacity of firms to react to changes in fundamentals

by expanding their productive capacity.

Regulation can affect investment through two additional channels,

which can potentially offset the previously mentioned mechanisms.

One consists of the Averch and Johnson (1962) effect. Certain regula-

tions, such as ceilings on the rate of return on capital, encourage firms

to over-accumulate capital in order to increase their overall remunera-

tion. The removal of the ceilings will hence result in a downward ad-

justment of the capital stock. Last, ill-designed deregulation can fail to

provide the right incentives to expand capacity. In particular, certain

sectors such as network industries have been subject to a redesign of

price regulation (e.g., from rate of return to price caps or inappropriate

access pricing regimes) or to changes in industry structure (e.g., ver-

tical separation of networks from service provision). Moreover, ill-

designed deregulation may allow public enterprises to raise barrier to

new entrants and curb competition.9
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4.2.2.2 Foreign Direct Investment

The impact of regulation on foreign direct investment (FDI) is particu-

larly relevant, because FDI not only raises the capital-labor ratio but

also may be an important source of technological transfer. While the

reasons to expect a negative effect of FDI restrictions on foreign invest-

ment are obvious, the role played by domestic regulations is a priori

more ambiguous. Indeed, by raising production costs or entry barriers,

domestic regulations can affect FDI in conflicting ways. On the one

hand, regulations that increase costs in the host country can deter FDI

by lowering its expected rate of return if the foreign subsidiary is used

as a platform for reexporting final or intermediate goods back home or

to other less regulated countries. On the other hand, if FDI aims at

accessing the local market, cost-increasing regulations in the host coun-

try may encourage FDI because the foreign affiliate can take advantage

of the production structure of the parent firm, which may be more effi-

cient than in local firms if regulations in the investor country are more

pro-competitive.10

Similar conflicting influences can be exerted by regulations that raise

entry barriers in host countries. Such entry barriers clearly deter ‘‘green-

field’’ FDI aimed at establishing new firms or creating new production

plants. However, by endowing local firms with market power, they

can actually encourage inward FDI aimed at acquiring existing local

firms, or merging foreign parents with these firms.

4.2.3 Regulation and Multifactor Productivity

There are basically three ways in which MFP improvements can be

achieved: eliminating slack in the use of resources, adopting more effi-

cient technologies, and increasing innovative effort. By affecting the

incentives to innovate and improve efficiency, regulations that pro-

mote product market competition can have important effects on MFP

performance.

4.2.3.1 Reducing Slack

There is an increasing consensus that product market policies that

promote entrepreneurship and competition may contribute to shift

the (country-specific) efficiency frontiers by raising the efficiency

with which the inputs are used.11 Regulatory policies may, in parti-

cular, help to eliminate X-inefficiencies through a number of different
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channels.12 For example, competition creates greater opportunities for

comparing performance, making it easier for the owners or the market

to monitor managers. Competition is also likely to raise the risk of

losing market shares at any given level of managerial effort, inducing

managers to work harder so as to avoid this outcome.13 Moreover,

business-friendly regulations make it easier to implement efficiency

improvements by reshuffling resources within and across firms.

It should be stressed that theoretical predictions of the effects of

greater competition on managers’ incentives are often ‘‘subtle and am-

biguous’’ (Vickers 1995). Models using explicit incentives under in-

formation asymmetry do not lead to clear-cut implications (see, e.g.,

Holmström 1982), while intertemporal models using implicit (i.e.,

market-based) rewards suggest a positive link between competition

and managerial effort if productivity shocks are more correlated across

competitors than managerial abilities (Meyer and Vickers 1997). But

competition could also lead to more slack if managers are highly re-

sponsive to monetary incentives, as the scope for performance-related

pay is reduced (Scharfstein 1988).

4.2.3.2 Technology Diffusion and Adoption

The opening up of markets and increased competitive pressures pro-

vide both opportunities and strong incentives for firms to upgrade

their capital stock and adopt new technologies to reach frontier pro-

duction techniques. New entrants into a sector are likely to bring new

vintages of technology, often embodied in capital goods, and this gives

incumbents the opportunity to upgrade their capital through imitation.

Moreover, the threat of losing market share vis-à-vis these more ad-

vanced competitors motivates existing firms to adopt new technologies

and upgrade their machinery (Schmidt 1997; Aghion and Howitt 1998).

Technology diffusion may also be induced by spillovers from in-

creased trade and foreign direct investment resulting from the reduc-

tion of border and nonborder barriers. Theoretical models highlight a

number of mechanisms: the transfers of technology between parents

and subsidiaries of multinationals, learning externalities for the host-

country labor force, and spillovers related to the provision of high-

technology intermediate inputs from the origin country. While the

empirical evidence is mixed, recent cross-country and microeconomic

studies suggest that these effects are significant, indicating that an in-

crease in FDI is likely to be associated with higher levels of multifactor

productivity.14
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4.2.3.3 Innovation

There are three basic mechanisms that affect the incentives that firms

have to innovate.15 First, the attempt to acquire a competitive edge on

rival firms often results in a stronger innovation effort. This can be due

to the fact that in highly competitive markets, small price differences

have big effects on market shares; competition thus raises the ‘‘bang

for the buck’’ from cost-reducing productivity enhancements provid-

ing greater incentives to innovate. Alternatively, Klette and Griliches

(2000) note that incumbents might be pushed to innovate in order to

preempt rivals. Second, easier entry into (and exit from) innovative

markets fosters market testing of new ideas and the process of ‘‘cre-

ative destruction.’’

Last, Aghion et al. (2001) model the pro-innovation impact of com-

petition by noting that stronger competition may force managers to

speed up the adoption of new technologies in order to avoid loss of

control rights due to the risk of bankruptcy. Even when firms have

similar cost structures (the case of ‘‘neck-and-neck’’ competition) and

technological progress is more gradual, stronger competition may in-

duce firms to increase R&D investment (conditional on the level of pro-

tection of intellectual property rights) in order to acquire a lead over

their rivals. This channel, however, may be ‘‘bell-shaped’’ in the sense

that the pressure for more innovation may be the highest at intermedi-

ate levels of competition (see Boone 2000a, 2000b; and Aghion et al.

2002), since ‘‘too much’’ competition may dissipate innovation rents

curbing incentives to innovate.

4.2.4 Summing Up

The effect of product market reform on investment, both domestic and

foreign, is ambiguous because there is a trade-off between the positive

incentives generated by lower entry barriers or easier administrative

procedures and the negative ones due to the removal of regulations

that had led to over-investment or market power for foreign firms.

Concerning MFP, there are strong arguments suggesting that increased

competitive pressures resulting from product market reform are likely

to stimulate productivity. However, offsetting factors and uncertainties

inherent in the channels described earlier—in particular, the ambigu-

ous effect on managerial incentives—indicate that the strength, if not

the direction, of the link between product market competition and pro-

ductivity performance remains an empirical issue.
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It is also important to note that the investment and productivity

gains induced in certain industries may lead to productivity gains for

the economy as a whole. The domestic business environment is likely

to be particularly important for efficiency in utilities and service indus-

tries, where competition from abroad is weaker and a difficult balance

has to be struck between regulations and market forces due to market

imperfections (e.g., in network industries). Enhancing competition in

these industries can provide a ‘‘double dividend’’ because it may both

increase the direct contribution of non-manufacturing to overall pro-

ductivity growth and contribute to overall productivity growth indi-

rectly, via improvements in the productivity of industries that use

non-manufacturing products as intermediate inputs.16

4.3 Data and Econometric Specifications

4.3.1 Patterns of Product Market Reform

Most OECD countries have implemented sweeping regulatory reforms

over the past two decades, with the aim of promoting entrepreneur-

ship and competition. However, they did so at different speeds and to

a different degree. The main elements of these reforms were (1) privati-

zation, (2) entry and price liberalization in potentially competitive do-

mestic markets, (3) pro-competitive regulation of natural monopoly

markets (e.g., by regulating access to networks), and (4) further liberal-

ization of international trade and foreign direct investment.17

To gauge the extent of these reforms, we use a set of cross-country

quantitative indicators of regulatory reform. The indicators measure to

what extent competition and firm choices are restricted where there are

no a priori reasons for government interference, or where regulatory

goals could plausibly be achieved by less coercive means. The indicators

are constructed to measure regulation in either particular areas of the

economy, specific industries, or the overall economy. Many of them fo-

cus on the non-manufacturing sector, which is the most regulated and

sheltered part of the economy. Indeed, few explicit barriers to competi-

tion remain in markets for manufactured goods in the OECD countries.

All indicators take continuous values on a scale going from least to

most restrictive of private governance and competition and report the

situation at the end of the past decade, the latest period for which com-

plete cross-country information was available at the time of this writ-

ing.18 Box 4.1 provides a cursory view of the main indicators used in

92 Giuseppe Nicoletti and Stefano Scarpetta



Box 4.1

Indicators of Product Market Regulation

Barriers to Trade

These include tariff and nontariff barriers over the 1988–2001 period. The
indicator of nontariff barriers is a frequency ratio: it corresponds to the
proportion of (6-digit) tariff lines to which nontariff barriers apply. Non-
tariff barriers have been aggregated into indicators for two-digit indus-
tries using import weights corresponding to 1998 trade flows across
OECD countries. A similar indicator for tariff barriers has been con-
structed. Details are provided in Nicoletti and Scarpetta 2003.

FDI Restrictions

Several types of restrictions are considered: limitations on foreign own-
ership, screening or notification procedures, and operational restrictions.
These restrictions are reported for nine sectors, of which seven are ser-
vices, and then aggregated into a single measure for the economy as a
whole. The indicator covers the 1980–2000 period. Details can be found
in Golub 2003.

Non-manufacturing Regulation

The indicator covers regulations and market conditions in seven energy
and service industries over the 1975–1998 period: gas, electricity, post,
telecoms (mobile and fixed services), passenger air transport, railways
(passenger and freight services), and road freight. The coverage of regu-
latory areas varies across industries. Barriers to entry are reported for all
industries; public ownership is reported in all industries except road
freight; vertical integration is documented for gas, electricity, and rail-
ways; market structure is documented for gas, telecommunications, and
railways; and price controls are reported for road freight. The summary
indicator is the simple average of the industry-level indicators. See Nico-
letti and Scarpetta 2003 and Alesina et al. 2005 for details.

Economy-wide Indicators of Product Market Regulations

These indicators describe the 1998 policy environment in OECD product
markets summarizing information on 139 general-purpose and industry-
specific regulatory provisions restricting domestic market mechanisms
(in potentially competitive environments) and international trade and in-
vestment. Details on data sources, scoring, and aggregation methods are
provided in Nicoletti, Scarpetta, and Boylaud 1999.
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the empirical analyses surveyed here. The first three consists of indica-

tors measuring the strength of barriers to trade, FDI restrictions, and

the degree of regulation in non-manufacturing industries. These indi-

cators have a full time-series dimension. We also use an economy-

wide indicator covering product market regulations in both domestic

markets and traded goods, which provides a summary view of the ex-

tent to which both economic and administrative regulations affected

competition and private governance in each country. This indicator is

only reported for 1998. It is important to note that these indicators are

not intended to measure how effective regulations are in meeting their

stated public policy goals; they merely quantify the ‘‘market unfriendli-

ness’’ of regulations.

The variability in product market regulation both across countries

and over time is substantial. Figure 4.4 focuses on border policies,

showing the evolution of tariff and nontariff barriers and explicit

restrictions to foreign direct investment. Trade restrictions have gener-

ally fallen in the OECD area. Over the 1996–2001 period, average tar-

iffs have further declined in most countries, though the dispersion of

bilateral tariff rates remains wide, reflecting tariff discrimination across

trading partners. Available information on nontariff barriers up to 1996

suggests that these barriers have declined as well. However, they were

still significant in many OECD countries, and more recent surveys sug-

gest that such barriers have shifted from border restraints to domestic

policies restricting access to markets. Foreign direct investment restric-

tions were also softened significantly over the past two decades, but

cross-country differences remain large, with most European Union

(EU) countries showing greater openness than the United States and

Japan (largely due to complete liberalization of capital flows within

the EU Single Market).19

Figure 4.5 highlights, by means of the summary indicator for

non-manufacturing regulation, the general patterns of reform in non-

manufacturing over the 1980–1998 period. The box plot shows the

Figure 4.4

Openness to trade and foreign direct investment.
Source: WTO Online Database; UNCTAD TRAINS Database; Golub 2003.
1. Simple average of applied MFN tariff rates.
2. OECD calculation based on UNCTAD data. Aggregation from two-digit level tariffs to
national level using sectoral value-added weights.
3. The indicator ranges from 0 (least restrictive) to 1 (most restrictive). The most recent
year for which data are available varies across countries between 1998 and 2000.
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Figure 4.5

Regulatory reform in non-manufacturing.1,2

Source: Nicoletti and Scarpetta 2003.
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median level of regulation and the dispersion of regulatory approaches

across countries in each year. There was some policy convergence over

the past two decades in absolute terms, with policies generally be-

coming friendlier to market mechanisms. However, mainly due to dif-

ferences in initial conditions and in the pace of reform, regulatory

policies diverged in relative terms, with a widening variance of ap-

proaches across countries in the most recent period. Paradoxically, the

divergence in policies over the 1995–1998 period was widest within

the European Union, despite efforts by the European Commission (EC)

to harmonize the business environment in the EU Single Market.

Cross-country differences in regulation, and hence differences in the

implementation of regulatory reform, can also be gauged looking at

the economy-wide indicator of regulations (figure 4.6). In 1998, the

United Kingdom had both the lighter administrative burdens (e.g.,

start-up costs) and the least restrictive market regulations (e.g., barriers

to entry, public ownership). It was followed closely by the other com-

mon law countries, although economy-wide and/or industry-specific

administrative regulations appeared to be somewhat heavier in some

relatively liberal countries such as Ireland and New Zealand. At the

opposite end, Italy was the most restrictive among the countries sur-

veyed, with heavy administrative regulations also found in France,

Belgium, and, to a lesser extent, Japan and Germany. Interestingly,

countries with tight economic regulations also had burdensome ad-

ministrative procedures on business enterprises.

4.3.2 Empirical Issues

The next section presents empirical results relating cross-country differ-

ences in the scope and pace of product market reform to investment

and productivity outcomes. We look at domestic capital formation

and multifactor productivity developments at the industry level and at

Figure 4.5 (continued)
1. The box plot shows, in each year, the median OECD value of the regulatory indicator
(the horizontal line in the box), the third and second quartiles of the cross-country distri-
bution (the edges of each box) and the extreme values (the two whiskers extending from
the box). Dots identify outlier observations. For consistency, European countries include
only EU members since 1980.
2. The indicator summarizes regulation (including barriers to entry, vertical separation,
price control, and public ownership) in air, rail, and road transport; post and telecommu-
nications; and electricity and gas.
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bilateral and overall stocks of foreign direct investment. The phenom-

ena addressed are different, and details on the empirical models esti-

mated in each case are provided later. Nevertheless, the empirical

approaches share some common features that we highlight here.

First, as mentioned in section 4.1, we try to move away from the esti-

mation of aggregate growth relationships to look at some of the chan-

nels through which policies can affect GDP per capita performance.

The models estimated are not ‘‘structural’’ in the sense of involving

restrictions that allow direct testing of alternative economic theories of

investment and productivity. However, their specifications are linear

Figure 4.6

Overall regulatory approaches across countries.1 Economic and administrative
regulation.2

1. The scale of indicators is 0–6 from least to most restrictive.
2. Administrative regulation includes reporting, information and application procedures
and burdens on business start-ups, implied by both economy-wide and sector-specific
requirements; economic regulation includes all other domestic regulatory provisions af-
fecting private governance and product-market competition (such as state control and
legal barriers to entry in competitive markets).
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approximations based on widely accepted theories of the phenomena

at hand. Thus, the capital formation specification explicitly derives

from a standard model of forward-looking investment behavior with

adjustment costs, the FDI specification is consistent with Markusen’s

‘‘unified approach’’ to international investment, and the MFP specifica-

tion is grounded in conditional convergence models that attribute a

large role to international technological transfer. All these models attri-

bute an important potential role to policies, in particular, those affect-

ing private governance and competition.

Accordingly, we focus on the effects of liberalization and privatiza-

tion policies, which have had a wide variability across countries, sec-

tors, and time. However, we control either explicitly or implicitly

for institutions and policies in other areas (e.g., the labor market),

which often vary less in one or more of these dimensions. For instance,

labor market policies are explicitly introduced in the models for do-

mestic and foreign investment, while they are accounted for implicitly

through fixed country and time dummies in the MFP model. Other

potentially important policy areas, such as financial market regula-

tion, are not covered due to lack of data. However, all the estimated

models include a full set of fixed effects (for countries, sectors, and

time) that attempt to capture unobserved influences on investment

and productivity.

Most of the analysis is disaggregated at either the industry level (for

domestic investment and MFP) or at the bilateral level (for FDI). This

required a significant effort in data construction and verification (e.g.,

for obtaining sectoral MFP estimates or indicators of regulation). In

this context, we took particular care to relate as much as possible the

dependent variable to either industry-level or country-pair influences.

For instance, sector-specific or country-pair-specific series for human

capital and regulatory policies were used as regressors in the estima-

tions. It should be noted, however, that while this disaggregation has

the advantage of bringing the analysis closer to the source of the phe-

nomenon being studied, it may also be more prone to problems of

heterogeneity and measurement error. For instance, measured produc-

tivity and investment in service sectors are generally less reliable than

in manufacturing or, for that matter, the economy as a whole. For

other variables, however, such as regulations, measurement is proba-

bly more accurate at the industry level, and this may create a mismatch

between the accuracy of measurement in the dependent and explana-

tory variables.
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We tried to address the potential heterogeneity problems implicit

in the panel estimation of average parameters in two ways. First, we

restricted the analysis to a relatively homogenous subset of ‘‘core’’

OECD countries. Typically, these would include the EU members (be-

fore the recent enlargement), Switzerland, North American countries,

Japan, Australia, and New Zealand. In this subset, country-specific

responses to liberalization and privatization policies can be expected

to be quite similar, although heterogeneity biases in coefficient esti-

mates cannot be excluded. Second, we acknowledged potentially dif-

ferent reactions to such policies in different sectors by either restricting

the analysis to a relatively homogeneous set of industries (such as net-

work industries in the domestic investment estimates) or by testing

differences in crucial coefficients across sectors (such as between the

speed of catch-up and the reaction to regulation in manufacturing and

services in the MFP estimates).

Finally, to verify the robustness of our estimates to potential mea-

surement error and small sample problems, we systematically screened

regressions for the presence of outliers. This was done in two ways.

In all estimations, we identified outliers using a combination of

methods based on leverage values and studentized residuals.20 We

then estimated equations both including and excluding outliers. In

some estimations, notably those for MFP, we checked the robustness of

the value and significance of key coefficients to recursively dropping

country-sector observations one at a time.

4.4 Empirical Evidence on the Effect of Product Market Regulations

on Economic Performance

There is sufficient variability in approaches to market regulation across

countries and over time to expect that some of the channels highlighted

in previous sections could help explain differences in growth perfor-

mances in the OECD area. To check this, we take a bottom-up ap-

proach and look at the evidence concerning the effects of regulation on

the main determinants of growth: capital formation and multifactor

productivity. Since the purpose of this chapter is to summarize this

evidence, we report only the main features and results of the analyses,

as well as (where possible) some quantitative inferences on the likely

impact of regulation on macroeconomic aggregates. In interpreting

these results, the reader should bear in mind the illustrative nature of

any policy simulation based on aggregate regressions. For details on
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the empirical approaches characterizing each study, the reader may

refer to the appendix or the original papers.

4.4.1 Regulation and Investment

There are very few studies looking at the effects of product market

policies on aggregate investment. Yet casual observation suggests that

various measures of investment have recently been related to product

market developments. For instance, countries with a more restrictive

regulatory environment tend to invest less in ICT (figure 4.7). More-

over, investment in crucial non-manufacturing industries appears to

have been increasing in the ‘‘business-friendly’’ United States and

United Kingdom at a faster rate than in ‘‘restrictive’’ large continental

EU countries. The patterns of investment vary significantly between

the two groups of countries: while in the United States and the United

Kingdom investment as a share of the capital stock increased from 3.7

percent in 1975 to 8.2 percent in 1998, in the large continental European

Figure 4.7

Regulation and investment in information and communication technology.
Source: OECD Productivity Database and Nicoletti, Scarpetta, and Boylaud 1999.
1. ICT investment as a percentage of non-residential gross fixed capital formation.
2. Indicator of economy-wide regulation excluding barriers to international trade and in-
vestment. The indicator ranges from 0 to 6, from least to most restrictive.
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Figure 4.8

Regulation and foreign direct investment.
Source: Nicoletti et al. 2003.
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countries the investment rate decreased by 5 percentage points from

9.4 percent to 4.4 percent. Interestingly, the United States and the

United Kingdom strongly liberalized product markets before the nine-

ties, while reforms were almost absent before then in Italy, Germany,

and France. Moreover, changes in investment trends in each non-

manufacturing industry are statistically associated with the timing of

reforms.

Here, we summarize two recent studies that look at investment in

the non-manufacturing sector (Alesina et al. 2003) and aggregate for-

eign direct investment (Nicoletti et al. 2003), respectively. The focus

on non-manufacturing industries is justified by the fact that they are

major users of ICT and there are large differences across countries in

the extent to which these industries contribute to aggregate productiv-

ity growth. Moreover, these differences appear to be closely related to

the extent of regulation, with most restrictive countries failing to obtain

productivity gains. Looking at FDI is relevant because there is a strong

presumption that FDI could significantly contribute to productivity

growth. Casual observation suggests that countries and industries

where regulations restrict access and make business difficult tend to re-

ceive less inward FDI (figure 4.8).

4.4.1.2 Investment in Non-manufacturing

Alesina et al. (2005) look at the effects of regulation on investment

in the transport (airlines, road freight, and railways), communication

(telecommunications and postal services), and utilities (electricity and

gas) sectors. They estimate a simple dynamic panel model of in-

vestment and regulation, controlling for sector/country fixed effects

and common or sector-specific year effects (see the appendix for more

details). They measure regulation with the time-varying indicator de-

scribed earlier, which captures entry barriers and the extent of public

ownership, among other things. They find that regulatory reforms

have had a significant positive impact on capital accumulation in

Figure 4.8 (continued)
1. Each point shows the combination of regulation and FDI in a given country and pe-
riod. Some of these country/period contributions are shown for illustrative purposes.
2. Product of the indicator of economy-wide regulation in 1998 and the indicator of bar-
riers to entry in seven non-manufacturing industries over the 1980–1998 period. 0–1 scale
from least to most restrictive of competition.
3. The indicator ranges from 0 (least restrictive) to 100 (most restrictive).
Summary indicator of restrictions on inward foreign direct investment in nine sectors.
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these industries. In particular, liberalization of entry in potentially

competitive markets has a sizeable effect on long-run investment

rates.

Their findings are consistent with the idea that a reduction in bar-

riers to entry is likely to stimulate investment because it leads to a

decrease of the markup and, therefore, of the shadow cost associated

with capital and output expansion. This effect appears to outbalance

potential downward pressures on investment that might have origi-

nated from changes in incentives due to the redesign of price regula-

tion (e.g., from rate of return to price caps or inappropriate access

pricing regimes) or changes in industry structure (e.g., vertical separa-

tion of networks from service provision). While in principle agency

problems and political mandates affecting the behavior of public man-

agers may lead to over-accumulation of capital, Alesina et al. (2005)

also find that privatization spurs investment. This suggests that the re-

duction of barriers to entry for private firms associated with the elimi-

nation of state control on business enterprises more than compensates

for the reduced importance of potential overinvestment problems due

to managerial incentives. Interestingly, evidence also exists that the

marginal effect of deregulation on investment is greater when the pol-

icy reform is large and when changes occur starting from relatively

low levels of regulation. In other words, small changes in a heavily

regulated environment are not likely to produce much of an effect. The

implications of the analysis are clear: regulatory reforms that substan-

tially lower entry barriers are likely to spur investment. The authors

show that the empirical results are robust to several sensitivity checks

and extensions.

Using these results, it is possible to derive some (highly tentative)

quantitative estimates of the potential effects of product market re-

forms on investment. For instance, a decrease of the indicator of regu-

lation from its third-quartile value to its first-quartile value would

generate, according to the estimated model, an increase in the invest-

ment rate of approximately two percentage points in the long run,

which is quite large. Considering that the sectors analyzed are highly

capital intensive, the increase of investment as a percentage of gross

output or value added would be even larger. Another way to gather a

sense of the magnitude of the changes is to make some experiments

with actual values of the indices in different time periods in one coun-

try or across countries. For instance, the estimated model would pre-

dict that the regulatory reforms implemented in the United Kingdom
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in the transport and communications sector over the period 1984–1998

would raise the investment rate in the long run by 2.5 percentage

points over the same period. The actual increase was 3.0 percentage

points. The estimated model would also predict that if Germany and

France were to align regulation in non-manufacturing industries with

U.S. standards their investment rate would increase by 2.3 percentage

points in the long run. Taking the 1994–1998 period average as a

benchmark, this would raise Germany’s rate from 5.6 percent to 7.9

percent and France’s rate from 5.9 percent to 8.2 percent, both much

closer to the U.S. average level of 9.0 percent. The same thought exper-

iment would raise Italy’s investment rate by 3.3 percentage points,

from 6.8 percent to 10.1 percent.

4.4.1.3 Foreign Direct Investment

There is a large literature looking at the structural determinants of FDI

flows from the point of view of both investor and host countries (see,

e.g., Markusen and Maskus 2001a). Surprisingly, however, less atten-

tion has been devoted to the role of policies. While the effects of corpo-

rate taxation have been extensively studied (see the survey in de Mooij

and Ederveen 2003), very few empirical studies have looked at the in-

fluence of other border and, especially, nonborder policies. Interest in

this issue has increased recently as a ‘‘unified approach’’ to the analysis

of trade and the multinational enterprise has gained ground (Marku-

sen and Maskus 2001b).21 For instance, Markusen (2002) used this

approach to assess the effects of both trade and investment liberaliza-

tion on bilateral FDI flows.

Nicoletti et al. 2003 is, to our knowledge, the only study that looks

explicitly at the effects of a broad range of product market policies on

FDI, including both investment barriers and domestic regulations.22

As argued in section 4.2, this is one of the areas in which the impact of

regulation is a priori ambiguous.

Using some of the policy indicators described in section 4.2, Nicoletti

et al. (2003) estimate two distinct FDI models: an empirical specifica-

tion of the determinants of (aggregate) bilateral outward FDI stocks

based on Markusen’s ‘‘unified approach’’; and a reduced-form specifi-

cation of the determinants of total inward FDI stocks (see the appendix

for more details). In both specifications, FDI stocks are determined by

a set of structural factors—including gravitational ones (such as dis-

tance, transaction costs, total market size, etc.) and others reflecting

comparative advantage and scale effects (relative factor endowments,
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relative market size)—and policies in the investor and host countries

(participation in free trade areas, tariff and nontariff barriers, FDI

restrictions, labor market arrangements, infrastructure investment, and

product market regulations). These specifications are estimated on a

panel of OECD countries over the past two decades, controlling for a

range of unexplained effects (including host-specific, investor-specific,

country-pair-specific, and time effects).

FDI restrictions by the host country are estimated to have a signifi-

cant negative impact on its bilateral FDI stock with specific partners

and, consistently, are also found to significantly depress its total in-

ward FDI position (relative to all its partner countries). Similarly, prod-

uct market regulations that curb competition at home are estimated to

have a negative and significant effect on FDI, but what is relevant for

bilateral FDI positions is the relative stringency of regulations in the

host and investor countries. Put simply, the net effect of regulations

that curb competition is to make the host country less attractive for

international investors located in countries where regulations are less

restrictive. This is confirmed by the significantly negative impact of

anti-competitive regulations in the host country (relative to the OECD

average) on its total FDI inward position.

With the usual caveat, empirical estimates can be used to quantify

the long-run impact on inward FDI positions of changes in policies

that affect FDI restrictions and product market regulation.23 The esti-

mates suggest that bringing down FDI restrictions in all OECD coun-

tries to the level of restrictions in the United Kingdom, the least

restrictive country according to the indicator used in the empirical

analysis, would have a sizeable impact on global integration. The ef-

fects of such reforms on FDI inward positions depend on how restric-

tive each country was before the policy move. Relatively restrictive

countries could increase their total FDI inward position (which is typi-

cally low in terms of GDP) by between 40 and 80 percent, but even in

countries that are estimated to be already relatively liberal the gains

could amount to around 20 percent of their initial inward position.

Overall, such policy reforms could increase OECD-wide inward posi-

tions by almost 20 percent, significantly raising economic integration

in the area.

Reducing anti-competitive product market regulations is also likely

to significantly increase FDI inward positions. If all OECD countries

were to reduce the level of their product market regulations to that

of the United Kingdom (again the least restrictive country according

106 Giuseppe Nicoletti and Stefano Scarpetta



to the indicator used in the analysis), OECD-wide inward positions

would increase by over 10 percent relative to the initial inward posi-

tion. Since bilateral FDI outward positions are estimated to depend

on the relative stringency of regulation in the home and host coun-

tries, relatively restrictive host countries—such as Greece, Italy, and

France—that host FDI from relatively liberal countries could increase

their FDI inward positions by as much as 60 to 80 percent through

regulatory reform. Conversely, countries that are relatively liberal

would see the relative attractiveness of their product markets either

unchanged (such as in the United States, New Zealand, and Sweden)

or even reduced (such as in the United Kingdom and Australia).

4.4.2 Regulation and Multifactor Productivity

Improvements in MFP play a crucial role in the process of economic

growth, and in OECD countries they accounted for between one third

and one half of the average business sector GDP growth observed over

the past two decades (OECD 2003). Cross-country evidence suggests

that countries that have extensively reformed their product markets

(as measured by our indicators of regulation) have also experienced an

acceleration of MFP over the 1990s, while the productivity slowdown

(or stagnation) has continued in other countries (figure 4.9).

In Nicoletti and Scarpetta (2003), we move from this aggregate

bivariate evidence to a multivariate regression analysis of the driving

forces of industry-level MFP growth. We estimate a multifactor pro-

ductivity equation derived from a production function in which tech-

nological progress is a function of country/industry-specific factors, as

well as a catch-up term that measures the distance from the technolog-

ical frontier in each industry (see the appendix).24 This framework

allows testing for the direct effect of institutions and regulations on

estimated productivity, as well as for the indirect influences of these

factors via the process of technology transfer.25

We find that various measures of anti-competitive product market

regulation (both economy-wide and industry-specific) significantly

curb productivity performance at the industry level.26 In particular,

the long-run costs of anti-competitive regulation, in terms of foregone

productivity improvements, are higher in countries that are further

away from the technological frontier. This negative effect on productiv-

ity catch-up may result, for instance, from lower incentives for organi-

zational and technological change in markets where competition is
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weak due to state interference (e.g., entry barriers or price controls),

and, in addition, a narrower scope for knowledge spillovers in markets

where entry is restricted. The empirical results also suggest that, by

increasing competitive pressures, regulatory reform will promote pro-

ductivity in each individual industry, regardless of its position with

respect to the technology frontier. Our findings are consistent with a

growing empirical literature that has looked at the links between com-

petition and productivity at the aggregate and especially at the indus-

try and micro levels.27

Figure 4.9

Multifactor productivity acceleration and product market regulation.
Source: OECD Productivity Database.
1. Adjusted for hours worked.
2. Indicator of economy-wide regulation excluding barriers to international trade and in-
vestment. The indicator ranges from 0 to 6, from least to most restrictive. See Nicoletti,
Scarpetta, and Boylaud 1999.
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Our empirical results can be used to illustrate the potential produc-

tivity gains that would be induced by regulatory reforms. Bearing in

mind the limits of such simulations, a product market reform that

would align industry-specific regulations with those of the most liberal

OECD country is estimated to reduce the MFP gap vis-à-vis the lead-

ing country by around 10 percent, in the long run, in high-gap coun-

tries such as Greece, and by around four to six percentage points in

several other continental European countries and Japan. Put differ-

ently, aligning the overall regulatory stance with that of the most lib-

eral OECD country could increase the annual rate of MFP growth in

continental EU countries by between 0.4 and 1.1 percent over a period

of ten years (table 4.1).

The effect of entry regulations is likely to be particularly impor-

tant for productivity performance in industries in which technology

is rapidly evolving, such as ICT-producing and ICT-using indus-

tries. In these industries, new entrants play an important role in

Table 4.1

Change in the annual percentage growth of multifactor productivity in EU countries
implied by the alignment of policies to OECD best practices over ten years

Contributions of

Overall regulatory
reform

Industry-specific
reforms

Total
effect

Austria 0.10 0.32 0.42

Belgium 0.15 0.45 0.60

Denmark 0.10 0.27 0.37

Finland 0.04 0.55 0.59

France 0.19 0.43 0.62

Germany 0.08 0.62 0.70

Greece 0.29 0.83 1.12

Italy 0.22 0.48 0.70

Netherlands 0.11 0.34 0.44

Norway 0.02 0.36 0.38

Portugal 0.23 0.42 0.65

Spain 0.12 0.28 0.41

Sweden 0.01 0.50 0.51

United Kingdom 0.00 0.11 0.11

Source: Nicoletti and Scarpetta 2003.
Note: The simulations are based on the results of a panel regression on twenty-three
industries in eighteen OECD countries over the 1984–1998 period.
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introducing new vintages of technology (see Scarpetta et al. 2002).

Therefore, product market regulations that minimize the prospective

costs faced by new entrants are likely to create favorable conditions for

increasing the contribution of ICT to productivity growth. As shown

by Gust and Marquez (2003) regulatory burdens are likely to have

slowed down the adoption of ICT in restrictive countries. While the re-

lationship between regulation and ICT adoption awaits further empiri-

cal research, figure 4.10 suggests that in countries that underwent

extensive product market reforms, it was easier to translate such in-

vestment into productivity improvements in crucial ICT-using sectors,

thereby increasing their contribution to aggregate productivity growth.

4.5 Conclusions

In this chapter, we looked at the possible links between product

market regulation and growth in the OECD area over the past two de-

Figure 4.10

Regulation and the contribution of ICT-using services to aggregate productivity growth.
Source: OECD Productivity Database and Nicoletti, Scarpetta, and Boylaud 1999.
1. Contribution to aggregate labor productivity growth.
2. Indicator of economy-wide regulation excluding barriers to international trade and
investment. The indicator ranges from 0 to 6, from least to most restrictive.
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cades. The chapter documents how differences in labor utilization, in-

vestment in new technologies, and MFP growth underpin the observed

cross-country divergences in growth. These factors contributed to ac-

celerate growth in the United States, the United Kingdom, Canada,

and a few smaller OECD economies, while they held back growth in

large continental EU countries and Japan. We cast the cross-country

dispersion in growth patterns against product market reforms made

over the past two decades showing that, despite efforts in virtually all

OECD countries to make regulations more market-friendly, the cross-

country dispersion in product market approaches has also increased

due to differences in the pace and depth of reforms. In particular, Euro-

pean countries, despite market integration, EC competition policies,

and the European Monetary Union, have been characterized by diverg-

ing regulatory reform patterns although new data covering the most

recent years suggest that this divergent process of reform has been

reversed in Europe.

Can these diverging patterns of reform contribute to explain the

puzzling disparities in growth outcomes? The results described in this

chapter suggest that there are several links between product market

policies and growth performance. In particular, lower barriers to trade

and competition in less regulated countries seem to have increased the

level and rate of growth of productivity by stimulating business in-

vestment and promoting innovation and technological catch-up. These

policies can explain part of the growth advantage experienced by the

United States and other English-speaking and small EU countries over

the past two decades. Thus, regulatory reforms in product markets

seem to be an essential element of any ‘‘agenda for growth.’’ In the fu-

ture, this would appear to apply especially to large continental Euro-

pean countries and Japan, which experienced a persistent productivity

slowdown and widening GDP per capita gaps vis-à-vis the United

States over the past decade.

How reliable and general are these inferences? While overall the

regulation-growth link seems robust to different model specifications

and sample coverage within the OECD area, several caveats should be

pointed out. First, more analysis needs to be done to extend these

results to non-OECD countries, where the impact of competition-

oriented policies on some of the determinants of growth could be dif-

ferent. Second, several missing links remain. For instance, we have

produced only indirect evidence of the effects of product market
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reforms on innovation. More specific analysis of the link between regu-

lation (including intellectual property rights) and aggregate innovative

activity is needed. Moreover, there is still very little evidence on the re-

lationship between economic growth and financial market policies, an

important aspect of product market reform that has been left out of

our discussion. Lastly, it should be recognized that the channels going

from product market policies to performance identified in this chapter

cannot be considered in isolation, because investment and productivity

outcomes are closely related. Integrating these channels would perhaps

provide a more nuanced view of the effects of reform on overall eco-

nomic growth.

Appendix: Empirical Analyses of Regulation and Performance

4A.1 Regulation and Domestic Investment (Alesina et al. 2005)

The empirical investigation of the links between regulations and do-

mestic investment was based on estimation of various versions of an

unrestricted dynamic model of investment of the form

ðI=KÞijt ¼
X2
s¼1

asðI=KÞijt�s þ
X2
s¼0

bsREGijt�s þ gij þ zt þ ðor zjtÞ þ eijt;

where t represents years, i denotes countries and j sectors; I denotes

investment, K the capital stock; REG is the product market regulation

index; and the remaining terms capture country/sector-specific fixed

effects, and common (or sector-specific) year dummies. The analysis

controlled for endogeneity of regulation (by instrumenting it with lags

and with some of its structural determinants according to recent polit-

ical economy literature) and technology changes (through the sector-

specific year dummies). The empirical analysis covered three broad

non-manufacturing sectors in twelve OECD countries over the 1975–

1998 period. The model was estimated with both dynamic fixed effects

and generalized method of moments (Arellano and Bond 1991) techni-

ques. Results are robust to changes in estimation approaches and to a

number of other extensions, such as allowing for short-run heteroge-

neity in responses of investment to regulation, controlling for addi-

tional country-specific variables (notably, labor market regulation) and

country/industry-specific variables (e.g., factor prices).
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4A.2 Product Market Policies and FDI (Nicoletti et al. 2003)

The bilateral estimations covered twenty-eight OECD countries and

partners over the 1980–2000 period and were based on equations relat-

ing FDI outward stocks to non-policy-related factors, and the relative

costs of trading and investing implied by policies in the home or part-

ner countries (Markusen and Maskus 2001b; Egger 2001). The building

blocks are (1) standard variables expressing gravity forces, factor pro-

portions, or other economic variables likely to affect FDI (e.g., R&D in-

tensity and exchange rates); (2) indicators of openness (multilateral and

bilateral tariffs, multilateral indicators of nontariff barriers, dummies

for free trade agreements, and FDI restrictions), domestic product mar-

ket regulations, and labor market flexibility; and (3) indicators of infra-

structure supply. Thus, the basic bilateral model was

Yijt ¼
X
x

bxXijt þ
X
c

bcCit þ
X
p

bpPjt þ ai þ aj þ at þ ait þ aij þ ajt þ uijt;

where Yijt stands for the logarithm of bilateral FDI outward stocks

from country i to partner j at time t (with i ¼ 1; 2; . . . ; I; j ¼ 1; 2; . . . ; J;

and t ¼ 1; 2; . . . ;T); Xijt are policy and non-policy-related variables that

are specific to a given country-partner pair; Cit are country-specific

variables; and Pjt are partner-specific variables. The a-type variables

stand for specific effects that control for all combinations of bilateral,

country-, or partner-specific and time-varying or time-invariant un-

observed factors. Since estimating dummies for all these factors is

not viable, due to an excessive loss of degrees of freedom and high

potential multicollinearity, we transformed variables according to

Erkel-Rousse and Mirza 2002, decomposing the estimation in two

equations in which all variables are expressed as deviations from

the mean investor or, alternatively, the mean host. This reduced the

number of unobserved components to be estimated parametrically

while at the same time preserving the desirable properties of the

relevant coefficient estimates. All estimates controlled for outliers and

heteroskedasticity.

The model for total inward FDI positions accounted for the possibil-

ity that the adjustment of actual to desired stocks of FDI is costly and

takes time. Therefore, equations for total FDI inward position were of

the dynamic partial adjustment kind, with the total FDI inward posi-

tion in each period also depending on the realized inward position in
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the previous period (see Cheng and Kwan 2000). The estimated dy-

namic panel specification for total FDI inward positions was

ln Yit ¼ g ln Yit�1 þ
X
x

dxXit þ
X
z

lzZit þ ni þ eit;

where the Xit are non-policy-related variables, the Zit are policy vari-

ables, dx and lz are parameters to be estimated, ni are unobserved

country-specific time-invariant effects, and eit is a random disturbance.

Estimation was carried out using the generalized method of moments

(Arellano and Bond 1991).

4A.3 Product Market Regulations and Multifactor Productivity

(Nicoletti and Scarpetta 2003)

The empirical analysis of MFP growth is centered on a catch-up speci-

fication of productivity, whereby, within each industry, the production

possibility set is influenced by technological and organizational trans-

fers from the technology frontier country (indexed L) to other coun-

tries. We further extend the conventional model by assuming that, in

each period t, MFP growth in industry k and country i depends on

country and industry characteristics (human capital, hcikt, regulation,

pmrikt, and other unobserved effects) as well as the state of knowledge

in the technology leader country (country with the highest level of

MFP). In particular, an MFP advance in the frontier country is assumed

to produce faster MFP growth in follower countries with the size of

this impact increasing with each country’s distance from the technolog-

ical leader (see Scarpetta and Tressel 2002 for more details). Thus the

MFP equation is

D ln MFPikt ¼ ak � D ln MFPLkt þ bk � RMFPikt�1 þ gk � pmrikt � RMFPikt

þ dhcikt þ lkpmrikt þ fi þ gk þ dt þ hikt;

where h is the usual error term, and the equation includes dummies

that control for unexplained country-specific ð f Þ, industry-specific ðgÞ,
and time-specific ðdÞ factors. In the equation, pmr is the synthetic indi-

cator of product market regulations, which varies over countries, time,

and/or industries, depending on the specification, and RMFP is the

ratio of MFP to the level found in the leader country. Note that a indi-

cates the standard pace of technological transfer from the leader, b

quantifies the importance of the technological transfer that depends on
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the size of the technology gap, and d shows how the level of human

capital affects the pace of technical progress in each country and indus-

try. Moreover, l shows the direct impact of regulation on productivity

growth and g gauges whether regulation hinders technology transfers

from the technological leader. Most coefficients are sector-specific to ac-

count for potential heterogeneity bias. The empirical analysis covers

twenty-three industries in manufacturing and business services in

eighteen OECD countries over the period 1984–1998. The model was

estimated using a standard panel data fixed-effects approach control-

ling for outliers and heteroskedasticity. In those specifications that

use country-wide indicators of regulations instead of industry-specific

indicators, we also adjusted standard errors and variance-covariance

matrices of the estimators for cluster level effects on country-industry

using the procedure suggested by Moulton (1996). Moreover, a de-

tailed sensitivity analysis was performed to test the robustness of

results: it showed that the results were robust to recursively dropping

country/industry observations and to different measures of MFP and

human capital. In particular, alternative measures of MFP were consid-

ered that control for quality changes in labor input and for the pres-

ence of price markups over marginal costs (see Scarpetta and Tressel

2002).

Notes

We thank Alain Desdoigts, Cecilia Garcı́a-Peñalosa, participants in the CESIFO Venice
Summer Institute 2004 on Institutions and Growth, and three anonymous referees for
their useful comments on a previous version of the chapter. The opinions expressed
are the authors’ own and cannot be attributed to the organizations with which they are
affiliated.

1. The EU income gap worsened even discounting the effect of unification in Germany.

2. Within Europe, there were starkly contrasting developments: productivity continued
to grow fast in Ireland, some Nordic countries, and Portugal, while its growth remained
disappointing in the Netherlands, Spain, and, especially, Switzerland.

3. For studies that have looked at the macroeconomic effects of labor market reforms,
see, for example, Nickell 1997; Nickell and Layard 1998; Elmeskov, Martin, and Scarpetta
1998; Blanchard 2000.

4. In an early attempt to relate reforms to growth, Koedijk and Kremers (1996) noted that
policy changes in European product markets have sometimes been deeper than reforms
in labor markets.

5. While the primary (short- and long-run) effects of anti-competitive product market
regulation are to be expected on investment and productivity, regulatory hindrances to
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competition may also have consequences for employment, both at the firm level and in
the aggregate. See Blanchard and Giavazzi 2003, Ebell and Haefke 2003, and Nicoletti
et al. (2001).

6. MFP estimates involve a number of difficult measurement problems. For instance, it is
hard to make adjustment for quality and compositional changes in the labor input and,
especially, the capital stock. Other potential sources of measurement error are economies
of scale and mark-up pricing (see Morrison 1999).

7. The workforce throughout the OECD has gradually become better educated, as
entering young cohorts have higher educational attainment than the exiting older
cohorts.

8. The odd position of Finland, which invested enormously in ICT goods relative to
other countries, can be partly explained by its specialization in ICT-related industries.

9. See Sappington and Sidak 2003.

10. Cost-increasing regulations in the investor country may also stimulate outward FDI
by favoring the delocalisation of production plants in countries with less costly regula-
tions. On the other hand, the costs implied by these regulations may cripple the ability of
investor-country firms to internationalise production to the desired level. For instance,
there is evidence that certain product market regulations can hinder firm growth and
curb R&D spending (Nicoletti et al. 2001; Bassanini and Ernst 2002). Both factors can con-
stitute a handicap for internationalization.

11. For instance, the effects on growth trajectories of reforms that improve the efficiency
in the use of inputs have been recently stressed by Bergoeing et al. (2002).

12. See Winston 1993 for a review.

13. These channels are highlighted by Lazear and Rosen (1981), Nalebuff and Stiglitz
(1983), and Aghion and Howitt (1998).

14. This literature has been recently surveyed by Keller (2004). See also Görg and Green-
away (2002).

15. Cross-country evidence on the effects of regulation on R&D spending is provided by
Bassanini and Ernst (2002).

16. The role of intersectoral input-output linkages in transmitting and amplifying the
effects of product market reform has been recently stressed by Faini et al. (2004).

17. Another important element of product market reform was liberalisation of interna-
tional capital flows. However, the empirical analysis surveyed in this paper does not
cover the effects of liberalisation in financial markets.

18. The construction of such indicators is an intricate business that is explained in detail
in Nicoletti, Scarpetta, and Boylaud 1999; Nicoletti and Scarpetta 2003; Alesina et al.
2005; and Golub 2003. The complete set of indicators is currently being updated to reflect
developments over the 1998–2003 period.

19. As noted by Kox, Lejour, and Montizan (2004), this liberalization is partly formal, be-
cause barriers related to the heterogeneity of regulations and administrative require-
ments across countries remain significant, even within free trade areas such as the
European Union.
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20. In the different specifications, the outliers have been identified using the DFITS statis-
tics and the COVRATIO statistics, which, in turn, are based on the studentized residuals
and the leverage values. The outliers are those annual observations for a given country
that significantly increase the standard error of the regression or affect the estimated
coefficients.

21. This approach merges early analyses, largely replicating gravitational models of
trade, with models of the multinational enterprise that stress the joint determination of
trade and FDI, economy-wide and firm-level economies of scale and the policy influences
upon them.

22. The study also considers the effects of trade barriers on FDI, related to the so-called
tariff-jumping rationale for horizontal FDI, as well as the effects of infrastructure policies.
Here, we focus only on results concerning FDI restrictions and domestic regulations.

23. It is important to notice that, given the specification of some of the policy variables
(which entail a comparison between policies of the investor country and the host coun-
try), the quantitative effects highlighted in these thought experiments cannot take into ac-
count diversion effects (i.e., FDI redirected from one country to another). To the extent
that these are important, the simulation results may overestimate the effects of policy
changes on the variables of interest.

24. Griffith, Redding, and van Reenen (2000) have, among others, used a similar ap-
proach. However, their study does not include regulatory variables, nor does it consider
industry differences in important covariates (e.g., human capital). A number of other
studies have looked at productivity convergence using country/industry data.

25. For example, if the adoption of new technologies relies partly on new firms, high
entry barriers may reduce the pace of adoption (see, e.g., Boone 2000b).

26. For additional evidence of the productivity effects of entry liberalization at the indus-
try level, see the papers in OECD 2001.

27. For a review of the available studies using industry-level data, see Scarpetta and
Tressel 2002. For cross-country studies that explore the role of competition on productiv-
ity using markups and concentration indexes, see Cheung and Garcia Pascual 2001. For
studies using firms’ market shares, see Nickell 1996, Nickell, Nicolitsas, and Dryden
1997, and Disney, Haskel, and Heden 2000.
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II The Impact of Institutions
on Innovation and
Entrepreneurship





5 Institutions and
Technological Innovation
during Early Economic
Growth: Evidence from the
Great Inventors of the
United States, 1790–1930

B. Zorina Khan and
Kenneth L. Sokoloff

Intellectual property institutions have long played a central role in dis-

cussions of economic growth. In recent years, there has been a revival

of concern over the impact of patent institutions on the rate and direc-

tion of inventive activity, and on technological change more generally.

Much of the analysis has focused on the most direct effects of granting

an exclusive property right in technological knowledge: the enhanced

returns that inventors can extract by enjoying a state-mandated mo-

nopoly on their discoveries; and the higher costs that users of new

technologies or consumers of final goods have to bear as a result of a

society’s recognizing property rights in technical information. For

some decades, the dominant stream of thought held that the dynamic

gains associated with more rapid rates of technological progress, in-

duced by offering greater material incentives to investors in research

and development, outweighed the static losses suffered because of

slower diffusion. Scholars and policymakers have become increasingly

skeptical about this calculus, however, with particular scrutiny of

whether it is applicable to developing countries. Their chief concerns

are that strengthened intellectual property rights in developing-

country contexts might lead to a high volume of licensing or royalty

fees from these societies to the highly industrialized countries, and

that there might not be much of a return in terms of higher domestic

rates of invention or productivity growth.

This chapter draws on economic history to highlight another feature

of intellectual property whose significance has received little attention.

We argue that defining and enforcing a tradable asset in new techno-

logical knowledge is extremely important for fostering a market in

technology, and for extending and increasing incentives for investment

in inventive activity to segments of the population that would other-

wise find it difficult to directly extract returns from their technological



creativity. The chapter explores this feature in the context of an assess-

ment of the evolution of intellectual property systems, and its impact

on the course of technological progress in one of the early industrial-

izers, the United States. The historical perspective is valuable for ap-

praising current issues, even though the effects and appropriateness of

specific institutions such as patent systems vary with the frontiers of

technology as well as other circumstances that certainly change dra-

matically over time. In our view, the repercussions of providing broad

access to property rights in new technological knowledge may be much

more relevant and favorable for developing economies today than is

generally realized.

In order to demonstrate just how revolutionary the U.S. patent sys-

tem was in providing broad access to a secure and well-defined asset

in new technological knowledge, we discuss the development of patent

institutions in Britain and France, relative to America, in section 5.1.

Section 5.2 presents evidence regarding individuals who made con-

tributions to the technological frontier in the nineteenth and early

twentieth centuries. We describe the composition of a sample of ‘‘great

inventors’’ and their patterns of patenting from 1790 through the 1930s,

and we examine patterns of geographical location, mobility, nativity,

and access to privileges such as schooling at institutions of higher

learning. Moreover, the data allow us to determine whether specific

classes of these so-called great inventors differed in their tendency to

rely on the use of their patent as an asset that allowed them to extract

returns from their technological creativity. Section 5.3 concludes with

a brief discussion of how the U.S. innovation of a modern patent sys-

tem diffused over the nineteenth century, and the relevance to devel-

oping countries today of that country’s experience with the role of

institutions in fostering democratic invention.

5.1 Early Patent Systems

A fundamental and enduring concern of organized society is the design

of institutions that encourage private actors to undertake investments

conducive to improvements in social welfare. It is therefore hardly sur-

prising that there is a long history of public policies crafted to stimulate

would-be inventors, innovators, and investors to contribute to the ad-

vance and diffusion of technological knowledge. Appreciation of the

potential importance of such policies grew over the late eighteenth

and nineteenth centuries, as it became clear that ongoing technological
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progress was feasible, capable of altering the fate of nations, and re-

sponsive to material incentives. A wide variety of schemes was in-

troduced and debated at one time or another, but by the end of the

nineteenth century patent systems, and especially the model provided

by the United States, emerged as the dominant method by which na-

tional governments promoted the growth of new technological knowl-

edge. An institution that had been rather obscure a century before had

come to be regarded as a virtual necessity for any country with plans

to industrialize or modernize.1

As emerging nations decided to establish or revise their patent insti-

tutions, they were able to draw from the examples and experiences of

the three leading industrialized countries of the early nineteenth cen-

tury, each of which was also something of a pioneer in formulating

public policy toward technology. Britain—the first industrial nation—

stands out for having established a patent system that has been in op-

eration for a longer period than any other in the world.2 Patents were

granted ‘‘by grace of the Crown’’ and were subject to any restrictions

that the government cared to impose, including the expropriation of

the patent without compensation. To a large degree by design, patent

institutions offered rather limited incentives to inventors with only

modest resources or to creators of incremental inventions. Specific fea-

tures of the British system made it difficult for an inventor who did not

already command capital to obtain and use a patent as a well-defined

asset to mobilize that capital from others, or to extract a return to his

technological creativity by selling it off. The orientation of the British

system reflected a widespread view among that country’s elite that sig-

nificant (in the sense of technologically important, not being easily dis-

coverable by many people, and thus worthy of property protection)

contributions in technical knowledge were unlikely to come from indi-

viduals who did not already have access to the means to absorb the

cost of a patent or to exploit the invention directly through a commer-

cial enterprise.

The Statute of Monopolies in 1624 offered a grant of a patent for

fourteen years for ‘‘the sole making or working of any manner of new

manufacture within this realm to the first and true inventor.’’3 But in

Britain the interpretation of the ‘‘first and true inventor’’ included

importers of inventions that had been created abroad, and seems to

have also intruded on the determination of whether employers were

entitled to patents on the ideas of their workers.4 Not only were fees

set extremely high (five to ten times annual per capita income well into
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the nineteenth century), but potential patentees were well advised to

obtain the help of a patent agent to aid in negotiating the numerous

steps and offices that were required for a cumbersome process of appli-

cation in London. Before 1852 patent specifications were open to public

inspection on payment of a fee, but they were not printed, published,

or indexed.5 The complicated system also inhibited the diffusion of in-

formation and made it difficult, if not prohibitive, for inventors outside

London to conduct patent searches.

The defects of the British system led to numerous investigations

and calls for institutional reform, especially after 1829. But it was not

until the Crystal Palace Exhibition in 1851, where American inventors

shocked observers with their creativity and called attention to their in-

novative patent institution, that actual legislation was enacted to meet

some of the long-standing criticisms. In 1852 the British patent laws

were revised in the first major adjustment of the system in two centu-

ries. The patent application process was rationalized into one single

Patent Office, and the fee structure was adjusted. A renewal system

was adopted, making it cheaper to initially obtain a patent, but one

taken to full term remained just as costly as before. The 1852 reforms

undoubtedly instituted improvements over the former opaque proce-

dures, but the system remained one based on registration rather than

examination, and procedures continued to discourage the technologi-

cally creative who did not already have substantial capital to draw on.

This absence of an examination system was, we argue, extremely im-

portant. Without examination, there was great uncertainty about what

a patent was really worth. Before the 1852 reform, for example, the lack

of access to information about the specifications of patents already

granted made it difficult to identify whether a purported invention

(even one that had been patented) was truly novel and would stand

up to challenge. The legal system added to the prevailing uncertainty

and was biased against ‘‘mere’’ improvements. Patents were valid only

for inventions that were novel (which was, of course, difficult to deter-

mine before 1852) and useful, and courts did not hesitate to enforce

both conditions. Utility under the patent law was regarded as unre-

lated to the commercial success of the patented invention. Since the

legal system was unpredictable, patent rights could not be regarded as

settled unless the patent had been contested in court with a favorable

outcome.6 Moreover, as the law did not offer any relief to the purchaser

of a patent that ultimately proved invalid or worthless, potential pur-

chasers were well advised to engage in extensive searches before enter-
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ing into contracts.7 When coupled with the lack of assurance inherent

in a registration system, the purchase of a patent right involved a sub-

stantive amount of risk and high transactions costs—all indicative of a

speculative instrument. It is therefore not surprising that the prevalence

of assignments and licenses was significantly lower than in the United

States (see figure 5.1).8

France provides another example of European institutions to pro-

mote invention and technical change. French policies consisted of an

extensive array of rewards and incentives, and they illustrate the rela-

tive benefits and costs of alternative routes to statutory grants of patent

rights.9 Although offering some striking contrasts with the approach

taken by Britain, overall they were alike in offering quite limited incen-

tives for technologically creative individuals without either comfort-

able means or high status to invest in developing their ideas. The cost

of obtaining patents was again very high relative to per capita income

(much higher than in the United States, though lower than in Britain).

Similarly, the reliance on a registration system, limited public disclo-

sure of technical specifications, and the absence of a centralized way to

track assignments and patent ownership, all made it difficult for pat-

entees to use their patents as secure and well-defined assets to mobilize

capital or to extract significant returns through selling or licensing off

Figure 5.1

The ratio of all assignments to patents in the United States, as compared to the ratio of all
assignments and licenses to patents in Britain, 1870 to 1900
Sources: U.S. Patent Office, Annual Report of the Commissioner of Patents.Washington, D.C.:
G.P.O., various years; and Great Britain Patent Office. Annual Report of the Commissioners
of Patents [after 1883: Annual Report of the Comptroller-General of Patents, Designs and Trade

Marks.] London: H.M.S.O., various years.
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his or her rights. France was distinguished by its readiness to make

extensive use of other means of rewarding inventors and innovators,

but those sorts of returns were uncertain, especially since the processes

involved in identifying those deserving of support tended to favor

individuals who were already established economically, profession-

ally, or socially.

Before the Revolution, the advance of technology was encouraged

by the state granting inventors or introducers of inventions titles, pen-

sions that sometimes extended to spouses and offspring, loans (some

interest-free), lump-sum grants, bounties or subsidies for production,

exemptions from taxes, or monopoly grants in the form of exclusive

privileges. Alternatives to formal privileges illustrate the advantages

and disadvantages of awards that were administered by the state on a

case-by-case basis. These primarily nonmarket methods of allocation

tended to be administratively costly and were imbued with the po-

tential for corruption. It is, and was, evident that a system of grants

and privileges could be arbitrary and based on noneconomic criteria.

Eighteenth-century correspondence and records provide numerous

examples of awards that were made based on court connections.

Members of the scientific community who examined applications were

not necessarily qualified to assess the potential value of many of the

inventions. Moreover, the administrative and opportunity costs of such

a system were nontrivial on the part of both supplicants and the state

bureaucracy. Inventors were also aware that promises extended to

them as inducements were not necessarily enforceable once the in-

ventor had made fixed investments or made his discovery.10 The

technologically creative who were lacking in wealth, status, or con-

nections to individuals with such privileges were at a pronounced

disadvantage.

It was this complex network of state policies toward inventors and

their inventions that was replaced after the outbreak of the French Rev-

olution. The modern French patent system was established according

to the laws of 1791 (amended in 1800) and 1844. The Revolutionary As-

sembly intended to avoid the excesses involved in previous grants of

privileges and proclaimed that it had drafted the outlines of a system

that constituted a distinct break with the past. But in effect, as Alexis

de Tocqueville pointed out, many features of the institutions of the an-

cien régime survived the revolution, and this was no less evident in the

workings of the patent system.11 The 1791 statute stipulated patent fees

that were costly, ranging from 300 livres through 1,500 livres, and
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the high price of protection led to difficulties for inventors from ordi-

nary backgrounds. Patentees filed through a simple registration system

without any need to specify what was new about their claim, and could

persist in obtaining the grant even if warned that the patent was likely

to be invalid. Indeed, on each patent document the following caveat

was printed: ‘‘The government, in granting a patent without prior ex-

amination, does not in any manner guarantee either the priority, merit

or success of an invention.’’12

The French patent statutes included a statement regarding the right

of the public to view patent specifications, which echoed the ‘‘bar-

gain’’ theory of patents that underlay American and British grants. In

return for the limited monopoly right, the patentee was expected to de-

scribe the invention in such terms that a workman skilled in the arts

could replicate the invention, and this information was expected to be

‘‘rendue publique.’’ However, since no provision was made for the

publication or diffusion of these descriptions, in effect the statutory

clause was a dead letter. At least until the law of April 7, 1902, specifi-

cations were only available in manuscript form in the office in which

they had originally been lodged, and printed information was limited

to brief titles in patent indexes.13 Moreover, the state remained in-

volved in the discretionary promotion of invention and innovation

through policies beyond the granting of patents such as cash awards

and purchase of patent rights. As a result, inventors had an incentive

to direct their attention to rent seeking activities as well as to produc-

tive efforts to commercialize their discoveries. Patent assignments were

filed in the office of the prefect for the district, but since there was no

central source of information it was difficult to trace the records for

specific inventions. Like patents themselves, assignments and licenses

were issued with a caveat emptor clause. This was partially due to the

nature of patent property under a registration system, and partially to

the uncertainties of legal jurisprudence in this area. In short, according

to an informed nineteenth-century observer, patent rights evinced a

‘‘remarkably hazardous and uncertain nature.’’ The basic structure and

principles of the French patent system set forth in these early French

statutes endured until after World War II.

The framers of the U.S. Constitution and its early laws were bold,

ambitious, and optimistic, and they helped set the new nation on an

institutional trajectory that was radically different from any in the Old

World. One of the areas in which they made this dramatic break was

in the patent system they constructed. The so-called Founding Fathers
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took the design of intellectual property institutions very seriously: for

the first time in the world, an intellectual property clause was intro-

duced in a national constitution; the intellectual property clause was

approved unanimously, and the law establishing the patent system

was one of the first passed by Congress; and prominent figures such

as James Madison and George Washington played key roles in spelling

out the provisions. The framers quite self-consciously made major

changes to the structures employed in Europe, and nearly all of their

alterations can be viewed as strengthening and extending incentives

and opportunities for inventive activity to classes of the population

that would not have enjoyed them under traditional intellectual prop-

erty institutions.

The framers of the U.S. Constitution and of its early laws were

familiar with European precedents, and so it might be reasonably in-

ferred that their innovations in design were self-conscious and delib-

erate. The intellectual property clause providing for the patent and

copyright statutes appears in the very first Article of the U.S. Constitu-

tion, whereby Congress was instructed to ‘‘promote the Progress of

Science and useful Arts, by securing for limited Times to Authors and

Inventors the exclusive Right to their respective Writings and Discov-

eries.’’ From what record of their thinking survives, the framers were

intent on crafting a new type of system that would promote learning,

technology, and commercial development, as well as create a reposi-

tory of information on prior art. Their chosen approach to accomplish-

ing these objectives was based on providing broad access to property

rights in technology, which was achieved through low fees and an ap-

plication process that was impersonal and relied on routine adminis-

trative procedures. Congress debated the question of appropriate fees,

and the first patent law in 1790 set the rate at the minimal sum of

$3.70 plus copy costs. In 1793 the fees were increased to $30 (less than

5 percent of those prevailing in Britain) and were maintained at this

level until 1861. In that year, they were raised to $35, and the term was

changed from fourteen years (with the possibility of an extension) to

seventeen years (with no extensions).

Incentives for generating new technological knowledge were also

fine-tuned by requiring that the patentee be ‘‘the first and true in-

ventor’’ anywhere in the world. The law employed the language of the

British statute in granting patents to ‘‘the first and true inventor,’’ but

unlike in Britain, the phrase was used literally, to grant patents for in-

ventions that were original in the world, not simply within U.S. borders.

130 B. Zorina Khan and Kenneth L. Sokoloff



Moreover, a condition of the patent award was that the specifications

of the invention be available to the public immediately on the issuance

of the patent.14 This latter condition not only sped up the diffusion of

technological knowledge, but also—when coupled with strict enforce-

ment of patent rights—aided in the commercialization of the technol-

ogy. That strict enforcement was indeed soon forthcoming. Within a

few decades, the federal judiciary evolved rules and procedures to en-

force the rights of patentees and their assignees, and clearly considered

the protection of the property right in new technological knowledge

to be of vital importance.15 Unlike in Britain, patent property was

secured by the ‘‘Supreme Law of the land’’ (the Constitution) and,

once granted, could not be overturned except for cases of outright fraud.

Another distinctive feature of the U.S. system was the requirement

that all applications be subject to an examination for novelty. For the

first few years after the Patent Act of 1790 was passed, a committee

composed of the secretaries of state and war, and the attorney general

examined the patent applications. This provision proved unwieldy and

was replaced by a registration system in 1793, whereby disputes about

the validity of a patent were to be resolved by the judiciary. The Patent

Act of 1836 reintroduced the examination system, in a structure that re-

mains in use today. Each application was to be scrutinized by techni-

cally trained examiners to ensure that the invention conformed to the

law and constituted an original advance in technology.16 Approval

from technical experts reduced uncertainty about the validity of the

patent and meant that the inventor could more easily use the grant to

either mobilize capital to commercially develop the patented technol-

ogy, or to sell or license off the rights to an individual or firm better

positioned to directly exploit it. Private parties could always, as they

did under the registration systems prevailing in Europe, expend the

resources needed to make the same determination as the examiners,

but there was a distributional impact, as well as scale economies and

positive externalities, associated with the government’s absorbing the

cost of certifying a patent grant as legitimate and making the informa-

tion public.17 Trade in patented technologies was, as a result, much

more extensive—even on a per patent basis—in the United States than

elsewhere. Technologically creative people without the capital to go

into business and directly exploit the fruits of their ingenuity were

major beneficiaries.

It was not coincidental that the U.S. system was extraordinarily fa-

vorable to trade in patent rights. From the special provision made in
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the 1793 law for keeping a public registry of all assignments onward, it

is clear that the framers of the system expected and desired an exten-

sive market in patents to develop. It was well understood that the pa-

tent system enhanced potential private and social returns to invention

all the more, by defining and extending broad access to tradable assets

in technological knowledge to a wide spectrum of the population. A

market orientation enabled patentees to extract income (or raise capi-

tal) from their ideas by selling them off to a party better positioned for

commercial exploitation, and thereby encouraged a division of labor

where creative individuals specialized in their comparative advantage.

The U.S. system extended the protection of property rights to a much

broader range of inventions than obtained in Britain or elsewhere in

Europe (largely through the lower costs) and, when coupled with effec-

tive enforcement of the rights of the ‘‘first and true inventor,’’ this

meant that inventors could advantageously reveal information about

their ideas to prospective buyers even before they received a patent

grant. By the mid-1840s, trade in patents (and patenting) was booming,

and growing legions of patent agents or lawyers had set up shop in

major cities and other localities where rates of patenting were high.

Although these agents focused initially on helping inventors obtain

patents under the new system, it was not long before they assumed a

major role in the marketing of inventions.18

Overall, there is no serious question that the United States patent

system constituted a dramatic break from European antecedents with

respect to policies to promote technological advance. The framers of

the U.S. patent institutions held quite different expectations, relative to

those of their counterparts in Europe, about the extent to which indi-

viduals from relatively ordinary or humble backgrounds could con-

tribute to new technological knowledge, and about how responsive

that group would be to expanded opportunities for realizing returns

from inventive activity. The structure of the U.S. system was based on

the conception that a wide range of individuals, whatever their social

origins and standing, were capable of making significant contributions

to the advance of technological knowledge, but that in order to realize

that potential, broad access to property rights in their knowledge had

to be provided. Such rights were especially critical for the technologi-

cally creative of limited means. Without clear and secure property

rights to their inventions, how could they hope to mobilize the cap-

ital to exploit them directly? Certainly, without such property rights

(dependent both on their ability to obtain a patent, and on a high
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likelihood—enhanced by the examination system—that it would stand

up in court to a legal challenge), problems of asymmetric information

and other high transactions costs would plague the attempts of inven-

tors to attract investors, just as they would complicate the working out

of arrangements between employers and employees to encourage the

latter to develop their ideas for improvement and offer them up. Ac-

cess to such rights was to be enhanced by lower fees, by an examina-

tion system that bolstered confidence that a patent would stand up to

challenge, and by a judicial system that was effective at enforcement.

Requirements of immediate full disclosure of technical specifications

stimulated further progress, as the technologically creative could more

easily learn about and build on what had been discovered. Such mea-

sures also encouraged a market in patented technologies that would

both aid inventors in using their patents as collateral to attract invest-

ments and increase the returns to their inventions.

One would expect this system to have led to a more socially diverse

composition of inventors and, in previous work, based on general sam-

ples of patentees, we showed how individuals from elite backgrounds

accounted for a much smaller proportion of patentees in the United

States than they did in Britain during the early nineteenth century.19

Because many patents are of little or no value, however, this evidence

may not conclusively demonstrate that providing broader and stronger

incentives for inventive activity was of much technological signifi-

cance.20 Indeed, many observers, including those who were influential

in maintaining the more socially restrictive patent systems that pre-

dominated in Europe until late in the nineteenth century, thought that

little in the way of new technology that was novel or important could

be expected from individuals who lacked sufficient capital to obtain

patents and fund their commercial application: ‘‘even with the present

expense there are so many trifling patents taken out. If the fee was

much higher, parties that are now taking out patents for little specula-

tive things . . .would not take them out. They are something like the

dog in the manger; they prevent the public from benefiting by the

invention or improvements on it for fourteen years, and yet do not

benefit themselves.’’21

Section 5.2 therefore examines the backgrounds and careers of indi-

viduals who made contributions to the frontiers of technology, in order

to determine the role of the patent system in providing broad access

to opportunities for deriving income from investments in inven-

tive activity. The focus on inventors who achieved renown for their
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contributions to the advance of technology seems fully appropriate for

assessing whether the democratic orientation of the U.S. system sup-

ported important advances in technology.

5.2 Evidence from the ‘‘Great Inventors’’ in the United States

The idea that patent institutions might matter for the rate of invention,

by either a group or the entire population, is based on the judgment

that inventors (and those who invest resources to support their activ-

ity) are motivated in part by the prospects of realizing material returns.

As we have shown in previous work, early nineteenth-century U.S.

inventors were indeed highly entrepreneurial and quite sensitive to the

potential gains that could be extracted from their discoveries. Some

scholars might agree with this characterization, but still contend that

the roster of patents was limited to trivial improvements that were

only of marginal relevance to the sources of productivity growth and

technological change. A common argument is that economic growth

depended on discrete advances vested in such ‘‘great inventions’’ as the

telegraph, the railroad, and the steam engine and that such ideas were

generated through a different process. We drew on the Dictionary of

American Biography to locate those so-called great inventors who were

active in the United States at some point during their careers and born

before 1886, and traced their patenting through 1930, in order to exam-

ine how different their patterns of behavior were from those of paten-

tees in general. For each of the more than four hundred inventors (all

men except for one woman), we collected biographical information as

well as the records of a substantial proportion of the patents (roughly

4,500 out of 16,900) they were awarded over their careers.

Overall, we find that the so-called great inventors were quite similar

to ordinary patentees. Indeed, to the extent they differed, it was be-

cause they were even more entrepreneurial or influenced by markets.

Not only did their patenting activity vary procyclically, as did patent-

ing overall, but they often shifted the direction of their inventive activ-

ity (as reflected in patents) when exogenous events such as the Civil

War altered the relative returns that could be expected from different

sorts of inventions.22 It is also telling that more than 95 percent of the

great inventors patented at least some of their inventions, and an even

higher percentage took positive action to derive material benefit from

them.23
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Table 5.1 provides another powerful indication that inventors, and

great inventors especially, were concerned with material returns. This

is reflected in the tendency for inventors to cluster disproportionately

in geographic areas (such as New England and the Middle Atlantic)

with better or easier access to low-cost transportation (such as naviga-

ble internal waterways) and to the institutional supports underlying

the market for technology (such as patent agents and lawyers).24 This

geographic pattern is not explained by geographic differences in school-

ing levels or in the distribution of manufacturing workers. Rather, it

seems consistent with the notion that inventors were more likely to

Table 5.1

Regional shares of total patents, great inventor patents, and population, 1790–1930

Region
1790–1829
(%)

1830–1845
(%)

1846–1865
(%)

1866–1885
(%)

1886–1905
(%)

1906–1930
(%)

New England

Patents 34.4% 30.1% 24.7% 19.7% 16.7% 11.4%

G.I. Patents 55.1 34.1 29.6 29.1 29.1 18.3

Population 21.0 13.2 10.1 9.1 7.6 7.2

Middle Atlantic

Patents 54.5 52.3 48.3 40.6 37.6 30.8

G.I. Patents 35.5 57.7 55.7 51.5 41.1 62.0

Population 34.4 30.0 26.5 23.1 20.5 21.1

Midwest

Patents 3.0 8.3 20.8 30.3 34.5 36.8

G.I. Patents 1.9 3.2 13.3 13.6 22.9 14.5

Population 3.3 17.3 29.2 34.0 36.0 32.6

South

Patents 8.1 9.2 5.1 6.0 6.8 10.8

G.I. Patents 7.5 5.0 1.4 1.5 2.3 3.6

Population 41.3 39.7 32.9 31.9 31.5 31.7

West

Patents — — 1.0 3.4 4.6 10.2

G.I. Patents — — 0.0 2.9 2.7 1.6

Population — — 1.4 1.9 4.5 7.5

Notes and sources: The population figures are from the decadal U.S. Census of Popula-
tion. The regional distribution of total patents was computed from the Patent Office
Annual Reports. The great inventor patents for the period before 1865 include all patents
filed by great inventors to that date; after 1865, the distribution of great inventor patents
refer to a sample of the patents obtained.
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focus on inventive activity if they were in (due either to birth or se-

lective migration) locations where returns to inventive activity were

higher.25 Geographic differentials in patenting seem to have initially

(during the early nineteenth century) been rooted in transportation-

based disparities in access to broad markets, but persisted over time

because institutional supports to carrying out and profiting from

invention tended to cluster where patenting was higher. The self-

reinforcing pattern was completed when technologically creative indi-

viduals chose to move to those places where the market for technology

was concentrated, in order to better realize the returns to their special-

izing at their comparative advantage in inventive activity.26 A final

illustration of how entrepreneurial the great inventors were is the high

rate of migration evident in all the birth cohorts (see table 5.2). The

rates of interstate migration we estimate from their places of birth and

Table 5.2

Other descriptive statistics on great inventors, by birth cohort

Pre–1820 birth
cohorts

Post–1820 birth
cohorts

Number % Number %

Father’s occupation

Inventors Inventors

Artisan 17 15.6% 36 20.3%

Farmer 43 39.4 37 20.9

Eng./Mach./Inventor 9 8.3 25 14.1

Professional/Merchant 28 25.7 61 34.7

Manufacturer 8 7.3 18 10.2

Other 4 3.7 — —

Career patents received, by place of birth of inventor, and proportion of patents received in states

other than place of birth

Patents Patents

Northern New England 92 87.0% 1697 97.6%

Southern New England 537 55.5 1785 64.7

New York 213 34.7 1872 58.3

Pennsylvania 45 64.4 459 67.6

Southern Middle Atlantic 118 91.5 266 60.3

South 48 64.4 260 87.0

Midwest/West 34 44.1 2670 89.6

Foreign Country 91 100.0 3483 100.0

Notes and sources: See text.
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their residences during the years they received patents are much higher

than those for the general population at similar ages.27

One of the key issues for our study is whether the framers of the U.S.

patent institutions were correct in their assumption that individuals

from modest or undistinguished backgrounds were capable of playing

important roles in pushing out the technological frontier. Although the

biographies contain some information about the parents of the great

inventors (see table 5.2 for the occupations of their fathers), the relative

paucity of data on the wealth holdings of the parents limits their use-

fulness for our purposes here. Instead, we take advantage of the abun-

dant detail on the formal schooling and training the great inventors

received early in their work or career histories. Historians of education

agree, and the biographies confirm, that the age at which a young male

left school and began to work was strongly associated with the eco-

nomic resources of the parents during the nineteenth century.28 This

pattern stemmed both from most of the nation’s secondary schools

and universities being private and thus requiring significant tuition

until late in the 1800s, and from the opportunity cost of an individual

at school in lieu of at work. The evidence on the extent of formal

schooling among the great inventors, therefore, bears not only on the

necessity of a high level of formal schooling for making important con-

tributions to technological progress, but also on what sort of material

circumstances great inventors came from.

Figure 5.2 displays the distributions of patents across classes of great

inventors distinguished in terms of the amount and type of formal

schooling they received, and arrayed by birth cohort. It reveals that

from the very earliest group (those born between 1739 and 1794)

through the birth cohort of 1820–1845, roughly 75 to 80 percent of pa-

tents went to those with only primary or secondary schooling.29 So

modest were the educational backgrounds of these first generations of

great American inventors, that 70 percent of those born during 1739–

1794 had at best a primary education (at least as formally provided),

with the proportion dropping to only just above 59 percent among

those who entered the world between 1795 and 1819. Given that these

birth cohorts were active and indeed dominant until the very last de-

cades of the nineteenth century, these figures unambiguously indicate

that people of rather humble backgrounds were capable of making

important contributions to technological knowledge. Those who

had received some schooling at institutions of higher learning are ad-

mittedly overrepresented, since the proportions of cohorts graduating
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from secondary school or college were lower than 10 percent and 3

percent respectively as late as 1900.30 But what is most striking is how

individuals who had not enjoyed the advantages associated with a

more advanced education accounted for such a large share of major

inventions, and that those trained in engineering and/or the natural

sciences (in college or beyond) did not play a major role until the birth

cohort of 1846–1865. Moreover, in all of the birth cohorts, the great

inventors who had only primary or secondary education received as

many (and often more) patents over their careers as did their peers

with more extensive formal schooling. The less-educated inventors also

seem to have produced inventions that were as valuable or technically

significant. Their patents were just as likely to be assigned, and just as

likely to be cited in applications for patents from later inventors. Thus,

the technologically creative seem to have been able to accumulate the

skills and knowledge necessary to operate at the frontier largely on

their own, or through their work experience as apprentices or younger

employees, up until the Second Industrial Revolution.31

Some skeptics might suggest that the great inventors who had to

make do with little or no formal schooling were not so disadvantaged.

That is perhaps the point, at least in regard to the sources of technolog-

Figure 5.2

The distribution of great inventor patents by formal schooling and birth cohort.
Notes and sources: See the note to table 3 and text.
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ical creativity, but this should not be interpreted as meaning that this

class of great inventors was as well off in material terms as those who

went to college. Matthias Baldwin, James Eads, George Eastman,

Thomas Edison, and Elias Howe are among the many great inventors

who were compelled to go to work at an early age to support them-

selves or their families, and thus to forego much in the way of formal

schooling. An even more fundamental question is whether this class of

inventors was especially advantaged by the structure of the U.S. patent

system, where the cost of obtaining a property right in the new techno-

logical knowledge one had discovered was low, where the state sup-

ported strict enforcement of those rights, and where (between 1790 and

1793, and from 1836 onward) the patent office invested substantial re-

sources in determining the validity of patents before they were granted.

The biographies suggest that inventors with only primary or second-

ary schooling had more limited financial resources than those who

were able to attend college. Given the financial institutions of that era,

inventors lacking in wealth would surely have found it much more dif-

ficult to extract a return from their inventions, if they had to mobilize

the capital to start or conduct a business on their own to exploit their

idea directly without patent protection. The lower cost of obtaining

a patent, and the certification that stemmed from having successfully

passed an examination screening, should have made it much easier for

inventors to market the new technology and either extract returns by

selling off or licensing the rights to a firm better positioned for com-

mercial exploitation, or to attract investment (by offering shares in a

firm whose assets consisted largely of the patent rights to the new tech-

nology or commitments by the inventor) to support the continued

efforts of the inventor.

Our evidence does indeed suggest that these features of the U.S. pa-

tent system were highly beneficial to inventors, and especially to those

whose wealth would not have allowed them to directly exploit their

inventions through manufacturing or other business activity. The abil-

ity to obtain patents provided a means for individuals whose chief

asset was technological creativity, or accumulated human capital that

was conducive to inventive activity, to extract a return from their

talents by focusing on invention. Table 5.3 shows that a remarkably

high proportion of the great inventors, generally near or above half,

extracted much of the income from their inventions by selling or

licensing off the rights to them. Moreover, it was just those groups that

one would expect to be most concerned about trading their intellectual
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Table 5.3

Distribution of great inventor patents by level of education and the major way in which
the inventor extracted returns over his or her career: By birth cohorts, 1739–1885

Level of education

Birth cohort Primary Secondary College

Engineering/
Natural
Sciences

Number
or %
of total

1739–1794 (row %) 69.5 6.8 12.5 11.3 400

avg. career patents 5.6 3.8 6.5 5.2 75

sell/license (col. %) 54.9 11.1 84.0 17.7 51.4%

prop./direct (col. %) 36.5 74.1 2.0 44.7 35.6%

employee (col. %) 6.2 7.4 — — 4.8%

1795–1819 (row %) 59.1 19.3 5.4 16.2 709

avg. career patents 20.0 14.4 17.3 12.1 80

sell/license (col. %) 58.2 81.0 42.1 60.4 62.1%

prop./direct (col. %) 33.2 10.2 47.4 24.3 28.1%

employee (col. %) 8.4 8.8 — 13.5 8.8%

1820–1845 (row %) 39.2 34.7 16.3 9.7 1221

avg. career patents 41.8 44.0 29.4 23.7 145

sell/license (col. %) 50.7 31.8 37.4 72.8 44.0%

prop./direct (col. %) 42.3 55.2 47.7 19.3 45.5%

employee (col. %) 7.7 13.0 14.9 7.0 10.2%

1846–1865 (row %) 22.2 24.5 20.9 32.4 1438

avg. career patents 158.3 73.6 78.6 55.3 80

sell/license (col. %) 94.5 68.5 46.2 57.1 66.0%

prop./direct (col. %) 5.5 18.6 52.8 16.9 22.6%

employee (col. %) — 12.9 — 23.6 10.4%

1866–1885 (row %) 0.2 17.9 21.4 60.5 574

avg. career patents — 144.5 53.6 155.7 26

sell/license (col. %) — 1.0 46.3 40.1 34.3%

prop./direct (col. %) 100.0 98.1 49.6 18.7 39.7%

employee (col. %) — 1.0 4.1 41.2 26.0%

Notes and sources: See the text. The table reports the distribution of great inventor patents
across the schooling class of the patentee, by the birth cohort of the inventor; the average
number of patents received by each inventor, by birth cohort and schooling class; and the
distribution of patents across the principal method of the inventor extracting income, by
birth cohort and schooling class. The numbers of patents and great inventors are reported
in italics for each birth cohort. The classification of the way income was extracted was
arrived at through a close reading of the biographies, and refers to the overall career of
the inventor (all of his or her patents). The categories include inventors who frequently
sold or licensed the rights to the technologies they patented, those who sought to directly
extract the returns by being a principal in a firm that used the technology in production
or produced a patented product, and those who were employees of such a firm. We
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property that were indeed the most actively engaged in marketing

their inventions. The great inventors with only a primary school edu-

cation were most likely to realize the income from their inventions

through sale or licensing, whereas those with a college education in a

nontechnical field were generally among the least likely to follow that

strategy.32 With the exception of the birth cohort of 1739 to 1794 (where

there are relatively few observations), the college-educated inventors

were much more likely than others to extract the returns to their tech-

nological creativity by being a proprietor or principal in a firm that

directly exploited the technology in production.33 Inventors who chose

to realize the fruits of their technological creativity in this way might

not seem to have been so affected by the patent system, but in fact

even this group benefited. They were obviously helped by holding a

monopoly on the use of the respective technology, but many of them

were also aided in mobilizing capital for their firms by being able to re-

port patents (or contracts committing patents granted in the future)

as assets. Patent portfolios were especially useful as a signal for those

who wished to attract venture capital for exceptionally innovative proj-

ects that might otherwise have seemed overly risky.34

The estimates in table 5.3 of the relative prevalence of the ap-

proaches used by the great inventors to derive income from their

inventions also indicate that the reliance on sales and licensing is quite

high among the first birth cohort (51.4 percent on average), and re-

mains high (62.1, 44.0, and 66.0 percent in the next three cohorts), until

a marked decline among the last birth cohort, those born between 1866

and 1885. The proportion of great inventors who relied extensively

on sales or licensing of patented technologies fell sharply from the

levels of preceding cohorts, and there was a rise in the proportion that

realized their returns through long-term associations (as either princi-

pals or employees) with a firm that directly exploited the technologies.

Table 5.3

(continued)

have omitted a category for those inventors who seem to have made no effort to extract
income from their inventions. Our overall sample of Great Inventors was constructed in
two waves. In the first wave (160 inventors), consisting primarily of those born before
1821, we collected the information for all of the patents they received through 1865, and
retrieved the information on the number they received after 1865 for our estimates of the
total career patents. In the second wave (249 inventors), we collected patents from every
fifth year through 1930, and thus will be missing the patents received late in the careers
of those of our inventors who were born in the 1870s and 1880s.
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This finding parallels that of Lamoreaux and Sokoloff (1999a), whose

analysis of different data indicated that there was a substantial increase

in the likelihood of the most productive inventors forming long-term

attachments with a particular assignee over the late nineteenth and

early twentieth centuries.35

The patterns of variation over educational class and time in the rela-

tive prevalence of the different approaches employed by inventors in

realizing the returns to their inventive activity, and in the relative pro-

ductivity or prominence of different subgroups at invention, are both

fascinating and complex. We have highlighted the role of a revolution-

ary, low-cost, examination-based patent system that, when coupled

with favorable legal institutions and strong enforcement, not only en-

couraged a broad range of creative individuals and firms to invest

more in inventive activity, but was especially crucial for those who

began without much in the way of resources except for their technolog-

ical creativity. A key feature of the story, however, is that much of the

population possessed some familiarity with the basic elements of tech-

nology during this era. Moreover, apprenticeship or the widespread

practice of leaving home during adolescence to pick up skills in a

trade, a traditional social institution for the transmission and accumu-

lation of more detailed technological knowledge, was both widely ac-

cessible and capable of adapting to many of the new developments

and to the general quickening of the pace of advance over the nine-

teenth century. Technologically creative individuals without the re-

sources to attend institutions of higher learning thus had avenues for

acquiring the skills and knowledge necessary to be effective at inven-

tion, and they could later take advantage of the access to opportunities

for inventive activity grounded in the patent system.

Good things generally come to an end, and in this case circum-

stances changed over time with the evolution of technology. Formal

knowledge of science and engineering became increasingly important

for making significant contributions at the technological frontier, par-

ticularly with the so-called Second Industrial Revolution, and the cost

of carrying out inventive activity rose. Both of these developments

served to narrow the range of the population that could generate im-

portant inventions, at least to the extent that technologically creative

individuals from humble origins found it difficult to gain access to

the programs in engineering or natural sciences that proliferated with

the expansion of land-grant state universities during the late nine-

teenth century. Given the much higher costs of conducting inventive
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activity, those who were supplying the capital to fund such endeavors

may have reasonably desired more in the way of credentials, as well as

long-term commitments, from those they were supporting. This inter-

pretation is obviously somewhat speculative but does seem to be con-

sistent with the patterns in the data.

An alternative perspective is that many of the phenomena we have

noted could be explained by changes in the sectoral composition of the

economy. In this view, there were always some industries in which for-

mal schooling in a technical field was nearly a prerequisite for signifi-

cant invention, while in others inventors could make do with little or

no formal schooling. The latter industries, such as agriculture or light

manufacturing, may have featured prominently in the early industrial

economy, and thus created opportunities for invention for the under-

schooled, but over time the more capital-intensive and science-based

industries grew in importance. The sectoral shifts then led to the domi-

nance among great inventors of those trained in engineering or the

natural sciences, as well as to the rise of R&D laboratories in large inte-

grated companies. Although some aspects of this account ring true, the

estimates presented of variation in the educational backgrounds of

the great inventors across sectors (and over time) in table 5.4 suggest

that changes in the sectoral composition of the economy offer little ex-

planatory power. Although inventors in the electrical/communications

sector (i.e., electrical machinery and equipment, telegraph, telephone,

radio, etc.) were always slightly more likely to have studied engineer-

ing or a natural science, in general the differences across sectors seem

very small. Instead, the most striking pattern is that the educational

backgrounds of inventors tended to move together over time, with

each sector characterized by a marked increase in reliance on inventors

educated in engineering or natural sciences during the last two birth

cohorts. Although our classification of patents by sector is more aggre-

gated than we would like, the data suggest that the change in the

composition of inventors overall was driven more by developments

extending across all sectors than by changes in the relative importance

of different sectors.

Table 5.5 presents further evidence of a broad change over time in

who was responsible for the most important technological advances,

and the growing significance of supporting investments in human

and other capital. As seen in the first panel of this table, there was a

pronounced shift toward greater specialization at invention (and use

of the patent system). The typical great inventor born after 1820 had a

Institutions and Innovation during Early Economic Growth 143



Table 5.4

Distribution of great inventor patents across sector and education of inventor: By birth
cohort, 1739–1885

Agric.
Const./
Civ. Eng.

Elec./
Comm. Manuf. Transp. Miscell.

1739–1794

Number of patents 33 27 4 209 99 25

Sector share of patents 8.3% 6.8% 1.0% 52.6% 24.9% 6.3%

Primary (col. %) 60.6 59.3 — 69.4 73.7 84.0

College (col. %) 9.1 11.1 100.0 12.4 13.1 4.0

Eng./Nat. Sci. (col. %) 15.2 14.8 — 13.4 7.1 4.0

1795–1819

Number of patents 61 37 6 316 218 67

Sector share of patents 8.7% 5.3% 0.9% 44.8% 30.9% 9.5%

Primary (col. %) 68.9 70.3 66.7 56.7 52.3 76.1

College (col. %) 21.3 5.4 — 5.4 — 9.0

Eng./Nat. Sci. (col. %) 4.9 24.3 33.3 14.6 21.6 11.9

1820–1845
Number of patents 98 110 73 659 118 144

Sector share of patents 8.2% 9.2% 6.1% 54.8% 9.8% 12.8%

Primary (col. %) 24.5 41.8 11.0 44.8 49.2 27.1

College (col. %) 23.5 6.4 23.3 10.8 17.8 38.2

Eng./Nat. Sci. (col. %) 2.0 20.9 17.8 9.0 7.6 6.9

1846–1865

Number of patents 40 154 413 430 261 128

Sector share of patents 2.8% 10.8% 29.0% 30.2% 18.3% 9.0%

Primary (col. %) 5.0 31.2 28.8 27.9 6.5 6.3

College (col. %) 7.5 19.5 7.8 13.3 35.3 66.4

Eng./Nat. Sci. (col. %) 42.5 35.1 37.5 23.0 33.3 6.3

1866–1885

Number of patents 7 44 133 213 87 83

Sector share of patents 1.2% 7.8% 23.5% 37.6% 15.3% 14.6%

Primary (col. %) — — — — — —

College (col. %) 28.6 6.8 49.6 23.0 — 2.4

Eng./Nat. Sci. (col. %) 71.4 75.0 50.4 67.6 90.8 18.1

Notes and sources: See the text and the note to table 5.1. The distributions of patents across
sectors of intended use are reported for each birth cohort of inventors. Within each sector
and birth cohort, the table reports the distribution of patents across the educational level
of the great inventor. The omitted schooling class is secondary schooling.

144 B. Zorina Khan and Kenneth L. Sokoloff



much longer career at such an activity than those born before. Sixty

percent of post-1820 inventors received patents for more than thirty

years (as opposed to roughly 37 percent for the earlier cohort). More-

over, even controlling for the duration of career at invention, the

later birth cohort generated many more patents. This tendency toward

greater specialization was likely encouraged by the growth of the mar-

ket for technology (which raised the returns to invention, and also

helped inventors who demonstrated creativity in research and devel-

opment mobilize support) and the increased significance of having

accumulated specialized knowledge and human capital for productiv-

ity at invention.36 Changes in the age of first invention may also reflect

these developments. As indicated in the second panel of the table, over

time great inventors began producing patented discoveries at some-

what younger ages, and on average those who got started earlier ulti-

mately received many more patents over their careers (in total, and

Table 5.5

Length of career at invention and age at first patent, by birth cohort

Pre–1820 birth cohorts Post–1820 birth cohorts

Length of career at invention (yrs. between first and last patent)

Number
of in-
ventors %

Avg.
career
pats

Number
of in-
ventors %

Avg.
career
pats

0–5 years 37 23.1% 1.7 pats 22 8.5% 2.2 pats

6–10 8 5.0 3.5 8 3.1 6.0

11–20 21 13.1 6.1 36 13.8 25.9

21–30 35 21.9 9.3 45 17.3 30.6

>30 years 59 36.9 23.9 149 57.3 83.5

Age at first patent

Age at
first
patent

Number
of in-
ventors %

Avg.
career
pats

Avg.
cita-
tions

Number
of in-
ventors %

Avg.
career
pats

Avg.
cita-
tions

<20 8 5.0% 9.6 1.0 3 1.2% 117.7 8.7

20–24 22 13.8 19.0 0.7 35 13.7 130.6 9.9

25–29 22 13.8 20.0 0.4 72 27.7 64.8 4.2

30–34 35 21.9 17.8 0.5 66 25.4 46.1 4.0

35–39 28 17.5 7.3 0.3 33 12.7 39.0 2.5

40–44 14 8.8 5.9 0.1 18 6.9 28.7 2.8

45–55 21 13.1 4.6 0.0 18 6.9 19.9 1.4

Notes and sources: See text and footnotes to other tables.
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per year of career at invention). Accounted for partially by a sharp

drop-off in the fraction of great inventors who filed their first patent at

thirty-five or older, this distinct pattern seems to suggest that it became

more important for the technologically creative to invest in specific

human capital or establish a track record early if they were to be pro-

ductive at invention in later years. It is quite interesting, however, that

the great inventors who were older at first patent were proportionally

(relative to the number of patents they received) just as likely to

receive citations for their achievements; the implication is that the late

starters may have generated fewer inventions over their careers, but

that the average quality of their discoveries was roughly equivalent to

those who began inventing and patenting earlier in life.

5.3 Institutions, Invention, and Economic Development

Invention was a remarkably democratic activity in the United States

throughout the nineteenth century. Although individuals who had

been able to study at institutions of higher learning were overrepre-

sented among great inventors, those with little in the way of formal

schooling were major contributors to the progress of technology. As

we have argued before, this era of democratic invention owed much to

the broad access to economic opportunities available in an environ-

ment where enterprises operated on a small scale, markets were rap-

idly expanding, and there were relatively modest barriers to entry. In

this chapter, however, we called attention to a crucial feature of patent

institutions whose role has not been fully appreciated. The U.S. patent

system was revolutionary in its extension of property rights in technol-

ogy to an extremely wide spectrum of the population. Moreover, it was

exceptional in recognizing that it was in the public interest that patent

rights, like other property rights, be clearly defined, well enforced, and

easy to transact in. These were radical notions in a world accustomed

to technology being a free good to all who had the capital to exploit

it, except as limited by the authority of the government to arbitrarily

grant a monopoly over it. It should be no surprise that they encoun-

tered fierce resistance in Old World Europe, at least until the exhibition

at Crystal Palace intensified concern with the logic and design of intel-

lectual property institutions.37

We have demonstrated the lack of support for the views of those

nineteenth-century skeptics who contended that only an elite segment

was capable of truly important invention, and therefore that an exten-
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sion of property rights in technology to the general population would

have no beneficial effect and might even retard the pace of technical

progress. Although few of the celebrated inventors in Britain were of

humble origins, such individuals were well represented among the

great inventors of the United States. In the United States, this group

was more likely to invest in inventive activity, not only because of the

relatively lower cost of obtaining a patent, but also because the exami-

nation system facilitated the use of a patent as a general asset that

could be sold, licensed, or offered as collateral for finance. This latter

feature was of profound importance for technologically creative indi-

viduals who lacked the financial resources to exploit inventions di-

rectly. In short, the patent system was a key institution in the progress

of technology, but it also stands out as a conduit for creativity and

achievement among otherwise disadvantaged groups.

It might be natural to ask whether the U.S. system of strong and

broadly extended property rights in new technological knowledge was

so effective at harvesting the technological creativity of its population

that it inspired other nations to adopt such a purportedly successful

institutional innovation. As we have suggested, Britain and many other

European countries did modify their patent institutions, especially after

Crystal Palace, to make them more like the American system. On the

whole, however, this institutional convergence might be considered

somewhat slow, especially the convergence that was achieved without

the influence of the international patent conventions convened over the

last few decades of the nineteenth century (see table 5.6). Japan and

Germany, for example, stand out as the only leading economies that

seem to have enthusiastically (in their initial system designs) joined

the United States in embracing the examination system (though Russia

and the Scandinavian countries also went in that direction, having

been much influenced by the German system, with Canada in turn pre-

sumably affected by the U.S. practice). How do we make sense of the

pattern of institutional diffusion?

Tracing back at least as far as Simon Kuznets and Alexander Ger-

schenkron, scholars of long-term economic development have won-

dered whether follower countries naturally evolve, if not benefit from,

a systematically different set of institutions than did the early industri-

alizers. Gerschenkron’s analysis focused on capital market institutions,

but some of his insights might well apply to the question of what sort

of patent institutions the follower countries of the nineteenth century

should have adopted.38 As with financial capital, follower countries
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Table 5.6

Some descriptive characteristics of patent systems

Examination
system

Working
req. or
compul. lic.

Pats. for
import or
introd. of
technology Cost

Europe

Austria

1871 — Y Y $$

1899 Y Y N $$$$

Belgium

1848 N Y Y $$$

1871 N Y Y $$$

1899 N Y N $$

Denmark

1871 — Y — $$

1899 Y Y N $$

France

1848 N Y Y $$$

1871 N Y — $$$

1899 N Y N $$$

Germany

1891 Y Y N $$$$

1899 Y Y N $$$$

Great Britain

1848 N Y Y $$$$

1871 N Y Y $$$$

1899 N Y N $$$$

Italy

1871 N Y Y $$

1891 N Y Y $$$

1899 N Y Y $$$

Norway

1871 Y Y N $$

1899 Y Y N $$

Portugal

1848 N Y Y $

1899 N Y Y $

Prussia

1871 — Y N $$
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Table 5.6

(continued)

Examination
system

Working
req. or
compul. lic.

Pats. for
import or
introd. of
technology Cost

Russia

1871 — Y Y $$$$

1899 Y Y Y $$$$

Spain

1848 N Y Y $$$

1871 N Y Y $$$

1899 N Y Y $$

Sweden

1848 — Y Y —

1871 — Y — $$

1899 Y Y N $$

South and Central America

Argentina

1891 N Y Y $$$$

Brazil

1871 N Y Y $$$

1891 N Y — $$$$

1899 N Y N $$$$

Br. Guiana

1891 N N — $$$$

Br. Honduras

1891 N N — $$$$

Chile

1891 N Y — $$$

Colombia

1891 N Y — $$$

Cuba

1871 N Y Y $$$

Ecuador

1891 N Y Y $$

Guatemala

1891 N Y Y $$$

Mexico

1871 N Y N $$$$

1899 N N N $$$$
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Table 5.6

(continued)

Examination
system

Working
req. or
compul. lic.

Pats. for
import or
introd. of
technology Cost

Peru

1891 N Y N $$$$

Uruguay

1891 N Y — $$$$

Venezuela

1891 N Y N $$$$

Others

Barbados

1891 N Y — $$$

Canada

1871 — Y N $

1899 Y Y N $

Fiji

1891 N N — $$

Hawaii

1891 Y* N Y $$

India

1891 N Y — $$$$

Jamaica

1891 N Y — $$$

Japan

1899 Y Y N $$

Liberia

1891 Y* Y — $$$

New South Wales

1891 N N N $

New Zealand

1891 N Y N $$

South Africa

1891 N N — $$$

United States

1848 Y N N $

1899 Y N N $
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likely had difficulty mobilizing all forms of capital to invest in inven-

tive activity, and thus it was perhaps not unreasonable for them to

choose to rely on technological knowledge from abroad. Early industri-

alizers, whose populations and industries were more familiar with the

frontiers of technology, would not have been so inclined.

It should not be too surprising that those who came after tended to

adopt patent systems that were oriented more toward securing flows

of technology from outside the country, especially technological knowl-

edge that was embodied in actual plant or production. Except for the

United States, and a few relatively minor exceptions, nearly all soci-

eties had working requirements (or, in a few cases, compulsory licens-

ing) as a central component of their patent systems. Similarly, the great

majority of follower countries had provisions for so-called patents of

importation—whereby those who were the first to introduce a new

technology to the country (regardless of whether he or she was the

inventor) from abroad could obtain a property right (typically lasting

until the original foreign patent on the technology expired).39 It was

only late in the century, after international patent conventions—under

pressure from the United States—urged countries to adopt the princi-

ple that only inventors had the right to a patent, that such awards of

property rights to the importer of a technology were disallowed. Even

then, many countries specified that the first applicant for a patent

would be presumed to be the inventor.

Many argue that extremely underdeveloped countries should have

no interest in maintaining a patent system, on the grounds that

their citizens would not be very likely to make new contributions to

Table 5.6

(continued)

Sources:

1848: John Kingsley and Joseph Piesson, Laws and Practice of All Nations and Governments

Relating to Patents of Inventions (New York: Kingsley and Piesson, 1848).
1871: United States and International Patent Office Manual (New York: Fitch and Co., 1871).
1891: Epitome of the World’s Patent Laws and Statistics (New York: The British and Euro-
pean Patent Agency, 1891).
1899: Arthur Greeley, Foreign Patent and Trademark Laws (Washington, D.C.: John Byrne
and Co., 1899).
Note: ‘‘Y’’ and ‘‘N’’ indicate whether patent systems had the characteristics of the column
headings (‘‘—’’ indicates uncertain). Patent costs are the total official fees for the full pa-
tent life. $, $$, $$$, and $$$$ indicate cost intervals of $0–$100, $100–$250, $250–$500,
and >$500, respectively.
*Although this country officially had an examination system, its patent office does not
appear to have carried out a serious examination of applications for novelty or utility.
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technological knowledge, and thus the only impact would be to in-

crease the flow abroad of licensing fees and other payments for the

fruits of technology. This attitude, however, has an uncomfortable re-

semblance to that early nineteenth-century view that ordinary people

could not be expected to produce any truly significant new technical

knowledge. We have shown that the latter opinion was incorrect, and

though circumstances today are very different, it is far from clear that

strong patent systems in developing countries will fail to elicit a supply

response in domestic invention. Moreover, one can also justify the im-

plementation of an effective patent system if it were necessary to make

substantial investments to migrate technologies from abroad or if the

cooperation or assistance of the original inventor was an important fac-

tor in diffusion. Although Taiwan of the mid-1980s was and is hardly

typical of most developing countries, in his careful investigation of the

strong patent system suddenly imposed on the country by the United

States, Lo offers persuasive evidence of a powerful response in expen-

ditures on research and development, patenting by Taiwanese resi-

dents in the United States, and foreign direct investment.40 More study

is needed, but it seems to us premature to dismiss the idea that there

could be some formidable benefits to developing countries from

strengthening their protection of property rights to new technology,

especially if such moves involved working requirements.

Notes

1. Especially after the Crystal Palace Exhibition of 1851, there was a continued fascina-
tion with issues about patent systems, including whether patent systems were desirable
for all countries, how they should be designed, and (for individuals) how to make money
from them. See Machlup and Penrose 1950 for an excellent account of one part of the de-
bate. Mark Twain ([1889] 1997) was not far from the mainstream when he spoke through
the ‘‘Connecticut Yankee in King Arthur’s Court’’: ‘‘[T]he very first official thing I did,
in my administration—and it was on the very first day of it too—was to start a patent
office; for I knew that a country without a patent office and good patent laws was just a
crab and couldn’t travel any way but sideways or backways’’ (70).

2. The standard references for the early British patent system are Christine MacLeod
1988 and Dutton 1984.

3. 21 Jac. I. C. 3, 1623, Sec. 6.

4. See MacLeod 1999 for a discussion of how craftsmen in Britain had to rely on other
methods of extracting returns from their ideas about how to improve on technical
practice.

5. Since the patent could be filed in any of three offices in Chancery, searches of the prior
art involved much time and inconvenience. It is hardly surprising that the defenders of

152 B. Zorina Khan and Kenneth L. Sokoloff



the early patent system included patent agents and patent lawyers. Patent fees also pro-
vided an important source of revenues for the Crown and its employees, and created a
class who had strong incentives to block proposed reforms.

6. According to an editorial published in Newton’s London Journal in 1862, ‘‘there can be
no doubt that a large amount of property is bound up in patent rights, and that the ut-
most uncertainty exists as to the legal value of that property’’ (qtd. in Coulter 1991, 140).
Other constraints on the market for inventions related to policies toward assignments.
Ever vigilant to protect an unsuspecting public from fraudulent financial schemes on the
scale of the South Sea Bubble, ownership of patent rights was limited to five investors
(later extended to twelve).

7. The case law on licenses was more convoluted. See, for instance, Lawes v. Purser, 6 Ell.
and Bl. 930, where a licensee refused to continue payments on the grounds that the pa-
tent was void. It was held that the licensee could not make such a defense as long as the
contract for the invalid patent had been executed without fraud.

8. The markedly higher ratio of assignments to patents in the United States is all the
more significant, both because the British figures are biased upward by the inclusion of
licenses, and because the higher costs of obtaining a patent in Britain should, at least in
principle (if screening by cost was a good substitute for screening by examination), have
led to patents of higher than average quality.

9. Excellent assessments of such issues during the Enlightenment include Hilaire-Pérez
1994 and 2000.

10. The famous English textile inventor, John Kay, illustrates the asymmetries involved
in individual bargains struck with state authorities. Kay settled in France because of
promises to subsidize the transfer of technology and substantially aided in the diffusion
of textile machinery. The Society for the Encouragement of Arts and Manufacturing in
England promised him a generous award to return there, but then reneged once he was
in London. Kay wrote early in 1761 to Prudaine de Montigny, Conseiller d’Etat in Lon-
don, to explore the possibility of receiving French financial aid if he again immigrated to
Paris. Later that same year, Kay wrote to M. de Brou, Intendant de Rouen, to complain
that he was still not receiving the pension he had been promised.

11. See the Decret du 30 Decembre 1790, in the Code des Pensions, 45. Although the legal
rhetoric implied that the primary intent of the legislation was to recognize the natural
rights of inventors, the actual clauses led to results that were different and that reflected
former mercantilist policies. In an obvious attempt to limit international diffusion of
French discoveries, until 1844 patents were voided if the inventor attempted to obtain a
patent overseas on the same invention. The first introducer of an invention covered by a
foreign patent would enjoy the same ‘‘natural rights’’ as the patentee of an original inven-
tion or improvement, although the term would expire at the same time as any foreign pa-
tent on the item. In order to qualify for a patent of importation, the applicant had to have
obtained practical knowledge of how the item worked through personal risk and effort,
although he was not obliged to prove that the invention had been patented elsewhere or
to even state its country of origin. The rights of patentees were also restricted if the inven-
tion related to items that were controlled by the French government, such as printing
presses and firearms.

12. Since France during the ancien régime was likely the first country to introduce sys-
tematic examinations of applications for privileges, it is somewhat ironic that commenta-
tors point to the retention of registration without prior examination as the defining
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feature of the ‘‘French system.’’ In 1968 a partial examination system was adopted that
was similar to the early British reforms along these lines, since it did not include a search
for novelty, merely a test for accordance with the law: ‘‘[il] se situe a mi-chemin entre la
libre deliverance et l’examen prealable . . . en effet, l’administration n’avait pas les moyens
de pratiquer un tel examen.’’ (Marcellin 1983, 21). The changes were made to give value
to patents and to protect the interests of third parties. It was only in 1978 that an exami-
nation for novelty was introduced.

13. The law of 1844 only allowed for the publication of the full text of patents that were
judged to be important. The attempt to obtain information was also inhibited by restric-
tions placed on access: viewers had to state their motives; foreigners had to be assisted
by French attorneys; and no extract from the manuscript could be copied until the patent
had expired. ‘‘C’est donc bien avec la loi de 1902 que le brevet a definitivement perdu son
charactere de document d’archives’’ (Brevets d’Invention Français, 1791–1902, 12).

14. American legislators were concerned with ensuring that information about the stock
of patented knowledge was readily available and diffused rapidly. As early as 1805 Con-
gress stipulated that the secretary of state should publish an annual list of patents
granted the preceding year, and after 1832 it also required the publication in newspapers
of notices regarding expired patents. The Patent Office in Washington was a source of
centralized information on the state of the arts, but it also maintained repositories
throughout the country, where inventors could forward their patent models at the ex-
pense of the Patent Office. Rural inventors could apply for patents without significant
obstacles, because applications could be submitted by mail, free of postage.

15. See Khan 1995 and 2005. Supreme Court Justice Joseph Story, the acknowledged in-
tellectual property expert of the early courts, succinctly stated the dominant perspective
in Lowell v. Lewis (15 F. Cas. 1018 [1817]): ‘‘[T]he inventor has a property in his invention;
a property which is often of very great value, and of which the law intended to give him
the absolute enjoyment and possession . . . involving some of the dearest and most valu-
able rights which society acknowledges, and the constitution itself means to favor.’’

16. Although the statutes proposed to grant patents for ‘‘new and useful’’ inventions, in
practice the utility claim was never enforced. Courts declared that it was up to the mar-
ket, not to administrators, to determine what was useful. In the 1817 case, Lowell v. Lewis
(15 F. Cas. 1018), Joseph Story charged the jury that the utility of the invention ‘‘is a cir-
cumstance very material to the interest of the patentee, but of no importance to the pub-
lic. If it is not extensively useful, it will silently sink into contempt and disregard.’’ It was
the role of the market, rather than the courts, to determine the ultimate success of the pa-
tent. This policy was continued by the Patent Office, which also did not attempt to gauge
the social or technical value of an invention, deciding conflicting claims predominantly
on the basis of novelty.

17. Dutton 1984; MacLeod 1988, 1999.

18. By the mid-1840s, for example, a number of national patent agencies had begun to
publish periodicals (such as Scientific American) that popularized invention as a career
path for the ambitious and talented. Over time, intermediation in this market for technol-
ogy grew ever more articulated in a process not unlike the evolution of financial interme-
diaries. Patent agents and lawyers became increasingly specialized and were drawn into
activities such as the provision of advice to inventors about the prospects for various
lines of inventive activity, and the matching not only of buyers with sellers of patents
but also of inventors with individuals seeking to invest in the development of new
technologies.
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As the extent of the market for technology expanded over the course of the nineteenth
century, creative individuals with a comparative advantage in technology appear to have
increasingly specialized in inventive activity. This tendency was likely reinforced by the
increasing importance to inventors of specialized technical knowledge as technology be-
came more complex. For evidence and more discussion, see Lamoreaux and Sokoloff
1996, 1999a, 1999b, 2001, 2003; Khan and Sokoloff 1993, 2001; and Khan 2005.

19. Khan and Sokoloff 1998.

20. Sokoloff 1988; Sokoloff and Khan 1990; Khan and Sokoloff 1993.

21. So testified Charles Few to the Select Committee on the Law Relative to Patents for
Invention, on May 15, 1829. See British Parliamentary Papers 1968, vol. 1, 48.

22. Sokoloff 1988; Khan and Sokoloff 1993.

23. This claim is based on a presumption that the great inventors who were employees (a
distinct minority as will be made clear) did take positive action to derive benefit. From
the biographies we have read, there were only a few inventors who did not try to realize
some returns from their efforts. Nearly all patented their inventions, but some did not.
Only three of the cohort born after 1820 did not obtain patent protection.

24. In previous work, we showed that both overall inventors, and especially great inven-
tors, were highly disproportionately concentrated in counties with access to water trans-
portation (prior to railroads). See Sokoloff 1988 and Khan and Sokoloff 1993. For evidence
that patent agents and other indicators of the market for technology came to be dispro-
portionately concentrated in those areas (mostly in New England and the Middle Atlan-
tic), see Lamoreaux and Sokoloff 1996, 1999a, 1999b, and 2003.

25. See Khan and Sokoloff 1993 for evidence that great inventors during the early nine-
teenth century were both more likely to be born in counties with low-cost access to broad
markets and to migrate to such counties. Both factors contributed to the highly dispro-
portionate concentration of great inventors in such counties.

26. See Lamoreaux and Sokoloff 1996, 1999a, 1999b for more discussion.

27. Joseph Ferrie very kindly provided estimates of the interstate migration rates from
the random sample of the native-born population that he has collected from the late
nineteenth-century public use census records, for groups at comparable ages. He agreed
that the great inventors seem to have been much more geographically mobile than the
general population. It is also worth noting how the foreign-born are disproportionately
represented among the great inventors of the United States. This is consistent with
the idea that the technologically creative in Europe were more likely to migrate across
the Atlantic because of greater opportunities, some of them associated with the patent
system.

28. See Cubberley 1920 for a discussion of how schools, and the backgrounds of the stu-
dents who attended them, evolved over the nineteenth century.

29. Those classified as receiving only a primary education encompass a range from those
who spent no time in school to those who attended school until about age twelve. Those
who were identified as spending any years in an academy or who attended school after
the age of twelve (but did not attend a college or seminary) were placed in the secondary
school category. Those who spent any time at all in college were either counted in the
college category, or—if they had attended a school with an engineering orientation or
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followed a course of study in medicine or a natural science—in the engineering/natural
science category.

30. See Snyder 1993, Figures 11 and 17. The rates of graduation from secondary school
and college were markedly higher in the Northeast and East North Central regions,
where inventive activity was disproportionately concentrated throughout the nineteenth
century, however. See Cubberley 1920 and 1947 for discussion of the regional patterns in
schooling.

31. The differences in patent systems had implications for how apprenticeship worked,
and the effective rights of workers to technological improvements they generated, in
Britain and the United States. See Fisk 1998 and MacLeod 1999.

32. Although a bit less striking, the inventors who had studied engineering or a natural
science were also, for a time (the middle three birth cohorts), much more inclined to rely
on sales or licensing of their inventions to realize income. This pattern might be
explained as due to these inventors choosing to specialize in what their human capital
gave them a comparative advantage in—inventive activity—and leaving it to others to
carry out the commercial exploitation.

33. Many of the college-educated of the 1739–1794 birth cohort were evidently not so
concerned with realizing a return from their inventions. Fourteen percent of the college
educated, and more than one third of those who studied engineering or natural science,
chose not to pursue returns to their inventions. This attitude, however admirable, was
not shared by inventors who came from less privileged backgrounds.

34. Lamoreaux, Levenstein, and Sokoloff 2004.

35. Although deeply impressed with how well this result fits with the work of Lamor-
eaux and Sokoloff (1999a, 2003), some caution may be warranted. Because the Dictionary

of American Biography (1928–1936) was originally prepared during the 1920s, our sample
does not include as many great inventors born after 1865 as we would like. We would
feel a bit more secure with more observations.

36. Lamoreaux and Sokoloff 1999a.

37. Machlup and Penrose 1950; Penrose 1951; Rosenberg 1969.

38. Gerschenkron explicitly identified the ability to draw on the technologies developed
in those countries that had industrialized earlier as one of the greatest advantages of eco-
nomic backwardness. See his classic essay in Gerschenkron 1976.

39. Many of the follower countries assessed very high fees for patents (especially those
that are less developed) at rates that are all the more remarkable for the relatively low
per capita incomes prevailing there. Indeed, many of the societies in Central and South
America are distinguished for having among the highest fees in the world for patent pro-
tection, and the pattern holds across quite a range of national institutional heritages (e.g.,
Brazil, British Honduras, and Peru). These fees might have been so high because the
elites in these extremely unequal societies did not find it in their interest to provide broad
access to property rights in new technology. Given that the number of outliers in Central
and South America, where inequality in wealth and political influence was extreme, as
compared to, say, Spain and Portugal (which also had rather low per capita incomes),
this hypothesis should perhaps not be immediately dismissed. It might also be noted
that the influence of colonial heritage is not nearly so powerful as one might have
expected. There was, for example, enormous diversity in the characteristics of the patent
systems of the remaining British colonies. Another rationale is that it provided an effec-
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tive way of deriving government revenue at the expense of foreigners (who in many of
these countries accounted for well over half of all patents).

40. Lo 2004.
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l’Industrie et du Commerce.

British Parliamentary Papers. 1968. Reports from Select Committees on the Law Relative to

Patents for Inventions, 1829–72. 2 vols. Shannon: Irish University Press.

Coulter, Moureen. 1991. Property in Ideas: The Patent Question in Mid-Victorian England.
Kirksville, MO: Thomas Jefferson Press.

Cubberley, Ellwood P. 1920. The History of Education. Boston: Houghton Mifflin.

Cubberley, Ellwood P. 1947. Public Education in the United States, A Study and Interpreta-

tion of American Educational History. Boston: Houghton Mifflin.

Dictionary of American Biography. 1928–1936. New York: Scribner’s.

Dutton, Harold I. 1984. The Patent System and Inventive Activity during the Industrial Revo-

lution, 1750–1852. Manchester, UK: Manchester University Press.

Fisk, Catherine L. 1998. ‘‘Removing the ‘Fuel of Interest’ from the ‘Fire of Genius’: Law
and the Employee-Inventor, 1830–1930.’’ University of Chicago Law Review 65 (Fall): 1127–
1198.

Gerschenkron, Alexander. 1976. Economic Backwardness in Historical Perspective. Cam-
bridge, MA: Belknap Press.
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6 On the Efficacy of Reforms:
Policy Tinkering,
Institutional Change, and
Entrepreneurship

Murat Iyigun and Dani Rodrik

6.1 Introduction

The conventional model of economic policy that inspired the wave of

reform in developing and transitional economies during the last two

decades comes with a standard list of prescriptions: establish prop-

erty rights, enforce contracts, remove price distortions, and maintain

macroeconomic stability. Once these things are done, economies are

supposed to respond predictably and vigorously.

Recent experience around the world has not been kind to this

vision of reform. Countries such as China, India, and Vietnam have

embarked on high growth while retaining policies and institutional

arrangements that are supposed to be highly inimical to economic

activity (e.g., absence of private property rights, state trading, large

amounts of public ownership, high barriers to trade). Meanwhile,

countries that have enthusiastically adopted the standard institutional

reforms—such as those in Latin America—have reaped very meager

growth benefits on average with considerable variance in actual out-

comes. This experience has raised doubts as to whether we have a

good fix on what makes growth happen. As Al Harberger recently put

it, ‘‘When you get right down to business, there aren’t too many poli-

cies that we can say with certainty deeply and positively affect growth’’

(2003, 215; see also Rodrik 2003).

We develop a framework in this chapter that tries to make sense of

this heterogenous experience with policy reform. Our starting point is

the idea that a key obstacle to economic growth in low-income envi-

ronments is an inadequate level of entrepreneurship in nontraditional

activities. As a recent paper by Imbs and Wacziarg (2003) documents,

countries grow rich by increasing the range of products that they pro-

duce, not by concentrating on what they already do well. Productive



diversification requires entrepreneurs who are willing to invest in ac-

tivities that are new to the local economy. Such entrepreneurship can

be blocked both because the policy environment is poor in the conven-

tional sense—namely, property rights are protected poorly, there is

excessive taxation, and so on—and because markets do not generate

adequate incentives to reward entrepreneurship of the needed type.

Our chapter takes both obstacles seriously.

The central market failure that we consider in relation to entrepre-

neurship is an information externality. As in Hausmann and Rodrik

2003, we assume that production costs of modern, nontraditional activ-

ities are unknown and can be discovered only by making sunk invest-

ments. Once an entrepreneur discovers costs of a given activity, this

information becomes public knowledge, prompting imitative entry

with a lag (if entry is profitable). Hence, an entrepreneur provides a

useful ‘‘cost discovery’’ function, but can reap at best only part of the

gains from his effort. If he discovers a profitable activity, his profits are

soon dissipated; if he makes a bad investment, he bears the full cost

of his mistake. Under these conditions, entrepreneurship is under-

provided and structural change is too slow.

We embed this model of entrepreneurial choice in a framework

that allows policy reforms of different kinds. We assume the policy-

maker has access to two strategies, both of which have the potential

to increase productivity but produce uncertain outcomes. The first

is ‘‘policy tinkering,’’ whereby the policymaker is allowed to draw

a new policy from the preexisting ‘‘policy regime.’’ The second is

‘‘institutional reform,’’ whereby a policy draw is made from a differ-

ent policy regime, at the price of imposing an adjustment cost on

incumbent firms.1 The latter is meant to capture more radical re-

forms that alter underlying institutional arrangements. Consider, for

example, the difference between reducing the corporate tax rate and

making a switch from import substitution to export orientation. The

former is an instance of tinkering within an existing set of institu-

tional arrangements. From our standpoint, its most important char-

acteristic is that it operates neutrally between existing firms and

new firms. If a reduction in corporate taxes increases the profitabil-

ity of investment in the modern sector, it does so both for incumbent

firms and for potential entrants. By contrast, a switch from one trade

regime to another is not neutral: it imposes a cost on the incumbents,

while new ventures (in export-oriented activities) are unaffected or

helped.

160 Murat Iyigun and Dani Rodrik



While institutional reform engenders an adjustment cost, this cost

also presents a subtle potential advantage over policy tinkering. Tin-

kering is unable to induce greater amounts of cost discovery and new

entrepreneurship precisely because it does not affect the margin be-

tween old and new activities. Institutional reform can induce greater

cost discovery where policy tinkering would fail to do so. Therefore,

there are circumstances under which institutional reform will domi-

nate policy tinkering, even when the shift in the policy regime itself

does not confer any direct economic benefit.2

Our framework therefore yields new insights on the circumstances

under which different types of policy reform—policy tinkering versus

deeper institutional reforms—are likely to foster structural change and

economic growth. We find that the relative benefits of institutional re-

form depend critically on the vigor of entrepreneurship in the modern

sector of the economy. Institutional reform is likely to dominate policy

tinkering only for intermediate levels of cost discovery. When prevailing

levels of cost discovery (and the associated levels of productivity) are

too low, policy tinkering is adequate to generate new entrepreneurship;

when they are already high, institutional change is unable to stimulate

additional entrepreneurship.

One empirical implication of our framework is that, conditional upon

institutional reforms having been undertaken, we should observe a

systematic relationship between the success of such reforms and the

prevailing state of entrepreneurship in the modern sector. In particular,

institutional reforms should produce a boost in economic activity in

countries where the modern sector was languishing due to a lack of

cost discovery attempts, but fail in places where a relatively productive

modern sector already existed (thanks to a healthy dose of entrepre-

neurship). The main difficulty in testing this idea is that we do not

have reliable and cross-nationally comparable indicators of entrepre-

neurship. In the empirical analysis that we carry out in the appendix,

we use the level of self-employment in non-agriculture as our proxy.

Controlling for levels of income, this can be viewed as a crude indica-

tor of the propensity of people to start their own businesses. Using this

proxy, we are able to provide some formal evidence that we think is

supportive of our model. We show, in particular, that the success of

institutional reform depends critically on the level of our proxy for

entrepreneurial experimentation and cost discovery. Institutional re-

form appears to have worked when this proxy is indicative of low

levels of prevailing entrepreneurship, and failed otherwise.
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In sum, our approach yields a rich set of normative and positive im-

plications. On the normative side, it helps to identify the circumstances

under which different types of policy reform—policy tinkering versus

deeper institutional reforms—are likely to foster structural change and

economic growth. On the positive side, our model offers insights as to

why institutional reforms have worked in a handful of countries and

failed in many others.

The outline of the rest of the chapter is as follows. Section 6.2 lays

out the basic economic environment. Section 6.3 describes the market

equilibrium. The outcomes under policy tinkering and institutional re-

form are discussed in section 6.4. Section 6.5 presents the case where

institutional reform has a clear-cut advantage over tinkering. Section

6.6 presents some evidence on three of the empirical implications of

our framework. Finally, section 6.7 provides concluding observations.

6.2 The Model

We consider a model of a small open economy with two sectors,

modern and traditional. These two sectors differ according to whether

costs of production are known. The modern sector is made up of C

goods with uncertain costs, none of which is produced at time zero.

We assume there are two factors that determine the cost of producing

a modern-sector good. First, there is a policy-specific cost component, a.

This variable, which is observable, represents the impact of the policy

environment on entrepreneurial productivity. We assume that the

distribution of a is uniform over the interval ½0; 2�. Hence, EðaÞ ¼ 1.

Second, there is a good-specific cost, ci. This variable, which is un-

observable until production of good i starts, represents the productiv-

ity of good i for a given policy draw a. We assume that the ex ante

distribution of ci is uniform over the interval ½0;C�.
Therefore the cost of production in the modern sector can be written

as

cit ¼
wt

atci

; ð1Þ

where cit denotes the unit costs of producing good i when policy at is

in effect at time t, wt is the wage rate in period t, and 1=atci is the num-

ber of workers needed to produce a single unit of the good i . Modern-

sector production uses only labor and has constant-returns-to-scale

technology once productivity is known.
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The justification for the uncertainty about costs of production in the

modern sector is provided by the fact that production involves learn-

ing along various different dimensions. For instance, producing a good

that has not been locally produced previously requires learning about

how to combine different inputs in a given environment, figuring out

whether the existing local conditions are conducive to efficient produc-

tion, discovering the true costs of production, and so on (see Haus-

mann and Rodrik 2003). In addition, our framework captures the idea

that some policy environments are better for entrepreneurship than

others.

We note that the unobserved productivity parameters ci is a prop-

erty of individual goods, and not of entrepreneurs: all entrepreneurs

who run firms producing good i will operate with productivity ci.
3

We assume that each modern-sector firm is of a given size, fixed (by

appropriate choice of units) to one unit of good i’s output. Each entre-

preneur can run one, and no more than one, modern-sector firm.

Discovering ci requires setting up the firm and utilizing one unit of

labor.4 Let mt denote the number of entrepreneurs who choose to es-

tablish firms in period t, which also equals the total amount of (sunk)

labor investment in the same period. After firms are set up and labor

is sunk, ci’s become known for those mt goods in which investments

have been made. Subsequently, all mt entrepreneurs can produce a

unit of the good and earn p (an exogenous price fixed on world mar-

kets).5 During this inaugural production stage, which we call the ‘‘cost

discovery’’ phase, there is no entry into the modern sector so that any

entrepreneur who draws a cost less than or equal to p earns excess

profits. (Even though p is fixed, so is output due to the assumptions

that firm size is fixed and an entrepreneur cannot run more than a sin-

gle firm.) This transitional period of monopoly profits can be moti-

vated in one of two ways. It could be that it takes time for the ci

to become common knowledge. Alternatively, ci can be immediately

known, but it could take time for an ‘‘imitator’’ to set up a firm. Note

that while some firms will make profits in the cost-discovery phase,

the ex ante expected profits from starting a new firm would be zero in

equilibrium. This is because the quantity of entrepreneurship, mt, is de-

termined endogenously.

Following the cost-discovery phase, production in the modern sector

enters the ‘‘consolidation’’ phase, in which there is free entry into any

preexisting modern-sector activity and excess profits are eliminated.

The mechanism through which the latter happens is the upward
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adjustments in the wage rate wt as labor is drawn toward the modern

sector and modern-sector production expands. Since there are no di-

minishing returns to labor in the modern sector, we will have an ex-

treme form of industry rationalization in this phase: all but the highest

productivity modern-sector activity ceases to exist.

The productivity of the modern sector in the consolidation phase is

the maximum from the mt draws made by entrepreneurs, which will

be itself conditional on the policy rule in effect, at. Let this maximum

productivity be denoted by cmaxðmtÞ. Since the ex ante distribution of

ci is uniform over ½0;C� and the draws are independent, the expected

value of the rank statistic cmaxðmtÞ has the simple form E½cmaxðmtÞ� ¼
Cmt=ð1þmtÞ. Note that E½cmaxðmtÞ� is increasing in mt but at a de-

creasing rate. We assume that entrepreneurs (as well as policymakers)

are risk neutral.

We close the model by describing production in the traditional sec-

tor. The traditional sector operates under constant returns to scale and

employs labor and a fixed factor. It will be convenient to use a specific

functional form, so we write the production function in the traditional

sector as yt ¼ ðl� stÞa, where l is the total labor force of the economy,

st is employment in the modern sector, and a is the factor share of labor

in the traditional sector. At any given time t, total employment in the

modern sector equals the sum of workers employed in new entre-

preneurial ventures (during the cost-discovery phase), mt,
6 and the

workers employed in previously established modern-sector firms (dur-

ing the consolidation phase), et. That is, st ¼ mt þ et. The diminish-

ing marginal returns to labor in the traditional sector implies that the

modern sector faces a positively sloped labor supply curve. Adjust-

ments in wages will therefore play an important equilibrating role for

our economy. The price of the traditional sector is fixed at 1 as the

numeraire.

Economic activity extends over infinite discrete time. Every period t,

t > 0, begins with an inherited policy at�1 and a maximum known pro-

ductivity in the modern sector cmax
t�1 drawn in the preceding period.

Then, on the basis of at�1 and cmax
t�1 , the policymaker can make one of

the following choices: (a) no new draw (status quo); (b) a new draw at
from the existing policy regime (policy tinkering); or (c) a new draw bt
from a new policy regime (institutional reform). Like policy draws from

the existing regime, draws from a new policy regime are uniformly

distributed over the continuum ½0; 2�. Hence EðbÞ ¼ EðaÞ ¼ 1.7 But insti-

tutional reform imposes a cost on incumbent modern-sector activities,
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so that the productivity of the incumbent modern-sector activity fol-

lowing a regime change is fbtc
max
t�1 with 0 < f < 1, whereas that fol-

lowing policy tinkering is equal to atc
max
t�1 .

8

Within each time period, the complete sequence of events is as

follows:

Stage 1: The government decides whether or not to make a new policy

draw at or bt.

Stage 2: Conditional on the policy (either a newly drawn one or the one

inherited from the previous period), labor allocations (et b 0) and the

new number of entrepreneurs (mt b 0) are determined.

Stage 3: Conditional on labor allocations and entrepreneurship deci-

sions, wages (wt) are determined. If mt > 0, new costs, ci, are revealed.

The highest modern-sector productivity attains cmax
t . The market struc-

ture of any young industry that has just emerged is one of monopoly,

whereas that of a preexisting industry is characterized by free entry

and a competitive market.

We proceed by first defining the equilibrium levels of entrepreneu-

rial activity, labor allocation, and the determination of wages. We then

explore the socially optimal patterns of policy experimentation consis-

tent with the market equilibrium.

6.3 Entrepreneurial Activity, Labor Allocation, and Market

Equilibrium

We first note that in equilibrium et and mt cannot both be strictly posi-

tive. If it pays to operate a preexisting modern-sector activity with the

highest known productivity, it will not pay to start new entrepreneu-

rial ventures with the expected level of productivity, and vice versa.

To see this, consider the relationship between the productivity of

the incumbent modern-sector activity and the expected productivity

of entrepreneurship under both policy tinkering and institutional re-

form. Under policy tinkering, suppose first that cmax
t�1 bEðcÞ ¼ C=2.

Then, the productivity of the most efficient preexisting modern-sector

activity—which will either be in or have gone through its consolida-

tion phase—is higher than the expected productivity of new entre-

preneurial ventures, and no one will find it optimal to experiment

with new activities. In this case, all individuals prefer to work in

either in the traditional sector or the preexisting modern sector (with
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the consequence that et > 0 and mt ¼ 0). If on the other hand

cmax
t�1 < EðcÞ ¼ C=2, the expected entrepreneurial productivity draw

exceeds preexisting productivity levels in the modern sector, and, in

equilibrium, et ¼ 0 and mt > 0. A similar argument holds under insti-

tutional reform. In particular, if fcmax
t�1 bEðcÞ ¼ C=2, then the produc-

tivity of the most efficient preexisting modern-sector activity—despite

the fact that it incurs an adjustment cost—is higher than the expected

productivity of new entrepreneurial ventures. This leads to et > 0

and mt ¼ 0. But if fcmax
t�1 < EðcÞ ¼ C=2, then the productivity of the

most efficient modern-sector activity after the reform is below the ex-

pected entrepreneurial productivity. Hence, in equilibrium, et ¼ 0 and

mt > 0.

Given the policymaker’s choice, the equilibrium wage rates can be

derived easily. If policy tinkering is chosen when cmax
t�1 bEðcÞ ¼ C=2,

we have mt ¼ 0, and wt and et are determined by the following two

equations:

wt ¼ aðl� etÞa�1; ð2Þ

and

wt ¼ patc
max
t�1 : ð2 0Þ

The second equation ensures zero profits in the modern sector while,

taken together, both equations represents labor market equilibrium. If,

on the other hand, policy tinkering is done when cmax
t�1 < EðcÞ ¼ C=2,

then et ¼ 0, and wt and mt are determined by the following equations:

wt ¼ aðl�mtÞa�1; ð3Þ

and

wt ¼ pat
C

2
: ð3 0Þ

Equation (3) ensures expected profits are zero for entrepreneurial ven-

tures in an ex ante sense, since expected profits for any individual

entrepreneur are given by

pt ¼ p� 2wt

atC
:9

If institutional reform is chosen when fcmax
t�1 bEðcÞ ¼ C=2, we have

mt ¼ 0, and wt and et are determined by equation (2) and
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wt ¼ pfbtc
max
t�1 : ð4Þ

If, on the other hand, institutional reform is undertaken when

fcmax
t�1 < EðcÞ ¼ C=2, then et ¼ 0, and wt and mt are determined by

equation (3) and

wt ¼ pbt
C

2
: ð5Þ

As shown, at any point in time, the modern sector will be in either a

cost discovery phase or a consolidation phase but not both. The pro-

ductivity of the incumbent modern-sector activity, together with the

policy choice, determines which of these phases the modern sector will

be in. For sufficiently low levels of initial modern-sector productivity

and prevailing wages, entrepreneurial activity/self-discovery would

not be crowded out. Not so when the incumbent modern-sector pro-

ductivity and wage rates are relatively high (in which case employ-

ment in the incumbent modern-sector activity would fully crowd out

entrepreneurship).

In what follows, we explore optimal policy choice. In doing so, we

focus solely on a second-best world where the policymaker has the

same uncertainty about production costs as private entrepreneurs do.10

6.4 Optimal Policy Choice

At the beginning of each period t > 0, the policymaker observes the

maximum productivity draw of the previous period cmax
t�1 and, de-

pending on the inherited policy draw at�1, decides whether or not to

make a new policy draw at or bt.

What is the policymaker’s optimal decision? The easiest case to con-

sider is the one where the inherited policy draw, at�1, exceeds its ex-

pected value, EðaÞ ¼ 1. In that case, the policymaker would choose to

maintain the status quo under all circumstances we examine, since

there is nothing to be gained in expected value terms by making a

renewed draw. Under the status quo, free entry reigns, all but the

highest productivity firms close down, and imitation—together with

the wage adjustment mechanism that accompanies it—drives profits

from that activity down to zero.

Policy tinkering does not affect the margin between old and new

activities, and hence does not influence the equilibrium level of cost

discovery. But institutional reform can generate cost discovery where
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policy tinkering would fail to do so since the former reduces produc-

tivity (and wages) in preexisting activities. As a consequence, depend-

ing on the productivity of the incumbent modern-sector activity, cmax
t�1 ,

and whether the policymaker chooses to tinker, at, or reform, bt, there

are three other cases to consider: (a) cmax
t�1 bC=2f so that wages are

too high to generate new entrepreneurial ventures even after major

reforms are instituted; (b) cmax
t�1 < C=2, which implies that wages are

low enough that tinkering with existing policies is sufficient to entice

new entrepreneurs; and (c) C=2f > cmax
t�1 bC=2, so that wages are too

high to yield new entrepreneurship under policy tinkering but are low

enough to entice entrepreneurs with institutional reforms.

We now turn to an examination of each of these cases.

ðaÞ cmax
t�1 bC=2f

In this region, wages are too high to warrant new entrepreneurial ex-

perimentation. Thus, labor is allocated between the traditional sector

and the incumbent modern-sector activity only. That is, mt ¼ 0 and

st ¼ et > 0.

The equilibrium wage rate equates the marginal product of labor in

the incumbent modern-sector activity to that of labor in the traditional

sector, as indicated by equations (2) and (2 0):

wt ¼ pat�1c
max
t�1 ¼ aðl� etÞa�1: ð6Þ

Using (6), we can solve for the level of employment in period t:

et ¼ l� a

pat�1c
max
t�1

� �1=ð1�aÞ
: ð7Þ

Thus, with a policy at�1 in place, the aggregate output of the economy

will be given by Yt 1 yt þ pxt, where

yt ¼ ðl� etÞa ¼
a

pat�1c
max
t�1

� �a=ð1�aÞ
; ð8Þ

and

xt ¼ etat�1c
max
t�1 ¼ at�1c

max
t�1 l� a

pat�1c
max
t�1

� �1=ð1�aÞ
" #

: ð9Þ

Now consider the outcome when the policymaker decides to tinker

and make a new draw at in period t. With the new policy in effect, the

productivity of the incumbent activity would equal atc
max
t�1 . And as
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implied by equation (7), this would lead to a change in the level of em-

ployment in the incumbent modern-sector activity.11

Let EðYtjaÞ1EðytjaÞ þ pEðxtjaÞ denote the expected level of aggre-

gate output associated with tinkering (i.e., a new policy draw at).

Given that EðaÞ ¼ 1, we establish the following:

EðytjaÞ ¼ ðl� etÞa ¼
a

pcmax
t�1

� �a=ð1�aÞ
; ð10Þ

EðxtjaÞ ¼ etc
max
t�1 ¼ cmax

t�1 l� a

pcmax
t�1

� �1=ð1�aÞ
" #

: ð11Þ

Next consider the case where the policymaker decides in favor of

institutional reform and makes a policy draw bt. The equilibrium wage

rate equates the marginal product of labor in the incumbent modern-

sector activity to that of labor in the traditional sector:

wt ¼ pfbtc
max
t�1 ¼ aðl� etÞa�1; ð6 0Þ

Using (6 0), we can solve for the level of employment in period t:

et ¼ l� a

pfbtc
max
t�1

� �1=ð1�aÞ
ð7 0Þ

Let EðYtjbÞ, EðYtjbÞ1EðytjbÞ þ pEðxtjbÞ denote the expected level

of aggregate output conditional on the policy regime change. Since

EðbÞ ¼ 1, we can establish the following:

EðytjbÞ ¼ ðl� etÞa ¼
a

pfcmax
t�1

� �a=ð1�aÞ
; ð10 0Þ

EðxtjbÞ ¼ etfc
max
t�1 ¼ fcmax

t�1 l� a

pfcmax
t�1

� �1=ð1�aÞ
" #

: ð11 0Þ

Note that if it were not optimal for the policymaker to change policy

in period t, it would also not be optimal to do so in any subsequent

period, since the economic environment is assumed to remain un-

changed. This suggests that the present discounted welfare associated

with the status quo is given by Yt=ð1� bÞ where b, 0 < b < 1, denotes

the time discount factor.

If instead the policymaker were to tinker (and make a new policy

draw at) in period t, the outcome would be stochastic. From this peri-

od’s vantage point, the expected value of the outcome in any subse-

quent period would be EðYtjaÞ, regardless of whether the policymaker
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makes additional draws down the line. This is due to the fact that,

evaluated at at ¼ EðaÞ ¼ 1, Ytþ1ða ¼ 1Þ would equal EðYtjaÞ. Thus, the
present discounted welfare associated with a policy change is equal to

EðYtjaÞ=ð1� bÞ. Based on the same argument, the present discounted

welfare associated with institutional reform is equal to EðYtjbÞ=ð1� bÞ.
An examination of equations (8)–(11), (10 0), and (11 0) reveals that

EðYtjaÞ
1� b

>
Yt

1� b
and

EðYtjaÞ
1� b

>
EðYtjbÞ
1� b

: ð12Þ

Hence, when at�1 < 1 and cmax
t�1 bC=2f, we find that the policy-

maker would—instead of pursuing major reforms—just tinker with

existing policies. This is due to the fact that institutional reforms are

costly, and without new entrepreneurial experimentation they provide

no additional benefit over policy tinkering.

ðbÞ cmax
t�1 < C=2

In this case, equilibrium wages are low enough that there is new

entrepreneurial experimentation and employment in the incumbent

modern-sector activity is driven to zero. Thus, labor is allocated be-

tween the traditional sector and new entrepreneurship only. That is,

et ¼ 0 and st ¼ mt > 0.

The equilibrium wage rate equates the expected marginal product of

new entrepreneurial ventures to that of labor in the traditional sector,

as in equations (3) and (3 0):

wt ¼
pat�1C

2
¼ aðl�mtÞa�1; ð13Þ

Using (13), we can solve for the equilibrium level of expected entrepre-

neurial ventures:

mt ¼ l� 2a

pat�1C

� �1=ð1�aÞ
: ð14Þ

With no change in policy, the aggregate output of the economy would

equal EðYtÞ1 yt þ pEðxtÞ, where

yt ¼ ðl�mtÞa ¼
2a

pat�1C

� �a=ð1�aÞ
; ð15Þ

EðxtÞ ¼ mtat�1
C

2
: ð16Þ
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This is a case in which there is no uncertainty with respect to the

output of the traditional sector because no new policy draw is made

and the number of new entrepreneurial ventures is observable ex

ante. In contrast, there is uncertainty about the output of the highest

modern-sector activity because, while the expected value of the

economy-wide outcome of entrepreneurial ventures equals E½cmaxðmtÞ�
¼ Cmt=ð1þmtÞ, it actual value is not observable ex ante.

At time tþ 1 free entry reigns, eliminating all but the highest pro-

ductivity modern-sector activity. Thus, the expected level of aggregate

output in all future periods, EðYtþ1Þ1Eðytþ1Þ þ pEðxtþ1Þ, equals

Eðytþ1Þ ¼ ðl� etþ1Þa ¼
a

pat�1C

½1þmt�
mt

� �a=ð1�aÞ
; ð17Þ

Eðxtþ1Þ ¼ etþ1at�1Efcmax½mðaÞ�g¼ at�1mtC

1þmt
l� a

pat�1C

½1þmt�
mt

� �1=ð1�aÞ" #
:

ð18Þ

Now consider the outcomes when the policymaker decides to tinker

and make a new policy draw at. Since the expected value of the draw

at equals EðaÞ ¼ 1, both the equilibrium wage rate and the number of

entrepreneurs would exceed those given by (13) and (14), respectively.

With EðYtjaÞ1EðytjaÞ þ pEðxtjaÞ denoting the level of aggregate out-

put associated with tinkering and the expected new policy draw, at ¼
EðaÞ ¼ 1, we can establish the following:

EðytjaÞ ¼ ðl�mtÞa ¼
2a

pC

� �a=ð1�aÞ
; ð19Þ

EðxtjaÞ ¼ mt
C

2
: ð20Þ

At time tþ 1 free entry eliminates all except the highest produc-

tivity modern-sector activity which ex ante attains Efacmax½mðaÞ�g ¼
Cmt=ð1þmtÞ. Thus, the expected level of aggregate output in all fu-

ture periods, Ytþ1ða ¼ 1Þ1 ytþ1ða ¼ 1Þ þ pxtþ1ða ¼ 1Þ, equals

ytþ1ða ¼ 1Þ ¼ ðl� etþ1Þa ¼
a

pC

½1þmt�
mt

� �a=ð1�aÞ
; ð21Þ

xtþ1ða ¼ 1Þ ¼ etEfcmax½mðaÞ�g ¼ mtC

1þmt
l� a

pC

½1þmt�
mt

� �1=ð1�aÞ
" #

:

ð22Þ
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Instead, if the policymaker opts out for institutional reform and

makes a new policy draw bt, the equilibrium wage rate is determined

by the following equation:

wt ¼
pbtC

2
¼ aðl�mtÞa�1: ð13 0Þ

With (13 0), we can derive the equilibrium level of entrepreneurship:

mt ¼ l� 2a

pbtC

� �1=ð1�aÞ
: ð14 0Þ

The output of the economy will be given by EðYtjbÞ, EðYtjbÞ1
EðytjbÞ þ pEðxtjbÞ, where the components EðytjbÞ and EðxtjbÞ are identi-
cal to equations (19) and (20), respectively. The expected output of the

economy in all subsequent periods will equal Ytþ1ðb ¼ 1Þ, Ytþ1ðb ¼ 1Þ
1 ytþ1ðb ¼ 1Þ þ pxtþ1ðb ¼ 1Þ, where the output of the traditional and

the modern sectors are given by (21) and (22), respectively.

Based on equations (15)–(22), we can now state the following:

EðYtjaÞþ
b½Ytþ1ða ¼ 1Þ�

1� b
¼ EðYtjbÞþ

b½Ytþ1ðb ¼ 1Þ�
1� b

> EðYtÞþ
b½EðYtþ1Þ�

1� b
:

ð23Þ

In (23), the terms b½Ytþ1ða ¼ 1Þ�=ð1� bÞ and b½Ytþ1ðb ¼ 1Þ�=ð1� bÞ are
equal to one another. This is because, subsequent to the initial period

in which monopoly rents accrue, the expected aggregate output of the

economy would be equal under the two policy-setting regimes. The

terms EðYtjaÞ and EðYtjbÞ are also equal, because policy draws from ei-

ther regime generate the same amount of entrepreneurial experimenta-

tion.12 As a result, we establish that the policymaker would just tinker

with existing policies if at�1 < 1 and cmax
t�1 < C=2.

ðcÞ C=2acmax
t�1 < C=2f

In this case, wages are low enough to warrant entrepreneurial exper-

imentation under a reform, but they are not sufficiently low to generate

it with policy tinkering. Thus, in order to determine the appropriate

course of action, the policymaker would need to compare the expected

aggregate output associated with institutional reform with the expected

aggregate output associated with policy tinkering, both of which we

discussed earlier.

In this case, for sufficiently high values of b, the following inequality

would hold:
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EðYtjbÞ þ
b½Ytþ1ðb ¼ 1Þ�

1� b
>

EðYtjaÞ
1� b

>
Yt

1� b
ð24Þ

As we show in the appendix, we find that Eat�1 < 1 and C=2a

cmax
t�1 < C=2f reform dominates tinkering for a sufficiently forward-

looking policymaker who has a relatively high b. However, we cannot

rule out the possibility of status quo for cmax
t�1 in the neighborhood of

C=2f for a shortsighted policymaker. The reason that the discount rate

matters is this: under the status quo as well as tinkering, there are gains

in the current period from consolidation in the modern sector as re-

sources move from less profitable activities to the highest-productivity

incumbent activity. Institutional reform generates (expected) gains in

the future from higher cost discovery, but does so at the cost of giving

up these current gains.

In sum, our results have the following implications. Policy tinkering

dominates institutional reform when existing policies leave something

to be desired and the modern sector is pretty unproductive (i.e., for

at�1 < 1 and cmax
t�1 < C=2). In this case, the prevailing wage rate is low

enough to entice new cost discovery even in the absence of institu-

tional reform. Hence, given the adjustment costs involved and the pos-

sible loss of gains that arise during the consolidation phase in the

modern sector, it would not be desirable to alter the economy’s institu-

tional arrangements. Similarly, policy tinkering dominates institutional

reform when existing policies are not terribly desirable but the modern

sector is quite productive (i.e., for at�1 < 1 and cmax
t�1 bC=2f). In this

case, wages are high enough to stifle cost discovery even when institu-

tional reform is attempted. Thus, given the adjustment costs involved

with institutional reform and the absence of cost discovery gains, it is

desirable to tinker with policies within the existing institutional frame-

work. In contrast, provided that a policymaker is sufficiently forward-

looking, institutional reform dominates policy tinkering when existing

policies are undesirable and the modern sector is only moderately

productive (i.e., for at�1 < 1 and C=2acmax
t�1 < C=2f). In this case, the

prevailing wage rate is low enough to entice new entrepreneurial ex-

perimentation under institutional reform, but too high to do so under

policy tinkering. Hence, it is socially desirable to bear the adjustment

costs and explore alternative institutional arrangements. These results

are summarized in table 6.1.

As the table shows, the expected impact on welfare (and eco-

nomic performance) of institutional reform varies with the quality of
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Table 6.1

Summary of main implications

Quality of preexisting policies

Lousy ðat�1 < 1Þ Good ðat�1 b 1Þ

Low
productivity
cmax
t�1 < C=2

Intermediate
productivity
C=2acmax

t�1 < C=2f

High
productivity
cmax
t�1 bC=2f

Low
productivity
cmax
t�1 < C=2

High
productivity
cmax
t�1 bC=2

Optimal policy tinker inst. reform tinker status quo status quo

Cost discovery
under optimal policy?

yes yes no yes no

Expected impact on
welfare of

tinkering þþþþþ þþþ þþ �
inst. reform þþþþþ þþþþ þ=� ��

Policy ranking tinker inst. ref. s.q. inst. ref. tinker s.q. tinker s.q. inst. ref. status quo tinker inst. ref.
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preexisting policies and the initial productivity of the modern sec-

tor. In our model, initial productivity is in turn determined by the in-

herited level of entrepreneurial experimentation. Note that even when

it is not the dominant strategy, institutional reform can improve

welfare in economies where the productivity of the modern sector

is not too high. The same cannot be said with respect to economies

where the modern sector is relatively productive; in those economies,

policy tinkering would enhance welfare but institutional reform

would undermine it. We test this idea in our empirical work in sec-

tion 6.6.

6.5 Institutional Reforms with Large Productivity Impact

We have assumed so far that the expected productivity impact of

institutional reform is no greater than that of policy tinkering (i.e.,

EðbÞ ¼ EðaÞ ¼ 1). We finally consider the possibility that EðbÞ > EðaÞ.
This corresponds to a case where the policy regime can be unambigu-

ously improved because existing institutional arrangements are ex-

ceedingly weak. Suppose, therefore, that EðbÞ ¼ g > 1. The expected

productivity of an incumbent modern sector activity after a policy re-

gime change now equals gfcmax
t�1 . Thus, whether the cost of adjustment

to a new policy regime change is high enough to offset the expected

gain of a reform will be crucial. If the expected productivity impact of

institutional reform were fairly large so that gfb 1, then reform would

not be costly on net to incumbent modern-sector activities. The govern-

ment would then want to undertake institutional reform as long as

at�1 < EðbÞ ¼ g. If, on the other hand, the expected productivity impact

of a reform were only moderately large so that gf < 1, incumbent

modern-sector activities would still suffer an expected loss—albeit a

smaller one than that in the previous section—as a result of institu-

tional reform.

What this suggests is that when there is no new entrepreneurial ex-

perimentation (as in section 6.4.1 where cmax
t�1 bC=2f), institutional

reforms with relatively small expected productivity gains (i.e., g closer

to 1) will still be dominated by policy tinkering. However, as long

as wages are low enough to allow new cost discovery, institutional re-

form will now unambiguously dominate tinkering since incumbents

are displaced by new entrepreneurial ventures anyway. In this latter

case, the adjustment costs that incumbents would have incurred had

they remained in business become irrelevant.
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6.6 Empirical Evidence

The model we discussed earlier yields a rich range of empirical implica-

tions. However, testing these implications directly is rendered difficult

by the absence of internationally comparable measures of entrepre-

neurship, which plays a key mediating role in our framework. The

ILO provides some patchy cross-national data on self-employment.13

In the absence of better proxies, we used this data to construct an index

of entrepreneurial intensity (ENTRAT), which we compute by taking

the ratio of self-employed individuals to total nonagricultural employ-

ment. This ratio can be calculated for more than fifty countries around

the year 1990, and it varies from a low of 5 percent in Sweden to a high

of 58 percent in Nigeria. We recognize that ENTRAT varies systemati-

cally with levels of development, so we control for per capita GDP in

all our regressions to guard against spurious results. See table 6.2 for

summary statistics and the correlation matrix for the variables used in

what follows.

We use ENTRAT to test three of the implications of our model.

First, our model implies that entrepreneurial experimentation is in-

versely related to the prevailing level of modern-sector labor costs. Sec-

ond, economies with higher levels of entrepreneurship should generate

more productive modern-sector activities, and therefore should ex-

perience higher rates of economic growth. Third, institutional reforms

should stimulate economic activity the most in countries where prior

levels of entrepreneurship have been too low to generate much

high-productivity activity (or more precisely, the economic impact of

reforms should monotonically decline in prior levels of entrepreneur-

ship; see table 6.1).

Columns (1)–(3) of table 6.3 present our results on the first implica-

tion. Our measure of modern-sector labor costs is average unit labor

costs in manufacturing (ln ULC), which we calculate by taking the ratio

of wages to manufacturing value added per employee (both from the

ILO). Since ENTRAT is measured around 1990, we compute ln ULC as

an average for 1985–1989. As column (1) shows, ln ULC exerts a nega-

tive and statistically significant influence on ENTRAT, even after con-

trolling for per capita GDP. Since labor costs are also related to the

price level (see Rodrik 1999), we control for cross-country differences

in the price level for consumption (ln PC) in column (2). In column (3),

we add three regional dummies as additional controls. The estimated

coefficient of ln ULC remains negative and statistically significant with
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Table 6.2

Descriptive statistics

Correlation matrix

Mean S.D. GROWTH ENTRAT ln ULC ln PC ln GDPCAP FERT SECM REF. DGRW GOVT

GROWTH .0151 .0209 1.00

ENTRAT .188 .109 �.278 1.00

ln ULC �1.126 .4375 �.042 �.680 1.00

ln PC �.675 .381 �.100 �.612 .513 1.00

ln GDPCAP 8.38 1.13 .208 �.838 .607 .747 1.00

FERT 1.53 2.07 �.260 .691 �.509 �.609 �.915 1.00

SECM 4.98 8.03 .158 �.502 .399 .609 .604 �.577 1.00

REFORM .355 .481 �.420 �.175 .510 �.330 �.476 .475 �.391 1.00

DGRW �.0084 .0277 .372 .008 �.116 �.079 .012 �.158 .139 �.175 1.00

GOVT 7.35 9.26 �.048 .126 .045 �.258 �.455 .486 �.155 .037 .116 1.00
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Table 6.3

Main results

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Dependent variable: ENTRAT Dependent variable: GROWTH Dependent variable: DGROWTH

OLS OLS OLS OLS OLS OLS OLS OLS IV

ln ULC �.0481*
(.0137)

�.0514*
(.0143)

�.0412*
(.015)

ln GDPCAP �.0842*
(.0067)

�.0884*
(.0092)

�.0635*
(0.0087)

.0124*
(.0027)

.021*
(.0079)

.0181*
(.0077)

�.0112
(.0077)

�.0108
(.0069)

�.0196**
(.0086)

ln PC .0165
(.0207)

�.0362***
(.0193)

ENTRAT �.0847
(.0579)

�.0143
(.0552)

�.1197**
(.064)

ENTRAThat .1098*
(.0359)

.2284*
(.0916)

.2151*
(.0892)

LAAM .0279**
(.013)

�.0155*
(.0061)

�.0119**
(.0060)

�.0039
(.0100)

�.0033
(.0093)

�.0019
(.008)

SAFRICA �.1032*
(.0154)

.0096
(.0124)

.0118
(.0119)

�.0239***
(.0133)

�.0646*
(.0122)

�.0566*
(.012)

ASIA �.0030
(.0153)

.0090
(.0071)

.0137**
(.007)

�.0162
(.0105)

�.0165***
(.0093)

�.0191*
(.005)

SECM �.0001
(.0003)

FERT �.0008
(.0018)
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GOVT .0006
(.0004)

REFORM �.0089
(.009)

.0411*
(.016)

.0351**
(.018)

REFORM �ENTRAT �.2477*
(.0719)

�.1912**
(.086)

Observations 53 52 52 82 82 81 53 53 50

Note: Robust regression estimates, except for col. (9), which shows IV-GMM estimates. GROWTH is per capita GDP growth from 1990 to 2000.
DGROWTH is the difference between growth rate in the 1990s and growth rate in the 1970s. See text for more details. Standard errors in paren-
theses. * significant at 1 percent; ** significant at 5 percent, *** significant at 10 percent.
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both robustness checks. In addition, the fit of our most parsimonious

specification, which includes unit labor costs and per capita income

only, is remarkably high; its adjusted R-squared is 0.75.14

One possible concern with the specifications in columns (1)–(3) is re-

verse causation. Perhaps we are getting the effect of entrepreneurial in-

tensity on labor costs, rather than vice versa. But theoretically this

reverse relationship is positively signed rather than negatively signed.

So if there is simultaneous-equation bias at play, it should work against

us (i.e., the bias is in the direction of making the estimated coefficient

less negative). Another potential concern involves the fact that labor

costs might be a reflection of labor market inflexibility and the costs of

formality (generating a source of omitted variable bias). Here too, the

effect would have been a positive relationship—the more institutional-

ized the labor market, the greater the escape into self-employment—

rather than the negative one that we find. In addition, Friedman et al.

(2000) present cross-country data on the shares of the informal sectors

in economic activity—all of which are from the late 1980s or early

1990s. Using these estimates as additional explanatory variables, we

reran the specifications in columns (1)–(3). Accounting for the shares

of the informal sector not only did not influence our main results

but also yielded insignificant coefficients on the shares of the informal

sector.15

We next turn to the relationship between entrepreneurship and sub-

sequent growth. In our model, the higher the inherited level of entre-

preneurship mt�1, the higher is the productivity reached in the modern

sector cmax
t�1 . We proxy cmax

t�1 with economic growth. In order to enlarge

our sample size (which was limited to fifty-three countries in the pre-

vious set of regressions), for this exercise we first use regression (3) to

generate a predicted value for ENTRAT for more than eighty countries

(ENTRAThat). Regressions (4)–(6) show that ENTRAThat is robustly

correlated with subsequent growth during the 1990s. The first of these

regressions (column (4)) is a bare-bones specification, to which we next

add regional dummies (column (5)) and a number of standard growth

determinants (fertility, male schooling, and government consumption,

column (6)). Hence, the intensity of entrepreneurship—as predicted by

labor costs, among other things—has a positive and significant impact

on the subsequent rates of growth.16

Our third and most ambitious set of tests relates to the interaction

between institutional reform and the preexisting level of entrepreneur-

ship in determining economic outcomes. In our model, a high level of
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entrepreneurship mt�1 raises the (expected) productivity in the modern

sector cmax
t�1 but also lowers the return to institutional reform (see table

6.1). We now test this last implication.

To code our institutional reform variable, we rely on Wacziarg

and Welch (2003), who have recently revised and updated the Sachs-

Warner data set on the timing of major reforms. The original Sachs

and Warner (1995) effort was aimed at identifying countries that had

opened up their economies to trade and the timing of these reforms.

However, their definition of trade reform is so broad and demanding

(requiring adjustments in trade policies, macroeconomic policies, and

structural policies) that it is quite well suited for our purposes (see

Rodriguez and Rodrik 2000 for a discussion). Hence, in order to be

classified as ‘‘open,’’ a country needs to have not only suitably low

levels of trade barriers, but also no major macroeconomic disequili-

bria (measured by the black-market premium for foreign currency),

no socialist economic system, and no export marketing board. Since

ENTRAT is measured around 1990, we code our REFORM variable as

a dummy variable that takes the value of 1 if the country has under-

gone a Sachs-Warner-Wacziarg-Welch reform between 1985 and 1994

(inclusive). Our dependent variable is the change in growth between

the 1990s and 1970s, DGROWTH. (We exclude the 1980s because of

the pervasive effects of the Latin American debt crisis during that de-

cade.) Our model implies that REFORM should have different effects

on DGROWTH depending on the value of ENTRAT.

In column (7) we regress DGROWTH on REFORM, ENTRAT, per

capita GDP, and a set of regional dummies. Note that the estimated co-

efficient on REFORM is negative (with a t-statistic around 1). This re-

sult reflects the disappointing outcome with institutional reforms in

the 1990s, as discussed in the introduction (see also Rodrik 2003). In

the next column (8), we interact REFORM with ENTRAT. The results

are quite striking. The estimated coefficient on the interaction term is

negative and highly significant. In addition, once the interaction term

is included, the coefficient on REFORM turns positive and becomes sta-

tistically significant. So the impact of institutional reform turns out to

be dependent on the level of our proxy for entrepreneurship. Those

that benefited were the countries with very low levels of entrepreneu-

rial intensity. In column (9) we repeat the exercise in an instrumental

variables framework, to alleviate concern about the possible endoge-

neity of ENTRAT. We use as our instruments the determinants of

ENTRAT used in column (3) and their interaction with REFORM.
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The results are equally strong. Institutional reform had dramatically

different effects depending on the preexisting levels of entrepreneurial

intensity.

According to our results, institutional reform enhanced growth in

countries where prevailing entrepreneurial intensity fell short of a cer-

tain cutoff level, and reduced growth elsewhere. Using the estimates

of column (8), we find this cutoff value of ENTRAT to be 0.17

(¼ .0411/.2477). This corresponds to the median value in our sample

and is about the level observed in Malaysia. The countries in our sam-

ple that undertook institutional reform and where ENTRAT was below

this level are South Africa, Tunisia, Trinidad and Tobago, Israel, and

New Zealand. The average for Latin American countries is substan-

tially above this cutoff at 0.27. Interestingly, India and China, two im-

portant cases of gradualist tinkering, were likely above this cutoff as

well. While we do not have a value for ENTRAT for either of these

countries, India’s ENTRAThat is 0.30, and China (for which we cannot

compute ENTRAThat due to missing labor cost data) would have had

to have labor costs that are implausibly high (two orders of magnitude

higher than India’s) to fall below the 0.17 threshold. Hence this evi-

dence suggests that both countries were better off not having under-

taken deep institutional reform à la Latin America.

Encouraging as they are for our model, these results are obviously

contingent on the reliability of our proxy for entrepreneurial intensity

ENTRAT and are sensitive to the coding of REFORM. We end this sec-

tion by providing a somewhat different type of evidence that does not

rely on either of these variables. We simply focus on the experience in

Latin America, where we know significant amounts of structural re-

form took place in the late 1980s and early 1990s. As an alternative to

ENTRAT, we use productivity growth in the 1970–1980 period as a

proxy for the strength of the cost discovery process and the vibrancy

of entrepreneurship. (We ignore the 1980s once again, due to the spe-

cial circumstances related to the debt crisis.) As before, we take the dif-

ference in the growth rates of GDP per capita between the 1990s and

1970s as a measure of the impact of institutional reform.

Figure 6.1 shows that there is a strong negative correlation in Latin

America between TFP performance during the 1970s and DGROWTH

(r ¼ �0:72). Countries that were experiencing rapid TFP growth in

the 1970s (e.g., Brazil) reaped little gain in the 1990s, while those that

had poor TFP growth performance (e.g., Chile) improved their perfor-

mance. In line with the implications of our framework, the payoffs to
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institutional reform were greatest when it was likely to induce a new

wave of entrepreneurship, namely, when the cost discovery process

had run out of steam. And they were lowest when productivity perfor-

mance was already satisfactory.

We end by emphasizing that these empirical results are suggestive

rather than definitive. Our proxies for entrepreneurship are crude, and

cross-national regressions are subject to a wide variety of well-known

problems (see Durlauf et al. 2004 for a recent critical review). In the

final analysis, there is no substitute for detailed empirical work focus-

ing directly on the mechanisms that our theoretical work has identified

as being important.

6.7 Concluding Remarks

We argued in this chapter that the interplay between policy choices

and entrepreneurial incentives provides an important key to under-

standing recent patterns of economic performance around the world.

The taxonomy we offer yields a rich set of normative and positive

implications.

Figure 6.1

Relationship between prior productivity growth and impact of institutional reform in
Latin America.
Source: Data on TFP and GDP per worker from Bosworth and Collins 2003.
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On the normative side, we find that optimal policy choice is highly

contingent on initial conditions. When the quality of preexisting poli-

cies is high, status quo is the dominant policy choice regardless of the

productivity level in the modern sector. But when the quality of pre-

existing policies leaves something to be desired, the optimal choice

between policy tinkering and institutional reform depends critically on

the level of productivity reached in the modern sector. And the rela-

tionship is not linear. Policy tinkering is the best choice when the mod-

ern sector is either (a) unproductive or (b) highly productive, while

institutional reform is the best choice when (c) the productivity level is

intermediate between these two. The reason is that only in case (c) does

institutional reform have a clear advantage over tinkering: that is the

case where institutional reform induces cost discovery while tinkering

fails to do so. In case (a) tinkering is enough to generate cost discovery,

while in case (b) neither tinkering nor institutional reform is able to do

so.

Perhaps our most striking conclusion is a positive one: institutional

reforms boost economic activity in countries where entrepreneurial ac-

tivity is languishing, and they fail in places where entrepreneurial

attempts at cost discovery are relatively vibrant. The available empir-

ical evidence supports such a conditional relationship. Hence, recog-

nizing the interplay between reforms and entrepreneurship may help

resolve the puzzle of why institutional reforms have worked in a hand-

ful of countries while failing in others.

Our framework provides additional subtle insights on reform strat-

egies and new ways to interpret recent experience with economic de-

velopment. Consider, for instance, our results on policy tinkering. We

find that policy tinkering works best when existing policies are de-

monstrably poor and the productivity of modern sector activities is ex-

tremely low. This seems to characterize the experience of some of the

growth superstars of the last two decades fairly well. In particular,

China (since 1978), India (since 1980), and Vietnam (since 1986) have

scored spectacular economic gains with changes in institutional ar-

rangements that fall far short of what most Western economists would

have considered a prerequisite for success. In India, the changes in pol-

icy during the 1980s were barely perceptible. And even the more ambi-

tious reforms of the 1990s are better described as gradualist tinkering

than as deep institutional reform. China and Vietnam made consider-

able strides toward building a market economy while keeping the basic

socialist institutional arrangements (including state ownership of key
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industries) intact.17 All three countries started from a very low level,

not just in terms of the market-friendliness of their policies, but also

in terms of the productivity of their economies. Policy tinkering has a

potentially very high return under these circumstances, as our model

shows. But as the model also indicates, not all tinkerers will succeed;

what matters is the actual policy draw.

Our model also provides a reason why Chinese-style gradualism

may not have worked in the former socialist countries of Eastern Eu-

rope, and therefore rationalizes the deeper institutional reform and

‘‘shock therapy’’ that countries such as Poland and the Czech Republic

undertook. Unlike China and Vietnam, Eastern European countries

had built modern manufacturing sectors and were already high-wage

economies. Tinkering would likely not have been enough to generate

new entrepreneurship and structural change. The fact that economic

performance in the former Soviet Union and Eastern Europe has

turned out quite uneven is, of course once, again consistent with one

of our central building blocks—the uncertainty with regard to policy

outcomes.

We close by reiterating the central normative messages of this chap-

ter. Productive transformation and policy reform are both subject to

a great deal of uncertainty. Entrepreneurship depends both on good

policy and on adequate rents. Policy tinkering and institutional reform

both have their respective advantages. Appropriate strategies depend

on initial conditions—namely, the quality of policies, the level of pro-

ductivity in nontraditional activities, and the state of entrepreneur-

ship. Reformers who internalize these lessons are likely to make good

choices while those who don’t are likely to be disappointed.

Appendix

Claim: Eat�1 A ½0; 1Þ and C=2acmax
t�1 < C=2f, bb A ð0; 1Þ such that

EðYtjbÞ þ
b½Ytþ1ðb ¼ 1Þ�

1� b
>

EðYtjaÞ
1� b

: ðA:1Þ

Proof: Equation (A.1) can be rewritten as

EðYtjbÞ � EðYtjaÞ þ
b½Ytþ1ðb ¼ 1Þ � EðYtjaÞ�

1� b
> 0:

Eat�1 A ½0; 1Þ and C=2acmax
t�1 < C=2f, institutional reform leads to

new entrepreneurial experimentation, but policy tinkering does not.
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Hence, the difference Ytþ1ðb ¼ 1Þ � EðYtjaÞ is strictly positive. The rea-

son is that the expected policy draw under a reform equals one and

the policy draw that helped determine the productivity of the incum-

bent modern-sector activity, at�1, is strictly less than one. In contrast,

the difference EðYtjbÞ � EðYtjaÞ is strictly negative in the limit when

cmax
t�1 is approaching C=2 as well as when it is approaching C=2f (both

of which indicate that the components (10) and (11) add up to more

than the components (19) and (20)). Then, we can establish that the

difference EðYtjbÞ � EðYtjaÞ is negative due to the strict monotonicity

of EðYtjbÞ � EðYtjaÞ in cmax
t�1 . Given that the difference Ytþ1ðb ¼ 1Þ�

EðYtjaÞ is strictly positive, bb A ð0; 1Þ such that (A.1) holds. 9

Notes

Dani Rodrik thanks the Carnegie Corporation of New York for financial support. For
useful comments and suggestions, we thank Lee Alston, Mushfiq Mobarak, and David
N. Weil. The usual disclaimer applies.

1. We take a broad view of these costs. What we have in mind are not just the standard
adjustment costs, but the loss incurred in the value of organizational capital accumulated
under previous institutional arrangements. This includes, for example, the disruption in
the relation-specific investments made by incumbents with their suppliers, with their cus-
tomers, and with the government. A change in the rules of the game necessitates that
these investments be reconstituted, and therefore imposes search and other transaction
costs. Roland and Verdier (1999) explore these transition costs in the context of former so-
cialist economies, arguing that their absence is one advantage of the more gradualist
paths followed by China (see also Blanchard and Kremer 1997).

2. Our approach here has parallels with the work of Caballero and Hammour (2000),
who emphasize the costs of institutional sclerosis and inadequate levels of creative
destruction.

3. Hence uncertainty is associated with costs of production rather than with entrepre-
neurial talents. Once an entrepreneur discovers costs in a given sector, there is a large
number of entrepreneurs who can emulate the incumbent. Some other models of indus-
trialization emphasize instead the selection of talented entrepreneurs who can best
undertake the innovations needed for modern production. See, for example, Acemoglu,
Aghion, and Zilibotti 2002.

4. One way of thinking of this is that all entrepreneurs are self-employed.

5. Note that these are goods that are already being produced in other, more advanced
countries. So saying that there are known, fixed prices is not at odds with the assumption
that none of them is produced at home currently.

6. Remember that we normalized the number of workers needed to start a new firm to
one.

7. More realistically, the policy experience of a country and the experience of other coun-
tries with similar socioeconomic and geographic attributes may influence the range of the
policymaker’s experimentation draws. For a discussion of the interplay between learning
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and policy experimentation, see Mukand and Rodrik 2005. Furthermore, there may be
cases where institutional reform would yield a clearcut advantage over tinkering so that
EðbÞ > EðaÞ. We consider this case in section 6.5.

8. Of course, our qualitative results depend on a weaker form of this assumption: as long
as incumbent firms bear higher adjustment costs when a new policy draw is made from a
newly instituted policy regime, our main results remain intact.

9. As we elaborate here, our model generates an inverse relationship between entrepre-
neurial experimentation and the prevailing wage rates. For empirical evidence, refer to
section 6.6. Also, see Iyigun and Owen 1998 and 1999 for some related discussion.

10. For an analysis of the full-information case, see Haussman and Rodrik 2003.

11. As we stated earlier, the new policy draw would not yield any new entrepreneurial
ventures, no matter how large a

t
is: that is because a

t
shifts the productivity of actual

and potential modern-sector activities in the same proportion, and does not affect their
relative profitability.

12. This simply follows from the fact that EðaÞ ¼ EðbÞ ¼ 1.

13. These data are accessible in ILO 1995.

14. This R-squared refers to a conventional OLS regression, and not the robust regres-
sions we report in table 6.2.

15. Thus, we do not report these results here.

16. We also explored the results of an instrumental-variables, GMM specification using
our actual ENTRAT data (which consist of 53 country observations). While we do not
report them here, these results were roughly similar to—but slightly weaker than—
the ones we present in what follows: ENTRAT had a positive impact on subsequent
growth in the analogs of columns (4)–(6), and the association between ENTRAT and
growth was statistically significant at the 5 or 10 percent confidence level in two of the
three specifications.

17. See Rodrik and Subramanian 2004; Qian 2003; and van Arkadie and Mallon 2003 on
India, China, and Vietnam, respectively.
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III Endogenous Institutions





7 The Role of Higher
Education Institutions:
Recruitment of Elites and
Economic Growth

Elise S. Brezis and
François Crouzet

7.1 Introduction

Higher education institutions have seen much turmoil over the past

few centuries. For long, universities were part of the religious estab-

lishment, and their main role was to teach liberal arts, philosophy, and

theology, though some of them became famous for specific subjects,

such as law in Bologna and medicine in Montpellier. Most university

students, whose numbers were in any case few, were preparing for a

career in the church, even after the Reformation. Then, in the nine-

teenth and early twentieth centuries, universities underwent reform;

they generally became secular, and they started to teach new subjects,

particularly the sciences. Still, a university degree was not necessary

for a career, except in a few specific professions.

During the last half of the twentieth century, a dramatic change took

place in higher education: The number of universities and colleges in

the West rose, and the number of students increased even more. Con-

currently with this democratization of higher education, universities

became heterogeneous not only in their specializations but in their

quality. When higher education is provided only to a fortunate few,

there is no need for selection, and universities do not differ in their

quality and prestige; yet when higher education is democratized and

nearly 40 percent of the population attend colleges or universities, uni-

formity in their quality is impossible. There is, therefore, a distinction

between, on the one hand, the elite universities (for which after World

War II, selection became meritocratic) and, on the other hand, the rest.1

These changes in higher education that occurred in the twentieth

century affected the way in which elites were recruited. While before

World War II elites had rarely been educated at universities, after

World War II they attended elite universities, and the criterion for



their recruitment became graduation from elite schools. In conse-

quence, post–World War II, elites were recruited through education in

elite universities to which admission was conferred following success

at meritocratic exams.

The purpose of this chapter is to examine the effects of this merito-

cratic recruitment of elites on class stratification and economic growth.

We first show that recruitment to a university via a meritocratic

method based on entrance exams does not lead to enrollment from all

classes of society according to distribution or ability, nor does it neces-

sarily lead to the admission of the most talented. Recruitment by

entrance exam still encompasses a bias in favor of elite candidates, be-

cause this type of exam requires a pattern of aptitude and thinking that

favors candidates from an elite background.

In this chapter, we show that even a slight cultural bias can lead to

more than half of students enrolled in elite universities coming from

an elite background. This cultural bias, which can be included in the

typology of environmental factors, has a magnification effect on class

stratification.2 Therefore the resulting student body is a mostly homo-

geneous group that is not as open as it should be to the non-elite

public, despite the meritocratic selection method of the elite univer-

sities. In other words, we show that an elite education leads to a ‘‘non-

circulation of elites.’’3

Although meritocratic selection should result in the best being cho-

sen to enter the top ranks of public service or business, the framework

described herein allows us to show that elite schools and universities

have a tendency to recruit in a nondiversified way, resulting in cer-

tain classes being overrepresented. Our model emphasizes that despite

meritocratic recruitment, elite universities actually recruit from the

‘‘aristocracy,’’ and we get a resulting ‘‘stratification’’ of recruitment. In

consequence, the fact that over time individuals from the same back-

ground are accepted to elite universities is due not to cronyism, but to

the system itself, despite the fact that it is meritocratic.

We then examine the consequences of meritocratic recruitment on

economic growth. The recruitment of the elite affects the economy, just

as it affects the quality of leaders: Having the best citizens as leaders

enables efficient and correct choices. We show that the effects of meri-

tocratic selection are dependent on the type of technological changes

occurring in the country in question. During times of innovation—

namely, minor changes in technology—the elite schools optimally ful-

fill their purpose, since the aptitude acquired at home by the children
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of the elite class is an advantage regarding the type of technology in

use. These students therefore perform better on average than students

recruited from the non-elite population. Thus, the noncirculation of

elites in this case does not hamper growth.

But during times of invention, that is, the emergence of totally new

technologies, aptitude acquired via family education is useless, and so

lack of circulation of elites is detrimental to the adoption of new tech-

nologies. Therefore, in an era of invention, the recruitment of the elite

from elite schools actually leads to a lower growth rate.

This chapter is divided into five parts. In section 7.2, we present

a short survey of the evolution of elite recruitment in the Western

world. In section 7.3, we analyze the effects of meritocratic exams on

stratification; section 7.4 examines the effects of meritocracy on eco-

nomic growth; and section 7.5 concludes.

7.2 Recruitment of the Elite in the Twentieth Century

The main shifts in the recruitment of elites took place in the second half

of the twentieth century and are related to meritocratic selection. How-

ever, this was not the first time that changes occurred in the way elites

were recruited. Before introducing the facts on recruitment in the twen-

tieth century, we present a concise survey of the recruitment and train-

ing of elites in earlier times.4

7.2.1 Before the Industrial Revolution

Over the centuries, there have been changes in the way the Western

world has recruited its elite. As early as Biblical times, Jethro, Moses’

stepfather, suggested to him that he should find elite people by looking

for ‘‘distinguished men, fearing God, liking truth and enemies of lux-

ury’’ (Exodus 18:21). Later on, when the first king in the Bible was to

be chosen, the Prophet Samuel ordered that the King should be

selected by lot, in a random way (1 Samuel 10:20). The subject of select-

ing the elites had also been discussed by the Greek philosophers. Aris-

totle stressed that a city should be ruled by the best (‘‘aristoi’’ in Greek),

and that government should be in the hands of the most able mem-

bers of society. They should be highly intelligent and educated (as well

as brave and temperate) citizens. For Plato and Aristotle, the recruit-

ment of the elite was a crucial element in determining optimal political

structure.
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Despite this enlightened view, over the centuries, recruitment of the

elite was actually carried out via heredity, nepotism, and violence, and

the word ‘‘aristocracy’’ came to describe the hereditary upper ruling

class. Hereditary monarchy was for centuries considered the most le-

gitimate means of recruitment for rulers, based on the assumption that

morality and intellectual prowess are inherited, according to God’s will.

In traditional European societies until the nineteenth century, member-

ship in the elite was mainly hereditary; noble birth was the rule. More-

over, highly born people were also generally wealthy, even though

their wealth was mainly landed. In consequence, the upper elite was

made up of large landowners, an état de fait that was normal in agrar-

ian societies. Appointments to various state positions (including the

armed forces and the church) were made either by patronage or by

purchase. Patronage was a matter of family connections, favor, and

intrigue.

Nevertheless, there were some channels through which new people

emerged regularly into the elite: the favor of the sovereign or of some

great lord; military prowess and exploits; amassing wealth through

trade or, frequently, involvement in government finance (such as tax

farming); and purchase of public offices.5 Such upward channels in-

volved some meritocratic elements; this was particularly pronounced

within the Catholic Church, where some rose as a result of sheer intel-

lectual prowess.

Education was not a necessary element for entering the elite, and

there was no specific education for the elite, although most sons of

the nobility had private tutors. From the seventeenth century onward,

many of them were sent to ‘‘high schools’’ such as the English public

schools, or in Catholic countries, colleges run by the Jesuits or the Ora-

torians. In these schools, pupils received a purely classical education.

7.2.2 From the Eighteenth to the Twentieth Century

Changes in the recruitment and training of elites first took place in the

late eighteenth century, arising from the needs of modern states. Mili-

tary schools and various other institutions, such as the French grandes

écoles, were established for training experts, although only a small pro-

portion of the elites went through these schools and universities at this

period.

Then, in the late nineteenth century, in Europe as well as in the

United States, two major economic changes had a strong impact. The
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first was the ‘‘second Industrial Revolution,’’ namely, the rise of new

industries, like chemicals and electricity, which were science based.

The second was the rise of the ‘‘corporate economy’’ and of the Chand-

lerian managerial enterprise that led to the process by which salaried

senior managers largely took over from capital owners and heirs of the

founding families. Both engineers and managers needed specialized

formal training, while the pioneers of industrialization and their heirs

had had only on-the-job training. So there was a clear difference be-

tween the education of the leaders of the first and of the second Indus-

trial Revolutions (Kaelble 1979, 29).

On the whole, the late nineteenth and early twentieth centuries saw

major changes in the education of the elite, and institutions were re-

formed or created to provide such training. In most countries, the old

‘‘medieval’’ universities were reformed and expanded during this

period, and many new ones were established.

In England, in the late nineteenth century, new or ‘‘red brick’’ uni-

versities had been established in provincial cities; they emphasized

science and technology and also had schools of commerce. However,

the proportion of business leaders who graduated from universities

others than Oxbridge was low for a considerable period, and for well-

born young men, universities such as Oxford and Cambridge were

merely ‘‘finishing schools’’ where they had a good time and made use-

ful connections. A large majority of business leaders—especially in the

city, and somewhat less in industry and commerce—had attended

public schools before entering university. Education at a major public

school was more important in terms of social prestige than a university

degree.

In France, the most original character of the system for recruiting

and training elites was the role played by elite institutions—the grandes

écoles (GE), and, more specifically, the Ecole Nationale d’Administration,

best known by its abbreviation—ENA. The origins of the GE go back

to the eighteenth-century military schools, and to the creation of spe-

cial schools to train engineers that the state needed: the Ecole des Ponts

et Chaussées (for civil road engineers) was established in 1715, and the

Ecole des Mines (for mining engineers) in 1783. During the French Revo-

lution, the need for more civil and military engineers was felt. In 1794,

the Ecole Polytechnique was established.

During the nineteenth and the twentieth centuries, a large number

of other GE were gradually established, mainly for training engineers,

as Ecole Centrale in 1829 (a school to which, after 1840, a significant
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number of French industrialists sent their sons), but also for giving

commercial training, particularly HEC (Hautes Etudes Commerciales) in

1881, which can be described as the first French business school. This

proliferation resulted partly from deficiencies in the French university

system.

During the nineteenth century and at the beginning of the twentieth,

there were differences between countries in the importance of educa-

tion and training of elites. In England, business leaders, most of whom

had not had any higher education, were wary of university graduates.

This suspicion reflected the cult of the ‘‘practical man,’’6 and therefore,

most of the British economic elite was recruited and trained via the

traditional channels of family connections and patronage, the so-called

old boys’ networks of those who had attended public schools.

In some respects this system survived into the twentieth century.

A high, though decreasing, proportion of top British executives be-

gan their careers at the end of their secondary education; they were

either ‘‘heirs,’’ namely, members of the family that owned the firm

and sons of other ‘‘good families,’’ who received a top job at once,

or men from a more modest background, who had risen within a firm.

However, it became increasingly frequent for upper- and upper-

middle-class young men to attend university before entering business.

In consequence, the percentage of university-educated British execu-

tives was lower than in France and Germany, especially in the first

half of the twentieth century, but increased over time. From the inter-

war period, large firms increased their intake of university graduates,

many of them from the older universities (especially Cambridge,

which had placed greater stress upon the teaching of science and even

engineering).

As for the United States, until the end of the nineteenth century, the

situation was not that different. Elite members were either heirs, chil-

dren of rich men who inherited the family firm, or newcomers to the

business world who made their fortunes through their own exertions.

As in other countries, few of these ‘‘self-made men’’ were of truly pro-

letarian origin, and most came from the lower middle class and the

labor aristocracy. In any case, such men, ipso facto, had had very little

formal education.

Most of the ‘‘heirs’’ had attended secondary school, had entered the

family firm at about age sixteen, and learned on the job. It was widely

believed that further studies—especially at a university or college—

would be a waste of time and even bad for business, and that direct
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contact with the latter was desirable as early as possible. Therefore,

higher education seemed irrelevant for most professional callings. Until

the 1870s, young men who were to follow a business career did not

attend universities.

From the turn of the twentieth century, there was a gradual change

in the recruitment and training of elites.7 An increasing number of

large companies started to hire people who had received an academic

education. In the 1890s, the need for managers who had undergone

serious and thorough training was felt, and graduates from the new

business colleges, which had been recently established, were hired in

large numbers.8 The founding of the Harvard School of Business Man-

agement in 1908 and the creation of the MBA sanctioned this develop-

ment. During the same period, graduate schools of law and medicine

were established in the major American universities.

7.2.3 The Second Half of the Twentieth Century

The recruitment of elites changed dramatically after World War II. In

all countries, there was a desire on the part of politicians to ‘‘democra-

tize’’ the elite, and, in consequence, there were significant reforms in

the way the elites were recruited, as well as in their education.

After World War II, while a democratization of higher education

took place, reflected by an enormous increase in the number of univer-

sity students, an emergence of two channels of education occurred: one

for the elite and the other for the rest. This was emphasized by Univer-

sity of California President Clark Kerr, who set the stage for university

for all, but the elite university for the best.9 In consequence, the elite

was trained in elite colleges. Temin described this evolution in the

United States: ‘‘I was able to identify the colleges attended by 454

CEOs of the Fortune 500 companies. All current business leaders on

whom I could find information attended college and almost one-fifth

graduated from the Ivy League’’ (1999a, 32).10 By the early 1960s, those

who had not attended college were precluded from becoming part of

the business elite.11

In the United States, the changes took place mainly during the 1940s.

Until then, there was a group of people who constituted the Establish-

ment: they were male, white, and Protestant (mostly Episcopalian).

They were the elite, their children attended the elite universities, and

few others could attain any power.12 Education at an Ivy League uni-

versity was the entry ticket to the elites of all kinds (except the political
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elite, which was more of a melting pot), and before 1936, recruitment

to universities was based on family and geography.

There was, therefore, a widespread desire to break the hold of this

old elite and replace it with a new elite that would be made up of

people from a broad range of backgrounds from all over the country,

selected on the basis of talent and not birth. There was a need

to replace the ‘‘aristocratic’’ and nondemocratic elite with a ‘‘brainy’’

one that would lead the country. This desire was already expressed by

Thomas Jefferson more than a century before: ‘‘There is a natural aris-

tocracy among men. The grounds of this are virtue and talents . . . while

the artificial aristocracy is founded on wealth and birth.’’13

As already emphasized, this wish to find the ‘‘natural aristocracy’’ is

not specific to the United States, and has equivalents in Europe, espe-

cially in France. However, the American meritocratic way of selecting

the most intelligent in order to recruit the best public servants, and

letting them run the country, is different from the French one. While

France opted for the system of the grandes écoles already existing, which

were based upon achievement exams, the United States adopted SAT

exams.

The SAT, or Scholastic Aptitude Test (itself an adaptation of the

Army intelligence test called the Army Alpha), was developed at

Princeton University, and placed the emphasis for university admis-

sions on aptitude instead of achievement.14 The system was slowly

adopted by all universities. It was adopted first by Harvard—run at

that time by James Conant—who supported a selection process that

would lead to the recruitment of his university elite from all social

classes, and who felt that achievement tests were unfair to poor chil-

dren because most had not attended good high schools. Therefore,

he called for a system for choosing the elites that was not based on

achievement. Harvard thus adopted the SAT for use as a scholarship

test during the 1930s; its use then spread as a scholarship test for all

Ivy League schools. It took twenty years for the SAT to become a re-

quirement for all applicants to the University of California, and soon

afterward to all universities. Standardized testing provided the basis

for selection to elite universities.15

However, despite the wish to democratize selection, SAT scores were

correlated with family education and wealth.16 Meritocracy did not

mean democratization and opportunity for all. The unrealized dream

of the virtue of meritocracy as opposed to aristocracy, has been empha-

sized by Temin. He has shown that the U.S. economic elite is still over-
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whelmingly made up of white Protestant males, a significant number

of whom were educated at Ivy League institutions. The picture has not

changed significantly from the 1900s: ‘‘The American business elite

comes from elite families’’ just as it does in France or Britain.17 The fun-

damental irony of the American meritocracy is that the system finally

favored the elite’s children. The wish that America would become a

classless society through the use of aptitude tests did not come true:

meritocracy led to aristocracy.

In order to reduce stratification, the United States elaborated a selec-

tion process for minorities, trying to advance the best persons under

affirmative action, which can be seen as a ‘‘patch’’ on meritocracy to

make it run better. In consequence, meritocracy is a sort of particular

system of picking people for the elite, based on one set of abilities. Af-

firmative action is trying to twist the dials a bit to get more minority

representation in the meritocratic elite.

In France, despite a different system of recruitment, the situation is

somewhat similar. The GE and especially the ENA play a role similar

to the Ivy Leagues universities in the United States: they are elite

schools, and very selective. France presently has 302 elite engineering

schools with 59,000 students, and 226 commerce or business schools

with 64,000 students. These figures may be compared with the million

and a half students in universities, which have no entry exam and

admit anyone who has graduated from high school (baccalauréat).

At the competitive exam (concours) to enter a grande école, the number

of candidates accepted every year is fixed.18 Moreover, one does not sit

for the concours just after high school; students first go to specialized

schools (classes préparatoires) where they are only accepted if they had

good grades in high school or at the baccalauréat. They study inten-

sively at the classes préparatoires for one to four years, after which they

take the entry exam for one or several of the grandes écoles.19 Thus, of

the half a million people who succeed in the baccalauréat each year,

36,000 are accepted in the classes préparatoires, among whom only

25,000 will eventually enter a GE in the next few years.

The GE have, over time, become increasingly important to the re-

cruitment of the French business elite. From 1920 onward, over 50 per-

cent of a sample among the leaders of French industry had graduated

from engineering schools, and the percentage had reached 70 percent

in 1939. According to Lévy-Leboyer (1979, Table 6, 160–161), among a

cohort of business leaders over the period 1912–1979, 29 percent of

them had graduated from the Ecole Polytechnique.
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A very specific GE, which has over time become the most elitist of

the elite schools, is the ENA. This school is the main channel for re-

cruiting the elite. Forty-seven percent of the heads of the two hundred

largest French companies in 1993 came from the civil service (and have

been through the ENA). In 1997, 55 percent of the leaders of French

CAC 40 firms came from the civil service.20 It is also the entry to the

political elite. Indeed, from 1980 onward, 35 percent of ministers had

attended ENA.21

The main goal of ENA when it was created was to make changes in

the recruitment of the French bureaucratic elites. At the end of World

War II, the government and, more precisely, General Charles de Gaulle

saw a need to change the recruitment and training of civil servants. It

was thought that since recruitment would be meritocratic, only the

best would be selected. They would come from all classes, in contrast

to the previous system for recruiting that was restrictive from a social

point of view. So the goals of recruitment to the ENA was social open-

ness, diversification of intellectual origins, and developing a new elite

that would be chosen for its talent rather than its link to the elite in

power.

The selection for the ENA is more drastic than for the other GE: stu-

dents have to jump over two fences—an entry exam and a final exam,

and the last one is decisive. The department in which an alumnus

(énarque) begins his employment, from the most prestigious ministries

to the least attractive, depends on his or her ranking in the final com-

petitive exam at the end of the second and last year.

As for the entrance exam, the early design to democratize recruit-

ment was embodied in the creation of two separates exams. One is for

‘‘students,’’ that is, graduates coming directly from university (gener-

ally from law and the humanities) or from an IEP (institut d’études poli-

tiques). The major IEP, which is situated in Paris, is usually known as

Sciences-Po. The quality of teaching is high, and Sciences-Po is really

the main channel toward ENA. After graduating, would-be candidates

spend a year or two in special classes, where they are coached for the

ENA exam and which are the equivalent of the classes préparatoires for

the other GE. As for the written exam, it tests students on broad gen-

eral culture, though writing some papers on subjects like economics

or international relations is required. At the oral exams, the ability to

speak brilliantly about a subject one knows nothing about is crucial!

The second exam is reserved for candidates who have spent some

years (at least five) in the lower ranks of the civil service; but they must
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have a university degree, and generally they have been coached for

one year in special classes (like the candidates for the first exam). This

exam is separate but not very different from the first; it was intended

to afford an opportunity for those with a more modest background

than alumni from Sciences-Po to enter the ENA.22

A comparison of ENA recruitment with other GE shows that the

ENA recruits approximately one hundred students each year, while

Polytechnique recruits almost five hundred. Although other GE have a

specific technical curriculum, the ENA focuses more on recruiting than

on training the elite. ENA students spend their first year working as

interns in some public agency (e.g., a regional administration or an

embassy). They then return to school for the second year, where the

emphasis is again on humanities and social sciences (though in recent

years the teaching at the ENA has been mildly ‘‘technicized’’).23

As for the democratization of recruitment, after World War II the

first few promotions were open to all classes and open to reform. At

that time, the ENA was synonymous with innovation and new blood

in the administration, and there was a feeling that only the best were

chosen. Twenty years later, however, it was apparent that recruitment

was sociologically and geographically narrow. The proportion of stu-

dents in the ENA whose parents belonged to the elite (8 percent of the

population) was 44 percent in 1950, and rose to 63 percent in 1980.24

Thus, starting in the 1970s, an auto-recruitment of the ruling class has

taken place, since 8 percent of the population supplies 63 percent of

the ENA students, or the next generation of rulers.

Altogether, France has a system that is drastically selective and

highly elitist, a system in which the selection becomes even more

severe over time. The number of GE students is very low compared to

the total number of students in universities, and it is stable while the

number of students in universities has increased annually.

In conclusion, in all countries, the education and training of the bu-

reaucratic and business elite, until recently, had little relevance to their

future working career. Education at the French GE and at English pub-

lic schools or Oxbridge imbued a strong feeling of belonging to the

elite and laid the foundations for vast networks of relationships.

From World War II onward, the path to elite positions has required

attendance at an exclusive school or university, in which recruitment

is based on meritocracy. The two main differences between the French

and American recruitment systems lay in the method of selection

chosen. The first difference is in the type of exam: achievement tests
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(France) versus aptitude tests (the United States). The second difference

is in the number of times selections are made, and the relative number

of recruits.25

In the United States, university applicants take the SATs, and those

earning the highest scores are usually admitted to the elite universities.

Of 2,000 colleges, 50 are considered elite colleges (including the Ivy

League). In contrast, in France, of 450,000 students who obtain the

baccalauréat, only 36,000 enter the classes préparatoires, from which only

10,000 will reach the first rank of GE in the next couple of years. So in

the United States, the relative number of such ‘‘favorites of fortune’’ is

higher than the number of graduates of the ENA and the GE.

However, both systems ultimately lead to a very narrow recruitment

process. Both countries tried to react to this narrowing and stratifica-

tion. The American reaction to its recruitment system was affirmative

action for minority group members, whereas the French reaction to its

system was the ‘‘second entry exam’’ for admission to the ENA, and

open access to universities.

In section 7.3, we examine the reasons why elites are auto-recruited.

Temin (1999b) has proposed three causes for auto-recruitment, which

he terms ‘‘the stability of the elite’’: discrimination, signaling, and edu-

cation. Temin rejects the first two,26 and he concludes that unequal ac-

cess to education might explain the demographic stability of the elite.27

In the next section, we show that recruitment to elite universities by

meritocratic exams might be the cause of this stability of elites. We also

analyze how different recruitment methods such as SAT or achieve-

ment tests affect stratification.

7.3 The Effects of Meritocratic Recruitment on Social Stratification

In this section, in order to examine the effects of meritocratic exam on

the intergenerational mobility of elites, we incorporate elements spe-

cific to recruitment in countries like the United States and France. In

France, there is an entrance exam to the elite schools, based on very

broad subjects rather than on specific technical knowledge; they are

some sort of achievement tests. In the United States, entrance exams

are tests of ability and not achievement: the SAT.

As we have shown in section 7.2, the raison d’être of elite schools is

to recruit the most capable students. If information were perfect, the

exact value of a given applicant would be known, and elite schools

would then choose the best candidates. However, since the informa-
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tion available is imperfect, the best approximation is performance in

the entrance exams.28 We will show that these meritocratic exams lead

to class stratification.

We define I A ½0; 1� as the minimum grade necessary to be accepted

to the school. If the grade ai of student i is greater than I, he or she is

accepted to the elite school:

ai > I: ð1Þ

The performance of a student on the test is based on two elements.

The first is his or her ability; more able students get better grades at

their exams. We assume that the ability ai for all students, whatever

the social class, is uniformly distributed on ½0; 1�.29
The second element takes into consideration that tests are not per-

fectly objective, but reflect a culture related to the milieu of the elite

with which the examiners for a school are associated. Therefore, stu-

dents with an equivalent ability, but who are born to the elite and

raised in this milieu, will perform better on tests.

The grade of student i who is not part of the elite milieu corresponds

to his inherent ability, while the grade of a student from a family in the

elite incorporates not only his or her ability, but also the cultural back-

ground of his or her family—the inside knowledge specific to the elite

milieu, which we define as f .30 Without loss of generality, we assume

that the relation is linear; the grade the student receives is therefore

ai ¼
(
ai for student i outside the elite system;

ð2Þ
ai þ f for student i being raised in the milieu:

Since for the whole population, the success is only due to ability, the

percentage of accepted students from the entire population denoted gp
is 1� I:

gp ¼ 1� I ¼ l ð3Þ

where l ¼ 1� I. l is a factor that represents the tightness of enrollment.

We show that l affects the size of the stratification effect.

For the students of the elite milieu, f affects the percentage of ac-

cepted students, gE, which is

gE ¼ 1� I þ f ¼ lþ f : ð4Þ

Let us define b as the ratio of the percentage of the elite children in

the elite school over the percentage of elite in the total population. b is
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in fact the parameter that measures the amount of auto-recruitment

and stratification in the economy. When b is 1, then the percent of chil-

dren from the elite milieu in these elite schools is equal to the per-

centage of the elite in the population, which means that there is no

auto-recruitment and the system is totally democratic. When b is

greater than 1, there is auto-recruitment; and the bigger b, the greater

the stratification effect in this economy. We now show how merito-

cratic exams affect b.

Since b is defined as the ratio of the percentage of the elite children

in the elite school to the percentage of elite in the total population, it is

in fact equal to the ratio of gE to gp. Therefore,

b ¼ gE=gp ¼ ð1� I þ f Þ=ð1� IÞ ¼ 1þ f

l
ð5Þ

Equation (5) shows that b is a function of f and l. As explained ear-

lier, b is the parameter that measures the amount of auto-recruitment

and stratification in the economy; when b is greater than 1, we get

a decrease in the diversity of elites and an auto-recruitment. This

framework permits us to show that a very small cultural bias, f , will

lead to a strong effect on class stratification, as emphasized in the next

proposition:

Proposition 1 A school for elites based on meritocracy leads to class

stratification. The parameter of auto-recruitment, b, is related to cul-

tural bias, f , and tight recruitment level, 1� l. An increase in one of

them leads to an increase in class stratification. Even a small cultural

bias brings about the result that children born in the elite are repre-

sented by much higher percentages than their ratio to the population.

Proof Homogeneity and stratification is measured by b; the bigger b,

the greater the stratification effect in this economy. Since f=l is greater

than 0, b is greater than 1, which means that despite meritocratic

exams, stratification exists.

Moreover, from equation (5), the higher the f , the greater the b. On

the other hand, the higher the I, the lower the l and therefore b is bigger.

This proposition states that stratification is a consequence of the ad-

vantage to the students raised in the elite milieu due to their cultural

background, f . To give a sense of magnitude to our parameters: for an

f of 0.07, the milieu gives an advantage of 7 percent (which does not

seem a large number, since it seems very reasonable to assume that
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children raised in the elite get an advantage of around 10 percent); this

will lead to b ¼ 8 (by assuming that I ¼ 0:99, which is the case in

France).

A stratification effect, b, of 8 means that the percentage of children

from the elite milieu who are accepted is 8 times higher than the per-

centage of children from the total population. In other words, if the

elite represent 8 percent of the population, then the elite milieu will

supply 64 percent of the students in the elite schools. This matches

perfectly the facts found for France, since in section 7.2 we have

shown that 8 percent of the population supplies 63 percent of the ENA

students, which corresponds to a b of 8. So a small advantage for the

elite milieu of 7 percent leads to a major auto-recruitment effect in

France.

This simple model shows that the fact that, over time, individuals

from the same milieu are accepted to a school for elites is not due to

cronyism, but to the system itself, even if it is meritocratic. Elite schools

freeze the circulation of elites. Auto-recruitment and stratification are

not due to some favoritism, but to imperfect information on the true

value of students.

No system can be perfect when there is imperfect information on the

genuine talent of people. Recruitment by education and exams auto-

matically advances those who are educated inside the system. Thus,

under imperfect information, selection of students through tests leads

to a bias, namely, for the same objective ability, students who are not

part of the elite milieu will not be accepted, while a student of the mi-

lieu will be.

Proposition 1 also permits us to compare the levels of stratification in

France and the United States. Indeed, the exams in France are based

more on achievements and knowledge tests than the SAT tests in the

United States. It means that in France f is higher than in the United

States. Moreover, l is higher in the United States, since in France re-

cruitment levels are tighter. We can therefore conclude that the system

chosen in the United States leads to a lower b, that is, to lower auto-

recruitment than in France.

This effect of stratification and auto-recruitment due to meritocratic

exams takes place only over time, and equation (5) represents the

value of stratification in steady state. However, when the system of

meritocracy is put in place and is a ‘‘new system,’’ then there is no

stratification. When new schools are emerging, there is no bias in favor

of the elite, and therefore in this case we get that b is equal to 1.
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The fact that a bias does not exist when a new system of recruitment

occurs may explain why after World War II, there was higher social

mobility than in the 1930s. However, in the 1980s and 1990s, as shown

by proposition 1, there is much less social mobility toward the top.

In this section, we have analyzed the effect of meritocratic recruit-

ment on stratification and formation of elites. We now analyze the im-

pact on output.

7.4 Meritocracy and Economic Growth

We assume that the quality of the elites has an influence on the level of

output, since they are in power positions and make decisions affecting

the economy. We therefore assume that output is a function of the fac-

tors of production: capital, K, and labor, L; the technology level, A; and

the average quality (that we term ‘‘value’’) of the elites, V, as displayed

in equation (6):31

Y ¼ AVFðK; LÞ: ð6Þ

So the productivity level is a function of the value of the elites, V,

and of technological progress, A. Technological progress can be due to

a change in techniques strictly speaking, but it also includes changes

in processes of production, business culture, and methods of man-

agement. The evolution over time of technological progress takes two

different forms: innovation and invention.32 Innovation occurs in the

context of a given technology; it leads to an increase in productivity

based on the current technology and infrastructure (bureaucratic, tech-

nocratic). In this type of progress (built on the same structure), the

value of students who come from the elite milieu has a value added, f ,

since they already are familiar with this structure. We can therefore

write that the value of a student i in a time of innovation, Vn
i , is a func-

tion of its ability as well as the education and culture received in its

family environment. Without loss of generality, we assume that the in-

fluence of the milieu, f , enters Vn
i linearly:

Vn
i ¼

(
ai for i outside the elite system;

ð7Þ
ai þ f for i being raised in the elite milieu:

The other type of progress is inventions. While innovations are based

on previous technology, major breakthroughs that change the nature

of technology fundamentally require that one start anew and most pre-
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vious learning is lost. This means that the culture the elite has assimi-

lated in his home is no longer useful (in some cases it could even be

counterproductive, but not in this model). So the value of a student i

in periods of invention, Vv
i is a function only of its ability (and not of

its family environment), so that

Vv
i ¼ ai for all i: ð8Þ

Thus, in periods of innovation the students’ value is distributed on

½I; 1þ f �, while in periods of invention it is distributed on ½I � f ; 1�
(since the students’ ability is, in all cases, distributed on ½I � f ; 1�). The
average value of elites in periods of invention33 and innovation is,

respectively,

Vn ¼ ð1þ f þ IÞ=2 for innovation;
ð9Þ

Vv ¼ ð1� f þ IÞ=2 for invention:

The interpretation of equation (9) is that during periods of innova-

tion, but not of technological revolution, the students from the elite mi-

lieu contribute an average value of ð1þ f þ IÞ=2, which is a higher

value than the average population accepted in the school ð1þ IÞ=2.
Those from the elite milieu increases the average value of the elite in

times of innovations, and this results in a higher output (or growth

rate). By contrast, during periods of inventions, that is, of technological

revolutions, the home culture is not useful, and only pure ability has

an effect on output. The students from the elite milieu reduce the aver-

age ability and therefore reduce the average value of the elites. We

summarize this effect in proposition 2.

Proposition 2 When the world faces innovations, the best elite is the

one coming from the elites’ schools; but when the world faces inven-

tions and big changes, diversity of elites is optimal. Auto-recruitment

is, therefore, bad for growth, and elite schools are not optimal. Non-

circulation of elites resulting from elite schools hampers growth during

periods of invention, while it enhances it in times of innovation.

7.5 Conclusion

Over the centuries, there were changes in the way elites were recruited.

From the end of the nineteenth century, the ticket to set foot into the

elite was to enter an elite university, and until World War II, access to
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these elite universities was largely restricted to the upper class. After

World War II, entry to elite universities was achieved through merito-

cratic recruitment and was not dependent anymore upon wealth; the

best were chosen.

The idea of meritocracy made inroads, and new blood entered elite

universities in the United States, Oxbridge in the United Kingdom,

and the GE and the ENA in France. Consequently, the first postchange

elite was recruited in a diverse way, by successful performance on

exams. For the first generation after these changes in recruitment, elite

universities were enabled to choose the best, and they provided an op-

portunity for some who did not belong to the elite milieu to enter the

best schools.

In succeeding generations, however, exams have not permitted op-

portunity for all, as shown by our model. In the second postchange

generation, the children of the elite enter the elite schools in greater

proportions, due to a cultural bias. In other words, whenever a new

system is introduced, the nascent class system is destroyed, yielding a

fluid, mobile society. However, from the second postchange generation

on, the children of the elite again have an advantage. Our model has

shown that meritocratic exams lead to an auto-recruitment of elites,

resulting in a stratification effect. Meritocratic choice is therefore not

equivalent to equal opportunity, since success in exams is correlated

with family wealth and education.

This stratification effect exists in France, but also in the United States.

Over time, recruitment either through an SAT or a concours leads to a

stratification effect. We have shown that the stratification effect will be

greater in France due to achievement and knowledge-based tests ver-

sus the American SATs, and also due to the fact that in France, recruit-

ment levels are narrower. However, the two levels of recruitment that

exist in France lead to an opposite effect. Indeed, as counterintuitive as

it appears, the double system of the baccalauréat and two years later (or

more) the grandes écoles entry exams is actually a superior system of re-

cruitment. Despite these differences, over the years, there has occurred

some convergence in the way the Western world recruits and educates

its elite; with the exception of Germany, the elites are recruited through

elite schools and from elite families.

The second part of our chapter has checked the effect of this type of

recruitment on economic growth. We have shown that these systems

work very well in times of minor changes in technology, and they do

allow for economic growth. However, during times of major techno-
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logical change, the system of elite recruitment can actually cause a

slowdown in the adoption of new technologies. Presumably, the best

situation would entail periodic changes in the types of exams, causing

the circulation of the elite to widen. However, for the French system to

accept recruitment to the GE by exams such as the SAT would surely

demand another revolution!

In conclusion, this chapter has shown that the stratification effect

in the recruitment of elites is due to the entry exams to universities.

The democratization of the universities has led to education of masses

but not to a ‘‘democratization’’ of the elites. The policies, which were

adopted after World War II to widen the recruitment of elites, were at

first a success, but over time there was a perverse stratification effect

and the circulation of elites receded, with the specified consequences

for the economy.

Notes

We wish to thank Philippe Aghion, David de la Croix, Oded Galor, Zorina Khan, Gerard
Roland, Kenneth Sokoloff, Peter Temin, and the editors of this book, as well as partici-
pants at the Cesifo workshop in Venice for their helpful comments.

1. Today, a degree affects not only the remuneration and career path of students, but also
the prestige of the university or college from which they graduate.

2. In this chapter, we do not include heredity (emphasized by Herrnstein and Murray
(1994)) as one of the factors leading to class stratification, but only environmental factors
as cultural bias.

3. ‘‘Circulation of the elite’’ is an expression coined by Vilfredo Pareto in 1902, who
claimed that the elite, in recruiting itself, chose subjects of increasingly mediocre caliber:
‘‘Merely a slowing down of this circulation may have the effect of considerably increasing
the number of degenerate elements within the classes still possessing power, and—by
contrast—of increasing the number of elements of superior quality within the subject
classes . . . The decadence originates from the fact that the elite, in recruiting itself, chose
subjects of increasingly mediocre calibre’’ (1965, Vol. 1, Introduction).

4. For a more detailed description, see Brezis and Crouzet 2004.

5. Such rises were generally crowned by ennoblement, thanks to which descendants of
the ‘‘new men’’ were—after a time—fully integrated into the elite.

6. See Rubinstein 1993.

7. The change was gradual, and clerkship remained the usual form of apprenticeship for
a business career.

8. As early as the 1870s, an increase took place in the number of colleges and students.
The number of undergraduates rose from 52,000 in 1870 to 238,000 in 1900, and that of
graduate students in doctoral programs from 50 to 6,000.
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9. Kerr wanted UC-Berkeley to become a highly selective, world-class university with a
star faculty that would train the elite of California, which would be selected by testing,
while the other colleges would accept all other applicants.

10. Of the 800 chief executives running the largest U.S. public companies in 2003, 87 had
MBAs from the three top business schools—Harvard, Stanford, and Wharton.

11. On the other hand, in a recent development, the Information Technology Revolution
(ITR) has offered opportunities to new entrepreneurs such as Bill Gates to rise quickly in
the business world without graduating (but also for some, to fall fast later on). Yet unlike
the tinkerers of the Industrial Revolution, such entrepreneurs need a strong scientific
education.

12. See Miller 1949 and 1950. Taussig and Joslyn (1932, 240) have shown that in 1930, 80
percent of the business leaders came from the top 7 percent of the population.

13. A letter to John Adams in 1813 (see Cappon 1959).

14. It was developed by Carl Brigham, a psychologist (see Brigham 1923). It is a type of
general intelligence test, and the verbal portion is similar to an IQ test. It was created
and administered by the Educational Testing Service (ETS), a privately funded, nonprofit
organization. For more details on the history of the SAT, see Lemann 1999.

15. There was a fierce debate about the success of ability tests as the basis for meritoc-
racy. For the argument against such tests, see Hoffmann 1962, and also Nairn and Nader
1980, while Gardner (1995) presented a plea in favor of these tests. See also Jensen 1989.

16. Research on the variables affecting SAT results is numerous. See, in particular, Bou-
chard and McGue 1981, Neal and Johnson 1996, and also Hernnstein and Murray 1994.

17. Temin 1999a, 33. Although the percentage of workers entering the elite class in the
United States in the 1960s, however, was double what it was in Britain, France, and Ger-
many (Blau and Ducan 1967). As noted by Temin (1999a, 32) and Kingston and Lewis
(1990, 111): ‘‘Approximately one quarter of 1986 college freshmen at highly selective uni-
versities come from families with incomes over $100,000, that is, from the extreme upper
tail of the income distribution.’’ It should be noted that this lack of change in the eco-
nomic elite occurred despite the fact that the makeup of the political elite has changed
markedly over the century.

18. In all these schools, the number of entrants was, and is, not large: the students ad-
mitted per year in the five biggest engineering schools were 320 in 1860, and 1176 over
the period 1919–1932 (see Lévy-Leboyer 1979, 152).

19. Moreover, there is a hierarchy among GEs; the first-rank schools are usually in Paris.
There is a wide gap in prestige and also in job opportunities for graduates between GE of
the first rank—Polytechnique, Centrale, HEC, and provincial commerce schools. There is
also a hierarchy between classes préparatoires for the main GE. Actually those that are
located in three or four big high schools on the Left Bank in Paris supply a large majority
of students who succeed at the exams for GE of the first rank. The fate of students who
fail at the concours is to enter university, where they do well thanks to their intensive
work in a classe préparatoire. Moreover, groups of engineering schools have a common
exam, and candidates who do not well enough to be accepted to the top GE can enter
the less prestigious ones.

20. See Baverez 1998. It includes the shares of the forty most important firms in France,
the French Dow-Jones.
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21. Presidents Giscard d’Estaing and Jacques Chirac and Prime Ministers Laurent Fabius,
Michel Rocard, Alain Juppé, and Lionel Jospin also went to ENA.

22. As a matter of fact, and generally speaking, persons who entered the ENA through
the bureaucrats’ exam were less successful in their later careers than the ones taking the
students’ exam, because they did not do as well on the final comprehensive exam (which
is the same for all students). Presently 60 percent of entrants are ‘‘students,’’ and 40 per-
cent are ‘‘civil servants.’’

23. It is commonly remarked that the internship during the first year is very useful, while
students do not learn much during their second year at the school itself.

24. See Gaillard 1995, 105–108. However, each graduating class includes a few persons
from modest backgrounds, some of whom go on to brilliant careers.

25. Another main difference is the tuition paid. While in the United States, tuition at elite
universities can run around $100,000, in France, not only are the universities and grandes

écoles almost free, but in the grandes écoles with a vocation of serving the state (Polytech-
nique, ENS, and ENA) students are paid! Actually, many of them serve the state for a
few years and afterward enter the business world.

26. Temin also rejects the possibility raised by Taussig and Joslyn (1932) of a fundamen-
tal inequality of native endowments.

27. Indeed, primary and secondary education, especially in public or state schools, has
fallen into crisis in all Western countries, owing to ill-conceived reforms, the break-
down of discipline, and the low quality of many teachers (see Temin 2002). This mark-
edly restricts opportunities for bright young people from modest backgrounds to excel
in their studies, win scholarships, and attend university. In France today, only children
from middle-class or even upper-middle-class families can obtain a good high school
education.

28. Moreover, tests also display a reliability problem, namely, that there is similarity in
a given subject’s exam scores on different runs of the exam. We discuss this problem
later.

29. As mentioned earlier, the bias is only due to cultural background. We are aware that
some empirical results show that ability is not uniformly distributed (Herrnstein and
Murray 1994), and some theoretical models explain why effort, and therefore ability,
would be different in the different social classes (see Durlauf 1999; Arrow, Bowles, and
Durlauf 2000). However, the assumption that ability is uniformly distributed is often
adopted in models on mobility; see, for instance, Galor and Tsiddon 1997.

30. The problem of reliability of exams can be incorporated in the parameter f . Exams
such as those in France are subject to reliability problems higher than the SAT, due to
subjectivity problems. Moreover, students who are not ‘‘outstanding’’ but on this par-
ticular day felt well would be accepted, while some more brilliant were not, because it
was not the subject in which they excelled, or it was not the right day. This problem is
less acute in the United States.

31. See Brezis and Crouzet 1999.

32. We use the typology formulated by Arrow. The effects of these different types of
technology on the economy were already analyzed in other models (see Brezis, Krug-
man, and Tsiddon 1993; Galor and Tsiddon 1997). However, they were not incorporated
in an analysis of the recruitment of elites.
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33. In equation (9), the average value of elites is given only for students belonging to the
elite milieu, and we did not take into consideration the other students, since their average
value, during periods of inventions or innovations, is always ð1þ IÞ=2.
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8 Growth and Endogenous
Political Institutions

Matteo Cervellati,
Piergiuseppe Fortunato, and
Uwe Sunde

8.1 Introduction

Democratic societies are associated with higher levels of economic de-

velopment and faster income growth than nondemocratic societies.

While this correlation is often taken as a stylized fact, relatively few

theoretical contributions investigate the relationship between the evo-

lution of political institutions and the level of economic development

or economic growth. The observed positive correlation indeed raises

the question of whether democratic systems exhibit inherently more

efficient characteristics and are therefore more conducive to economic

development than nondemocracies, or whether the adoption of more

democratic political institutions is only a by-product of economic

development.

Several empirical contributions found that higher economic devel-

opment apparently serves to stabilize democratic systems (see Prze-

worski and Limongi 1997; Przeworski et al. 2000). Some empirical

evidence seems to indicate that there is also a positive effect of eco-

nomic development on the probability as well as on the timing of de-

mocratization in addition to the positive effect of development on the

stability of democracies (see Barro 1999; Boix and Stokes 2003). Recent

empirical results by Acemoglu et al. (2005) cast doubt on the robust-

ness of this effect, however. They come to the conclusion that there is

no evidence for a causal effect of income on democracy when taking

country specific or historical determinants of both economic and polit-

ical development into account. While democratic structures in turn

seem conducive and indeed important for economic development, it

has also proved difficult to establish a direct link between the adoption

of democratic institutions and subsequent economic performance. This

is documented by the findings of La Porta et al. (1999) and Glaeser



et al. (2004) that cast doubt on a direct effect of democracy on eco-

nomic growth. On the other hand, empirical results reported by Minier

(1998) and Papaioannou and Siouraounis (2004) come to the conclu-

sion that democratic structures have a causal effect on subsequent

growth.

Rather than considering a direct link, several contributions have tried

to establish the role of democratic political institutions for develop-

ment through different indirect channels. In fact, democratic systems

are characterized by a complex set of rules governing social interac-

tions and the resolution of conflicts of interests, which potentially play

an important role in shaping the state’s interventions in the market-

place. Democratic structures, the argument goes, provide a better envi-

ronment for economic activity, and institutions are in fact an important

underlying factor in explaining the huge differences in incomes and

growth across countries. Tavares and Wacziarg (2001), for example,

report evidence that democratic countries exhibit faster growth than

nondemocratic countries because they provide better environments for

investment—in particular, in human capital. Also the returns to human

capital in terms of growth seem higher in democracies than in coun-

tries with less democratic regimes. There is also evidence that good

institutions are the major determinant for economic performance in

terms of income levels. Rodrik, Subramanian, and Trebbi (2004), for

example, show that once institutions are controlled for, the degree of

openness has no direct effect on incomes, while geography has at

best weak direct effects. These results are in line with other empirical

studies like Mauro 1995, Hall and Jones 1999, and Acemoglu, Johnson,

and Robinson 2001, and suggest that countries with better political

institutions, more secure property rights and a well-functioning system

of checks against government’s power will invest more in both physical

and human capital and will use these factors more efficiently to pro-

duce a greater level of income. Good institutions and democracy, how-

ever, seem to mutually reinforce each other, as is suggested by the

empirical findings of Rigobon and Rodrik (2004).

In search for the precise channels and institutional details that deter-

mine economic outcomes, a substantial literature analyzes the economic

consequences of the political institutions arising under democracies.

This includes, among others, investigations of the effects of the po-

litical system, the role of voting systems (majoritarian vs. proportional)

or of the form of state (unitary vs. federal) or the form of govern-

ment (presidential vs. parliamentary), to name a few, as well as their
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implications for various governmental activities and economic perfor-

mance in general; see, for example, the recent books by Persson and

Tabellini (2000, 2003) and Alesina and Glaeser (2004) for surveys of

theories and empirical evidence. Several findings emerge. The rules

governing the aggregation of conflicting interests—in a word, the po-

litical institutions—are not neutral. These rules have a first-order effect

on the economic performance and the growth possibilities of a commu-

nity as a whole, but also on the relative well-being of its various mem-

bers. Institutions appear to exhibit a large degree of persistence and

path dependence; compare, for example, the discussion of the differ-

ences between the United States and continental Europe provided by

Alesina and Glaeser (2004), who document the long-term effects of the

early constitutional stages.

Once these findings are acknowledged, the next logical questions

that arise are why not all countries adopt democratic regimes, under

which conditions countries democratize, and which conditions are the

driving forces for democratization. The question of why countries

democratize(d) has triggered substantial research effort, particularly in

the political sciences, but it appears far from being a settled issue. Re-

cent economic theories of democratization highlight different chan-

nels of transition from oligarchy to democracy. In a series of articles,

Acemoglu and Robinson (2000, 2001, 2003, 2004) emphasize the role of

coups and suggest that the threat of a revolution might have been cru-

cial in inducing incumbent elites to give up their monopoly of political

power and extend the franchise to larger groups of the population.1

Democracy essentially serves the role of a commitment device since

under oligarchy, the elite cannot credibly commit to future redistribu-

tion. The elite receives no intrinsic gains from democratization, but it

is forced ‘‘from below’’ to concede power and, eventually, redistribute

to the poor. Another line of research highlights the productive function

of democratic government and argues that it was actually in the inter-

est of the elite itself to democratize. Lizzeri and Persico (2004) show

that in some cases, like England, democratization might have actually

been in the elite’s own interest. The reason is that the provision of

public goods, or the prevention of inefficient rent-seeking and corrupt

behavior, was easier under democracy than under oligarchy, as a con-

sequence of the stronger checks and balances, and of the possibility of

spreading responsibility across more shoulders. An alternative argu-

ment for why the elite might prefer to give up their monopoly in polit-

ical power, based on superior possibilities of property rights protection

Growth and Endogenous Political Institutions 217



under democracy, is provided by Gradstein (2006). Bourguignon and

Verdier (2000) propose a model in which democracy provides better

incentives to accumulate growth-enhancing human capital, inducing

the oligarchic elite to release political power and trigger a democratic

transition for efficiency reasons. These theories of democratization

‘‘from above’’ all emphasize that certain factors or public goods, such

as property rights protection or education, become more important

as an economy develops and are more easily provided under democ-

racy.2 In contrast to the previously mentioned line of argument, how-

ever, the latter papers provide arguments for the elite implementing

democracy ‘‘from above’’ to reap the benefits of that form of govern-

ment but without being, strictly speaking, under a serious treat of a

revolution or coup.3 Taken together, the theories of democratization

‘‘from below’’ implicitly focus on the redistributive role of democracies,

while theories of democratization ‘‘from above’’ stress the productive

role of public goods and service provision as driving forces behind

democratic transitions. Economic development is a major determinant

for democratic transitions in both lines of literature.

This chapter provides a simple theory of endogenous political insti-

tutions based on the interaction between the intertwined processes of

economic development and democratization. The transition to democ-

racy is seen as an endogenous event. While it is certainly true that the

process of institution building is incremental over time, it is possible to

identify key periods for the formation of political institutions in the his-

tory of each country. In a long-run perspective such as the one adopted

here, democratization can therefore be interpreted as a unique event

characterized by the abolition of oligarchic states. We propose a simple

dynamic model of democratization that illustrates the different effects

of political institutions on the primary functions of the public sector,

and that can generate both types of democratization, democratization

‘‘from below’’ and ‘‘from above.’’ The basic idea underlying our ap-

proach is that democratization is essentially about the provision of pro-

ductive public goods and the redistribution of incomes. In particular,

as argued in the literature, the extension of the franchise and democra-

tization can occur because it is in the elite’s own interest, a democrati-

zation ‘‘from above,’’ or because the elite are forced to democratize

through the threat of open conflict, a democratization ‘‘from below.’’

How democratization proceeds depends primarily on the economic en-

vironment, the level of development, and development history, and is
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therefore to a large extent endogenous. The main differences between

oligarchy and democracy concern public-goods provision and redistri-

bution. In particular, the fact that decisions about redistribution and

public-goods provision are made by different groups of interest under

both regimes implies different public policies. Since our theory focuses

on the dynamic emergence of different transition regimes, we abstract

from modeling constitutional details. These are the focus of several

other recent contributions.4 We rather turn our attention to the two

main traditional functions of governments, namely, public-goods pro-

vision and income redistribution. The model predicts a permanent

bidirectional feedback mechanism between political institutions and

economic development. In terms of public policies, democracies are

predicted to create environments that are more favorable for economic

activities (i.e., are more efficient in the public-goods provision) than the

ones implemented under oligarchies. Democracies, on the other hand,

implement more progressive income redistribution.

This chapter is therefore at the intersection of several branches of

literature. Apart from contributing to the recent literature on democra-

tization and the forces that drive the transition that was mentioned ear-

lier, our model contributes to the literature on the transition between

different regimes of long-term growth. The mechanism driving our

results is based on a positive feedback effect between economic de-

velopment and the democratic transition, where the acceleration in

growth derives from the more efficient provision of productive public

goods under democracy. This channel is complementary to the chan-

nels based on fertility in the model by Galor and Weil (2000) and based

on human evolution in Galor and Moav 2002, the role of life expec-

tancy in Cervellati and Sunde 2005, and the role of public education in

Galor, Moav, and Vollrath 2004. For an exhaustive survey on this liter-

ature, see Galor 2005.

The chapter proceeds as follows. Section 8.2 lays out the basic eco-

nomic framework and the potential for political conflict. Section 8.3

analyzes the model and presents the major result, a characterization of

the interactions between economic and political development of an

economy. Section 8.4 discusses the model implications in a historical

perspective and presents some empirical findings corroborating the

theory, while section 8.5 discusses some of the simplifying assump-

tions. Finally, section 8.6 concludes and points at directions for future

research.
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8.2 The Basic Framework

This section presents the economic environment and the decision prob-

lem faced by individuals with different factor endowments. We then

introduce and discuss the potential for political conflict that arises in

this economy.

8.2.1 Economic Environment

We consider an economy that is populated by an infinite sequence of

subsequent generations t of individuals i. Each individual has one par-

ent and one offspring, and there are no fertility decisions to be made.

Consequently, there is no population growth over generations, with

the size of each generation being Lt ¼ L. During their life, individuals

inelastically supply one unit of labor on the labor market and earn in

exchange a competitively determined wage for their labor input. We

abstract from labor-leisure choices. Moreover, individuals are endowed

with physical capital, which they inherit as bequests from their parents.

A fraction 0 < g < 1=2 of individuals is also endowed with land, while

all the land is distributed equally among landowners. Individuals max-

imize their utility, which is logarithmic in consumption c and bequests

b,5

ui
t ¼ uðcit ; bitÞ ¼ ð1� bÞ log cit þ b log bit : ð1Þ

All individuals therefore optimally choose to spend a constant fraction

ð1� bÞ of their individual income yi
t on consumption, such that cit ¼

ð1� bÞyi
t , while they bequeath the rest of their income to their off-

spring, hence bit ¼ byi
t . To keep things simple, we assume that bequests

can only be invested into physical capital K, and that, conversely, capi-

tal can only be created through investing the bequests of the preceding

generation. There is no other possibility to invest resources in capital

formation. At the end of a generation’s lifetime, its capital fully depre-

ciates. Consequently, the capital stock available to an individual cor-

responds to his parents’ bequests, such that kit ¼ bit�1 ¼ byi
t�1. Land

resources are ready to use for production for their owners. Moreover,

land does not depreciate. Land is bequeathed from generation to gen-

eration.6 Individuals use all their factor endowments for the generation

of income by supplying them to the production process and selling

them on the respective factor markets. Individual incomes are thus de-

termined by the respective endowments and the corresponding factor
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prices realized on the competitive factor markets. For notational conve-

nience, we denote aggregate variables by uppercase letters, and indi-

vidual variables by lowercase letters. Consequently, the aggregate

resources available in the economy during the existence of generation t

are labor input L, an aggregate capital stock Kt ¼ Bt�1 ¼
Ð
bit�1 di, and

land N. Also, we introduce the following notation for average per

capita variables: average individual incomes yt ¼ Yt=L, average capital

endowment kt ¼ Kt=L, and average land endowment n ¼ N=L.

The economy is fully competitive, and all resources are employed

in the production of a single commodity Y according to a production

technology exhibiting constant returns to scale of the form

Yt ¼ ½ð1þ GtÞAtKt þN�aLð1�aÞ: ð2Þ

Besides the resource inputs, production is affected by a productivity in-

dex At, which reflects the technological state of the art of production,

and by a productivity-enhancing public good Gt, which reflects, for

example, infrastructure. Public-goods provision is discussed in more

detail in section 8.2.2. Technological progress, as implied by the pro-

duction function, relatively favors capital-intensive production as

opposed to land-intensive production. This is expressed by the fact

that productivity of physical capital in the form of A changes over the

course of generations, while that of land remains constant and is nor-

malized to 1. To keep the model simple, and since we are not inter-

ested in analyzing the determinants of productivity growth, we assume

that technological innovations arrive only with the birth of a new gen-

eration. The process of technological progress is exogenous according

to7

At � At�1

At�1
¼ at ¼ a > 0 Et: ð3Þ

The production function is formally equivalent to the production of a

homogeneous commodity in two distinct sectors, one employing exclu-

sively land resources together with labor, and the other exclusively

physical capital together with labor.8 Since the economy is competitive,

all factors are paid according to their marginal products. For conve-

nience, we normalize population size to 1 in what follows, such that

Lt ¼ 1 Et. Hence, equilibrium factor prices in terms of wages, capital

rents and land rents, in the economy are given by

wt ¼ ð1� aÞ½ð1þ GtÞAtkt þ n�a; ð4Þ
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rt ¼ a½ð1þ GtÞAtkt þ n�a�1ð1þ GtÞAt; ð5Þ

and rt ¼ a½ð1þ GtÞAtkt þ n�a�1; ð6Þ

respectively. The production technology is therefore able to replicate

the permanent growth in capital stocks and incomes experienced by

most countries in the Western world. Moreover, while the implied in-

come share of labor is stable over generations, as was the case in his-

tory, the incomes generated by capital grow at the expense of the

incomes generated by land over the course of development; see also

Acemoglu and Robinson 2003. Individual incomes, which can be allo-

cated optimally to consumption and bequests, are determined by the

individual resources employed in the production process and the re-

spective rents accruing to them. Hence, all individuals earn a labor

income plus a capital income. Those individuals i belonging to the frac-

tion g of the population owning land, which we denote in the follow-

ing by i A E and refer to as the ‘‘landlord elite,’’ additionally earn

income from renting their land to the production process. Note that

due to the equal distribution of land among the elite, every landowner

has land resources of nE ¼ n=g. On the other hand, members of the

group without land, the landless people or ‘‘proletariat,’’ i A P, have no

land, so nP ¼ 0, and hence also enjoy no incomes from land resources.

Individual gross incomes can thus be written as

yi
t ¼ wt þ rtk

i
t þ rtn

i
t with i A fE;Pg: ð7Þ

Substituting with the expressions for equilibrium factor prices given by

conditions (4), (5), and (6), and denoting effective physical capital as
~ktðGtÞ, with

~ktðGtÞ :¼ ð1þ GtÞAtkt; ð8Þ

income of individual i, i A fE;Pg, can be expressed as

yi
t ¼ ð~ktðGtÞ þ nÞa ð1� aÞ þ a~ktðGtÞ

~ktðGtÞ þ n

kit
kt
þ a

~ktðGtÞ þ n
ni

" #
: ð9Þ

This immediately implies that average per capita income in the econ-

omy can be calculated as yt ¼ ð~ktðGtÞ þ nÞa.

8.2.2 Institutions and the Public Sector

Next, consider the role of the state. The main purpose of the chapter is

to provide a simple model that allows us to characterize the dynamic
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interdependencies between economic development and political devel-

opment in terms of democratization. Political decisions are essentially

made along two dimensions, the size and the structure of the state in

the form of the budget and its use. The total budget is given by tax rev-

enues R. Political decisions also always affect the use of this budget,

which is subject to the fundamental trade-off between efficiency and

equity. Efficiency-enhancing activities of the state are represented by

the provision of a public good G, which enters the production func-

tion (2) in the form of higher productivity of physical capital. On the

other hand, the state can pursue equity-driven activities, condensed as

purely nonproductive lump-sum redistribution in form of transfers

T, which are distributed equally among the population. We assume

that there are no inefficiencies affecting either public-goods provision

or redistribution, in the sense that neither of these two uses of tax reve-

nues implies a waste of income. Rather, every unit of income used for

public-goods provision produces one unit of public good, and likewise

for redistribution. The budget must be balanced for every generation,

since there are no capital markets allowing for intergenerational loans

and debt. The budget is financed by proportional income taxation,

implying a budget of the state for a given generation of individuals of

tYt bGt þ Tt.

Note that we abstract from timing issues regarding production, taxa-

tion of income, and public-goods provision or redistribution. Rather,

this formulation is meant to highlight the role of the size and structure

of the public sector for individuals, while they themselves have to de-

cide about both dimensions. Meanwhile, we neglect intergenerational

issues, since they do not add fundamental insights to the main argu-

ment of our chapter.9 In the following, the tax rate t required to finance

the public sector, as well as the amounts of redistributive transfers T

and public goods G to be provided by the public sector, are deter-

mined as the outcome of a political process to be specified next. Of

course, given t and G and the respective total production outcome Y,

the size of the public sector tY as well as the size of the redistributive

component of the public sector T are determined residually, so that

by choosing two variables the size and structure of the public sector are

fully determined.

8.2.3 Political Conflict and Timing of Events

Size and structure of the public sector are chosen by the respective

group of the population that is in power. Hence, power itself is defined
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as the possibility to decide upon issues such as public-goods provision

and redistribution. Public-sector variables are essentially determined by

the median voter of the respective electorate. Individuals are only het-

erogeneous with respect to whether they own land or not, and hence

there are only two political regimes: oligarchy, where one group of

individuals has exclusive political power, while the other group has

no vote; and democracy, where all individuals, regardless of their

status with respect to land ownership, enjoy suffrage. Despite having

exclusive decision power, we assume that an oligarchic elite cannot

forcefully tax and expropriate the politically subordinate class. Hence,

if the elite desire a budget for some purpose—for example, the provi-

sion of productive public goods—they can only finance the required

tax revenues themselves, but not force nonelitist people to participate.

A crucial feature of democracy is the fact that the rules of the ‘‘demo-

cratic game’’ are fixed and known to everyone, in particular when it

comes to making collective decisions, such as the size and structure of

the state. The distinction to oligarchy in this respect is that the ruling

oligarchic elite set the rules themselves, and hence can change them

unilaterally, for example, deciding autonomously on the amount of

public-goods provision. This is not possible under democracy.

Under a landlord oligarchy, the elite can determine T as well as

the optimal level of public-goods provision G, both of which landlords

have to fully finance themselves. Hence, the elite completely determine

the public sector. Under democracy, on the other hand, the constitution

sets the rules for redistribution and public-goods provision, and the

levels of public-goods provision G and redistribution T are determined

by majority rule. Since g < 1=2, this means that it is essentially chosen

by a member of the landless, the group of the median voter.

Following the historical experience, we assume that initially political

suffrage was confined to the landowning elite only, implying an oli-

garchy of landowners. Of course, there are possibilities to change the

political regime. Clearly, the respective ruling elite can offer to give

up exclusive political power and extend the suffrage to other individ-

uals as well.10 On the other hand, if this is not the case, the politically

excluded may try to obtain power by going to open conflict and vio-

lently challenging the ruling elite. To model this possibility, we adopt

a ‘‘guns model,’’ according to which the winner of an open conflict, if

it arises, is determined by the group with preponderance in fighting

power. Fighting power is determined by all the resources, persons,

and physical capital that are available to a specific group. In the cur-
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rent context, there are only two observationally distinct groups, where

the landlord elite are able to unleash a total conflict power of gðKE
t Þ,

while members of the proletariat are able to set free a fighting power

of ð1� gÞKP
t .

11 Note that realizing fighting power effectively and credi-

bly does not require any investments. Rather, the resources can be

thought of as being fully reversible, leading to conflict potential that

can be mobilized instantaneously and costlessly in case an open con-

flict occurs. Consequently, the outcome of an open conflict depends on

the sign of the following ‘‘guns condition’’:

gkEt v ð1� gÞkPt : ð10Þ

In other words, the elite prevail with their political will if they have

more conflict potential, namely, if the left-hand side is larger than (or

equal to) the right-hand side, while the landless people or proletariat

enforces their desired political system if the opposite is true. Note that,

since they constitute the majority and since expropriation of rents and

discriminatory taxation is ruled out, the people face no trade-off be-

tween a populist oligarchy or democracy as the elite do between elitist

oligarchy and democracy.

The timing of events faced by every generation t, in the example of

an oligarchy of the landlord elite, can be summarized as follows:

1. Birth, inheritance, and investment of bequests;

2. Elite: decision about defending oligarchic status quo or making a

democratic offer;

3. People: decision about agreement or disagreement to decision of the

elite;

4. Conflict resolution;

5. Implementation of political regime and public policy, production;

6. Consumption and bequest decision, death.

After birth, and the realization of bequests and investment, the re-

spective elite can either decide to remain in power and opt for the

status quo, or decide to make a democratic offer. This offer implies an

extension of suffrage to the respectively politically excluded group.

Under democracy, where nobody is excluded from political participa-

tion, the entire electorate makes a decision to keep democracy or to

move to an oligarchy. Under oligarchy, the politically disenfranchised

people, on the other hand, can then either choose to accommodate the

elite’s proposal, or choose to challenge it by going to open conflict.12
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Once the potential conflict is resolved, the consequential political sys-

tem materializes, and the associated decisive voter makes his or her

decision about the public policy to be implemented. Then production

takes place under this system, in particular, under the resulting taxa-

tion, and the public good provision and redistribution schemes that are

implemented. Eventually, people consume or bequeath their remaining

net income, and die. This completes the description of the model.

8.3 Development, Democratization, and Their Interdependencies

This section first establishes some basic results concerning the dy-

namics of the development process and provides an analysis of the

decision problems faced by members of the different groups in the

economy. Using these results, we then turn to the characterization of

the processes of economic and political development, and highlight

their interdependencies by considering development as the succession

of generations and their political and economic decisions within an

evolving environment.

8.3.1 The Provision of Public Goods

From the exogenous productivity growth given by (3), and the fact that

capital is only created through bequests, it follows that both incomes

and capital endowments are increasing from generation to generation.

This is true regardless of the political regime and regardless of whether

landowners or landless are concerned. The first useful result concerns

the evolution of capital endowments of landowners and the landless,

which asymptotically converge, regardless of the political environment

and the level of public good provision. As an index of relative in-

equality in capital endowments, consider the ratio of individual i’s

capital endowment to the average capital endowment per head in the

economy,

l i
t :¼

k it
kt
; i A fE;Pg: ð11Þ

We can then state the following result:

Lemma 1 For any fg; n; ag, limt!y lE
t l 1 and limt!y lP

t z 1.

Proof Using the expressions for average per capita income, and the

expressions for equilibrium factor prices, one has
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l i
t ¼

yi
t�1

yt�1
¼ ð1� aÞ þ ani

~kt�1ðGtÞ þ n
þ a~kt�1

~kt�1ðGtÞ þ n
l i
t�1: ð12Þ

The initial conditions kE0 ¼ kP0 ¼ 0 imply that lE
t > 1 and lP

t < 1 Et > 0.

Relative inequality in capital endowments of family i converge to a

steady-state value

l i
� ¼

ð1� aÞð~k þ nÞ þ ani

~kð1� aÞ þ n
;

which depends on the steady-state value of ~k. Due to unbounded tech-

nical progress, incomes and capital endowments increase over genera-

tions, implying limt!y
~kt ¼ y. Since land is fixed, using l’Hôpital’s

rule, this implies that limt!y ¼ l i
� ¼ ð1� aÞ=ð1� aÞ ¼ 1, i A fE;Pg,

which proves convergence. Moreover, condition (12) implies that

lP
t ¼ ð1� aÞþ a~kt�1

~kt�1ðGtÞ þ n
lP
t�1 with

qlP
t

q~kt�1

¼ an

ð~kt�1ðGtÞ þ nÞ2
lP
t�1 > 0:

However, since glE
t þ ð1� gÞlP

t ¼ 1 Et, this implies also that

qlE
t =q

~kt�1 < 0, which proves the directions of convergence. 9

The following comparative statics results are useful for later

reference:

Lemma 2 Everything else equal, the relative capital endowments of

landlords lE adapt as follows to changes in the environment:

(i) qlE
t =qa < 0 and qlE

t =qA < 0; ðiiÞ qlE
t =qg < 0; ðiiiÞ qlE

t =qn > 0.

Proof The results follow from taking partial derivatives of condition

(12), and because qA=qa > 0. 9

From a certain point during the development process onward, eco-

nomic development and public-goods provision are complements, in

the sense that from a certain level of development onward, it is efficient

to invest in infrastructure, where the efficient level of public-goods pro-

vision is denoted by G�.

Lemma 3 G� increases with the level of development.

Proof From the expression of average income, and the fact that mar-

ginal benefits of public good provision have to equal marginal costs of

1, G� can be derived to be
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G�
t ¼ a1=ð1�aÞðAtktÞa=ð1�aÞ � Atkt þ n

Atkt
; ð13Þ

which can be shown to be strictly increasing in both At and kt. 9

Moreover, this implies the following result:

Lemma 4 There exists a unique generation t: G�
t ¼ 0 Et < t and

G�
t 0 > 0 Et 0 b t.

Proof The necessary condition for G� > 0 is

aðð1þ GÞAtktÞa�1Atkt b 1:

The result follows since for low levels of development, namely, k and

A, this condition is not (necessarily) satisfied, while monotonicity of

development and hence growth in A and k ensures that there must be

a unique generation t for which the condition eventually holds. 9

What sort of public sector would be implemented prior to t? Under

oligarchy, the elite would produce without bothering to set up an

infrastructure itself, whose marginal costs amount to 1=g. But even

under democracy, no group, landlords or the landless, would endorse

public-goods provision. The landlords, since it would be inefficient,

and the landless, essentially for the same reason: implementing a

scheme of direct redistribution would benefit them more. Intuitively,

public goods complement technology in the production process, so if

technology is not sufficiently advanced, the provision of public goods

is not worthwhile. This leads to the following result:

Lemma 5 Public goods are provided only if it is overall efficient to

provide at least some public goods.

Proof Net income of individual i from a purely redistributive state is

yi þ tðy� yiÞ. Hence, landless individuals i A P enjoy a net gain from

redistribution since yP a y, while landlords suffer a net loss. Now

consider public-goods provision. For t < t, the marginal benefit from

providing public-goods provision is lower than the marginal cost,

implying lower net individual income yiðGÞð1� tðGÞÞ ¼ yiðGÞ � G for

any individual i when a positive amount of G is provided, compared to

G ¼ 0. Thus, Gtjt<t ¼ 0 under landlord oligarchy, as well as under de-

mocracy, since in that case the median voter prefers redistribution to

public-goods provision. 9
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8.3.2 Political Economy Equilibrium with Inequality

We now turn to the analysis of the different possible transition regimes

to democracy. First, consider the possibility that democratization arises

when the disenfranchised landless are powerful enough to implement

democratization by force, namely, when

gkEt < ð1� gÞkPt ; ð14Þ

provided that it is in their interest to have a democracy.

Proposition 1 There is a unique generation t̂t: gkEt Y ð1� gÞkPt ,
tv t̂t.

Proof The result follows directly from dividing condition (10) by kt
and applying lemma 1. 9

This result reflects the possibility for a transition toward democracy

under the threat of revolution, as studied by Acemoglu and Robinson

(2001, 2003).

Since under democracy the decisive voter belongs to the group of

people, to determine the equilibrium outcome under democracy we

need to characterize the preferred levels of public-goods provision and

redistribution by the people. The decision problem of the median voter,

who happens to own no land, is as follows:

max
ft;G;Tg

ð1� tÞyP
t ðGÞ þ T s:t: T þ G� tytðGÞa 0; and t� 1a 0: ð15Þ

The solution of this problem implies the following results:

Proposition 2 The emerging democratic regime is characterized by

t̂t ¼ 1, ĜG ¼ G� as qyðĜGÞ=qĜG ¼ 1, and, consequently, T̂T ¼ yðG�Þ � G�.

Proof The results follow directly from the Kuhn-Tucker conditions of

problem (15). 9

This result illustrates that democratization implies full equalization

of incomes.13 Moreover, a democratic regime provides the efficient

level of public good. To illustrate the impact of a change in the political

regime, compare this to the level of public goods implemented by the

elite under oligarchy. Note also that, even though landlords can decide

autonomously about financing and providing public infrastructure G

for themselves, by the very fact that G is a public good, they cannot
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exclude the landless from using that infrastructure and from benefiting

in terms of income.

Without loss of generality, let us now consider a landlord oligarchy.

While the landless have no influence on the creation and structure of a

public sector, the elite, since public-goods provision is productive, face

a trade-off between providing it themselves while retaining exclusive

political power, and giving up power in exchange for a broader finan-

cial (tax) basis available for the public good. Even though starting from

an oligarchic system in which the landlord elite monopolize all poli-

tical power and strictly dismiss the possibility of releasing power, the

members of the elite eventually change their mind and extend the

franchise. This is shown in the following two results. The first one,

which reflects arguments made by Lizzeri and Persico (2004), implies

that eventually the elite benefit more from giving up political power

in exchange for more efficient production, than from retaining power,

regardless of its potential superiority in terms of conflict power. Let

GE
t denote the level of public goods the elite would provide if the

landlords were to finance it fully by themselves, while the level of

infrastructure alternatively provided under democracy with universal

financing is G�
t . Then we have the following result:

Proposition 3 There exists a unique generation �ttb t:

yE
t ðGE

t Þ �
GE

t

g
Z ytðG�

t Þ � G�
t , tY�tt: ð16Þ

Proof Note that for t < t: Gt ¼ 0, so the elite’s income under democ-

racy is strictly lower than under oligarchy, whenever t > 0, and (16)

does not hold. However, also note that the marginal income gain of a

member of the elite with respect to public good provision is positive.

Consider now the elite’s most preferred level of G under oligarchy,

which is given by GE
t ¼ argmax yE

t ðGtÞ 1� Gt=gy
E
t ðGtÞ

� �� �
. This

implies, given t > t, a tax rate faced by a member of the elite of

tEt ¼ GE
t =gy

E
t ðGE

t Þ, which must be compared to the respective tax rate

faced under democracy. Under democracy, the tax base is larger, so

the taxes required to finance a given amount of public-goods provision

is lower. Using the result of lemma 1, in the limit income inequality

vanishes and every member of society earns the average income. In

this situation, every member of the society would choose the optimal

level of public good provision G�, and there is no role for redistribu-

tion T. Condition (16) therefore becomes ytðGE
t Þ � GE

t =ga ytðG�
t Þ � G�

t .
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From optimality of G�, it follows that in the limit this condition is

always satisfied for any level of GE
t . Hence, in the limit the elite are

always better off under democracy, since the people have to contribute

taxes to finance the public good. The monotonicity statement follows

from the monotonicity of the convergence of incomes. 9

Proposition 4 Apart from one special case, the provision of public

goods under oligarchy is never efficient.

Proof Consider the problem of the elite for public-goods provision

under oligarchy: maxGE yE
t � GE

t =g. Noting that

yP
t ¼ yt ð1� aÞ þ alE

t ð1þ GÞAtkt þ n=g

ð1þ GÞAtkt þ n

 !
¼ ytC

E
t ðGÞ;

the first-order condition of the elite’s optimization problem reads

y 0
tðGÞ ¼

! 1

g
� yt

ðCE
t Þ

0ðGÞ
CE
t ðGÞ

; ð17Þ

where

ðCG
t Þ

0ðGÞ1 lE
t � 1

g

� �
aAtktn

ðð1þ GÞAtkt þ nÞ2

 !
: ð18Þ

Note that the sign of the last expression depends on the relationship

between lE
t and 1=g. For the elite to provide an efficient level of public

goods, it would have to hold that lE
t ¼ 1=g, which is a knife-edge

result. 9

Note that, in general, the elite underprovides public goods under oli-

garchy. This is, in particular, the case for a sufficiently large level of

development, that is, as lE
t l 1. The only scenario in which the elite

would overprovide public goods is with low levels of development,

where most capital is in the hands of the elite, who then would benefit

disproportionately by public-goods provision. The last result implies

predictions about the role of inequality for the efficiency of oligarchic

political institutions that differ drastically from those under democ-

racy. Democratic institutions display efficiency regardless of the dis-

tribution of resources, while the inefficiency of oligarchic institutions

depends crucially on inequality.14 In particular, the public-goods pro-

vision under oligarchic regimes declines with the degree of land in-

equality and increases with the degree of capital inequality. This
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reflects the different priorities of the elite under these scenarios. If

the main source of income of the elite derives from natural resources,

the elite has little incentives to provide public goods, while in con-

trast, incentives for public-goods provision are larger if the elite is more

capitalistic.

As a corollary, it is possible to characterize the conditions under

which a particular transition regime arises by referring to the timing of

the respective transitions.

Corollary 1 An economy eventually democratizes and experiences a

democratization ‘‘from above’’ when tz�tta t̂t, while it experiences a

democratization ‘‘from below’’ when tz t̂t < �tt.

An implication of this result is that a strong and entrenched elite

is unlikely to propose a democratic transition. Given our assumption

about technical progress, there will eventually be a democratic offer

in this economy, which entails democratization ‘‘from above,’’ if it is in

the elite’s own interest to extend the suffrage, or democratization ‘‘from

below,’’ if the people have become powerful enough to challenge the

elite’s political predominance. We can now analyze how the dynamics

of economic and political development are affected by observable char-

acteristics of the economy. In particular, consider the comparative

statics of the timing and the consequential regime of a democratic tran-

sition with respect to technological progress a (or level of development

A) by studying their impact on the crucial state variables, the stock of

physical capital k available in the economy.

Proposition 5 Everything else being equal, faster technological prog-

ress a and a more industrialized structure of the economy implied by a

higher level of development A lead to a sooner democratization.

Proof Note that, following lemma 2, qlE=qa < 0 and qlE=qA < 0,

such that a transition from above is less likely. Moreover, consider the

effects of a higher level of development on inequality to see that

ql

qA
¼ q

qA

lE

lP

 !
¼ q

qA
1þ an=g

Að1þ GÞk þ n

� �
< 0;

making a transition from below according to condition (10) more likely,

that is, decreasing t̂t. Finally, note that A or a, respectively, increases the

level of effective physical capital ~k, and hence increases the desirability

of public-goods provision according to lemma 4, leading to a lower �tt,
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and therefore unambiguously to a sooner transition regardless of the

transition regime. 9

This result implies that if economic development is fast, oligarchies

tend to be less stable and disintegrate sooner. This is in line with em-

pirical findings by Boix and Stokes (2003) that economic development

speeds up the arrival of democratization.

The previous discussion illustrates that different political regimes ex-

hibit different features in terms of public-goods provision. In particular,

democratic political institutions are efficient regardless the inequality

in the society, while on the contrary the efficiency of oligarchic political

institutions depends on inequality. Elites that are more entrenched in

natural resources tend to provide fewer public goods than capitalistic

elites. The transition from oligarchic political institutions to democratic

institutions can either arise under the threat of conflict by the people,

or be initiated by the elite. Finally, the transition to democratic institu-

tions is facilitated by higher levels of development and a more dynamic

technological environment. Taken together, these findings are recorded

in the following:

Theorem 1 Democratic regimes are overall more efficient than oligar-

chies. Democratization is initiated by the people, that is, ‘‘from below,’’

if and only if t̂t < �tt. Democratization is initiated by the elite, that is,

‘‘from above,’’ if �tta t̂t. Democratization happens earlier the larger A

and a.

Proof The first claim directly follows from propositions 2 and 4. The

second and third claims follow from propositions 1 and 3 and corollary

1. The last claim is a result of proposition 5. 9

Several aspects of this result need to be put into perspective. First,

the clear-cut results are obtained under the standard assumption of a

pure (one head one vote) and direct (no party representation) democ-

racy. This implies that the preferences of the median voter, who is a

member of the people, are perfectly represented in public policies. In

the current framework, the consequence of this assumption is full re-

distribution under the democratic regime and the efficient provision of

public goods. In reality, however, the aggregation of preferences is

heavily influenced by institutional arrangements that curb the possible

choices that can be made by the electorate. Thus, the details of the insti-

tutional frame and the democratic structures can introduce a gap be-

tween de jure and de facto political power when the preferences of
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all groups in society, not only those of the median voter, are reflected

in public policy. This observation is particularly relevant, if the prefer-

ences of different groups in society do not coincide. In the current

framework, the pretax income of the elite is still larger than that of

the poor, possibly inducing different preferences about redistribution

issues. A question one might want to ask in this context is whether the

elite, when contemplating offering democracy, may try to influence the

design of democratic institutions in such a way as to limit redistribu-

tion. For example, consider the possibility that the elite can, prior to

voting, restrict the policy space by imposing an upper limit to unpro-

ductive redistribution T. The median voter’s maximization problem

(15) has to be modified by respecting an additional constraint that

TaT. In this case, denote the optimal choice of public-goods provi-

sion selected by the median voter by GP
t , which may in general differ

from G�
t , depending on T. Knowing this, the question then becomes

whether the elite would find it profitable to impose a binding limit,

namely, Ta yðG�
t Þ � G�

t . To address this question, note that efficient

public-goods provision under democracy implies full redistribution

and thus a net income of yðG�
t Þ � G�

t for a member of the elite (and

likewise a member of the people). Compared to that, if Ta yðG�
t Þ�

G�
t , an elitist individual could earn an income of

ytðGP
t ;TÞCE

t 1� GP
t þ T

ytðGP
t ;TÞ

 !
þ T;

where

CE
t 1 ð1� aÞ þ

að1þ GP
t ÞAtktl

E
t þ a

n

g

ð1þ GP
t ÞAtkt þ n

2
4

3
5
; ð19Þ

when limiting redistribution to T. Simplifying these expressions, the

elite will prefer to limit redistribution to T < ytðG�
t Þ � G�

t if

CE
t ðytðGP

t Þ � GP
t � TÞ þ T > ytðG�

t Þ � G�
t : ð20Þ

In the current framework, it is not possible to identify the conditions

under which this condition holds since GP
t cannot be determined ana-

lytically. Nonetheless, due to monotonicity of CE
t in lE

t and n=g, it is

possible that for a sufficiently high level of inequality in income, land

endowments, or both, the condition is satisfied. In this case, the elite

would actually benefit from imposing a limit on redistribution if they
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could.15 Note also that under this scenario the democratization process

would arise at the same time or even earlier than under the benchmark

case, since the opportunity cost for initiating a democratic transition is

lower for the elite. Taken together, while the main results on demo-

cratic transitions stated earlier remain unaffected, the precise frame-

work of political institutions adopted under democracy may actually

depend on the transition and the level of inequality at the time of the

transition.

Another noteworthy issue in this respect is the double cost the elite

face during the transition to democracy. On the one hand, members of

the elite have to pay taxes, which partly go to finance redistributive

transfers. On the other hand, the elite lose the power to decide about

issues such as public-goods provision, since the residual decision rights

are taken on by the median voter under democracy. The case of de-

mocratization ‘‘from below’’ shows that the latter fact constitutes the

real cost of democratization, while taxes and implicit redistribution in

terms of proportional taxation are only second-order effects. Rather,

taxation can very well be to the elite’s advantage since universal taxa-

tion under democracy allows them to share the costs of public-goods

provision. This is illustrated in particular when the elite voluntarily

offer full redistribution in order to achieve an efficient level of public-

goods provision. Finally, land resources make no clear prediction on

the timing of democratization, while the size of the elite seems to be

ambiguous with respect to the transition regime. The following section

briefly discusses these implications in the light of historical evidence.

8.4 The Historical Context and Empirical Relevance

The predictions of our model are broadly in line with historical and

empirical evidence. As a first attempt to substantiate this claim, we

test whether the three main implications stand out in the cross-country

data set collected by Persson and Tabellini (2003, 2004).16 The predic-

tions are (a) that countries with more democratic structures are better

developed, which is a direct consequence of lemma 1, and propositions

1 and 3; (b) that countries with more democratic institutions have a

larger state, which follows from corollary 1, lemma 3, and proposition

2;17 and (c) that more democratic countries redistribute relatively more,

which follows again from proposition 2. Since the data set is confined

to democracies of different quality of democratic institutions, and con-

tains no nondemocracies, we use variation in the quality of democratic
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institutions to test the model implications. In particular, we test the

three predictions by testing the correlation of an index of the quality of

democratic institutions with (a) log per capita income, denoted lyp, (b)

the ratio of central government spending (including social security) as

percentage of GDP, denoted cgexp, and (c) social security and welfare

spending as percentage of GDP, denoted ssw, respectively. To do this,

we run a system of seemingly unrelated regressions to account for

endogeneity and potential error correlation across equations. The qual-

ity of democratic institutions, namely, the extent of democratization, is

measured using the polityIV-index, which assigns to each country an

integer score ranging from �10 to 10 with higher values associated

with better democratic structures. Alternatively, and as a robustness

test, we use the gastil-indices of political rights and civil liberties, which

range from 1 to 7 with lower values associated with better democratic

institutions. In the regressions, we control for several alternative fac-

tors potentially influencing the level of development, and for size and

structure of the public sector.18

For reasons of brevity, table 8.1 contains only the coefficient esti-

mates for the index of democratic quality. Detailed results for the other

coefficients are available upon request. The first set of regressions dis-

plays a significant positive coefficient of polityIV on all three dependent

Table 8.1

Empirical estimates

Dependent variable

lyp cgexp ssw

polityIV 0.040* 0.874* 0.462*

(0.018) (0.437) (0.222)

N 58 58 58

R2 0.935 0.771 0.858

gastil �0.146* �2.905* �1.976**

(0.060) (1.336) (0.659)

N 59 59 59

R2 0.934 0.776 0.868

Notes: Results from SURE estimations. Other explanatory variables are a constant, lpop,
loga, prop1564, prop65, trade, yrsopen, oecd, avelf , federal, con2150, con5180, con81, age,
latitude, africa, asia, laam, col_uka, col_espa, and col_otha. In the equations for cgexp and ssw,
additional explanatory variables are lyp, and pres, maj. See also note 18. Standard errors
are in parentheses. Significance at 5 percent and 1 percent level is indicated by * and **,
respectively.
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variables, indicating that more democratic institutions are associated

with higher levels of development as measured by GDP per capita,

and larger and more redistributive states.19 We refrain explicitly from

interpreting these correlations as causal, since, in the light of the theo-

retical results obtained before, political institutions can be expected to

endogeneous, at least in the long run. These correlations nevertheless

indicate, however, that the three theoretical implications are not re-

futed by a first glance at the data. The results are also robust with re-

spect to the measure of democratic quality, as indicated by the results

using gastil as a measure. Again, better democratic institutions are

associated with higher incomes, and with larger and more redistrib-

utive states. Further tests reveal that the hypothesis that democratic

institutions have no impact on any of the dependent variables can be

rejected at the 1 percent level. Without a doubt, more empirical work

would be required to rigorously test the implications of the theory,

and to show that these are in line with the historical experience. How-

ever, the concepts of democratization ‘‘from above’’ and ‘‘from below’’

are difficult to implement in an empirical analysis, since creating a

respective dummy for each country, for example, would eventually

always imply a somewhat subjective judgment. Nevertheless, from the

results presented so far we conclude that the model by and large fits

the historical facts.

The main implications of the model presented in section 8.3 also

correspond well with the findings of earlier empirical contributions.

Recently, the interdependencies of democratization, sustainability of

democracy, and economic development have received a revived

research interest among economists and political scientists. Some

contributions found that economic development apparently serves to

stabilize democratic systems (see Przeworski and Limongi 1997; Prze-

worski et al. 2000). Other empirical evidence seems to indicate that

there is a positive causal effect of economic development on the proba-

bility that a country democratizes as well as a positive effect of de-

velopment on the stability of democracies (see Barro 1999; Boix and

Stokes 2003). Economic development, reflected by technological prog-

ress, can be seen as the driving force behind democratic transitions in

the model presented earlier. Recent empirical findings cast doubt on

the causal effect of income on democracy, however. Using variation

across countries and over time, Acemoglu et al. (2005) find no evi-

dence for a causal effect when controlling for country fixed effects rep-

resenting factors that affect both economic and political development
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simultaneously. The model presented before is also consistent with

these findings, because the ultimate determinant of whether and how

a country democratizes is inequality in resources, rather than the mere

size of the economy. Economic development affects the distribution of

factors and incomes, and, through this, drives political development

both in terms of the occurrence of a democratic transition as well as its

type. Acemoglu and Robinson (2004, chap. 2) provide a survey of the

cross-country evidence on the patterns of democracy. Their main con-

clusions are that richer countries are more likely to be democratic and

that democracies are more redistributive than oligarchies with an in-

crease in redistribution following democratization. All these facts are

in line with the theoretical predictions. In particular, richer countries,

which are on a higher level of technological and therefore economic

development, experience a democratic transition sooner. Moreover,

the model implies that redistribution primarily arises under democ-

racy—in particular, if the extension of the franchise happened under

the pressure of conflict from the formerly disenfranchised.

The model is also compatible with the findings by Glaeser et al.

(2004), that cast doubts on the view that political institutions, in partic-

ular democratization, are a prerequisite for growth, but rather advo-

cate the idea that human and physical capital accumulation are the

engines of development, which in turn facilitates the improvement of

crucial institutions such as property rights protection. In fact, the previ-

ous model suggests that democratization, rather than being a prerequi-

site, is a consequence of development, but might be crucial for the

adoption of growth-enhancing policies, such as the provision of public

goods like schools or police. Evidence on the growth effects of democ-

ratization by Minier (1998) and Tavares and Wacziarg (2001) is in line

with this view. Their findings suggest that the advantage of democracy

mainly materializes in terms of more efficient accumulation and use of

human and physical capital under democratic rule. This view is also in

line with other evidence that suggests that economic development, to-

gether with the political institutions in place, determine the size of

the public sector as well as its structure in terms of infrastructure and

transfers, such as unemployment benefits, health care, and retirement

pensions (see Boix 2001). He also finds that public sectors are signif-

icantly larger under democratic than under oligarchic regimes. The

main predictions of our model are also supported by the findings of

Boix (2001, 2003). Different regressions of the size of the public sector

with a large panel data set of countries reveal not only a larger public
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sector in democracies, but in particular a negative effect of the size of

the share of the agricultural sector in total production as well as a posi-

tive effect of per capita income on the size of government (see Boix

2001, table 3). The differences between public policies implemented un-

der democratic and nondemocratic regimes are still not fully settled in

the literature, however, as a recent paper by Mulligan, Gil, and Sala-i-

Martin (2004) documents. Their findings suggest that public policies

are not so different among democracies and nondemocracies. Accord-

ing to their findings, the main differences lie rather in policies that

affect competition for political power. On the other hand, the model

provides a rationalization for the findings by Rodrik, Subramanian,

and Trebbi (2004) and Rigobon and Rodrik (2004) in that demo-

cratic regimes adopt better institutions and policies, and therefore

exhibit larger incomes, while good institutions and democratic struc-

tures themselves are more likely in more developed economies.

In a more historical context, Alesina and Glaeser (2004, chap. 2)

argue that the U.S. and European countries experienced entirely differ-

ent transitions toward democracy. With regard to the transition sce-

nario corresponding to the theoretical model here, the United States as

well as the United Kingdom could be seen as having experienced dem-

ocratic transitions ‘‘from above,’’ which were mainly initiated and de-

termined by ruling classes and landowners; see also the description in

Lizzeri and Persico (2004). On the other hand, France, and also Ger-

many, experienced transitions that were characterized by substantial

pressure on the elites to extend the franchise.20

Some important issues remain. After their critique of the work of

Przeworski and Limongi 1997 and Przeworski et al. (2000), Boix and

Stokes (2003) claim that the most puzzling yet unanswered questions

regarding the links between economic development and democratiza-

tion concern the findings of different effects of economic development

on the propensity to democratize in different historical contexts. In

particular, they raise the question why early during industrialization

oligarchies appear to have been less stable to democratization than at

later stages of development, and why economic development after

World War II seems to have mainly helped stabilize democracies rather

than induce democratization of nondemocratic regimes. According to

our model, democratization can occur under very distinct scenarios,

and countries that democratized early are likely to differ in several

other respects than the level of economic development from those

economies that democratized later, or have not democratized yet
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altogether. In particular, the distribution of power among oligarchs

and the proletariat might differ substantially due to different capital

accumulation histories, land resources, and group sizes, thus making

comparisons only in terms of level of development difficult. While

these issues deserve further investigation, the model can rationalize

these empirical observations.

8.5 Discussion

Before concluding, we briefly discuss the implications of the simplify-

ing assumptions we make. The adoption of a subsequent generation

framework with a joy-of-giving representation of individual utility

gives rise to myopic behavior as the members of a given generation

do not internalize the consequences of their choices on subsequent gen-

erations. This appears to be a reasonable assumption for considering

long-run processes as done in this analysis. Moreover, introducing

forward-looking agents would complicate the analysis, while not

changing the main results, as long as some discounting is incorporated.

The adoption of exogenous technological progress is of no relevance.

Introducing endogenous innovations, with physical or human capital

representing the engine for growth, could be accomplished without

altering the main findings. The assumption that technological progress

is not neutral with respect to all factors of production, and augments

capital rather than land, is, together with the assumption of logarith-

mic utility and the accumulation of capital through bequests, crucial

for the result that inequality declines with the level of development

and vanishes in the limit. This result also implies that eventually de-

mocracy emerges. Assuming heterogeneous bequest behavior in the

society, with the elite bequeathing relatively less capital due to their

bequests of natural resources as was the case historically would tend

to strengthen our results. On the other hand, if the elite would transfer

a larger fraction of their incomes to their offspring, income might not

converge fully, but the income share generated from land ownership

would still decrease over the course of generations, which is sufficient

for our results as long as the provision of public goods exclusively by

the elite is sufficiently costly, or if that were not possible at all.

Further issues resulting from the fact that technological progress is

also not neutral with respect to the relative position of the two groups

in society are left aside in the current analysis. Endogenizing techno-

logical progress also invites questions concerning the political aspects
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of technology adoption. On the one hand, as studied by Cervellati and

Fortunato (2004), the elite could resist innovation in order to block

structural change and the income loss associated with modernization.

In that model, the degree of resistance to innovation is not constant

but declines with the level of inequality and development, and disap-

pears eventually. Similarly, the elite might block modernization to de-

lay or avoid democratic transitions and the associated loss of political

power (see Mokyr 2000).

Following the literature on democratic transitions initiated by the

elite—for example, Bourguignon and Verdier 2000, Lizzeri and Persico

2004, and Gradstein 2006—a democratic transition can deliver a gain

in efficiency for society as a whole, but in particular for the elite. In our

model, this is represented by the possibility of providing a public good

at lower costs under democracy than under oligarchy. In a more gen-

eral framework, this efficiency improvement under democracy could

also be obtained as equilibrium outcome. A related line of research

(Cervellati, Fortunato, and Sunde 2004), explores the possibility that

the higher efficiency of democratic systems arises in the form of a self-

sustained social contract as the outcome of a strategic game of rent-

seeking investments played between and within different social groups.

In terms of fiscal policy, we consider the possibility for progressive

redistribution under democracy, but exclude taxation and regressive

redistribution under oligarchy. This is done for simplicity, since the

key feature of the analysis is that democracy is relatively more progres-

sive, reflecting an opportunity cost for democratization on part of the

elite. Also for simplicity, taxation implies no distortions, which leads

to corner solutions for taxation in the voting game, namely, full redis-

tribution under democratization. Finally, and in line with previous

contributions like Acemoglu, Johnson, and Robinson 2004, we consider

a simple conflict technology, a ‘‘guns model.’’ The outcome of a conflict

is deterministic, implying that (potentially costly) conflict never arises

in equilibrium, such that democratic transitions essentially arise under

a shadow of conflict. Also, we do not consider incentives for triggering

violent conflict and endogenous investments in conflict activity, as is

done, for example, by Grossman (2001) or Esteban and Ray (1999).

While the role of each of these assumptions is clear, a simultaneous

consideration of potential for regressive and distortionary redistribu-

tion, together with a conflict game with endogenous effort choice,

would require a more in-depth analysis. This is the case, since both the

dynamic evolution of inequality and the relative conflict potential of
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the different groups of society would then depend on the particular

specification adopted. While the main mechanism would still work,

the joint consideration of these elements appears to be of particular in-

terest in light of the analysis of the structure of the public sector under

the different transition regimes, and of the precise conditions under

which they may arise.

8.6 Conclusion and Future Research

We conclude by summarizing the focus and the main results of the

current analysis, which represents a first step in modeling the interrela-

tion between development and political institutions. We have pro-

vided a simple dynamic model of economic and political development

that is able to reproduce several recent theories about the endogenous

transition toward democracy and the determinants of the design of

constitutions within a single framework. The main mechanism implies

that economic development is a prerequisite for a democratic tran-

sition. Moreover, depending on the economic environment, this tran-

sition is triggered either by the ruling elite in the initial oligarchy,

leading to a democratization ‘‘from above,’’ or by the initially disen-

franchised people, whose threat to go to open conflict and mount a

revolution initiates a democratic transition ‘‘from below.’’ The results

also indicate that in equilibrium democratic political institutions are

generally more efficient than oligarchies, and arise sooner the faster

the process of economic development.

To make our argument as transparent as possible, we provided a

model, which is stylized in several respects. We close by providing a

discussion of the limitations of this analysis. The deeper investigation

of these issues constitutes our agenda for future research. First, we

categorized democratic transitions into the classes ‘‘from above’’ and

‘‘from below,’’ which have the advantage of highlighting the main

mechanism. However, this conceptualization is not trivial to imple-

ment empirically in the sense that it is difficult to exactly categorize his-

torical democratization processes into these two classes. The next step

on the research agenda therefore is to provide a taxonomy characteriz-

ing the precise conditions under which the different types of transition

occur. This would deliver theoretical predictions which then could be

tested empirically.

Another limitation of the current framework is that, in order to

emphasize the role of the transition, the analysis concentrated on the
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main functions of the state. The constitutional details and political

institutions, such as voting systems and so forth, that are instrumental

for these outcomes have not been studied, however.21 Exploring the

relationship between the type of democratic transition and the con-

stitutional details implemented in its occurrence may deliver further

insights into the observed differences in political institutions and eco-

nomic performance across countries. In a similar vein, for simplicity

we adopted a reduced-form view of the allocation of decision power

about constitutional details. A further investigation of the forces lead-

ing to different bargaining positions in the phase of constitutional de-

sign would shed more light on the different institutional aspects fixed

in different institutions and could potentially deliver more precise em-

pirical predictions about the actual policies to be expected to prevail in

different systems: for example, the size of the public sector, type of

public goods provided, kind of redistribution schemes in place, pro-

gressivity of fiscal systems, and so forth. Future work should therefore

analyze the dynamic emergence of political institutions and the precise

channels through which the particular structure of the public sector is

obtained, to open what essentially remains a black box in the current

analysis.

In order to highlight the impact of the democratization process on

institutional design, we concentrated on ‘‘bang-bang’’ democratization

episodes, with only two possible states, oligarchy and universal fran-

chise. In reality, democratic transitions are generally gradual processes

of the extension of the franchise. The consideration of the forces behind

gradual extensions might deliver additional insights. In particular,

democratic extensions can be thought of as reducing conflict pressure

without the need to give away more political influence than necessary.

Also, it is likely that the institutions emerging from a gradual extension

depend on the actual path of democratization. For example, different

public goods may be provided depending on the preferences and

needs of the groups of society that are newly enfranchised.

Also, the consideration of more than two groups of individuals may

change the predictions of the model. On the one hand, questions about

cohesion, group formation, and coalitions could arise. On the other

hand, this modification together with the potential for gradual exten-

sions of the franchise would provide a much richer picture of democra-

tization experiences.

Finally, to highlight the feedback among economic development, de-

mocratization, and institutional arrangements, we concentrated on two
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very distinct forces behind democratization, democratization in the

interest of the elite and democratization under the threat of conflict.

Other forces behind democratic transitions, such as enlightenment

views emphasizing the role of liberal or emancipative values and the

spread of knowledge, the emergence of an economically important but

politically disenfranchised middle class, or issues of competition and

conflicting interests within the ruling elite, have been neglected for

simplicity. While we believe that these issues could be addressed and

would enrich the picture of democratic transitions and their effects on

arising institutions, we also believe that the main idea of the current

model could be preserved.
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1. This ‘‘social conflict’’ view is also emphasized in Acemoglu, Johnson, and Robinson
2005.

2. See, for example, Gradstein 2004 for a dynamic model of the emergence of property
rights protection in the context of economic development.

3. An argument for why the extension of the franchise can be in the interest of those
holding oligarchic power, which builds on an internal struggle between members of the
elite, can be found in Llavador and Oxoby 2005. In Ticchi and Vindigni 2004b, the exten-
sion of the franchise can be in the interest of the elite can if this helps in motivating the
masses to provide effort in wars.

4. Aghion, Alesina, and Trebbi (2004) study the optimal constitutional size of a minority
required to block legislation, and conversely the size of the supermajority needed to pass
legislation. Ticchi and Vindigni (2004a) address the choice between a majoritarian and a
consensual democracy made by a rich elite and show that the elite is more likely to
choose a majoritarian democracy the larger the (exogenous) degree of inequality. These
studies, which are inherently static in nature, provide a deeper economic understanding
of the reasons for the emergence of different political institutions.

5. This formulation of the utility function is not crucial for the main insights but simpli-
fies the analysis considerably. It is noteworthy, however, that the development dynamics
of the economy, as shown later, essentially depend on the distribution of factor endow-
ments, and hence the decision on consumption and bequest, which in reality may differ
across different groups of the society.

6. For simplicity, assume that there is no market for land, so no land is ever traded. This
assumption is without loss of generality. In fact, as will become clear here, due to the tim-
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ing of events even allowing for land markets would not change the results since land
markets are implicitly included in the model through the rents land generates.

7. Endogenizing the rate of technical progress would not affect the main argument.

8. Also Acemoglu and Robinson (2003) rely on the specification used for the production
technology in equation (2).

9. One could argue that also in reality, by projecting future budgets, democratically
elected governments adhere to a similar reverse timing with respect to production, taxa-
tion, and spending the tax revenues on redistribution or public goods, which affect the
production process itself.

10. We exclude the possibility of discretionary extension of suffrage to particular per-
sons, and assume that it can only be done regarding entire groups. In other words, apart
from land ownership, there is no potentially ‘‘unobservable’’ heterogeneity of individuals.

11. Including land resources as a means of generating conflict potential analogously to
physical capital would lead to identical results.

12. Note that this description of timing is without loss of generality. In particular, the
same timing holds under democracy, where the ‘‘ruling elite’’ consists of all people popu-
lating the economy. Under the current setting, the median voter in equilibrium does not
opt for oligarchy, for example, of the people, since expropriation of land resources is pro-
hibited, and democracy provides the cheapest way to finance public good provision. See
also the discussion that follows.

13. Just as the landless established a redistribution scheme that allows them to appropri-
ate equally all land rents and capital rents accruing to the landowners under democracy,
we could alternatively allow for expropriation of factor endowments—in particular, land
and capital. We do not allow for discriminatory taxation.

14. This result is driven by the assumption of nondistortionary taxation. With distor-
tions, both efficiency of public good provision and redistribution would depend on
inequality under democracy. Nevertheless, the results on relative efficiency and redistri-
bution of oligarchy and democracy would still hold.

15. The possibility of imposing restrictions requires further assumptions and arguments
about the conditions under which this possibility arises, and to what extent restrictions
can be implemented.

16. The data used for the analysis are a cross-country data set for eighty-five countries.
See Persson and Tabellini 2003 and 2004 for a detailed description of the data, the
variables, and the data sources. The data are available at http://rincewind.iies.su.se/
perssont/datasetselectoralrules.htm.

17. Note that this result is driven by the fact that a higher level of development implies
both a higher G�

t , irrespective of the political system, and a higher likelihood of democ-
racy, which in turn implies efficiently high G�

t as well as a higher level of redistribution
Tt.

18. In particular, we include log of population size (lpop), population structure (the
shares of population in working age and retirement age, prop1564 and prop65, respec-
tively), the sum of exports and imports as share of GDP (trade), log total factor productiv-
ity (loga), an index of openness to trade measuring the fraction of years during 1954–1990
during which a country was open to trade (yrsopen), economic institutions fostering
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development (oecd), ethno-linguistic fragmentation (avelf ), federal state structures ( federal),
constitutional inertia measured by dummies (con2050, con5180, con81) to account for con-
stitutional fashions and historical context, and the age of each democracy as defined by
the fraction of the last two hundred years of uninterrupted democracy (age). To control
for unobservable influences of geographic location, we control for latitude as measured
by absolute distance from equator latitude and introduce dummies for continental loca-
tion africa for Africa, asia for Eastern and Southern Asia, and laam for Southern and Cen-
tral America including the Caribbean. Historical factors are taken into account by
controlling for colonial history (col_uka, col_espa, col_otha). All these variables, together
with the respective index for democratic quality, are used as explanatory variables. The
equations for size of public sector (cgexp) and the size of social redistribution (ssw) con-
tain as additional explanatory variables the level of development (lyp) as well as indica-
tors for majoritarian voting (maj) and presidential systems (pres). This takes account of
the results found by Persson and Tabellini (2004) that details of democratic institutions
are likely to have an impact on public policy.

19. This result is robust with respect to different specifications.

20. While the French democracy essentially goes back to the revolution of 1789, exten-
sion of the franchise in Germany was associated with several waves of social unrest, as
was the case for the revolution in 1848, the socialist movement that led Otto von Bis-
marck to introduce the welfare state, and the revolution in 1919 to mention just the most
prominent milestones of the transition.

21. This is done by the literature studying the economic effects of constitutional and insti-
tutional details mentioned in section 8.1.
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9 The Road from Agriculture

Thorvaldur Gylfason and
Gylfi Zoega

The great economist Arthur Lewis emphasized the distinction between

traditional agriculture and urban industries. In his view, savings and

investment originate solely in the latter, while vast pools of under-

utilized labor can be found in the traditional sector (Lewis 1954). In this

chapter we aim to fill a gap in his analysis by constructing a model of

rational behavior in the traditional sector. We want to think of farmers

as rational agents and so explain economic backwardness not in terms

of history or mentality but rather in terms of a model with maximizing

behavior. Our aim is to show that the level of technology in agriculture

in each country will not, in general, coincide with the ‘‘frontier’’ tech-

nology of the most advanced economy. In particular, each country has

an optimal ‘‘technology gap’’ that separates it from the frontier. In our

analysis, the size of this gap turns out to depend on factors that are exo-

genous to most economic models and seldom subject to change, such

as farm size reflecting geography, the fertility of the land, the ability of

farmers to digest and take on new technologies, and the rate of time

preference. Most surprisingly, perhaps, the distance from the technol-

ogy frontier turns out to depend on the position of the frontier itself;

the more advanced the frontier technology, the larger the optimal dis-

tance that maximizes the value of land from the frontier. We bring clio-

metric evidence from our native Iceland to bear on this issue. Further,

we attempt to quantify the relationship between structural change and

growth by considering the change in the share of agriculture in value

added and of migration to cities as independent determinants of eco-

nomic growth within a cross-country growth regression framework.

The share of agriculture in employment and value added has fallen

relentlessly around the world over the past hundred years. Until the

end of the nineteenth century, an overwhelming part of the workforce

was engaged in agriculture everywhere. In 1960, almost half the labor



force in low-income countries was still employed in agriculture, but

this ratio continues to fall: today almost a fourth of the labor force

in low-income countries works on the land, less than 10 percent in

middle-income countries, and less than 2 percent in high-income coun-

tries. To illustrate the relationship that motivates this study, we show

in figure 9.1 data from eighty-six countries, some rich and some poor,

in the period from 1965 to 1998.1

The figure shows the relationship between per capita economic

growth along the vertical axis and structural change as measured from

right to left along the horizontal axis by the decrease in the share of ag-

riculture in value added from 1965 to 1998. Each country is repre-

sented by a single dot in the figure: the average growth rate over the

sample period and the structural change from the beginning to the end

of the period. The figure shows that a decrease in the share of agricul-

ture by 13 percentage points from one country to another is associated

with an increase in annual per capita growth by 1 percentage point.2

In a recent study, Temin (1999) argues that a relationship similar to

that in figure 9.1 can account for the growth performance of fifteen

European countries over the period 1955–1995. In particular, he argues

that the migration of labor from rural to urban areas helps explain the

Figure 9.1

Structural change and growth, 1965–1998.
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postwar ‘‘Golden Age’’ of European economic growth, including the

differences in growth rates during this period and the end of the high-

growth era in the early 1970s.3 Not all countries have handled this dra-

matic transformation of their economic structure as well. In extreme

cases, the development was actively resisted, as witnessed originally

by the institution of slavery that in some places continued well into

the second half of the nineteenth century. The resistance to change

took other, milder forms as well: for example, farmworkers in Iceland

were throughout the nineteenth century prevented by law from leav-

ing their employers, a form of serfdom that significantly delayed the

transformation of the Icelandic economy from agriculture to industry.

This chapter adds to an expanding literature on the long-run sectoral

implications of economic growth.4 While we emphasize endogenous

technological adoption at the farm level, other contributions have em-

phasized human capital accumulation. Galor and Moav (2003) model

the transition from a rural agricultural society to an urban industrial

society by showing how the complementarity of human and physical

capital in industry generates an incentive for industrialists to support

educational reforms. Human capital accumulation also plays an impor-

tant part in the transition in Tamura 2002. In Galor and Weil 2000,

skill-biased technical progress raises the rate of return on human capi-

tal, which causes human capital to grow, hence creating steady-state

growth. Jones (1999), in contrast, argues that increasing returns to

the accumulation of technology and labor sustains growth. We do

not dispute the importance of human capital for the transition but, in-

stead, want to describe some of the determinants of endogenous tech-

nological adoption in agriculture.

We argue that the extent of the transition from an agrarian to an

industrial economy depends not only on the access of industrial pro-

ducers to unlimited supplies of rural labor (Lewis 1954) and on pro-

ductivity developments and availability of work in urban areas (Kaldor

1966; Harris and Todaro 1970), but also on farm size reflecting geogra-

phy, the fertility of land, and the ability of farmers to adopt new tech-

nology. In this we are perhaps in part motivated by the experience

of Iceland, an island in the far North Atlantic where agriculture

was the main economic activity for centuries, supporting a population

that lived on the margins of subsistence. Harsh climate, unfertile soil,

small disparate plots of arable land, and a population not familiar

with foreign cultures or languages hampered economic development

for almost a thousand years. It is difficult to conceive of any form of
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institution building that could have helped inject dynamism into the

agricultural economy.

9.1 Efficiency Gains in Agriculture and Growth

In this section we describe the behavior of farmers with regard to the

adoption of new technology. Our aim is to endogenize the extent of

allocative as well as organizational efficiency gains, both of which are

important sources of economic growth.5 We model the economy as

consisting of two sectors, a rural agricultural sector and an urban

manufacturing sector. Unlike Lewis, we assume that farmers engage

in maximizing behavior. We are interested in decisions about the

adoption of new labor-saving technology as well as in the implications

of those decisions for economic growth in a two-sector world.6

9.1.1 Sectors

Agricultural output is produced with land and labor. Land is a fixed

factor that limits the maximum feasible production. The land is split

up into different farms that differ in size and fertility. The distribution

of size and fertility is exogenous to our model and assumed to depend

solely on geography and climate. In contrast, urban industrial output is

not constrained by any fixed factor. Instead, output is produced with

labor using a constant-returns technology. Individuals in our model are

either farmers (i.e., owners of land), farmworkers, or urban dwellers.

An individual may move between these three states: higher farm prof-

its induce workers to become farmers, higher rural wages create an in-

centive for becoming a farmworker and for people to move from urban

to rural areas, and higher urban wages pull workers to the cities.

9.1.2 Markets

There is perfect competition in the market for industrial goods, agricul-

tural goods, and labor in the two sectors. Individuals differ in their

preferences for rural versus urban labor. When relative wages in urban

areas rise, more people decide to migrate from the farms to the cities,

but not everyone will move. It follows that expected wages in the two

sectors do not have to be equal. Cultural differences as well as educa-

tion, peer pressure, and family considerations may also create an at-

tachment to either rural or urban living.
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As in Harris and Todaro 1970, the relative price of agricultural out-

put in terms of manufacturing goods is a decreasing function of agri-

cultural output and an increasing function of manufacturing output:

PA=PM ¼ p ¼ pðYA=YMÞ, with p 0 < 0. This assumption captures the

demand side of our model; we do not model consumption choices.

9.1.3 Utility

Preferences are separable in the utility of income, on the one hand, and

the utility from living in rural/urban areas, on the other hand. Utility

of income is homogenous and linear in income, while workers are

heterogeneous in terms of the utility of residence. Farmers maximize

the present discounted value of future utility using an exogenous and

fixed-rate-of-time-preference r. For simplicity, we assume infinite hori-

zons. At the same time, they compare this value to the present dis-

counted value of working on other farms and switch between owning

land and working for others when the latter gives higher future utility.

9.1.4 The Production Technology

We assume a Leontief production function in agriculture and a linear

production function in urban industry:

YA
t ¼ min½AtN

A
t ; FL�; ð1Þ

YM
t ¼ BtN

M
t : ð2Þ

YA denotes the level of output of agricultural produce and YM, modern

urban output; A denotes the level of labor-augmenting technology in

agriculture and B, technology in manufacturing. NA is the number of

workers in agriculture and NM, in manufacturing. L is arable land and

F denotes the fertility of the soil. It follows that if the number of effec-

tive labor units ANA is up to the task, sustainable farm output is FL.

There are constant returns to scale in industry but sharply diminishing

returns in agriculture once we hit the capacity of land.7

The production frontier consists of two linear segments, HE and EI,

as shown in figure 9.2. The distance OH in the figure equals FL, the

maximum output possible in agriculture. The slope of the segment EI

equals the ratio of marginal labor productivities in the two sectors,

�A=B. At point E, modern output is shown by the distance OC and

farm output by OH ¼ FL, and total output at world prices is shown by
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the distance OJ. Maximum possible output in manufacturing BN is

shown by the distance OI and is assumed constant. Labor-saving tech-

nological progress in agriculture increases A and shifts the production

frontier outward from HEI to HFI, increasing modern output and total

output by CD ¼ JK.

We assume that farmers differ in their ability to understand and

adopt leading-edge technology.8 The cost function h is rising in the

rate of technology adoption, a, but falling in the ability to take on new

technology, b:

hða; bÞ; ha > 0; hb < 0; hab < 0; haa > 0: ð3Þ

We assume that the cross-derivative is negative, which means that the

marginal cost of learning is falling in the ability to learn.

9.1.5 Profits and the Value of Land

A farm generates a stream of revenues. The farmer pays wages w to his

workers and retains all profits. We assume for simplicity that farmers

do not work in the field so that their utility is simply linear in profits.

Figure 9.2

Technological change.
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Farmers continue to farm their land using paid labor until it becomes

optimal for them to abandon the farm and become agricultural workers

elsewhere. This happens when the expected lifetime utility of working

at a different farm (perhaps a bigger and more fertile one) exceeds the

expected utility of continuing to farm one’s own land.

Farmers maximize the present discounted value of future utility

(profits) from time zero to infinity. It follows from our assumed utility

function that this amounts to the maximization of the value of land.

Profits for a given farmer i in real terms are defined as follows in terms

of traditional output:

pi ¼ FiLið1� w=AiÞ � hðaiÞ; ð4Þ

where w=A is the cost of producing one unit of output and the cost of

technology adoption a is denoted by hðaÞ. The value of a given farm i

is then given by

Vi ¼
ðy
0

½FiLið1� w=A�
itÞ � hða�itÞ�e�rt dt; ð5Þ

which is the present discounted value of expected profits (utility) along

the optimal, value-maximizing path per unit of land. In steady state

where a ¼ 0 and hð0Þ ¼ 0, equation (5) simplifies to

Vi ¼ ½FiLið1� w=A�
i Þ�=r; ð5 0Þ

where A� is the profit-maximizing level of technology—which, as we

show later, does not have to equal the state of frontier technology—

and r is the exogenous rate of time preference.9

The farm will stay in business as long as Vi is greater than the dis-

counted expected value of agricultural wages.10 If farm wages were to

rise dramatically, or if the fertility of land were to fall due to adverse

climatic conditions, the farmer might be better off closing down and

working for someone else. Clearly, any adverse climatic change or in-

crease in the level of wages will first push those farming the smallest

and least fertile plots into abandoning their land.

9.1.6 The Labor Market

We have assumed that labor is heterogeneous when it comes to prefer-

ences toward living in rural versus urban areas. Some, but by no means

all, workers will decide to migrate to urban areas when rural wages
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fall below urban wages, and it follows that expected wages are not

equalized across the two geographic areas. Labor supply in rural areas

NA is an increasing function of the ratio of agricultural to industrial

wages and vice versa for labor supply in urban areas NI . The sum of

labor supplied in the two areas equals the aggregate labor force minus

the number of farmers:

NA wA

wI

� �
þNI wA

wI

� �
¼ N �NF wA=r

V

� �
; ð6Þ

where N denotes the labor force and NF the number of farmers, which

is a negative function of the ratio of the discounted value of future farm

wages and the value of owning land.

Labor demand in rural areas is determined by the size of the land, its

fertility, and the state of technology and is—at each moment in time—

independent of agricultural wages.11 By equation (1), NA ¼
P

FiLi=A
�
i

where F is the fertility of land and A� is the optimal level of technology

along the optimal path. Labor demand in rural areas is independent of

wages—for a given, fixed level of technology A—as long as all farms

stay in business. In contrast, the labor demand schedule in urban areas

is horizontal at level B. Together, the two labor supply equations and

the two labor demand equations determine wages and employment in

both sectors.

9.1.7 Technology Adoption and Closing in on the Frontier

A farmer maximizes the value of his land Vi. She needs to decide

whether to adopt cutting-edge technology or to lag behind, and if

so by how much. Backward farms employ low-level technology and

compensate by having many workers, while modern farms have

cutting-edge technology and fewer workers. We assume that world-

wide potential, or leading-edge, technology Ap is constant in the short

run but subject to infrequent unanticipated discrete jumps:

A
p
t ¼ A: ð7Þ

The farmer decides on the speed of adoption of state-of-the-art

technology—denoted by a—such that his own level of technology

evolves according to

_AAit ¼ aiðA� AitÞ; ð8Þ
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where _AA ¼ dA=dt. We define a to be a choice variable and assume that

the cost of learning depends on the farmer’s ability to digest and take

on new technologies.12 In this we follow Schultz (1944), who proposed

the idea that the gap between traditional production methods and

frontier technology in agriculture creates the conditions necessary for

growth.

The essence of the farmer’s problem is to choose how many resources

to use up today in order to have better technology tomorrow that will

allow labor to be shed and wage costs to be cut for a given level of out-

put, which is constrained by the supply and fertility of arable land.13

There is one control variable, the rate of technology adoption a, and

one state variable, the level of technology A. Equation (9) gives the op-

timal rate of technology adoption:

hai ¼ qitðA� AitÞ: ð9Þ

The left-hand side shows the marginal cost of learning about new tech-

nology and the right-had side shows the marginal benefit, which is

equal to the product of the value of new technology at the margin, q,

and the marginal effect of increasing the learning intensity on the level

of technology. Finally, there is the differential equation for the value of

new technology:

_qqit ¼ ðrþ aiÞqit � w
FiLi
A2

it

: ð10Þ

Combining equations (9) and (10) gives the rate of change of the inten-

sity of technology adoption:

_aait
ait

¼ 1

eðha; aÞ
r� wtFiLiðA� AitÞ

A2
itha

� �
: ð11Þ

The interest rate reflects the marginal cost of learning about new tech-

nology and the second term within the brackets is the marginal benefit

of learning, namely, the marginal benefit of increasing a. The marginal

benefit consists of the reduction of wage payments made possible

by investing in new technology today. The marginal (current) cost of

raising a is ha, and shows up in the denominator in the marginal

benefit term, while the absolute fall in wage costs per unit of time is

wFLðA� AÞ=A2. The ratio of the two is the rate of cost savings per

unit of spending on technology adoption—that is, the rate of return to

investing in, or learning about, new technology. When the marginal
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benefit term exceeds the marginal cost r, the rate of adoption a is high

but falling. When the marginal benefit falls short of the marginal cost,

the intensity is low but rising. The term eðha; aÞ denotes the elasticity of

the marginal adoption cost with respect to adoption a. The higher this

elasticity, the more responsive is the farmer to changes in the marginal

benefit and marginal cost of learning.

The two differential equations (8) and (11) are solved together in the

phase diagram in figure 9.3. The _AA ¼ 0 locus starts at the origin, fol-

lows the horizontal axis to point Q, and then becomes vertical; the dis-

tance OQ equals A. The _AA ¼ 0 locus slopes down throughout and cuts

the horizontal axis at M to the left of Q when r > 0. Importantly, as

long as r > 0, the farm will never converge to A because the marginal

benefit of increasing a is falling, and in the end this is not enough to

justify the sacrifice of current profit due to a positive interest rate.

The horizontal segment MQ shows the distance from the techno-

logical frontier in steady state. This segment shows the extent to which

the representative farm does not adopt leading-edge technology. It is

optimal not to converge all the way to the frontier. A country with

small agricultural plots lacking in fertility and farmers who find it diffi-

cult to adopt new technology (ha very large) is likely to be located from

the frontier.

Figure 9.3

The farmer’s problem.
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9.1.8 Optimal Backwardness

It is common nowadays to view economic growth as being driven

initially by learning about—that is, imitating—new technologies and

converging to a technological frontier. Once the frontier is reached, a

process of invention and discovery takes over.14 In contrast, our simple

analysis—as depicted in figure 9.3—shows that it may be optimal for

economies to stay away from the technological frontier for reasons

having to do with factors exogenous to economic models. Relative

backwardness may be the optimal strategy. We can see from equation

(11) how the length of the segment MQ—the degree of technological

backwardness—is determined within our model, and this gives us sev-

eral interesting implications.

Optimal backwardness varies directly with the state of frontier tech-

nology. The reason is diminishing returns to investing in new tech-

nology as the marginal reduction in wage costs is falling in the level

of technology A. For this reason the representative farm finds it opti-

mal not to keep a constant gap between its own level and the level of

leading-edge technology.15 Instead, the gap is larger the more ad-

vanced the frontier technology.16

The lower the wages in rural areas, the weaker the incentive to in-

vest in new technologies since farms can make use of cheap rural labor.

If a large segment of the population only wants, or is confined by cul-

tural and institutional factors, to live in rural areas, then equilibrium

wages will be lower and the incentive to learn about new production

methods weaker. Clearly, there is no incentive for technological im-

provements in a slave economy with abundant labor! A lower level of

urban technology B has an effect in the same direction by not creating

attractive employment opportunities.

The size of each farm and the fertility of its soil are important for

how close to the frontier we come. The bigger the farm, and the more

fertile the soil, the greater the incentive to adopt new technologies. Big-

ger farms using more fertile soil will adopt better technologies than the

smaller and less fertile ones. At the aggregate level, the size and fertil-

ity distribution will matter for overall agricultural productivity.

Low costs of adopting technology will also speed up the adoption of

modern technology and bring us closer to the frontier. This implies

that the marginal cost of adoption—the cost of adopting new technol-

ogy at the margin—is low. One reason could be an educated work-

force (see Nelson and Phelps 1966). Again, the distribution of learning
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abilities among the population of farmers will matter for aggregate

outcomes. Also, the higher the rate of time preference r, the farther

away from the frontier we find ourselves.

Finally, the speed of adjustment along the saddle path depends on

the convexity of the adoption cost function h. When this function is

very convex (haa takes a large value), the speed of adjustment is slower.

9.1.9 The Harris-Todaro Effect: Labor Pulled to the Cities

Technological improvements in the urban manufacturing sector raise

urban wages and cause labor supplied to agriculture to fall. Fewer

people are now willing to work in agriculture for the prevailing rural

wages. There follows an increase in rural wages, and the attendant in-

crease in wage costs encourages farmers to invest in better technology,

which lowers labor demand in agriculture. In figure 9.4 the speed of

adoption of new technology initially picks up as indicated by the up-

ward shift of the _aa ¼ 0 locus, but then falls until a new steady state is

reached at point N where technology A is closer to the unchanged

frontier at Q.

Rural wages are higher in the new steady state than before because

the technological progress and the accompanying fall in labor demand

Figure 9.4

Urban ‘‘pull’’ vs. rural ‘‘push.’’
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only partially offset the initial fall in labor supply. We are left with the

empirical prediction that living standards in rural areas should be

rising if the cause of the migration is technological progress in the

cities. Notice also that the value of land should be falling. Farmers lose

and farmworkers gain.

9.1.10 The Schultz Effect: Labor Pushed to the Cities

From the preceding analysis, we can see that the steady-state level of

technology at the farm level is increasing in the level of frontier tech-

nology A. With more and better technology available in the world,

each farm ends up more advanced as long as ha < y, w > 0, and

FiLi > 0. Clearly, a slave economy would not adopt any new technol-

ogy because labor savings are of no value in this case; the same applies

to a farm where the land is useless or the cost of technology adoption is

infinite. The increase in A shifts both loci to the right in figure 9.4 as

well as the saddle path. The level of a jumps to the new saddle path

and then gradually falls as we move to the new steady state at N with

a higher level of steady state A. The effect on the standard of living in

urban areas will now depend on the elasticity of labor supply with re-

spect to wages. If labor supply is very inelastic, that is, if people have a

strong preference for living in rural areas, the fall in labor demand will

cause the rural wage and hence also the standard of living in rural

areas to fall drastically. In contrast, the value of land will increase.17

9.1.11 Economic Growth

Our model suggests two possible sources of growth in addition to

those familiar from the empirical growth literature. Economic growth

can arise from the introduction of new agricultural technology world-

wide and its subsequent adoption at the country level (the Schultz ef-

fect). In this case, we would expect to see a transfer of resources out of

agriculture go along with a modest effect of structural change on eco-

nomic growth. Growth can also arise from the pull of cities where tech-

nological progress in urban areas raises labor demand, pulls labor from

agriculture, and raises rural wages, inducing farmers to adopt new

technologies (the Harris-Todaro effect). If so, we would expect to see a

transfer of resources out of agriculture go along with a stronger effect

of structural change on growth than if the Schultz effect were preva-

lent. Over a period of study—which, in our case, will be 1965–1998—
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both the frontier A and rural wages w will have increased. In contrast,

the fertility of the soil and the size of land will not have changed much.

There may have been some change in the level of education among

farmers, but the movers and shakers in our model are the productivity

frontier and rural wages. In the cross-section of countries under study,

the growth rate of technology—our proxy for growth—will turn out to

depend on these two shifts, which we represent by the change in the

share of agriculture in value added, as well as on various exogenous

variables.

Before returning to the empirical relationship between growth and

structural change, we want to consider some historical evidence con-

cerning the Schultz effect and the Harris-Todaro effect in Iceland.

9.2 Pushing and Pulling in Iceland

We have found changes in farm technology to be induced either by

technical advances and wage hikes in urban areas or by progress in

agriculture at the world level, holding fixed the size and fertility of

land and the ability of farmers to take on new technologies. One can

test which type of process is at work by looking at the evolution of

wages per unit output w=A. If labor is pushed to urban areas by tech-

nological developments taking place within the agricultural sector, we

have the prediction that A goes up on all farms leading to a fall in labor

demand and lower wages per unit output. If, in contrast, it is the urban

pull that is driving the process, we have rising wages causing farmers

to take up labor-saving technology, hence raising A on each farm. In

this case, wages per unit output w=A may not fall.

Iceland provides ideal testing grounds for our hypotheses. The econ-

omy was based on agriculture and remained stagnant until the end of

the nineteenth century. Individual farmlands varied greatly in size and

natural yield. The agricultural technology was very basic throughout,

and no important improvements occurred before 1900. For example,

the use of chemical fertilizers started only after 1920 (Jonsson 1993),

which is more than fifty years after their introduction elsewhere. Pro-

duce was limited to a small selection of vegetables and hay for feeding

livestock over winter. The population remained stagnant for almost a

thousand years. It was 50,000 in 1703 and had not grown since the

years after the settlement of the island seven hundred years earlier.

It remained stagnant for the rest of the eighteenth century and by the

late nineteenth century had only grown to 70,000. There was consider-
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able social mobility among servants, tenants, and landowners, which

contributed to a less rigid class system than that of European societies

(Jonsson 1993).

Icelandic farmers had a larger labor force at their disposal than those

of other European countries. This was mainly due to the absence of

competing sectors on the island but also helped by legal restrictions on

the movement of people from the traditional farm sector to other pur-

suits. In thirteenth century law a formal permission from local author-

ities was required for leaving agriculture and local authorities were

obliged to provide a form of social insurance for non-farmworkers. A

similar law can be found as late as 1887. One rationale for this law was

that fishing and commerce were intrinsically more risky or volatile

than agriculture. Even so, the law was clearly intended to provide

cheap labor to agriculture. The mobility restrictions, which bordered

on slavery, affected around 25 percent of the population in the nine-

teenth century. Workers who did not have farmland were required to

reside with an established farmer who ‘‘owned’’ them and was entitled

to all their earnings—on the farm as well as outside. In return, the

farmers were required to provide food and shelter as well as an annual

allowance that amounted to half the value of one cattle. The allowance

was generally not sufficient to enable a man and a woman employed

on the same farm to marry and have children. In fact, workers were

not allowed to leave their masters without permission and corporal

punishments were common. The mobility restrictions served basically

three purposes. First, they created social stability in that a limited num-

ber of workers were allowed to rely exclusively on inherently volatile

fishing and commerce. Second, and perhaps foremost, the real wage of

farmworkers was kept low, which helped sustain farming. Third, pop-

ulation growth was kept down by confining a significant part of the

population to slavelike conditions. These laws were abolished in 1893

and all individuals over the age of twenty-one allowed to choose their

employment and keep the wages, making farmers face stiffer competi-

tion for labor from the expanding fishing villages.

There were some attempts made by Denmark—the colonial ruler

until 1918—to promote agricultural reforms. In the eighteenth cen-

tury, the Danes used laws and regulations, financial incentives, and

the publication of books and pamphlets to encourage farmers to adopt

new technologies and more efficient farming methods. On one occa-

sion, the Danish authorities sent fourteen Danish and Norwegian far-

mers to Iceland to train farmers to grow grain and vegetables (Jonsson
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1993). Also, a new breed of sheep was introduced with calamitous con-

sequences for the local stock. On the whole, these attempt at promoting

better technology proved futile, apart from some increase in vegetable

production. The abundance of cheap labor made any productivity im-

provements a low priority.

The economic growth that started around 1870 coincided with a

structural transformation from agriculture to fishing, and later to a ser-

vice economy. Figure 9.5 shows the ratio of total wage payments on

farms ðwNAÞ and the value of agricultural production ðANAÞ in Ice-

land over the period 1870–1945. This series measures average wages

per unit output w=A, which could rise if labor was being pulled to the

cities but would fall if indigenous productivity improvements pushed

labor out of agriculture. Notice the absence of a downward trend. The

period 1870–1905 has rising wage costs. Cyclical behavior follows. The

figure also shows the share of the population living in rural areas.

The trend is downward throughout, starting around 0.84 and ending

at 0.29.18 These numbers indicate that labor was pulled away from

agriculture by an expanding urban sector.

If driven by the pull of emerging towns—mostly fishing villages—

we would expect farms using the smallest and least fertile soil to be

Figure 9.5

The ration w/A for agriculture in Iceland, 1870–1945.
Source: Hagskinna (Statistics Iceland).
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abandoned. During this period the number of farms starts at 5,652 in

1861, but by 1942 there are 652 farms that have been vacated. Another

piece of evidence for the pull theory is the evolution of the ratio of the

average farm prices to average wages of farm workers, which fell from

17.8 in 1922 to 6.34 in 1942.19 Based on the evidence of rising wage

costs, falling land values, and infertile farmlands being abandoned, we

conclude that labor was pulled from rural areas to the cities by the

expansion of new industries in the urban areas.

The story told here fits well within our model. Prior to 1870, agricul-

ture did not take advantage of foreign technology because of the abun-

dance of cheap labor—due to social legislation and a lack of outside

opportunities—the small plots of land, the general inhospitable terrain,

and the isolation of the country due to its geographical location and

also a lack of familiarity with foreign languages (apart from Latin).

When progress came, it was not due to any changes on these fronts

but caused solely by expanding opportunities in the growing fishing

sector, which initially faced constant returns to scale because of the

abundance of fish stocks around the island. By pushing up urban as

well as rural wages, the agricultural sector was made to modernize.

This is the Harris-Todaro effect.

Let us now leave Iceland and return to the global setting.

9.3 Structural Change and Growth around the World

In this section, we want to see, first, whether structural change has

played an independent role as a determinant of economic growth

across countries and, second, whether structural change responds to

some of the same factors as economic growth. To this end, we test

whether structural change can help explain the divergent growth ex-

periences of eighty-six countries when we place a measure of struc-

tural change—that is, the change in the share of agriculture in value

added—side by side with other variables suggested by and used in

the growth literature.

Unfortunately, despite the great effort of Madisson (2004) and others

to compile historical statistics for empirical use, regression analysis of

economic growth across countries does not, for dearth of data, reach

farther back in time than to the 1960s. So this is where we have to start

our statistical analysis. We study eighty-six countries, some rich and

some poor, in the period from 1965 to 1998, using mostly data from the

World Bank’s World Development Indicators (2002), with two exceptions:

The Road from Agriculture 265



the data on natural capital are taken from World Bank 1997 and the

data on democracy, our measure here of the quality of institutions, are

obtained from the Polity IV Project (Marshall and Jaggers 2001).

Recall figure 9.1, which depicts the raw relationship between per

capita economic growth and structural change in 1965–1998. The fig-

ure shows that a decrease in the share of agriculture by 13 percentage

points from one country to another is associated with an increase in

annual per capita growth by 1 percentage point. This is not much dif-

ferent from the results of Temin (1999), based on fifteen European

countries. Temin finds that a 20 percent decrease in the share of agri-

culture in the labor force goes along with a 0.8 percent increase in the

rate of growth over the period 1955–1975. True, figure 9.1 shows a

mere correlation: the causation can run both ways. Slow growth may

hinder structural change just as change may spur growth.

We now proceed to estimate a series of growth regressions for the

same eighty-six countries as before, again for the period 1965–1998.

The strategy here is to regress the rate of growth of GNP per capita on

structural change, as defined in figure 9.1, and then to add other poten-

tial determinants of growth to the regression one after another in order

to observe the robustness of the initial result—that is, to see whether

the structural change variable survives the introduction of additional

explanatory variables that are more commonly used in empirical

growth research.

Table 9.1 presents the results of this exercise. Model 1 shows the re-

gression behind the bivariate relationship between structural change

and growth in figure 9.1. The negative coefficient on structural change

does not, however, enable us to determine the relative importance of

the Harris-Todaro effect and the Schultz effect—that is, whether labor

tends to be pulled rather than pushed out of agriculture. In model 2,

we add the share of gross domestic investment in GDP. In model 3,

we proceed to add education, represented by the secondary school en-

rollment rate for both genders; this is the measure of education most

commonly used in empirical growth work.20 Again, education stimu-

lates growth even if no attempt has been made to adjust the school en-

rollment figures for quality. The effect of investment on growth is now

smaller than in model 2 because there investment was presumably

picking up some of the effect of education on growth.

In model 4, we add the logarithm of initial income (i.e., in 1965) to

capture conditional convergence—the idea that rich countries grow

less rapidly than poor ones because the rich have already exploited
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more of the growth opportunities open to them—by sending more

young people to school, for instance.21 Here we see that the coefficient

on initial income is significantly negative as expected; the preceding

coefficients survive. The coefficient on education is now larger than in

model 3 because there the effect of education was being held back by

the absence of initial income from model 3. This also helps explain

why conditional convergence need not entail absolute convergence: a

high initial income impedes growth through the conditional conver-

gence mechanism but encourages growth by enabling parents to send

more of their children to school.

In model 5, we enter population growth into the regression to see if

it matters for growth as suggested by the Solow model. We see that

increased population growth impedes economic growth as expected,

Table 9.1

OLS results on economic growth

Model
1

Model
2

Model
3

Model
4

Model
5

Model
6

Model
7

Model
8

Model
9

�0.079 �0.051 �0.068 �0.052 �0.050 �0.038 �0.034 �0.032 �0.032Structural
change (4.52) (3.31) (4.37) (3.97) (3.89) (3.13) (2.92) (2.77) (2.89)

Investment 0.168 0.119 0.076 0.088 0.073 0.071 0.058 0.056

(5.79) (3.83) (2.80) (3.26) (2.93) (3.00) (2.40) (2.37)

0.019 0.061 0.047 0.038 0.033 0.034 0.032Secondary
education (3.31) (7.19) (4.56) (2.88) (3.48) (3.68) (3.59)

Initial income �1.363 �1.340 �1.412 �1.592 �1.608 �1.723

(6.01) (6.04) (6.94) (7.80) (8.02) (8.56)

�0.465 �0.503 �0.435 �0.503 �0.574Population
growth (2.19) (2.59) (2.32) (2.70) (3.12)

Natural capital �0.055 �0.056 �0.055 �0.063

(4.12) (4.34) (4.33) (4.92)

Democracy 0.075 0.081 0.085

(2.89) (3.16) (3.40)

0.025 0.027Migration
to cities (2.02) (2.25)

0.674Hectares
per capita (2.32)

Adjusted R2 0.19 0.41 0.48 0.63 0.65 0.71 0.73 0.74 0.76

Note: t-values are shown within parentheses. Estimation method: Ordinary least squares.
Number of countries: 86. Saudi Arabia is not included because of difficulties with its eco-
nomic growth statistics.
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without reducing the statistical significance of the explanatory vari-

ables already included. Specifically, it takes an increase in annual

population growth by about 2 percentage points to reduce per capita

growth by 1 percentage point per year. In model 6, we add natural re-

source dependence, measured by the share of natural capital in total

capital, which comprises physical, human, and natural capital (but not

social capital; see World Bank 1997); we do this in order to test the re-

source curse hypothesis (Sachs and Warner 1995). The results show that

natural resource dependence hurts growth as hypothesized without

knocking out any of the other coefficients.

In model 7, we enter democracy. The democracy index is defined

as the difference between an index of democracy that runs from 0 in

hard-boiled dictatorships (e.g., Saudi Arabia) to 10 in full-fledged

democracies and an index of autocracy that similarly runs from 0 in

democracies to 10 in dictatorships. Hence, the democracy index spans

the range from �10 in Riyadh to 10 in Reykjavı́k. The coefficient is sig-

nificant statistically as well as economically, and it does not displace

any of the variables inherited from the preceding models. In particular,

we find room for independent contributions to growth from the effi-

ciency gains from democracy as well as from structural change. The

magnitude of the democracy coefficient means that an increase in de-

mocracy by a bit more than 13 points—for example, from �7 (as in

Tunisia) to almost 7 (as in Turkey, with 6.4)—goes along with an in-

crease in growth by 1 percentage point. We find no sign of nonlinearity

in the relationship between democracy and growth, reported by Barro

(1996), as democracy squared has an insignificant coefficient when

added to model 7.

In model 8, we now proceed to add the change in the share of the

urban population in total population as an indicator of migration from

rural areas to cities. We do this because our structural change vari-

able refers to the decrease of the share of farm output in total output,

whereas the migration variable refers to the corresponding change in

farm input, that is to say, labor, from 1965 to 1998, and thus reflects

a different aspect of the structural transformation from agriculture

and industry under study. The results show that migration from farm

to city exerts an independent positive influence on economic growth

without dislodging any of the earlier explanatory variables.

At last, model 9 shows what happens when we use the number

of hectares of arable land per person as a proxy for the fertility of

agricultural land. The coefficient in the southeast corner of table 9.1
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suggests that more arable hectares per person—that is, more favor-

able conditions for farming—increase economic growth as suggested

by our model in section 9.1 where we argued that more fertile land

encourages farmers to adopt new technology more quickly and shed

labor. We get the same result if we replace hectares of arable land by

natural capital per inhabitant: natural resource abundance tends to

stimulate growth even if natural resource dependence, as measured by

the share of natural capital in national wealth, hurts growth. The rest

of the story remains intact.22

The bottom line of table 9.1 shows how the adjusted R2 rises gradu-

ally from 0.19 to 0.76 as more independent variables are added to

the growth regression, indicating that model 9 explains around three

fourths of the cross-country variations in the growth of output per cap-

ita. The results in model 9 accord reasonably well with a number of re-

cent empirical growth studies. The coefficient on the investment rate

suggests that an increase in investment by 18 percent of GDP increases

annual per capita growth by 1 percentage point, a common result in

those growth studies that report a statistically significant effect of in-

vestment on growth. The coefficient on the education variable in model

9 means that an increase in secondary school enrollment by 30 percent

of each cohort (e.g., from 40 percent to 70 percent) increases per capita

growth by 1 percentage point per year. The coefficient on initial income

suggests a convergence speed of 1.7 percent per year, which is not far

below the 2–3 percent range typically reported in econometric growth

research. The coefficient on population growth is consistent with the

coefficient on the fertility rate reported by Barro (1999). The coefficient

on natural resource dependence suggests that an increase in the share

of natural capital in national wealth by about 16 percentage points

reduces per capita growth by 1 percentage point. Beginning with Sachs

and Warner 1995, several recent studies have reported a similar con-

clusion, based on a variety of different measures of natural resource

dependence. Thus far, however, few studies have reported a significant

positive effect of democracy on growth, as we do here. Our results on

the effects of migration and acreage of arable land on growth are the

first of their kind, as far as we know.

The coefficient on structural change in the northeast corner of table

9.1 means that a decrease of 30 percentage points in the share of

agriculture in value added goes along with an increase in per capita

growth by one percentage point per year. This means that bringing

down the share of agriculture from 50 percent to 20 percent would
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increase per capita growth by 1 percentage point, other things being

the same. Is this a little or a lot? The average rate of growth of output

per capita was 1.3 percent on average in the sample as a whole. This

suggests that the effects of structural change on economic growth

shown in table 9.1 are economically as well as statistically significant.

Further, structural change also encourages growth through migration.

We do not have access to data that allow us to study the relationship

between the fertility of the soil and farm size, on the one hand, and the

pace of structural change, on the other hand. Engerman and Sokoloff

1994 provides indirect evidence, however. They argue that the superior

growth performance of Canada and the United States, when compared

to other New World economies, was due to less inequality in the distri-

bution of income, which in our model translates into higher relative

wages of farm workers. Elsewhere, in Latin America and the American

South, the suitability of land for the cultivation of sugar and other

crops—which generated economies of scale in the use of slave labor—

in addition to a very large supply of Native Americans created great

inequalities that excluded large segments of the population from par-

ticipation in economic life. The result was lower rates of economic

growth. This evidence may at first glance appear to go against our

model in that large-scale farming was not conducive to growth. But

notice the link among scale, institutions, and wages (slave labor!).

With farmers facing close to zero wages for their workers, it is clear

from our model that the incentives to adopt better technologies are

minimal. In this the Latin American countries resembled our previous

account of Iceland. Our model implies that rural areas in the North

should have shed labor earlier and more rapidly than the South and

Latin America. This was the case.

9.4 Concluding Thoughts

We have tried to shed new light on the determinants of the rate of tech-

nology adoption at the farm level, which underlies the transformation

of societies from an agrarian base to an industrial one. We motivated

our study by showing how economic growth in a sample of eighty-six

countries is directly related to the devolution of agriculture around the

world—that is, to the ongoing transfer of resources from agriculture to

industry. We then presented a model showing how productivity gains

in agriculture depend on external factors such as geography, the fertil-

ity of the soil, and the receptivity of farmers to new ideas and technolo-
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gies. We found that a certain level of backwardness in agricultural

technology could be optimal and that its extent depended on the

same set of variables. Moreover, we divided technological progress in

agriculture into two types, labor pull and labor push, and found that

in Iceland—a country that suffers from a harsh climate and poor

soil—it was mainly the pull of rising wages in the fishing sector that

made farmers adopt better technology and ended a thousand-year-

long period of stagnation. Also, we found that in our sample of eighty-

six countries, the pace of structural change and urbanization increases

economic growth.

The existence of abundant labor is an important obstacle to produc-

tivity growth in agriculture. When the fertility and size of the land is

limited, compared with the number of workers living in rural areas,

wages will be low and so will be living standards for the majority of

the population. Farmers, as owners of land, will in contrast enjoy high

standards of living. It is true that their land is not very productive,

but they face an abundance of cheap labor and can enjoy the profits.

Attempts at educating them and giving them information on how to

improve productivity may make some adopt better technologies, al-

though Iceland’s experience in the late eighteenth century is not prom-

ising in that regard. But the pull of an expanding industry—which

makes labor increasingly costly in rural areas—is the magic bullet that

induces landowners to expend resources to learn about and adopt

more modern technologies. This raises productivity, wages, and living

standards for most people. But profits fall, and landowners may then

use their influence to fight the emergence and expansion of other sec-

tors of the economy. The road from agriculture is cleared through so-

cial conflict.
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Appendix: Countries and Data

Table 9A.1

Country data

Growth
per capita

Structural
change

Invest-
ment
rate

Secondary
enrollment

Initial
income

Popula-
tion
growth

Natural
capital

Democ-
racy

Migration
to cities

Hectares
per capita

Argentina 0.400000 �7.300000 22.80952 56.10345 9.237998 1.470422 6.696826 0.323529 11.80000 1.052941

Australia 1.700000 �4.000000 23.72727 85.75758 9.433151 1.527437 11.88886 10.00000 6.500000 2.982353

Austria 2.600000 �3.900000 23.78788 92.03125 9.202498 0.315617 2.642099 10.00000 �0.100000 0.200000

Bangladesh 1.400000 �28.30000 20.00000 17.71429 6.790419 2.353015 14.06030 �1.037037 17.70000 0.102941

Belgium 2.300000 �2.800000 19.54545 96.87097 9.319531 0.247816 0.003157 10.00000 3.800000 0.100000

Benin 0.100000 �6.400000 15.17647 12.00000 6.720454 2.895813 7.678190 �3.441176 28.20000 0.379412

Botswana 7.700000 �28.60000 26.85294 25.68750 6.217003 3.587553 6.302406 8.696970 44.40000 0.438235

Brazil 2.200000 �10.30000 20.68966 33.09677 8.055255 2.069047 7.894385 �0.382353 28.80000 0.364706

Burk Faso 0.900000 �1.700000 21.00000 3.448276 6.468213 2.270865 16.91058 �4.882353 10.70000 0.385294

Burundi 0.900000 �16.40000 11.50000 3.300000 6.034049 2.170652 19.85842 �5.911765 6.100000 0.208824

Cameroon 1.300000 8.500000 21.45833 17.46667 6.814414 2.719059 21.07668 �6.911765 30.80000 0.641176

Canada 1.800000 �1.800000 21.54545 86.90000 9.446412 1.313181 11.06857 10.00000 5.400000 1.820588

Central African
Republic

�1.200000 7.000000 10.40909 9.555556 7.399641 2.212406 30.16046 �4.647059 13.60000 0.782353

Chad �0.600000 1.700000 7.470588 4.923077 6.935563 2.435090 37.13253 �5.500000 14.20000 0.667647

Chile 1.900000 �0.200000 19.00000 54.80645 8.427527 1.658651 9.781933 0.794118 13.50000 0.297059

China 6.800000 �19.30000 30.61905 44.50000 5.852229 1.678090 7.229295 �7.411765 16.30000 0.100000

Colombia 2.000000 �15.10000 18.97059 39.51613 8.022589 2.246537 7.183313 7.735294 21.10000 0.123529

Congo, Republic 1.400000 �8.100000 31.72000 50.06452 6.281723 2.871701 14.46550 �5.352941 31.40000 0.100000
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Costa Rica 1.200000 �13.30000 20.61765 40.24242 8.274037 2.815546 8.205335 10.00000 22.10000 0.126471

Cote d’Ivoire �0.800000 �15.50000 17.32353 16.42424 7.567558 3.609279 18.00927 �8.323529 19.70000 0.247059

Denmark 1.900000 �3.400000 22.93939 101.4194 9.458631 0.300727 3.752806 10.00000 8.100000 0.500000

Dom Republic 2.300000 �11.70000 20.79412 35.33333 7.624535 2.395684 12.40725 2.764706 28.90000 0.164706

Ecuador 1.800000 �15.20000 19.23529 43.44828 7.418650 2.678254 17.01109 4.323529 24.70000 0.211765

Egypt 3.500000 �11.20000 20.76471 52.45455 6.918640 2.256647 4.549943 �5.264706 2.200000 0.058824

El Salvador �0.400000 �29.40000 15.50000 24.41935 8.428312 2.173825 2.845800 2.382353 18.80000 0.105882

Finland 2.400000 �8.400000 23.96970 101.9375 9.152389 0.372213 6.601666 10.00000 17.10000 0.505882

France 2.100000 �4.000000 21.75758 86.03125 9.276593 0.566482 2.734652 8.029412 8.000000 0.311765

Gambia 0.400000 �5.300000 19.50000 13.09677 7.132293 3.385164 11.84402 5.676471 15.80000 0.250000

Ghana �0.800000 �7.500000 11.87500 31.33333 7.723824 2.651659 7.220696 �3.588235 9.500000 0.200000

Greece 2.400000 �6.600000 25.39394 80.12500 8.763739 0.606721 3.656979 5.235294 12.30000 0.300000

Guatemala 0.700000 �5.300000 14.32353 16.37931 7.922867 2.620069 3.309386 0.352941 5.200000 0.173529

Guin-Bissau �0.100000 12.70000 29.15000 6.416667 6.383902 2.688439 44.20389 �4.880000 15.60000 0.329412

Haiti �0.800000 0.000000 10.87500 13.30000 7.494176 1.887783 6.682531 �5.970588 16.90000 0.141176

Honduras 0.600000 �20.90000 19.76471 22.08333 7.559643 3.189480 9.940350 2.617647 24.90000 0.405882

India 2.700000 �16.00000 18.55882 33.96875 6.751278 2.138814 19.78769 8.352941 8.400000 0.238235

Indonesia 4.700000 �37.90000 25.50000 31.46875 6.270482 2.040246 12.37799 �6.852941 22.90000 0.117647

Ireland 3.000000 �11.40000 21.03030 89.87500 8.822186 0.740981 8.117382 10.00000 9.900000 0.358824

Italy 2.500000 �5.400000 21.60606 72.31250 9.106717 0.304577 1.320394 10.00000 5.000000 0.182353

Jamaica �0.400000 �2.400000 24.85294 58.29630 8.247188 1.120549 6.775690 9.823529 17.50000 0.085294

Japan 3.500000 �3.600000 30.81818 92.38710 8.933416 0.746232 0.757908 10.00000 11.50000 0.014706

Jordan �0.400000 �12.40000 29.39130 47.96970 8.001284 4.430954 1.588902 �7.411765 24.20000 0.138235

Kenya 1.300000 �8.800000 17.38235 17.09677 6.444856 3.406624 9.439440 �5.382353 22.70000 0.241176

Korea, Republic 6.600000 �32.90000 29.35294 71.62500 7.385326 1.487917 1.749621 �0.382353 48.00000 0.055882

Lesotho 3.100000 �47.40000 42.78125 17.78125 6.686018 2.273760 3.332342 �2.757576 20.00000 0.252941
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Table 9A.1

(continued)

Growth
per capita

Structural
change

Invest-
ment
rate

Secondary
enrollment

Initial
income

Popula-
tion
growth

Natural
capital

Democ-
racy

Migration
to cities

Hectares
per capita

Madagascar �1.800000 5.600000 10.50000 14.83333 7.207412 2.679926 41.87061 �1.470588 15.80000 0.267647

Malawi 0.500000 �16.40000 17.38462 5.870968 6.147146 2.967671 11.78242 �6.617647 9.100000 0.232353

Malaysia 4.100000 �15.50000 28.41176 47.93939 7.622847 2.605487 8.618225 4.411765 26.00000 0.100000

Mali �0.100000 �22.60000 17.50000 7.121212 6.544762 2.429771 41.04095 �3.970588 16.20000 0.305882

Mauritania �0.100000 �7.800000 20.35714 9.225806 7.346237 2.519024 21.56988 �6.764706 45.90000 0.173529

Mauritius 3.800000 �13.80000 21.82353 44.81250 7.785509 1.236261 1.245193 9.548387 4.000000 0.100000

Mexico 1.500000 �8.500000 19.58824 43.03226 8.424645 2.449953 5.885405 �2.382353 19.10000 0.352941

Morocco 1.800000 �6.200000 20.44118 25.87500 7.478432 2.259302 4.075259 �8.117647 22.10000 0.408824

Mozambique 0.500000 �4.700000 12.73684 5.000000 6.442061 2.178103 12.68131 �4.625000 24.90000 0.241176

Namibia 0.700000 2.100000 19.05263 51.66667 8.341486 2.725272 10.07103 6.000000 13.20000 0.638235

Nepal 1.100000 �25.60000 17.50000 21.50000 6.713099 2.481033 17.69754 �3.441176 7.700000 0.152941

Netherlands 1.900000 �2.400000 21.84848 99.37500 9.392345 0.742322 1.523718 10.00000 3.700000 0.100000

New Zealand 0.700000 �11.70000 22.24242 86.51515 9.455385 1.156606 18.47280 10.00000 6.700000 0.808824

Nicaragua �3.300000 7.300000 19.97059 33.51515 8.654876 3.016821 13.87773 �2.088235 12.80000 0.405882

Niger �2.500000 �25.10000 11.42105 4.093750 7.427161 3.089812 54.24115 �4.911765 12.80000 0.552941

Norway 3.000000 �3.500000 26.69697 93.81250 9.197922 0.526447 10.01640 10.00000 16.60000 0.200000

Pakistan 2.700000 �12.90000 16.26471 15.62963 6.530558 2.817915 5.551898 1.735294 9.100000 0.247059

Panama 0.700000 �1.600000 19.57895 54.90323 8.271884 2.352255 6.472876 �1.205882 11.30000 0.232353

Papua New Guinea 0.500000 �11.40000 23.38235 10.90323 7.533894 2.404573 19.32447 10.00000 11.70000 0.032353

Paraguay 2.300000 �12.40000 20.76471 26.46875 7.618754 2.785736 11.53870 �4.117647 18.30000 0.455882

Peru �0.300000 �9.200000 20.97059 52.75000 8.437215 2.356105 7.783727 1.029412 20.10000 0.191176
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Philippines 0.900000 �9.000000 21.64706 61.66667 7.927151 2.622947 6.174310 0.264706 25.10000 0.102941

Portugal 3.200000 �23.70000 27.00000 59.00000 8.547195 0.286199 2.312559 4.205882 37.20000 0.244118

Rwanda 0.000000 �29.30000 12.64706 4.518519 6.476972 2.854258 21.70829 �6.352941 3.200000 0.126471

Senegal �0.400000 �7.500000 12.44118 12.33333 7.300074 2.815546 16.78515 �3.264706 13.20000 0.420588

Sierra Leone �1.600000 11.30000 7.357143 13.15385 6.630344 2.186490 28.00917 �4.558824 21.30000 0.117647

South Africa 0.100000 �5.600000 22.20588 62.23077 8.990545 2.260315 5.042582 4.970588 7.900000 0.464706

Spain 2.300000 �7.400000 23.00000 84.00000 8.927438 0.622871 2.856518 4.088235 15.90000 0.426471

Sri Lanka 3.000000 �7.100000 22.10345 57.03226 7.012424 1.581906 7.420707 6.147059 2.500000 0.091176

Sweden 1.400000 �4.000000 19.93939 90.90625 9.437063 0.439846 5.607987 10.00000 6.100000 0.358824

Switzerland 1.200000 �4.800000 25.18182 85.38710 9.805346 0.562614 0.868441 10.00000 14.70000 0.100000

Thailand 5.000000 �19.70000 28.70588 29.18182 7.006782 2.122661 6.485881 1.314286 6.700000 0.341176

Togo �0.600000 �5.500000 17.31579 19.81250 7.407937 3.183170 15.18405 �5.882353 21.00000 0.750000

Trinidad and Tobago 2.600000 �5.700000 21.26471 62.33333 8.035911 1.120549 9.487274 8.500000 9.400000 0.100000

Tunisia 2.700000 �8.300000 26.14706 34.12121 7.671251 2.156122 7.908014 �7.029412 24.60000 0.482353

Turkey 2.100000 �23.80000 18.61290 36.75000 8.108092 2.176752 5.018668 6.352941 30.80000 0.555882

United Kingdom 1.900000 �1.600000 17.96970 87.65625 9.297948 0.251427 1.858975 10.00000 2.300000 0.100000

United States 1.600000 �1.900000 18.27273 90.60000 9.759472 1.005412 4.112407 10.00000 4.900000 0.805882

Uruguay 1.200000 �11.50000 14.44118 66.74194 8.658991 0.609946 11.64545 2.794118 10.30000 0.452941

Venezuela �0.800000 �0.200000 21.94118 32.87097 8.914335 2.876591 18.92948 8.470588 19.70000 0.197059

Zambia �2.000000 5.500000 17.82759 17.13333 7.185837 3.049176 37.77010 �3.882353 16.10000 0.888235

Zimbabwe 0.500000 1.700000 17.02941 25.69697 7.655047 2.937816 8.483433 �0.413793 19.50000 0.364706

Sources: See text.
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Notes

We are grateful to our discussant, Piergiuseppe Fortunato, and to other workshop partic-
ipants as well as an anonymous referee for helpful comments and suggestions.

1. Data are taken from the World Bank’s World Development Indicators (2002).

2. The Spearman rank correlation is 0.31 and statistically significant. The Spearman cor-
relation is less sensitive to outlying observations than the standard Pearson correlation.

3. According to his thesis, the preceding thirty years of depression and wars slowed
down the rate of industrialization in many European countries—Britain being the most
notable exception—and, therefore, the share of agriculture in the labor force was exces-
sive at the end of World War II. This set the stage for the postwar period of
high economic growth when the pent-up energy of underutilized ideas and education
were harnessed by expanding industries that needed the workers supplied by rural
areas.

4. In a recent paper, Temple (2001) conducts a growth-accounting exercise in order to
measure the effect of a structural transformation away from agriculture on postwar
growth in some large OECD economies. He shows that this factor helps explain dif-
ferences in the rate of postwar growth across countries, as well as the growth slowdown
that occurred after 1970—when the transformation was completed. He uses differences in
the marginal product of labor to assess the importance of this transformation by calculat-
ing its share of the measured Solow residual. In particular, he derives bounds on the
intersectoral wage (productivity) differential to derive upper and lower bounds on the
magnitude of the reallocation effect. He finds that labor reallocation typically accounted
for a twentieth to a seventh of growth in output per employed worker during the period
1950–1979. The effect was greatest in Italy, Spain, and West Germany. However, he does
not try to identify the forces that drive this structural transformation.

5. By allocative efficiency gains, we mean those gains that involve the reallocation of
resources along the economy’s production frontier from less efficient lines of employment
of labor, capital, and other inputs to more efficient ones, thereby increasing national eco-
nomic output at full employment. By organizational efficiency gains, we mean those gains
that stem from outward shifts of the production frontier as a result of the reorganization
of production, for instance, through the adoption of new production methods or better
management.

6. In this we are close to Schultz (1944), who worried about the ability of an urban sector
to absorb labor shed by agriculture due to labor-saving technical progress.

7. This is as argued by Becker, Glaeser, and Murphy (1999), who claim that increased
population in urban areas fosters the division of labor creating constant or even increas-
ing returns to scale while increased population in rural areas that rely on traditional
industries is bound to hit diminishing returns.
Note that we could have derived all the results that follow by changing the production

technology in the farming sector to a pure diminishing-returns-to-labor technology—
without an explicit capacity constraint FL—and a perfectly elastic supply of labor. How-
ever, we think the setup in the assumption is equally realistic with the added benefit of
making the mathematics that follow a bit easier.

8. Nelson and Phelps (1966) argue that education gives people the ability to learn. In our
context, it helps workers learn about new technology.
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9. The value of land is increasing in the size of land and its fertility as first proposed by
Ricardo (1819).

10. The implied threshold is w ¼ F=ð1þ F=AÞ. If wages are higher than this threshold for
a farmer with fertility of land F, he will decide to abandon the farming and become a
farmworker elsewhere. If not, he continues farming his land.

11. In the long run higher wages will make the farmer adopt new technology, which will
reduce labor demand.

12. Equations (3) and (8) imply that technological adoption becomes increasingly costly
the closer we get to the technological frontier. Thus, closing half the gap between current
and frontier technology always incurs cost hð1=2Þ, but the absolute productivity gain is
larger the farther we find ourselves from the frontier. We can imagine the farmer first
taking on board the most important ingredients of modern technology, then increasingly
focusing on less relevant refinements.

13. The representative farm’s maximization problem can be written as follows:

max
a; f

ðy
0

½FL� wtNt � hðat; bÞ�e�rt dt;

subject to AtNt ¼ FL and also that equation (8) holds.

14. A recent paper by Acemoglu, Aghion, and Zilibotti (2003) makes the point that a dif-
ferent set of institutions may be desirable in the transition to steady state than on the
frontier.

15. The first derivative of the marginal benefit of improved technology in equation (11) is
negative:

d½�wfLðA� AÞ=A2�
dA

¼ �wFL=A2½2A=A� 1� < 0;

while the second derivative is positive:

d½�wFL=A2½2A=A� 1��
dA

¼ 2wFL=A3½3A=A� 1� > 0:

16. Taking the total differential of the terms in the square bracket of equation (11), we
find that

dA

dA
¼ 1

2
A

A
� 1

< 1

for the _aa ¼ 0 locus while we have dA=dA ¼ 1 for the _AA ¼ 0 locus. Hence, the latter shifts
more than the former, and the gap between the level of frontier technology A and the
steady-state technology A is increased.

17. An improvement in the ability of farmers to adopt new technology, an increase in the
size and fertility of the land, and a fall in the rate of time preference would all make pro-
ductivity in agriculture improve and so push workers to the cities.

18. The transformation has continued until recent years; the share is currently below 5
percent of the total population.

19. See Hagskinna (Statistics Iceland) and Hagvöxtur og iDnvæDing (National Economic
Institute).
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20. It makes little difference for the results whether we use the logarithm of the enroll-
ment rate to reflect decreasing returns to education or not.

21. Initial income is defined as purchasing power parity adjusted GNP per capita in
1998 divided by an appropriate growth factor to ensure consistency between our income
measures in 1965 and 1998 and our measures of economic growth between those two
years.

22. Adding a dummy for Africa to model 9 makes virtually no difference to the results:
the dummy coefficient is �0.577 and marginally insignificant (t ¼ 1.97). Removing
Botswana from our sample—in order to counter claims that Botswana’s impressive
growth record drives the results reported in some empirical growth studies—makes no
material difference either, except the urban migration coefficient drops in size and signifi-
cance (t ¼ 1:32) and the hectares variable becomes marginally insignificant (t ¼ 1:93); the
rest of the regression remains essentially intact (not shown).
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