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Chapter 1
Four Theses on Probabilities, Causes,
Propensities

Mauricio Suarez

1.1 Overview of the Book

The present volume collects eleven essays by philosophers of science and physics
on three inter-related themes: probability, causality and propensities. The discus-
sion centres on modern physics and, in particular, on the pre-eminently probabilistic
branches of physics in our time, quantum and statistical mechanics. In spite of the
technical nature of most of the papers, this is a collective effort in the philosophical
foundations of physics, and of science more generally. In other words, it is essen-
tially a book on the foundations of science rather than its application, and its main
aims are conceptual, philosophical and methodological. In this introduction I pro-
vide a summary and a philosophical defence of some of the claims made in the book.
The introduction is not meant to back all of the specific claims made by the different
authors (nor can it be understood as endorsement, since some of the authors disagree
with, or at least qualify, some of the claims I have made in my own work). Instead it
is meant to underscore the importance of the topics on which the authors focus their
analytical gaze, and their detailed development of these ideas.

The book is divided into three sections each devoted to one of the main themes.
Thus the first part contains three essays devoted to probability in science; the sec-
ond part contains four on the nature of causality particularly in quantum mechanics;
and the final part contains some essays on propensities again mainly in quantum
mechanics. In spite of the diversity of aims and interests, there are some common
themes running throughout the book. In particular there is agreement in general on
the following four joint themes or theses (N.B. not all authors would agree with all
four): (i) An emphasis on taking probabilities in physics to be objective features of
the world as opposed to degrees of belief; (ii) A correlated emphasis on the impor-
tance of transition probabilities — i.e. probabilities for objective changes of physical

M. Sudrez (=)

Department of Logic and Philosophy of Science, Complutense University of Madrid,
28040 Madrid, Spain
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347, DOI 10.1007/978-1-4020-9904-5_1, © Springer Science+Business Media B.V. 2011



2 M. Sudrez

state — over merely conditional probabilities; (iii) An additional reluctance to inter-
pret all objective probabilities in any one of the traditional ways (actual or virtual
frequencies, single case or long-term propensities); and finally (iv) A general ten-
dency to identify various causal commitments and presuppositions in foundational
physics — including in several cases the causal relation between underlying dispo-
sitional properties, or propensities, and their empirical manifestations in terms of
probability distributions.

The first three sections of this introduction review the contents of each of the parts
of the book, always with an eye on these four interrelated philosophical themes.
Then in Sections 1.5, 1.6, and 1.7 I develop my own philosophical understanding of
these four theses, relating them to previous discussions in the literature, particularly
the literature on probabilistic causation, causal inference, and dispositional prop-
erties. Section 1.8 draws some conclusions and provides some pointers for future
work.

1.2 Probabilities

The first part of the book contains papers by Guido Bacciagaluppi on transition
probabilities; Sorin Bangu on the principle of indifference; and Roman Frigg on the
typicality approach to equilibrium. All these papers concern the nature of probability
as it appears in science, mainly in physics. I next provide a brief summary of their
main results, with an eye on the particular themes that run through the book.

1.2.1 Transition Probabilities and Time-Symmetry

In Chapter 2: ‘Probability and Time Symmetry in Classical Markov Processes’
Guido Bacciagaluppi argues that time-symmetric transition probabilities can also
be employed to represent typical examples of time-directed phenomena. Therefore
transition probabilities, even if representing the chances of possible changes of phys-
ical states, can neither entail nor ground an objective distinction between past and
future. To a first approximation, this implies that defenders of tensed theories of
time and other philosophers inclined to deny the reality of becoming need not fear
the concept of transition probability: it is not an essentially time-directed concept
although it may of course be used to represent processes that are fundamentally
directed in time. (Later on in Section 1.7 of this introductory essay it is argued that
Bacciagaluppi’s thesis may have interesting implications regarding the nature of the
propensities that might underlie transition probabilities).

Bacciagaluppi follows the usual definition of transition probabilities in terms of
Markov stochastic processes. Roughly a process is Markov if the probability of
any state at any given time is dependent only on the immediately preceding state;
all previous states are statistically irrelevant. For a stochastic process this entails
roughly:
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Py i(S(ti0)/SN&Sti-1)& ... &S(11)) = Pi1i(S(t+1)/S(t))  (MP)

where S(#)) is the state of the system at time #;, and so on.

This equation is a simplified version of Bacciagaluppi’s (equation 2.3), where |
have made explicit the dynamical properties of states, identifying them by means of
time index variables. I have then kept states in the variable range of the probability
function — as opposed to placing them in the subscript.! And I have represented a
static probability, when in a stochastic process each probability more generally car-
ries a time index too — which determines the values of the probability at that stage
of the process. Equation (MP) hence expresses a kind of statistical independence:
the state at any given time is statistically independent of any previous state, condi-
tional on the state just prior to it. In the language of contemporary theories of causal
inference, the state at time #;, S(#;) screens off the later state S(#; + 1) from any previ-
ous states S(¢j—1), ..., S(t1). In this simplified terminology the concept of transition
probability can be expressed concisely:

Pi1/i(S(14+:1)/5(1) = Pji+1)(S(1j41)&S(1))/ Pj(S()))  (FTP)

The equation expresses the transition probability that a system will physically
undergo a change from state S(z;) at time f; to state S(¢j11) at a later time #;,1. We
may refer to this as a forwards transition probability (FTP) since it expresses the
transition probability Pjy1/; from an earlier to a later time of a change of state S(z})
into a state S(tj+1).2 (FTP) may be contrasted with the expression for the backwards
transition probability (BTP), i.e. the probability of the same change of state but from
the later to the earlier time:

Pjjr1(S(1+1)/8(4) = P(ir1)&(S(14-1)&S (1)) / Pir1(S(t)) - (BTP)

1 Bacciagaluppi’s terminology employs the technical notion of an n-fold joint distribution, which
is standard in the literature on stochastic processes (see e.g. Doob, 1953). According to this ter-
minology, states 1 to n appear in the subscript of the probability function, and time indexes in its
variable range. We then consider the n-fold joint probability distributions that the n states define
over the time indexes. This terminology is more convenient for the derivation of technical results
but it strikes me as less intuitive, at least for the purposes of this chapter.

2 These notions are again expressed in my own terminology. The notation of n-fold distribu-
tions has, undoubtedly, an advantage at this point since it allows us to distinguish the concept of
symmetry of the transition probability from the concept of detailed balance (see Bacciagaluppi’s
Section 3, where it is also claimed that under standard conditions these concepts are equivalent as
statements of time-symmetry). But the distinction plays no role in this introductory essay which
focuses instead on conceptual issues regarding objective probability.

3 So, importantly, a backwards transition probability is not the forwards transition probability of the
time-inverse of the state change: Probj;+1(S(#+1)/5(¢))) # Probjy1/;(S(#)/S(tj+1)), with t;41 > ;.
The latter is rather a different transition probability altogether, belonging to an entirely different
Markov process.
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Forwards and backwards transition probabilities need not be equal, and typically
they are not. A stochastic process that is fundamentally time-asymmetric would nor-
mally establish different forwards and backwards probabilities for the same change
of state. For instance a process directed ‘forwards’ in time would set one or zero
backwards transition probabilities, while setting forwards transition probabilities
between zero and one for the very same change of state. A process directed ‘back-
wards’ in time would do conversely. If the forwards and backwards probabilities
for all changes of state are equal, then the process is time-symmetric in a robust
sense. More specifically, if all processes are time-symmetric then a consideration
of the probabilities defined for the world-dynamics (i.e. the probabilities for all
the changes throughout history of all the states of all systems in the world) would
leave the direction (the ‘arrow’) of time completely undetermined. There would
be no way to pick out a particular direction of time from any transition probabili-
ties. Although such ideal and abstract world dynamics is not helpful in modelling
any particular stochastic process, it does show that there is nothing in the concept
of transition probability per se that contradicts time-symmetric fundamental laws.
In other words, it is possible to define genuine transition probabilities in worlds
endowed with fundamentally time-symmetric laws.

In the main section of his paper (Section 2.4), Bacciagaluppi considers and
rejects three different arguments that may be raised against this conclusion. These
arguments purport to show that transition probabilities do in fact conflict with time-
symmetric laws and, therefore, require a direction of time. Roughly they go as
follows. First, there is the argument that ergodicity on its own defines an arrow
of time because it entails that most systems will tend towards equilibrium. In our
case this should mean that the stochastic process will tend to equilibrate in time, i.e.
that it will tend to define identical and hence symmetrical probabilities for all state
transitions in the limit (or to put it another way its single time n-fold distribution
pn(?) becomes time-invariant in the limit). This seems to require asymmetry at some
point in the process before equilibrium is reached. Second, there is the idea that, at
least for some common processes, backwards transition probabilities fail to be time
translation invariant. Consider decay processes where the probability of decay from
an excited to a ground state in unit time is finite. Finally, there is the thought that
backwards transition probabilities are not invariant across experiments with varying
initial distributions, i.e. experiments where the initial time series data differs.

In all these cases transition probabilities seem to conflict with time symmetric
laws because a fundamental distinction seems to emerge between forwards and
backwards transition probabilities. Yet since we have just argued that the concept
of transition probability itself cannot be used to introduce any fundamental time-
asymmetry, it follows that these arguments must employ additional assumptions.
It is to be expected that these assumptions are responsible for the conflict with
time-symmetry and Bacciagaluppi argues convincingly that they reduce to the same
mistaken presupposition in all three cases, namely: that the calculation of transition
probabilities is to be worked out on samples that are not in equilibrium. In such
cases the inference from the frequencies in the sample to the transition probabili-
ties will yield an apparent time-asymmetry. However, once the samples have been
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‘cleansed’ in order to generate ‘unbiased’ ones, the apparent time-asymmetry dis-
appears. There is an interesting philosophical insight buried in this argument, which
I shall take up briefly later in Section 1.5 of this essay.

1.2.2 The Principle of Indifference

In the third chapter, Sorin Bangu reconsiders the role of the principle of indifference
in the ascription of probabilities with a particular emphasis on its use in physics.
Keynes first stated it as follows*: “The principle of indifference asserts that if there
is no known reason for predicating of our subject one rather than another of several
alternatives, then relatively to such knowledge the assertions of each of these alter-
natives have an equal probability’. There are a number of well known arguments
against the principle, many of them taking the form of counterexamples, or para-
doxes. Typically these counterexamples show that the application of the principle
leads to several inconsistent probability ascriptions to the same event. The so-called
Bertrand paradoxes stand out: on the basis of geometrical considerations, and under
several assumptions of continuity and smoothness of the probability density, they
show that the principle of indifference leads to inconsistent probability ascriptions.
A very simple version due to Van Fraassen is often discussed.’ Consider a factory
that produces cubes of length / up to 2 cm. What is the probability that the next
cube produced has an edge <1 cm? A straightforward application of the principle
of indifference yields probability = Y%. But, we could have formulated the question
in several different ways. For instance, what is the probability that the next cube has
sides with an area <1 cm?? The principle now yields the answer ¥,. And how about
the probability that the next cube has volume <1 cm3? The answer provided by the
principle is now 1/8. These are all inconsistent with each other since they ascribe
different probabilities to the occurrence of the very same event.

More generally the principle of indifference employs a problematic inference
from our epistemic situation of relative ignorance regarding the outcome space of
a stochastic process to a definite probability ascription over the various outcomes.
The inference is problematic in just the way any inference from ignorance to truth
is problematic.6 But in addition there is a sense, which I discuss in Section 1.7.2,
in which the principle may invite an illegitimate inference from a merely epistemic
fact about our knowledge (or lack thereof) to an objective fact about the physical
world — specifically its dispositional properties.

Bangu agrees that there is at least a priori no reason to support the principle,
and he does not attempt to provide new arguments to support it. His aim is rather
to contest two other arguments against the principle, a classic argument by Hans

4 In the Treatise on Probability (Keynes, 1921) which traces it back to Bernouille’s application of
the principle of sufficient reason. For discussion see also Gillies (2000a, Chapter 3).

5 Van Fraassen (1989, 303-304).
6 See Strevens (1998, 231) for further discussion.
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Reichenbach (1971/1949), and a more recent one by Donald Gillies (2000a). These
arguments attempt to show that the principle is not an a priori truth, and is moreover
redundant even as a contingent truth about the correct adscription of probability
values in specific situations. In other words the principle is not even a necessary tool
or condition for the practice of probabilistic inference. Or, to invoke Reichenbach’s
own terminology,’ the principle of indifference can be neither validated a priori nor
vindicated a posteriori.

Reichenbach’s argument appears to aim for a stronger conclusion than Gillies’.
Reichenbach proposes a proof that the principle of indifference grounds no sound
inferences at all to the probabilities of physical events that can not be established
by other empirical means. In other words, the principle does no outstanding work
at all in practical inference. By contrast, Gillies accepts that the principle does
some heuristic work — in suggesting new hypotheses or physical theories entailing
probability values for various outcomes. However, although it may be heuristi-
cally useful in generating new physical theories or hypotheses, it has no standing
as a logical principle. Employing Reichenbachian terminology once again, we
may say that, according to Gillies, the principle has an inferential function in the
context of discovery, while lacking it in the context of justification. By contrast,
Reichenbach appears to claim that the principle has no inferential function in any
context whatever.

Nevertheless both arguments share the aim to show that the principle is redun-
dant in the ascription and justification of probabilities: any work the principle could
appear to do in providing probability values for outcomes, in any context, is work
that can be done by other methods. More generally both Reichenbach and Gillies
aim to provide alternative means for the justification of probabilistic hypotheses and
stochastic laws, which would eliminate any need for the principle, or render it otiose
for this purpose. We may thus refer to their arguments as ‘eliminativist’.

Bangu finds both ‘eliminativist’ arguments defective. He first shows that
Reichenbach’s argument is either circular or unsound: either the principle of
indifference is itself assumed in the proof or it remains thoroughly unjustified.
Reichenbach’s argument is a development of yet another argument found in
Poincaré, and goes roughly as follows.® Consider a roulette wheel, evenly divided
into red and black intervals, corresponding to red and black numbers. In the absence
of any further information, an application of the principle of indifference entails
that the probability of obtaining a red or a black outcome should be the same and
equal to %. The question is whether there is a distinct procedure that would enable
us to derive the same result but without invoking the principle at all. Poincaré and
Reichenbach reason as follows. Consider that the outcome of the game is determined
by where the wheel stops, and may be represented by a variable 6 ranging between
0 and 2. Let then d(@) be the probability distribution over 8. The probability of

7 As applied to the rather different problem of induction — see Reichenbach (1951, Chapter 14)
and Salmon (1991) for a critical discussion.

8 Reichenbach (1949); Poincaré (1902). For a summary and review see Strevens (1998, 236-238).
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obtaining a red number is given by the sum over the probabilities that 6 falls in a
particular red square. Now assuming that the intervals alternate rapidly in 6, and that
the function d(@) is smooth over the intervals (even though not necessarily constant),
then the probability of red and black is equal. This reasoning appears to provide
us with a procedure that enables us to derive the correct Y probability values for
red and black from the physical symmetry of the roulette wheel without apparently
invoking the principle of indifference. However as Bangu points out, the argument
depends upon the function d(€) is smooth. And the only reason for this is that the
symmetry of the wheel requires that d(6) is uniform, i.e. that it is the same for every
discrete value of 6. But this is just another statement of the principle of indifference:
we ascribe equal probability to all possible outcomes because there is no reason to
anticipate one rather than another result. Unfortunately what this means is that the
smoothness of d () depends upon the principle of indifference itself, so the pro-
cedure described by Reichenbach and Poincaré does not actually do away with the
principle in practice. Hence a vindication remains a possibility, and the principle of
indifference has not been eliminated.

Bangu then discusses Gillies’ argument and he claims that it does not hold water
either. He points out that the kinds of methods that Gillies invokes as replacement
for the principle of indifference for the justification of probabilistic hypotheses are
subject to precisely the same kind of objections that show the principle itself to be
untenable. Gillies claims, following Jaynes, that the principle of indifference pro-
vides us with a heuristics for seeking new statistical theories and hypotheses.” But
he also claims that the principle is dispensible as a method for justifying statistical
hypotheses, which may always be justified by means of a more appropriate method-
ology. In particular Gillies defends a ‘methodological falsificationist’ approach to
the testing of statistical hypotheses, partly inspired by Popper and partly by the clas-
sical statisticians Fisher, Neymann and Pearson. In this account, a falsifying rule for
probability statements (FRPS) is formulated, which enables us to construe proba-
bilistic statements as falsifiable ‘in practice’, even though from a strictly deductive
point of view, such statements are in principle unfalsifiable.'® A statistical hypothe-
sis H is then methodologically falsified by a sample of data points {e1, €2, €3, ..., e}
if there is a test statistic X whose value lies below the statistical significance level,
which is typically fixed at 5%.'!

Howson and Urbach have argued that the falsifying rule requires a decision
regarding the outcome space of the test statistic X. And whether or not the data
points may be said to falsify the hypothesis H may well depend on this decision.
In particular they claim that a decision is required to determine the ‘stopping rule’

9 Gillies (2000a, 47-49), where several examples from physics are provided, such as the viscosity
of gases and Bose Einstein statistics.

10 See Gillies (2000a, 147).

11 A test statistic for an experiment is a random variable X, whose value can be calculated as a
function of the data sampled, X{ej, e2,e3,...,e,}, and that can be taken to represent the outcome
of the experiment. Note that the same experiment may yield different values for the test statistic,
depending on the data sampled.
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describing the conditions under which the experiment is terminated or finalised. For
instance in assessing the hypothesis that a particular coin is fair, we must repeat the
experiment a number of times and different rules may be applied to the termination
point. As a result the outcome space (the space of all possible sequences of out-
comes) is affected.'> Bangu goes further in claiming that the decision regarding the
outcome space is akin to the decision that the principle of indifference promotes in
order to ascribe equal probability to outcomes evidentially on a par. In both cases
the decision involves fixing the outcome space. According to Bangu this compro-
mises Gillies’ argument for the dispensability of the principle of indifference. The
type of methodology that we would be attempting to replace the principle with is
thoroughly infused with just the sort of difficulty that led us to abandon the princi-
ple in the first place.'3 Thus, Bangu concludes that there is not yet a good argument
against the vindication of the principle of indifference in practice.

1.2.3 Typicality in Statistical Mechanics

In the fourth and last chapter in the probability section of the book, ‘Why Typicality
does not Explain the Approach to Equilibrium?’, Roman Frigg critically evalu-
ates attempts in the philosophy of statistical mechanics to provide typicality-based
explanations of thermodynamic irreversibility. Consider a classical system consist-
ing of n particles, each endowed with three degrees of freedom, and governed by
Hamiltonian dynamics. Its state may be represented in a constrained 6n—1 dimen-
sional energy hypersurface I'g of the corresponding 6n-dimensional phase space I'.
Each macroscopic state (defined by sets of macroscopic properties) M; will define
disjoint and exhaustive subregions I'ys; of I'g. The second law of thermodynamics
is then supposed to entail that the evolution of the entropy of the macrostate of any
(freely evolving) system mirrors the increase of thermodynamic entropy over time,
reaching a maximum value at equilibrium. Suppose the initial state of the system is
x(#o), and the final state is x(#). Then let I'pagt, I'Equi be the past and the equilibrium
macrostates of the system, so x(fp) € I'past, and x(#) € I'gqui. It seems to follow from
the second law that any system whose initial macrostate is I"pag; Will eventually wind
up in [Equi.

12 Howson and Urbach (1993, 210-212). In their example we may choose either to terminate the
experiment as soon as 6 heads occur, or rather after 20 trials regardless of the outcome. The size
of the outcome space is then predetermined in the latter case (= 220 but not so in the former.
Even if the outcome spaces happened to have the same size in both cases (because say the 6th head
happens to occur on the 20th trial), it would still be the case that the stopping rule could affect the
result of the application of the falsifying rule, falsifying it in the former but not the latter case.

13 Note that Gillies disagrees that a falsificationist methodology is in any way threatened by
Howson and Urbach’s argument. See particularly the discussion in his interesting review of
their book (Gillies, 1990, 90-97). Howson and Urbach respond in the 2nd edition of their book
(214-215). This debate turns on whether or not the stopping rule is relevant to the performance of
the experiment, and therefore relevant to the evaluation of the application of the falsifying rule. It
is surprising that this debate does not yet appear to have been linked to the question of the nature of
the probabilities involved, and in particular whether they are subjective or objective probabilities.
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Why is this so? And more particularly: is there an explanation for this fact in
statistical mechanics? '* We may refer to any approach that aims to provide an
explanation by invoking the notion of ‘typical state’, as a ‘typicality explanation’
(of the approach to equilibrium). This type of approach relies on the thought that the
equilibrium macrostate I'gqy; is the largest among all the regions I'vy; under some
standard natural measure, such as the Lebesgue measure .'> Frigg discusses three
different typicality approaches and his sober conclusion is that none are actually
viable. As is often the case in a philosophical dispute much hinges on the initial
formulation of the problem. Frigg first outlines a standard formulation which he
helpfully refers to as ‘gloss’, and which he goes on to dispute (in Section 1.4 of
his paper). This formulation is however sometimes adopted by other authors as a
fact, namely ‘the fact that equilibrium microstates are typical with respect to I'g and
the Lebesgue measure |° (p. 5). Indeed the three approaches discussed by Frigg in
some way link this ‘gloss’ to the dominance of the equilibrium macrostate.

The first approach appeals to the brute fact of typicality itself. In other words it
aims to explain the approach to equilibrium as a result of the typicality of equilib-
rium states. Frigg rightly points out that there is no reason to suppose that atypical
states need evolve into typical states just because the former are atypical and the
latter are not. And this is true even if the atypical states make up a measure zero
set. The evolution of the states depends rather on the specific dynamical laws that
operate, and cannot be settled just by looking at the measures (relative sizes in the
case of the Lebesgue measure) of different regions of phase space.

The second approach consequently focuses on dynamics. Boltzmann’s original
ergodic theorem is an attempt at a dynamic explanation. (Roughly the ergodic the-
orem states that the dynamics of the state is such that any trajectory sooner or later
visits every point in I'g. In other words regardless of the initial microstate a sys-
tem will eventually take every other microstate compatible with the macroscopic
constraints.)'® There are however well known problems with Boltzmann’s original
ergodic theorem, and improved ergodic explanations of the approach to equilibrium
have also been criticised.!” And in any case, the solution seems to be rejected by
those who advocate the typicality explanation anyway. Another reading of the sec-
ond (dynamical) approach regards chaotic dynamics as the key to the explanation
of the approach to equilibrium. Frigg in turn distinguishes two versions of a chaotic
explanation. The first is based upon the sensitive dependence on initial conditions
characteristic of chaotic behaviour, and only requires chaos locally in a particular
subset of the phase space. Sensitivity to initial conditions has been argued to ground

14 Should there be one? The presumption that there should is of course tantamount to the view
that thermodynamics should be in some sense reduced to statistical mechanics. It is controversial
whether such attempts have been successful. Moreover it is unclear that they should be in order to
ground thermodynamic irreversibility. See for instance Sklar (1993, Chapter 9). Such interesting
questions are beyond the purview of this essay or this book.

15' A measure usually defined over the semi-closed intervals of the real line (see Halmos, 1974,
65ft.)

16 Sklar (1993, 159—160).
17 For a thorough critique see Earman and Rédei (1996).
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a typicality explanation of equilibrium, in the sense that the trajectories that will
exhibit random walk behaviour are ‘typical’. More specifically, the region of the
phase space that contains the initial states of trajectories that exhibit this type of
random walk behaviour has a Lebesgue measure arbitrarily close to 1. Frigg refers
to this condition as the Typicality Past Hypothesis (TPH) but rejects the idea that all
those trajectories that satisfy this condition actually carry typical initial conditions
into the equilibrium region. He claims that there is an important set of such trajec-
tories belonging to KAM systems that do not do so. So this typicality explanation
also seems to fail for reasons not dissimilar to the ergodic explanation. The second
version of the dynamical explanation is more promising according to Frigg. This
focuses on the notion of global chaos, where the entire phase space exhibits chaotic
features and not just isolated subsets of the phase space. Frigg discusses several
attempts to make the notion of global chaos more precise and ground the explana-
tion of the approach to equilibrium. The most promising are still prey to some of the
objections that were raised against ergodic approach.

Frigg discusses yet a third approach, due to Lebowitz and Goldstein, which
focuses on the internal structure of the micro regions I"yy; rather than the entire phase
space. The important feature, according to Frigg, is the property of each state in I"j;
of being ‘entropy-increasing’. This is a relational property of states and dynamical
trajectories: a state is entropy increasing if it lies on a trajectory that takes lower
entropy states into higher entropy states. A system is then defined as ‘globally
entropy increasing’ roughly if every subset of its phase space is densely popu-
lated by such entropy increasing states. One would then hope that global entropy
increasing systems are all necessarily equilibrium approaching. However this is
unfortunately not the case, and any attempt to work out a fit between these two
notions still requires us to make assumptions regarding the typicality of entropy
increasing states within the phase space regions in accordance to the standard
Lebesgue measure.

Frigg’s conclusion is that any proper explanation of the approach to equilibrium
will necessarily involve dynamics; merely grounding it upon the typicality of the
corresponding states within the phase space won’t ever be sufficient. It does not
matter whether entropy increasing states are typical in this sense — what matters is
rather the details of the dynamical laws that evolve low entropy into higher entropy
states. Without a reference to the dynamical transformation of the states, such expla-
nations appear empty or vacuous. (see Section 1.7 for a discussion of the dynamics
of propensity states).

1.3 Causes

The second part contains essays by Federico Laudisa on the nature of causation in
modern physics, Joseph Berkovitz on the more specific issue of backwards in time
causality in quantum mechanics, Balazs Gyenis and Miklés Rédei on the causal
completeness of probabilistic models, and a joint paper of mine with Ifiaki San Pedro
on causal inference in the context of EPR experiments.
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1.3.1 From Metaphysics to Physics

In Chapter 5, Federico Laudisa takes up the issue of causation in quantum mechan-
ics, particularly in connection with the EPR correlations. Laudisa first rejects the
idea that causality is anathema to quantum mechanics in general. He then endorses
a form of causal pluralism that leads him to the view that many questions regarding
causality in quantum mechanics may receive different answers in different frame-
works, or depending on interpretation. (In fact he later makes it known that he
subscribes to a stronger claim vis a vis the EPR experiment, namely: that such issues
have no determinate answers independently of the details of the models of the corre-
lations provided within each interpretation). The rest of the paper is a review of the
main difficulties that emerge in the attempt to provide causal accounts, mainly with
reference to the EPR correlations within some of the different models and inter-
pretations of quantum mechanics. In particular Laudisa focuses on the GRW and
Bohm’s theories.

One feature of Laudisa’s analysis is his assumption that performing a measure-
ment and obtaining an outcome is essentially the same event. The causal connections
that he has in mind are between measurement-and-outcome events. (It is arguable
that this rules out a propensity interpretation of the quantum state, something that I
shall discuss in due course). Laudisa thinks that the superluminal nature of any puta-
tive connection in this case yields a ‘weak’ form of causality, which seems to violate
intuitions regarding the necessary temporal priority of causes. Hence after review-
ing some of the literature that disputes that there is necessarily a conflict between
a causal reading of the EPR correlations and special relativity, Laudisa raises the
question: is it possible to provide a causal understanding of the connection that does
not require backwards in time causation? The key to a proper analysis, according to
Laudisa, lies in a better ontological account of the theory in the first place.

This leads Laudisa to address two different interpretations, the GRW theory
(Section 5.4) and Bohmian mechanics (Section 5.5). The GRW interpretation is
well known for its postulate of spontaneous collapses of the wavefunction. These
spontaneous localisation events occur sufficiently often for the detection of macro-
scopic superpositions not to be possible in practice. One outstanding problem with
the account is related to its relativistic extension since the localisation events seem
to privilege a particular hypersurface and might select a frame. Laudisa distin-
guishes two different proposals for its ontology, the ‘matter density’ and the ‘flash’
ontology.'® The former assumes that a continuous field on 3-dimensional space rep-
resents the matter density in each point of space at each instant. The latter by contrast
assumes a discrete ontology, in which matter is made up of discrete points (‘flashes’)
in spacetime such that to each of these flashes there correspond one of the sponta-
neous collapses of the wavefunction. One advantage of the flash ontology is that it
has been shown to be Lorentz-invariant, while prescribing the relevant probability

18 See Tumulka (2007) for the distinction and a development of the ‘flash’ ontology.
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distributions for all observables. This avoids any conflict between GRW and the
temporal priority of causes over effects thesis.

Laudisa then considers the non-relativistic alternative to select a preferred foli-
ation of spacetime. He finds that while this assumption is unjustified for orthodox
quantum mechanics, it is unavoidable in the case of Bohmian mechanics. In this
context, as is well known, whatever mutual causal influence there is between the
quantum potential or wavefunction in configuration space and the particles inhabit-
ing 3-dimensional space, is both simultaneous and epistemically inaccessible in the
sense that only the consequences of the causal interaction (the positions of the par-
ticles) are detectable by measurement apparati, but not the causal interaction itself.
(It is worth noting that a propensity interpretation of the state in orthodox quantum
mechanics would share this feature).

1.3.2 Causal Loops in Retro-Causal Models

In Chapter 6, Joseph Berkovitz carefully considers a number of retro-causal models
of the Einstein-Podolsky-Rosen correlations. These are models that postulate the
existence of causes acting backwards in time. A traditional objection against such
causes in general states that they may generate loops in time which give rise to
inconsistent effects. In the simplest case, suppose e causes c, but that ¢ precedes e
and is moreover an inhibitor of e, i.e. ¢ is a cause of —e. Now suppose the caus-
ing is deterministic in both instances: it then follows that e if and only if —e. The
most straightforward way to avoid such inconsistency would be a total ban on retro-
causality. But there might be other less sanguine ways to keep such inconsistencies
at bay, similar to those often used to keep at bay the inconsistencies generated by
‘bilking”.' Berkovitz focuses on the particular conditions that obtain in an EPR
experiment, with an eye to investigating ways in which causal loops maybe evaded
even if the postulated causal structure contains causes that act back in time in at least
some frames of reference. In the end Berkovitz’s assessment is sober: even where
such models may be postulated and do not entail inconsistency, there are problems
regarding their predictive or explanatory power; and the problems are sufficiently
severe to make the models dubious or at least unnecessary.

Berkovitz applies retrocausality to a specific experimental setting that he calls
experiment X. This is an EPR experiment where the right hand side measurement
takes place before the left hand side setting in the laboratory rest frame. Let us

19 In the case of the famous ‘bilking’ argument (Black, 1956), the assumption is simply that an
event c is the positive cause of an event e that lies in its past. The issue is then how to prevent the
bilking of c after e has occurred. For if we prevent ¢ from happening after e has already occurred,
then this would generate the inconsistency that both ‘c is the cause of ¢’ and ‘c is not the cause of
¢’ are simultaneously true. Much will depend on whether ‘bilking’ is actually physically possible
in the particular circumstances that give rise to ¢ and e. Similarly for the type of inconsistency that
causal loops may generate: much will hinge on the particular circumstances that bring about the
EPR correlations.



1 Four Theses on Probabilities, Causes, Propensities 13

denote by [/, r the settings on the left and right hand sides; and by L and R the
measurement outcome events on the left and right hand sides respectively. Suppose
further that the right hand side outcome, R, is a deterministic cause of the left hand
side setting /. Since we have assumed that R occurs before / in the rest frame of
the laboratory, the causal connection between R and [ is hence forwards in time in
that frame. However, in a retrocausal model we additionally require either that (i) /
retro-causes the complete state at the source, or (ii) both R and L jointly cause the
complete state at the source.

We may then go on to appropriately distinguish two different kinds of retrocausal
models: deterministic and indeterministic. In agreement with the standard under-
standing of these terms, a deterministic cause invariably brings about its effects in
the appropriate circumstances. An indeterministic cause by contrast, determines the
probabilities of its effects between zero and one — so it brings about its effects but
only with certain probabilities. For instance in a typical retrocausal model of exper-
iment X, the measurement setting on the left, 1, may be a partial but deterministic
cause of the complete state at the source, which in turn is a partial but indeterminis-
tic cause of the outcome events. (This seems to be what Berkovitz has in mind with
his ‘DS model’). By contrast, if the setting / only prescribes the probabilities for the
complete state at the source, the model is indeterministic. In either case, there is a
causal influence from settings or outcomes back towards the complete state at the
source at the time of emission.

More specifically retrocausal models are typically assumed to violate the condi-

tion known as A-independence®’:

P/ &1 & r) = p(A/V)

where A is the complete (hidden variable) state of the pair at the source, ¥ is the
quantum mechanical state, and / and r are the settings of the measurement appa-
ratuses on the left and right side of the experiment respectively. In other words,
in these models the hidden state at the source is statistically dependent upon the
quantum state and the left and right settings. However, recall that in a typical EPR
experiment the setting events take place in the rest frame of the laboratory after the
emission event at the source and thus after the hidden state is determined. If the sta-
tistical dependence expressed by A-independence reflects a violation of direct causal
influence it follows that posterior events causally influence antecedent ones.>!

20 ‘Hidden autonomy’ is Van Fraassen’s (1982) terminology.

21 But does statistical dependency reflect causal dependency? Arguably the relationship is more
complex and subtle. First, it is well known that statistical dependencies may mask hidden factors or
hidden common causes. And second, the relation of conditional probability P(x/y) need not indicate
that the conditioned upon event y is a direct cause of the event x. This requires a further assumption
(see Section 1.6 in this essay). I will follow Berkovitz here and assume for the sake of argument
that causal dependencies can be read off statistical relations. In the second part of this chapter, I
argue that conditional probabilities are not generally a reasonable way to read propensities.
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Berkovitz carefully analyses different kinds of retrocausal models of experi-
ment X and concludes that these models entail the existence of causal loops. The
issue is then how to interpret such loops and their consequences, and in particu-
lar whether they imply inconsistent predictions. Berkovitz concludes that the causal
loops within some deterministic models entail inconsistent predictions, while those
within indeterministic models are unable to determine the distributions over com-
plete states or measurement outcomes (unless supplemented with the appropriate
statistical rules).?? So in the deterministic case, retrocausality possesses the potential
to generate contradictions, while in the indeterministic case it is unable to generate
any meaningful predictions at all. Either way these are important arguments against
retrocausal models of the EPR correlations in general.

1.3.3 Causal Completeness of Probability Theories

In Chapter 7 Balazs Gyenis and Mikl6s Rédei provide a review and reassessment
of recent work regarding the notion of causal completeness for probability spaces.
They provide very precise formal definitions of some of the most important terms in
this literature. For instance, they define the concept of generalised Reichenbachian
common cause (in Section 1.3) and the notion of causal completeness that fol-
lows from it (Section 1.4). They then review some of the main results on causal
completeness derived within the so-called ‘Budapest school’.?3

The basic formal notion is that of a general probability measure space (£, ©),
where £ is an orthocomplemented lattice and & is a generalized probability measure
or state, a o-additive map ®: £ — [0, 1] where &(0) = 0 and ®(1) = 1. (Roughly:
the elements of the lattice {A, B}, or variables, correspond to one-dimensional
observables while the measure @ defines the probabilities over the values of these
variables ascribed by a quantum mechanical state). We may then define a correlation
as follows: Corrg (A, B) is the measure of correlation between compatible variables
A and B in the state P.

A generalised version of Reichenbach’s criterion of the common cause >* may
then be formally characterised as follows>:

Cr is a Reichenbachian common cause of the correlation Corrg (A7,By) > 0
between A; and By if ®(Cy) # O for all k£ ¢ K and the following conditions hold:

1. Corre (A7, Cy) > 0.
2. Corre (B}, Cy) > 0.
3. Corrg(A;,By/Cr) =0forall ke K.

2 Throughout his paper Berkovitz assumes a single-case propensity interpretation of probabilities.
But he shows that analogous results stand if the probabilities are understood as frequencies.

23 The name ‘Budapest school’ was introduced by Jeremy Butterfield (2007, 807).

24 For the distinction between the ‘criterion’ and the ‘postulate’ of common cause see Sudrez
(2007b).

25 See Gyenis and Rédei’s Definition 3.1.
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Gyenis and Rédei then show that these conditions reduce to the usual
Reichenbach characterisation of common causes in the limiting case of two-valued
variables. The intuitive idea is indeed the same, namely screening off: conditional-
ising upon the common cause renders its effects statistically independent. (The first
two conditions assert that the common cause is statistically relevant to each effect
taken separately).

The question of causal completeness of probability spaces is then in a nutshell
the following: given any correlated variables A;, By € £, can we expand the proba-
bility space (£,P) so as to find a common cause variable Ckg, satisfying the relations
above, which is included in the space? Gyenis and Rédei formalise the notion of
causal completeness as follows: A probability space (£,P) is causally complete with
respect to a causal independence relation R and correlation function Corrg if for
any two compatible variables A;, By in £ there exists a generalized Reichenbachian
common cause Ck of size K > 2 in £ of the correlation.2® The causal independence
relation R minimally requires logical independence — but it must impose additional
conditions.?’

Under these conditions Gyenis and Rédei review a number of important results
on causal completeness; the most important seems to be ‘proposition 8’, which
states that ‘every atomless general probability space is causally event-complete’.
This means that there are statistical theories that are causally complete: i.e. they
contain the Reichenbachian common causes of their correlations. Gyenis and Rédei
point out that it follows from this result that one may not refute Reichenbach’s com-
mon cause principle by appealing to the thought that statistical theories are generally
causally incomplete.?®

1.3.4 Robustness and the Markov Condition

Chapter 8 is my own discussion (jointly with Ifiaki San Pedro) of the relation-
ship between the robustness condition once defended by Michael Redhead for the
quantum correlations and the Causal Markov condition (CMC) that has been much
discussed recently in the causal inference literature. We argue for a tight connection
between these two conditions, namely: robustness follows from the CMC together
with a number of additional assumptions. First we take Richard Healey’s (1992)
distinction between two forms of robustness, each appropriate for the assumption

26 See Gyenis and Rédei’s definition 4.1. A common cause variable Cx has size 2 if it has
two values. For instance an indicator function (on-off) can be represented as a size two variable
(C,=0).

27 Gyenis and Rédei leave open what this further conditions may be, which seems wise since their
aim is to describe formal models applicable to any physical set ups. In causal modelling one would
of course like to know more about this relation, and in particular the physical conditions that must
obtain for A, B to be causally independent in the prescribed sense.

28 The reasoning is convincing but one wonders to what extent the arguments against
Reichenbach’s Principle depend on the claim of (formal) incompleteness. For discussion see San
Pedro (2007, Chapter 3).
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of total or partial causes. (Healey reserves the term ‘robustness’ for the first condi-
tion only, while using ‘internal robustness’ for the second condition.) We then show
that each notion of robustness follows from CMC and the assumption of either total
or partial causes under the only further assumption that there exists one indepen-
dent disturbing cause acting on the putative cause of the cause-effect link (in other
words, that a form of intervention is possible). This entails that from the standpoint
of an interventionist account of causality there is no real difference between apply-
ing robustness or the CMC. And the latter condition is more general since it does not
require interventions (or disturbing causes). So it may be safely assumed in all future
discussions regarding the status of causality in quantum mechanics. The robustness
literature is thus shown to be superseded, and we recommend philosophers of sci-
ence and causal methodologists alike to focus on the status of the CMC in quantum
mechanics instead.

This argument so far supports the programme of the causal Markov condition
theorists, such as Jim Woodward and Dan Hausman. However, in the second half of
the chapter we go on to disagree with Hausman (1999) and Hausman and Woodward
(1999) over the status of causation in quantum mechanics. It has traditionally been
supposed that quantum mechanics provides a striking refutation of the principle of
common cause and other standard methods of causal inference. This would arguably
compromise the validity of CMC — at least in indeterministic contexts. Hausman
and Woodward have claimed that the CMC is not false in quantum mechanics, but
rather inapplicable. That is, they maintain that the conditions that would allow us
to apply CMC are not met in this setting, and it is impossible to tell whether CMC
obtains or is violated. We argue that on the contrary there is in principle no reason
why the CMC cannot be applied. Not only that, but the application of CMC does
not support the traditional judgement regarding causation in quantum mechanics.
On the contrary our assessment is that whether or not CMC is violated depends
very sensitively upon both the detailed statistics modelled, and the interpretation of
quantum mechanics applied. As an example we discuss the status of causality in
EPR in the context of the model of Bohmian mechanics. Steel (2005) has argued
that in this context the CMC fails; we argue that to the contrary it arguably obtains,
provided enough attention is paid to the details of the model itself. More generally,
our paper is a call to apply the CMC to quantum mechanics in order to figure out
causal structures, but to do so judiciously — and this, we claim, requires a healthy
dose of methodological pragmatism. Philosophers ought to start by looking at the
diverse range of models available first within a number of different interpretations
and then draw their judgements on the basis of a consideration of their details.

1.4 Propensities

The third and final part of the book contains three essays on propensities, mainly
in the quantum domain. Mauro Dorato reassesses the role of dispositions in quan-
tum mechanics, Nicholas Maxwell reviews the latest stage of his “propensiton’
theory, and Ian Thompson provides a philosophical analysis of nested dispositions
in physics.
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1.4.1 Dispositions in the Ontology of Quantum Mechanics

In Chapter 9 Mauro Dorato considers the role of dispositions in quantum mechanics.
In particular the most substantial part of the paper defends a role for dispositions
within the so called Ghirardi-Rimini-Weber (GRW) interpretation. Dorato defends
the view that the probabilities for collapse ascribed by these theories can be given an
objective reading — in particular, they are interpretable as propensities. He suggests
two different ways for doing this. First, he aims to show that dispositional readings
of the spontaneous collapses postulated by these theories are not only possible but
natural. Second, he argues against alternative non-dispositional interpretations of
collapse probabilities, particularly the Lewis-style best system analysis account.

On the first issue, Dorato argues that dispositions are natural on both the orig-
inal mass density localisation proposals of Ghirardi-Rimini-Weber (1986) and the
most recent proposal attributed to Tumulka (2007), the so-called ‘flash ontology’
proposal. (The supposed advantage of the latter is the existence of a relativistic
extension). Secondly, Dorato argues against Frigg and Hoefer’s (2007) attempt to
read quantum probabilities in the GRW interpretation in a Humean way, in accor-
dance with the best system analysis. Dorato’s main claim seems to be that the
quantum probabilities are conditional probabilities and therefore relations between
sets of events or properties at the quantum level. A Humean reading of such proba-
bilities would then incur a fallacy of omission — since it fails to explain what such
conditional probabilities are conditional upon.

In the final section of the paper Dorato argues against my own selective propen-
sity interpretation (Sudrez, 2004, 2007a), which he appropriately links to some
aspects of Bohr’s response to the measurement problem. As I understand it Dorato is
charging the selective propensity interpretation with a possible fallacy in its descrip-
tion of the actualisation of dispositional properties. Such actualisations may or not
be physical processes. If they are physical processes, then the selective propensity
account is incomplete since it does not describe them. If on the other hand such actu-
alisations are not physical processes then the application of propensities remains
mysterious (and its explanatory power is compromised): we are back to the old
‘dormitive virtue’ objection to dispositions in general.

The selective propensity account indeed remains silent on the physical processes
that underlie the actualisation of propensities. It takes the standard propensity view
that dispositions are displayed in probability distributions, each in its proper con-
text of application.”” But it does not aim to explain the mechanisms — if any —
that connect dispositions and probabilities. Such mechanisms would appeal either
to categorical properties in which case dispositions are ultimately reduced, or to
further dispositional properties. Either option seems viable from a dispositionalist
point of view, but neither seems called for since the very existence of such a mech-
anism seems a remnant from categorical property-speech. Consequently I disagree
with the need to provide a categorical basis for the dispositions which Dorato and
I do agree are applicable to Bohmian mechanics. (We agree on the applicability of

29 Mellor (1971).
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dispositions, but the agreement seems to end there — I take such dispositions may
well be ultimately irreducible while Dorato thinks they must be reducible to the only
categorical property available in Bohmian mechanics, i.e. position).3°

1.4.2 The Propensiton Theory Revisited

Chapter 10 contains Nicholas Maxwell’s latest defence of his ‘propensiton’ version
of quantum theory, which he has been developing for more than three decades now
(see Maxwell, 1972 for the earliest defence). Maxwell argues that the propensition
quantum theory (PQT) has testable consequences that could in principle distinguish
it empirically from the orthodox quantum theory (OQT). So the PQT is not merely
an interpretation of quantum theory: it is an alternative theory in its own right. Its
main merit, according to Maxwell, is to combine indeterminism — understood as the
idea that there are essentially stochastic or probabilistic processes out there in the
world which generate certain outcomes with certain probabilities — and realism —
the view that at the quantum level nature too is determinate: properties have values
all the time independent of whether or not subjected to measurement.

Maxwell is right that indeterminism and realism are not necessarily in contradic-
tion. Some of the extant alternative interpretations of quantum mechanics — such as
the Ghirardi-Rimini-Weber (GRW) collapse interpretation, and the Quantum State
Diffusion (QSD) theory — are already living proof.>! And Maxwell is right to claim
that his propensiton theory (PQT) was formulated before these theories came onto
the market. The PQT is distinct from either of these more established alternatives on
several counts. The most important difference is that Maxwell postulates the exis-
tence of distinct entities — propensitons — which live in physical 3-d space and whose
states are described by the quantum wavefunction. It is the physical interaction
between such entities that ‘fires’ the spontaneous collapse of the wavefunction.

The theory has several virtues, not the least of which is to have anticipated col-
lapse interpretations, and Maxwell canvasses and studies them well. Like any other

30 T introduce irreducible dispositions into Bohmian mechanics in Sudrez (2007a, Section 7.2).
However, I was not the first person to suggest such a reading. Pagonis and Clifton (1995) are
an antecedent (although to my mind they mistakenly understand dispositions relationally, and
identify them with aspects of Bohmian contextuality). An attempt closer to my own ideas is
due to Martin Thomson-Jones (Thomson-Jones, unpublished). We both defend irreducible dis-
positions with probabilistic manifestations for Bohmian mechanics but unlike Thomson-Jones 1
restrict the applicability claim to the causal or maximal interpretation. Thomson-Jones’ unpub-
lished manuscript is dated after the submission date of the final version of my paper. However, 1
was in the audience both in Bristol (2000) and Barcelona (2003) where preliminary versions of
Thomson-Jones’ paper were presented. Although I don’t recall the details of these talks I am sure
I was influenced by them, as well as many friendly chats with Martin over the years — for which I
am very grateful.

311t is not surprising that such theories have already received interpretations in terms of
dispositions — see Frigg and Hoefer (2007) and Sudrez (2007a, Section 7.1).
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version or interpretation of quantum theory the propensiton theory also has its own
difficulties and challenges.>?

1.4.3 Derivative Dispositions

In the last chapter of the book Ian Thompson faces up to a fundamental question for
dispositionalism, namely the nested exercise of dispositions in physics. The man-
ifestation properties for dispositions need not be categorical. Rather dispositions
will often be manifested in further dispositional properties. Thompson cites poten-
tial energy and force as characteristically nested dispositions. (Potential energy is
the disposition to generate a force, while force is the disposition to accelerate a
mass). These are, in his terminology, derivative dispositions. It is interesting to apply
the idea to the dynamical evolution of quantum systems (Section 11.4.3). Suppose
a system in an initial state W(#y) is evolved by a Hamiltonian H to a new state
W(t1). Thompson suggests that the Hamiltonian be a disposition to evolve the state,
while the states be themselves dispositional properties, namely propensities to pro-
duce measurement outcomes with the various probabilities p; = |< wy| VU(t) > |2.
The Hamiltonian represents a ‘dynamical’ or diachronic disposition that gen-
erates further ‘static’ or synchronic dispositional properties, or propensities, on
measurement.>> We may then refer to the latter as derivative dispositions.

The full range of derivative dispositions generates a ‘grid’ of dispositions that
we may refer to as multiple generative levels. Thompson introduces a number of
additional distinctions and terminology to supplement this idea. The terminology is
essentially causal because Thompson assumes that the action of primary disposi-
tions over the inferior levels down the grid is causal in nature. (Thus he would say
the Hamiltonian disposition causes the successive sets of static propensities). The
thesis that dispositions and their manifestations are causally related is not new.>*
It suggests that there is a particular time or instant at which the disposition fires
to generate its manifestation. And this introduces questions regarding the nature
of the ‘firing’ event, and whether it is grounded upon further dispositional prop-
erties. We do not enter these difficulties here. The point Thompson’s essay makes
admirably is the more basic one that the manifestation properties of dispositions
may be dispositional too.

32 See Thompson (1988) and Sudrez (2007a, Section 4) for discussion.

33 The idea strongly recalls the distinction between dynamical and value states within the modal
interpretation of quantum mechanics. See Van Fraassen (1991, Chapter 9).

34 David Lewis (1997, 149 ff.) introduced the idea of causal bases for dispositions. Bird (2010)
discusses objections to the idea that stimulus conditions cause dispositions to manifest themselves.
For the purposes of this introduction I have ignored stimuli and concentrated on the disposition —
manifestation relation itself (e.g. in the discussion in Sections 5-6).



20 M. Suarez
1.5 Transition Versus Conditional Probabilities

Most of the authors in this volume discuss, often approvingly, the idea that the prop-
erties dealt with in fundamental physics and, particularly in quantum mechanics,
may be essentially dispositional, or propensities. Objective physical propensities or
chances are sometimes represented as forwards in time conditional probabilities.
In this section, I provide a brief argument for the view that the best representa-
tion is instead by means of transition probabilities, and that both representations are
distinct.

1.5.1 Transition Probability: Take One

Consider the equation for a forwards transition probability discussed in Section one:
Pi1/j(SW41)/5(1)) = Pjg(j+1)(S(tj+1) & S(17))/ Pj(S(t)))  (FTP)

This equation does not express a well-defined conditional probability. The prob-
ability functions are different in each side of the equality since the time sub-indexes
are different. Rather the formula enables us to calculate the probability for a physi-
cal transition from the state S(#;) to the state S(¢;+1) by working out the probability
of the earlier state at the time of its occurrence and then the joint probability of both
states at the conjunction of both distinct times. I discuss more precisely the meaning
of this expression shortly. For now let us just note that the expression of a tran-
sition probability crucially differs from the similar expression for the conditional
probability of successive states at time #;:

Pi(S(tj+1)/5(1) = Pi(S(tj11) & S(1))/Pi(S(t)))  (CPj)

It also differs from the conditional probability of such states but calculated at the

later time #j41 3.

Pi1(8(t41)/8(1))) = Pj1(S(ti41) & S(17))/Pj1(S(5)) - (CPjy1)

Thus, a transition probability is at least prima facie distinct from the correspond-
ing conditional probability regardless of the time that it is calculated at. The formal
difference between the expressions reflects a deep physical distinction.

35 On the assumption of a fixed past and an open future (CPj;1) does not express anything infor-
mative since Pj11(S(t))) = 1 and Pj;1(S(tj4+1)/5(t)) = Pj+1(S(tj11)) for any states S(t;), S(tj11).
But Bacciagaluppi is interested in the meaning that these expressions, and the corresponding con-
cepts, may have in the absence of any assumptions regarding becoming or any other asymmetry in
time. So he is right in considering them as distinct possibilities. The only reason I ignore (CPj11)
in what follows is that all the considerations in the text above against reading (CP;) as a transition
probability apply just as well to it.
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1.5.2 Transition Probability: Take Two

As a matter of fact FTP does not express a conditional probability at all since a
transition probability is neither conceptually identical nor reducible to a conditional
probability. We would be better advised to write down transition probabilities as
follows:

Pj, j41(8(4) » S(1j4:1)) = Pjg(j+1)(S(tj41) & S(1))/Pj(S(t))  (TP)

A new symbol ‘»’ has been introduced to represent the actual physical transi-
tion from state S(#;) at #; to state S(#j41) at #;;1. The symbol characterises what
is distinct about a transition, namely the actual dynamical change or transforma-
tion, of the state. Consequently one must distinguish carefully the probability of a
state to state transition from the conditional probability of one of the states condi-
tional on the other. P(S(#;) » S(#j3-1)) expresses the probability of a transition, while
P(S(ti+1)/5(t;)) expresses the probability of the later state conditional on the earlier
one. Conditional probability does not require nor entail a dynamical process that
physically transforms the prior into the present state; it simply expresses statisti-
cal dependencies between different states regardless of what goes on ‘in between’.
(Conditional probability is compatible with such a process — the point is that it nei-
ther requires it nor does it ascribe it a probability). In other words TP and CP; are
not equivalent in the fundamental sense that they do not express the probability of
the same event. TP expresses the probability of a dynamical change of state and it
presupposes that such events exist and moreover that they may be meaningfully rep-
resented in the sigma field that constitutes the domain of the probability function.
CP; by contrast expresses a conditional probability of the state at a certain time given
the state at another time, and it is perfectly legitimately well defined on a sigma field
where only states are represented. It does not require changes or physical transitions
from one state to another to be represented in the domain of the probability function;
in fact it does not require such changes or transitions to be events at all.

The advantage of starting out with TP as a definition of transition probability is
that it becomes immediately clear that a good amount of substantial argument would
be needed to show that transition probabilities conceptually reduce to conditional
probabilities of either the CP; or CPj14 types.*® In particular, the argument required
is not simply formal, but would imply a difficult to justify restriction of the sigma
fields over which these functions are defined.

36 A different further question is whether these probabilities (in particular TP and CP;, whenever
they are both well defined) should coincide numerically for the initial and final states of any state
transition. A study of the conditions under which they coincide is beyond the reach of this essay —
but it seems to me to be an interesting and promising research project.



22 M. Suarez
1.5.3 Transitions are Not Conditionalisation Processes

Transition probabilities TP are also distinct from Bayesian conditionalisation events,
which are often taken to express the rule for rational change of subjective degree of
beliefs:

Pi1(8(tj1)) = Pi(S(14:1)/5(1) = Pi(S(5j1.1) & S(1)/Pj(S(tj))  (Cond)

Conditionalisation is often invoked by Bayesians as a mechanism for the updat-
ing of rational degrees of belief in theories, laws, or other general hypotheses. It
is rather unclear what it could possibly mean in the context of state-transitions. It
could start to make sense if we could speak of a learning process whereby some
agent first learns that state S(#;) occurs, and then wants to update her estimate of
the probability of S(#;41) in light of this new knowledge. However, the correspond-
ing change in degrees of belief would take place at time #; 1, the time at which the
state changes to become the new state S(¢j41). So by the time we are supposed to
update, the new state already has objective probability one. Why would anyone want
to use conditionalisation in order to update her degree of belief in a state that has
already occurred? Why, more generally, conditionalise on the basis of information
that is already old? Whatever Cond means it is certainly formally distinct from the
expression of a transition probability TP — the latter neither requires nor entails any
updating rule for the probabilities at any given time.?’

1.5.4 Biased and Unbiased Samples

The key to transition probability is the expansion of the sigma field of a probability
function in order to include a representation of physical transitions or state-changes.
An interesting question is whether this compromises the notion that an unbiased
data sample must be in equilibrium since we know that samples out of equilibrium
may generate qualitative time asymmetries between forwards and backwards transi-
tion frequencies (c.f. the discussion of Bacciagaluppi’s argument in Section 1.2.1).
There is reason to think that it does if there is reason to think that physical tran-
sitions or changes of state necessarily take place forwards in time. If so, the only
events that are additionally represented in the sigma field of a transition probability
are physical changes of state forwards (S(t;) » S(tj11)), but not physical changes of
state backwards (S(tj11) » S(¢;)). As a result the data samples can at best contain the
former type of events but not the latter. Not surprisingly, forwards transition frequen-
cies over these data samples will appear to be time invariant but not so backwards
transition frequencies.>® In the view defended in this essay propensities are repre-
sented by forward looking transition probabilities. So in this view it is automatic that

37 For a different argument to a similar anti-Bayesian conclusion see Guerra (2009, Chapter 8).
38 See Arntzenius (1995, esp. Section 2) for a detailed example and discussion.
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forwards transition frequencies measure the relative outcomes of genuine dynamical
changes, while backwards transition frequencies are merely relative ratios of states
calculated by means of the forwards transition probabilities and initial conditions.>”

I conclude that the ontological primacy of forwards over backwards transition
probabilities can only be denied if either (i) genuine physical changes of state occur
backwards as well as forward in time, or (ii) no genuine physical changes of states
occur ever at all. The former option entails denying that propensities, or objective
transition probabilities, are time oriented. The latter option entails denying that such
things as propensities, or transition probabilities, exist at all — in either direction in
time. Both entail a major shift in our ordinary ontology.

1.6 Propensity as Probability

Transition probabilities are thus probabilities of genuinely physical changes of state.
They somehow reflect the tendencies or propensities that systems possess to exert
such changes. How should we represent them? I will adopt the view that quantum
propensities are displayed in probability distributions, namely the usual transition
probabilities provided by Born’s rule. In this section, I elaborate on this notion of
propensity, in particular with reference to some of the key texts and positions in the
more general literature. I first distinguish it from the more widely known propensity
interpretation of probability. 1 then discuss some historical precedents for the sort
of view that I discuss here. Finally, I address the principal objection against the

propensity interpretation in recent years, namely ‘Humphrey’s paradox’.*

1.6.1 Long Run Versus Single Case Propensities

The philosophy of probability literature appropriately distinguishes two types of
propensity interpretations: long run and single case.*! The difference between these
two types lies in the object that is identified as the propensity. Long run interpreta-
tions of propensity identify propensity with the dispositional property of a chance
set up to generate frequencies in sequences of outcome trials, while single case

39 Penrose (1989, 355-359) defends an apparently similar view regarding the quantum mechanical
algorithm for computing transition probabilities (the Born rule) in general. He claims that the
algorithm can err if applied to compute backwards state-transitions: ‘The rules [...] cannot be
used for such reversed-time questions’ (ibid, p. 359). The representation of transition probabilities
proposed here makes it clear why this should be the case.

40 The view of propensities that I shall be defending here is very much my own (see Sudrez, 2004,
2007a), and none of the contributors in the book has explicitly committed to it. However I believe
that this view, or a similar one, is required for the coherence of many pronouncements made in the
book, particularly in the third part. If so, we may take this or a similar view to be implicit in the
book, and its defence in this section to provide support for it.

41 Gillies (2000a, 124-126); Fetzer (1981, Chapter 5).
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interpretations identify it with the tendency to generate a particular outcome in a
given trial. There are at least two long run interpretations: those which accept infi-
nite virtual sequences and those which accept only long yet finite sequences. All
long run interpretations have the following in common: a chance set up (an arrange-
ment of distinct parts capable of generating a sequence of stochastic outcomes of
some trial) may possess a propensity for some type of outcome if and only if the
limiting frequency of such a trial outcome is well defined in each (long but finite, or
virtual and infinite) sequence. Hence long run propensity interpretations agree with
frequency interpretations in requiring sequences for the ascription of probabilities.
The difference is that a long run propensity interpretation will not focus on the prop-
erties of the sequences (frequencies) but rather on the properties of the chance set
ups that generate those sequences. In other words, a long run propensity interpreta-
tion does not identify probability with frequency, but with the tendency to generate
the frequency.

Similarly, a single case propensity interpretation will not identify probability with
any trial outcome but with whatever dispositional property generates a particular
trial outcome. So a probability in this case is a tendency that is exerted in every
trial; no frequency in any finite — however long — sequence of such trials may need
to agree with the particular probability. The only frequencies that, on a single case
propensity interpretation, need to agree with the probabilities are those pertaining
to the virtual infinite sequences that would be generated if it were possible to repeat
the same experiment an infinite number of times. Yet, unlike the long run propensity
interpretation, the single case interpretation does not identify propensity with the
tendency to generate any frequency, whether finite or infinite. Rather, it associates
propensity with the tendency to generate each particular outcome in the sequence.*?

When authors in the book discuss propensities they almost invariably have in
mind a single-case interpretation. There are, however, a number of interesting dif-
ferences among different single case interpretations and it is worth to review them
quickly.** Gillies divides propensity interpretations into two types depending on
what is regarded as an appropriate chance set up —i.e. the set of conditions that must
obtain at a given time for the appropriate tendencies to be instantiated. Humphreys
by contrast divides single case propensity interpretations into three additional types
differing in their account of dynamics for propensities — i.e. their time evolution
over a period and their effect on different events at successive stages.

Let me consider Gillies’ taxonomy first, which divides all propensity interpreta-
tions into repeated conditions and state of the universe interpretations. The chance
set up may be a simple enough arrangement that could be specified by means of just
a few free variables or parameters. (The toss of a coin is an example). If so, a chance

42 Long run propensities as tendencies to generate infinite sequences seems to be what the early
Popper defended in his classic (1959), and as tendencies to generate long but finite sequences
have been defended by Gillies (2000a, Chapter 7). Single case propensities are defended by Fetzer
(1981, Chapter 5) and Miller (1994).
8 essentially follow the exposition in Gillies (2000a) and Humphreys (2004) and introduce
further considerations along the way.
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set up is defined by just a few conditions that are repeatable and hence allows for
the same sort of trial to be repeatedly carried out. A single case interpretation of this
sort implicitly requires all propensities to be conditional on such a set of repeatable
conditions. Alternatively, a chance set up may include the complete hypersurface
corresponding to a particular time ¢. If so, a chance set up is defined by the whole
state of the universe at ¢. This type of single case interpretation too requires all
propensities to be conditional — albeit conditional on a complete hypersurface.**
In either view, there are no absolute propensities Pr(A /) for any event or propo-
sition A at any time ¢’. Any seemingly absolute propensity is really a conditional
propensity, Pr(A /S /) with #' < ¢, where S is either the full state of the universe at
¢, or the particular set of conditions required by an appropriate chance set up at 7.

On the assumption that all propensities are conditional, Paul Humphreys provides
a different taxonomy based on the dynamical evolution of conditional propensi-
ties.*> A coproduction interpretation assumes that the conditional propensity is
fixed once and for all at the initial time ¢ whether by a particular set of relevant
conditions at ¢ or by the ¢ hypersurface or time slice. Thus all propensities carry an
implicit time index which need not coincide with the time index of either condi-
tioned or conditioning event. For example Pr/(A//S,) is the propensity at ¢ for A
at ¢/ given S at . Under the natural assumption that t < ¢ < ¢ a coproduction
interpretation assumes that the conditional propensity of A/, given S, is already
fixed at the original time ¢ given the background conditions at that time. A femporal
evolution interpretation by contrast assumes that propensities evolve continuously
in time so the propensity of A at 7 need not be identical to that at ¢'. The condi-
tional propensity of A/ given S, must then be evaluated at ¢ Pr(A /7/Sy) as the
temporal update of the original propensity Pr,(A//S,). Finally, a renormalisation
interpretation assumes that updating is necessary even though there is no continuous
temporal evolution of the propensity. (The difference between the renormalisation
and the temporal evolution interpretations is that the former does not presuppose
continuous evolution so updating in intermediate stages is not required. In the tem-
poral evolution interpretation, by contrast, an updating at 7’ of a propensity first
defined at 7 necessarily requires an intermediate updating at 7').4¢

The two taxonomies are orthogonal and, in principle, any of the six combinations
is logically possible. Humphreys and Gillies in effect argue that as long as applied to
single case propensities all fifteen of them are ruled out by Humphrey’s paradox. In
what follows I review the notorious paradox. For now I just note that all propensity

44 The different interpretations are then classified as follows: Fetzer (1981) defends a single case
repeated conditions interpretation, while Miller (1994) defends a single case state of the universe
interpretation. Gillies (2000a, 130-136) argues that these interpretations succumb to Humphrey’s
paradox, and defends instead a long run repeated conditions interpretation.

45 Humphreys (2004).

46 Humphreys actually lists a fourth case, the causal interpretation (Humphreys, 2004, 673).
However, the causal interpretation is not really on a par with the other three since it is not
per se a dynamical interpretation of the evolution of propensities. In fact it does not seem to exclude
any of the other three dynamical interpretations, being rather compatible with any of them.
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interpretations so far analysed have one thing in common: they presuppose that
there are no genuine absolute propensities and that all propensities are implicitly
or explicitly conditional. Later on I shall argue that there is nothing in the dynami-
cal interpretations per se that implies that this should be the case; and that there are
alternative ways of understanding both relevant conditions and state of the universe
interpretations.

1.6.2 Humphrey’s Paradox

‘Humphrey’s Paradox’ (HP) was first described by Wesley Salmon (1979, 213-214)
and James Fetzer (1981, 283) who was also responsible for naming it. Most
commentators describe it not so much as a ‘paradox’ as a powerful argument against
the propensity interpretation of probability.*’” The key idea underlying this argument
is roughly that propensities partake of the asymmetry of causation in a way that
probabilities do not. But if propensities are causally asymmetric and probabilities
are not, then they can not be the same kind of thing. Hence a wholesale propensity
interpretation of (the classical — Kolmogorov — calculus of) probability is out of the
question.

Let me use a simple everyday example to try to make the rough idea a bit
more precise. Some of my friends have remarked on my propensity to travel to
North America in the spring. On the basis of the relative frequency in the last 10
years, we may estimate the probability corresponding to this propensity roughly at
P(NA/S) = 0.9 (where NA is my travelling to North America, and S stands for the —
northern hemisphere — spring). We can then apply Bayes theorem in order to find out
the value of the inverse probability of spring conditional on my travelling to North
America: P(S/NA) = P(NA/S) x P(S)/P(NA). Dividing the year in four seasons and
applying some estimates for the priors, we obtain P(S/NA) = 0.56. Let us suppose
that there is a set of causal facts { F'} underlying my friends’ propensity adscription
along the lines of the intended implication, namely that {F'} are features unique to
the spring season that attract me to North America, and cause me to travel there. We
can suppose that { F'} includes (in addition to facts regarding the seasonal weather in
spring in both continents) some facts about my psychology, habits and values, my
work schedule, my family and financial situation, etc. Whatever these causal facts
{F} are, they fail to justify any propensity corresponding to the inverse probabil-
ity. For whatever it is that causes me to travel does not also cause spring. In these
terms, the inverse probability P(S/NA) does not seem to have any possible causal
underpinning. The relevant causal facts relate to the conditioning event S, while the
effects of interest relate to the conditioned event NA. But the inverse probability has
inverted conditioned and conditioning events. And it is implausible to suppose that
there are other facts {F'} about North America — or about my travelling there — that

47 Fetzer (1981, 283-286); Gillies (2000a, 2000b); McCurdy (1996); Miller (1994); Milne (1986).
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cause or bring about spring with a 0.56 chance. (Certainly those very causal facts
which underlie my propensity to travel there in the spring do not probabilistically
cause it to be spring when I travel; so {F'} # {F}; and it is hard to see what other
facts could be cited).*8

On the basis of examples like this, many commentators have asserted that
Humphreys’” Paradox shows that very many well defined conditional probabilities
are not propensities. This seems to rule out the propensity interpretation of prob-
ability in general since there is nothing about P(S/NA) that makes it in any way
suspect as a well defined probability (certainly not as long as P(NA/S) is well
defined). Notice that there are two assumptions underlying this use of the example.
The first (Assumption 1) is that the propensity interpretation applies to conditional
probabilities.*” The second (Assumption 2) is that a propensity interpretation applies
only when the conditioning event is a cause or partial cause of the conditioned
event. This assumption trades on a supposedly intimate link between propensity and
causation whereby the former inherits the asymmetry characteristic of the latter.

Paul Humphrey’s own version of HP is not explicitly built on either of these two
assumptions. But the assumptions are brought in implicitly. This is perhaps clearest
in the discussion of the notorious example involving the transmission and reflection
of a photon from a half-silvered mirror.® A source emits photons spontaneously; a
few of these photons reach the mirror; among these a few are actually transmitted.
Now let us consider the propensity for a single photon to be emitted at the source
at time f1; to hit the mirror at time #,; and to be transmitted at time #3. And let
us consider the complete state of the source and mirror at time #1; i.e. at the time of
emission of the photon at the source. Humphreys invites us to consider the following
assignment of propensities at time #:

(i) Pry(T3/InBn) =p >0
(i) 1> Pra(Ip/Bn)=q>0
(iii) Pr;(Ti3/—InBn) =0

where B; represent the background conditions at #1; I» the incidence of the photon
upon the mirror at time #,; and 733 the transmission event of the photon. According to
Humphreys these three propensity ascriptions are entailed by the physical and exper-
imental circumstances. They do not follow from the formal features of the calculus
of probability because the arguments in the propensity functions designate physi-
cal events and do not necessarily pick out subsets of a measure theoretic outcome

48 For the convenience of the story, I am assuming that the relata of causation are facts along the
lines of Mellor (1995). But the argument does not hinge on this assumption.

49 This need not rule out absolute propensities, although some commentators — notably Gillies
(2000a, 131-132) — go further and claim that all propensities are implicitly if not explicitly condi-
tional. In this view a propensity interpretation of probability is always of (and only of) conditional
probability.

50 Humphreys (1985, 561).
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space.’! Indeed once the formal framework for the representation is chosen the
content of ascriptions (i), (ii) and (iii) is not formal but empirical. However, it does
not follow from the physical and experimental circumstances that the propensities
involved are conditional nor does it follow that they must be formally represented
in a way akin to conditional probabilities. This is a point that I shall take on later —
and reveals that Assumption 1 is built into the discussion of the example.

Humphreys invites us next to consider the following principle of conditional
independence for propensities®?:

Conditional Independence (Cl): Pryy(In/T3 & By1) = Pryy (In/— Ty & By) =
Pr(I2/Bn).

Together with the ascription of propensities above, this principle contradicts the
(Kolgomorov) axioms of classical probability. The contradiction with the fourth
axiom, in the form of Bayes Theorem for conditional probability is particularly
easy to show.>® So, at least one among these assumptions must go. Some responses
to HP have focused on trying to show that principle CI is false when applied fo this
particular example.>* But in retort Humphreys produced yet another example that
conclusively obeys CL>> Other authors endorsed the HP argument as a definitive
reason to abandon the propensity interpretation altogether.’® Humphreys himself
concluded that the axioms of classical probability can not represent propensities
accurately. But instead of abandoning propensities, he recommends abandoning
the classical (Kolmogorov) calculus of probability as a representation of chance
or objective probability.

1.6.3 Conditional Propensities

The CI principle and its use in the derivation of Humphreys’ Paradox require some
careful analysis. Strictly speaking CI merely states that the propensity of the photon
impinging on the mirror at t, is independent of the (later) event of transmission at
t3, and depends only on the background conditions at #;. But Humphreys seems to
think that the actual principle of conditional independence is more general, and CI
as formally expressed above is merely a consequence of such a general principle.
For he writes that the CI principle ‘claims that any event that is in the future of
Ii» leaves the propensity of I;» unchanged. [...] This principle reflects the idea that

511 have adopted Humphreys’ suggested terminology and refer to propensities as Pr(-) and

probability functions as either Prob(-) or simply P(—).
52 Humphreys (1985, 561; 2004, 669).

53 Humphreys (1985, 562).

54 McCurdy (1996).

55 See Humphreys (2004). My objections below to CI are very different in nature and cannot be
answered by means of new examples.

56 Milne (1986).
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there exists a non-zero propensity at t; for I;> to occur, and that this propensity value
is unaffected by anything that occurs later than I;>.” (Humphreys, 2004, 670).

Conditional independence in general, unlike CI in particular, applies to any event
later than #,, and not just to 733 in particular. So the expression above is not a defini-
tion of conditional independence in general, but rather the application of conditional
independence to the particular example. The main intuition is presumably that the
propensities of the photon at #; can be altered only by events at times ¢ < ;. But the
only reason to suppose this is the temporally asymmetric nature of the ‘altering’
relation — so Assumption 2 is involved after all. More generally the intuition seems
to be that a system’s propensities at {x, y, z, t} can only be altered by events in {x,
v, z, t}’s past light cone. If so, CI presupposes the view that propensities are time
asymmetric in just the way causation is asymmetric in relativity theory under the
‘causal’ interpretation: no cause may lie outside the past light cone of its effects. So,
a version of Assumption 2 is again built into the application of a general principle of
conditional independence to the photon example.

How plausible is this relativistic version of Assumption 2? There are many good
arguments against the ‘causal’ interpretation of special relativity.’” And even in
a non-relativistic setting, Assumption 2 is inconclusive since backwards in time
causation in a fixed frame has not been decisively ruled out.”®

Humphreys claims that CI holds in the co-production interpretation of propen-
sities,”” presumably because in this interpretation all propensities are fixed at the
initial time #1. But if this grounds independence at all, it is the very general claim that
all propensities at time later than t; (including therefore but not only the propensity
for T13) are independent of the propensity for I,». This claim goes well beyond the
general conditional independence that we have considered so far — which included
only events in the future of #,. The co-production interpretation on its own grounds
CI but it also grounds other similar independence conditions that we would not
want to have to assert in this case. The only apparent way to extract precisely CI out
of the co-production interpretation is by adding Assumption 2 or a similar causal
principle. The co-production interpretation, in conjunction with Assumption 2, then
entails that 7, is conditionally independent with respect to those events outside of its
proper past light cone. In particular it follows that I; is conditionally independent of
T3, as stated in CI. So, CI requires Assumption 2 after all, even in the co-production
interpretation.®”

57 See Maudlin (1995), particularly Chapter 5.

58 In fact many of the arguments against backwards in time causation turn out to depend on the
fine grained space-time structure of the putatively refuting examples. Others, such as the bilking
argument, attend to agency only, but seem inconclusive. See Black (1956) and Dummett (1964) for
two classic sources and discussion.

9 See for instance the table in Humphreys (2004, 677).

60 We may wonder about the status of conditional independence in other interpretations of propen-
sities. CI holds in the temporal evolution interpretation — since the propensity of /> is updated
at time 2. So Prp(ln/T3B) = Pro(lp/— TnBi) = Prp(ln/Bn) = 1or0. But it fails in
the renormalisation interpretation since Pr;3(l2/T3Bn) # Pr3(In/—T13B;1) in general. However,
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Humphreys argues against the co-production interpretation anyway, on the basis
that it is not a genuine single case propensity interpretation. He claims that it does
not classify conditional propensities as real conditional chances in an ontological
sense, but only in the measure theoretic sense.®! I suppose that he must have in
mind the view that at time #; all of the probabilities are fixed for all the propensities
afterwards. So barring the very ascription conditions at time #; and events prior to
this, all other events are included in the outcome space and must be represented in
the sigma field that defines the probability function.

But if this is a reason to reject the co-production interpretation, it is also a reason
more generally to reject the representation of propensities as conditional probabil-
ities. Let us accept like Humphreys that a ‘conditional propensity’ is a sui generis
ontological relation between two events (or event types) a and b. This relation is
entirely independent of any formal representation in measure theory (given the typi-
cal underdetermination of mathematics by physics it is in fact natural to suppose that
the same propensities may be represented by means of very many different measure
functions). Why are we then obliged to represent them by means of the standard rep-
resentation for conditional probabilities? Why are we obliged to provide a measure
theoretic representation at all?

1.7 Propensity as Dispositional Property

As long as propensity is understood as an interpretation of probability, we have no
choice. Probability is routinely represented in measure theoretic terms, and there are
even some good representation theorems.®> But why suppose that propensity inter-
prets probability? © Once the idea has been given up that propensity is a particular
kind of probability, or an interpretation of the term ‘probability’, it becomes possi-
ble to suppose that the relation between these two terms is something different; for
example, something akin to theoretical explanation.

1.7.1 Propensities Display Probabilities

Propensities and objective probabilities are distinct notions and it is the job of a
propensity theory to establish how they are conceptually related. The two theories

Humphreys (2004, 673) finds that a similar principle holds in the renormalisation interpretation,
namely the fixity principle. (The fixity principle states that: Pr;j(/;2/T3) = 0 or 1, which holds in
the renormalisation interpretation since Pr3(/;2/T13) = 0 or 1). In all cases, I contend, Assumption
2 is implicit in the derivation of CI.

61 Humphreys (2004, 675).

62 As good as they come — typically not up to uniqueness. In particular, and rather to the point, the
fourth Kolmogorov axiom is sometimes disputed — see, e.g. Hajek (2004).

63 Why suppose that objective probability, or chance, requires any interpretation at all? After all
many theoretical concepts bring their own interpretation and/or require no interpretation. Elliott
Sober for one has recently argued for a no-theory theory of probability in Sober (2005).
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that have come closer to taking this insight to heart are due to Hugh Mellor
(1971) and James Fetzer (1988). In this view propensities are dispositional prop-
erties that are displayed in probability distributions but may not be identified with
them. Instead of providing semantics for probabilities in the model-theoretic sense,
propensities may be said to explain probabilities since they explain how a certain
distribution rather than another one comes about in specific circumstances. But if
we accept this understanding of propensities as dispositional properties, there seems
to be no reason why the relations between such properties need be represented
as conditional probabilities. Consider first the relation between the possession and
manifestation conditions of a propensity, such as those involved in the fragility (F)
of a glass and its breaking (B). Supposedly this is a deterministic disposition under
certain conditions C; we may assume that it displays the conditional probability
P(B/F & C) = 1. Every fragile glass that is hit under specific conditions (cer-
tain strength, etc) will break. But why represent this propensity as a conditional
probability? Under different conditions D, the same propensity gets displayed in a
probability of breakage less than one: P(B/F & D) = x < 1. So, in general, it
makes sense to formally distinguish propensities from the probability distributions
that display them.

There are at least three alternatives to the conditional probability representation.
First, we may represent the displays of propensities always as absolute probabilities
in the restricted probability outcome space. Thus, instead of writing P(B/F & C) and
P(B/F & D) we may always write Prg c(B) and Prgp(B), defining these probability
functions on the smaller space. Since the functions are different, their values may
correspondingly differ too. The advantage of this representation is that every prob-
abilistic display of a propensity ascription is then relative to a set of circumstances
or manifestation conditions. The disadvantage is that it does not allow us to ascribe
probabilities to the propensities themselves since {F, F’ etc.} are not represented in
the sigma field that defines the probability.

An alternative is to come up with a distinct representing symbol for what is,
after all, a distinct relation. There are at least two different ways of doing this. We
may first consider transitions of state, and put to use the notation that we devised
to this effect in the previous section. Thus, F ». B denotes the transition from the
dispositional ‘state’ F' to the manifestation ‘state’ B under circumstances c. In the
case of propensities the manifestation property is itself a probability distribution,
and we may write F ». P(B;) = p; where B; are the different possible values of the
manifestation property B. In this representation the outcome space includes both
property possession and property manifestation events as part of the propensity and
manifestation ‘states’. So, we can define probability distributions over propensities,
manifestation properties, and their transitions. I shall for the most part employ this
notation in my discussion below.**

64 [ therefore assume that the actualisation of a propensity is tantamount to a state transition from
the propensity to the manifestation property. This is necessarily the case whenever the new mani-
festation property is incompatible with the original propensity. Otherwise it is a contingent matter
of fact whether the actualisation process entails a transition, but this seems plausible in most ordi-
nary cases. Thus the smithereens of a broken glass are rarely themselves fragile. And even if they
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Yet, note that another alternative would allow us to represent the relations among
different propensities, whereby the possession of some propensity may causally
affect another set of propensities. This is obvious in the case of logical entailment
among properties, which may be modelled as deterministic causation. (A typical
macroscopic case is colour under a dispositionalist reading; so for instance being
white ipso facto entails being coloured, etc). But in addition there may be genuine
‘productive’ causation among dispositional properties.®> Both may be understood
under a very general causal relation and represented by some appropriate symbol
such as ‘. % We may then write ‘A causes B’ as ‘A < B’. We saw in Section 1.4
that there is a debate in the literature about whether propensities cause their mani-
festations. If it is the case that the manifestation relation is causal, then we can write
P.(F — B;) = p; instead of F ». P(B;) = p; without loss of generality. However, in
line with my previous discussion I shall not assume that the manifestation relation
is itself a causal relation, but shall instead employ the ‘neutral’ notational system
for transitions of state in general. From now propensities and their probabilistic dis-
tributions shall be denoted as F'» P(B;) = p; where I shall drop the ¢ subscript for
convenience.

1.7.2 Absolute Propensities

We are now able to represent changes of propensity state as follows. Suppose that
S is the full state of the system expressing all its properties, whether dispositional
or not, at time #; and S is the full state at time #,. Then S » P(S2) = p expresses
the fact that the transition probability for a change of state S; into S» is p. This
notation makes it unnecessary to represent a transition probability as a conditional
probability P(S>/S1) = p. As we saw in Section 1.5 the conditional probability
notation for transition probability is not only unnecessary but undesirable.

There are a number of advantages to this new notional system for propensities.
Let me just comment on two of them since they relate to issues that were already
mentioned in this essay. First, I address the distinction between different long run
propensity theories that were reviewed in Section 1.6. Second, I address some dif-
ficulties related to the principle of indifference that were briefly mentioned in the
summary of Bangu’s paper in Section 1.2.2.

Firstly, in Section 1.6 Gillies’ distinction between repeated conditions and state
of the universe interpretations was reviewed. Let us continue to refer to the propen-
sity as F. In the standard propensity interpretation of probability this propensity is

were, the property of fragility would no longer be a property of the original entity. So it is arguable
that the evolution of the system as described is best represented by means of a state transition
anyway.

65 For the distinction between ‘productive’ and ‘dependence’ or counterfactual causality, see Hall
(2004).

66 The symbol employed by Cartwright (1983, Chapter 3) for this relation.
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identified with the corresponding conditional probability: F' = Pr, (A;/S;) = pi
where the {A;} are the values of a given quantity to be measured at time ¢, the {p;}
represent their probabilities, and Sy is either the (hypersurface) state of the uni-
verse at ¢ or the set of repeated conditions at ¢ (with ¢/ < ). However, in the
account defended here, propensities must be reformulated as dispositional proper-
ties that display absolute probabilities. In accordance with our notation, we must
write F'» S, P;(A;) = p; when under the circumstances § at 7, the propensity A man-
ifests itself as a probability distribution over the values of A at t. We leave open
whether S, represents the state of the universe at ¢ or the set of repeated condi-
tions at 7. In either case propensities are dispositional properties that ensue — or
evolve into — probability distributions. The conditional probability representation is
altogether unnecessary.

Secondly, in the discussion of Bangu’s chapter in the first section, a source of
difficulties associated with the principle of indifference was mentioned. In particu-
lar, I voiced the concern that the principle may invite an illegitimate inference from
a merely epistemic fact about our knowledge (or lack thereof) to an objective fact
about the physical world — and in particular about its dispositional properties. I can
make the claim more precise now. Under a conditional propensity account such as
Humphreys, the principle of indifference leads from facts about our lack of knowl-
edge regarding the outcome of a particular experiment to an incorrect ascription of
objective properties in the world. For instance, under total lack of knowledge regard-
ing the outcomes of an experiment A performed under repeated conditions S we
would be advised by indifference to ascribe equal probability to all such outcomes
and the corresponding propensity would be given by Pr (4;/S) = p;, with Xp; = 1
and p; = p; for any i, j. It seems clear that no knowledge (or lack thereof) of any
finite sequence can justify such an ascription of a propensity. So, under this con-
strual of propensities, the principle of indifference leads to an incorrect ascription
of objective facts about the physical world, namely its propensities.®’

Now, interestingly, the problem disappears as soon as a dispositional account
of propensities is embraced, with a concomitant representation in terms of the
notation that we have developed. We must then write F' »gP(A;) = p; for the
manifestation of F as A under circumstances c. It is then perfectly possible to
apply the principle of indifference in order to fix p; in the absence of any knowl-
edge regarding the outcomes. We obtain that ¥p; = 1 and p; = p; for any i,
J» as in the previous case. However, we now make no statement whatever regard-
ing the propensity F that underlies this distribution. The principle of indifference
applies only to the probability distribution that displays F but not F itself. Thus,
we no longer commit the fallacy of going from lack of knowledge to objective
facts.68

67 The problem is most acute for long run propensity theories. Gillies (2000a) attempts to solve the
problem by appealing to the notion of a falsifying rule for hypotheses. But this is a controversial
solution as discussed in Section 1.2.2.

68 There is an interesting question here for the ‘causal’ notation alternative mentioned earlier. In
that case we would write P(F — A;) = p; with ¥p; = 1, and p; = p; for any i, j. Here the
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1.7.3 Humphreys’ Paradox Revisited

Let us now bring the discussion to bear on Humphreys’ Paradox. Recall that the
inappropriate symmetry of conditional probability lies at the heart of HP. We are
discussing the view that propensities are dispositional properties that are manifested
as probability distributions under the appropriate circumstances. Suppose that under
circumstances ¢ propensity F' is displayed as the probability distribution P over
the values of some manifestation property B. I have argued that this is appropri-
ately expressed as F ». P(B;). One of the relata of the manifestation relation is a
probability distribution — in agreement with the thought that propensities manifest
themselves in probability distributions.

It should be obvious that symmetry fails on this representation. It does not follow
from F ». P(B;) that B ». P(F;); it does not even follow that B has any manifestation
properties at all! ® The ‘inverse’ manifestation relation is not generally well defined.
Moreover, Bayes Theorem has no application in these cases since all the probabili-
ties are absolute and not conditional. So even restricting ourselves to the probability
distributions that display the propensities, the ‘inverse’ probabilities need not be
well defined either.

One possible objection is that there is always an equivalent representation in
terms of conditional probabilities. However, I do not think that a conditional prob-
ability representation of the above manifestation and, more specifically, causal
relations is possible without significant loss of meaning. As we already saw in
Section 1.5, transition probability, which is possibly the most favourable case for
the equivalence claim, is best understood as a change of propensity state and not as
the outcome of conditioning.

In this account, the reasoning underlying Humphreys Paradox goes wrong at the
very start. The representation of photon state transitions as ‘conditional propensi-
ties’ (i.e. conditional probabilities) is incorrect. Instead, these processes should be
represented properly as involving probabilities for manifestation or causal relations
between propensities. It is the photon incidence upon the mirror that manifests itself
in its transmission (or partially causes it together with the background conditions at
t1). The incidence of the photon is a manifestation of its ejection or at least partially
caused by it. Etc. The first three conditions should then be re-expressed accordingly:

application of the principle of indifference would lead us to infer objective facts. However, these
facts do not regard the distribution of propensities but refer exclusively to the causal efficacy of
propensities in generating distributions. It is an open question to what extent such an inference
is prohibited by the sort of arguments routinely employed against the principle of indifference.
Bertrand style paradoxes, for instance, are prima facie inapplicable given the apparent absence of
any causal relations in those geometrical examples. This is an interesting topic for further work.
9 Note that failure of symmetry is the case in the ‘causal’ notation too. Thus it does not follow
from P.(F — B) that P.(B — F). It does not, in fact, follow that F has any causes at all, never
mind that B is one of them.
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(1) InBu»Pn(ITp)=p > 0.
(ii) Bu»Ps (In) = g,where 1 > g > 0.
(iii) —Ip By»Py (T3) = 0.

These equations represent the probabilities displayed by propensities and their
relations. Since these probabilities are absolute, Bayes Theorem has no significant
application. It is impossible to derive from these conditions a violation of Bayes
Theorem whether in conjunction with a conditional independence principle such as
CI - or any other of the principles discussed such as the zero influence or the fixity
principle.”°

1.8 Causal and Dispositional Presuppositions in Physics

The overall outlook of the book is decidedly in favour of dynamical, causal, or
dispositional presuppositions underlying the practice of probabilistic modeling in
science. The authors find that probabilistic modeling often carries an implicit or
explicit commitment to such notions. When it does not implicitly or explicitly
carry such a commitment, it often needs to be supplemented with some inferential
rules that can be grounded only upon such notions. Thus, transition probabili-
ties express dynamical processes; the selection of probabilistic hypotheses often
requires information regarding the physical properties of the systems described,;
and the explanation of equilibrium in statistical mechanics requires essential ref-
erence to the dynamical character of statistical laws. Causal hypotheses and causal
reasoning are required to understand statistical inference in quantum correlation
phenomena; such causal hypotheses may imply some temporal orientation on pain
of causal paradoxes or loops. On the other hand, a proper analysis of these questions
requires philosophers to come to grips and apply the latest techniques in the field of
causal inference, including the latest versions of the principle of common cause and
the causal Markov condition. Finally, quantum systems are likely endowed with dis-
positional properties that get displayed under the appropriate circumstances as the
characteristic probability distributions provided by Born’s rule.

In this introductory chapter I argued that these diverse presuppositions are
interlinked in a variety of interesting ways. For instance, transition probabilities
must be understood as the probabilities of dynamical changes of state, and often
express a system’s dispositional properties. The manifestation of propensities may
be understood as a kind of causal relation between the possession conditions and
the manifestation outcomes. Statistical inference from frequencies to probabilities

70 The same conclusion follows in accordance to the ‘causal’ notation. Humphreys conditions
would be formalised as follows: (i) Pyj(IpBy — T13) = p; (i) Pr(Byy < In) = g, where 1 >
q > 0;(iii) Py (—IpByy — T) = 0. Since Bayes Theorem has no application, no contradiction
can ensue.
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in quantum mechanics often requires causal hypotheses which are extremely sen-
sitive to the particular interpretation of quantum mechanics employed in deriving
those models. Etc. Every single one of these connections opens up a host of inter-
esting philosophical problems and issues. The book demonstrates that work in the
foundations of physics calls for deep and sustained philosophical reflection on such
issues.
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Chapter 2
Probability and Time Symmetry in Classical
Markov Processes

Guido Bacciagaluppi

2.1 Introduction

The problem of the arrow of time in physics is that certain phenomena appear
systematically to take place much more frequently than their time reversals, and
this despite the fact that the fundamental laws are mostly believed to be fully time-
symmetric, at least as long as they are deterministic. The two common general
strategies for addressing this problem use, respectively, time-asymmetric laws or
time-symmetric laws with special initial or boundary conditions.

It is less clear that such a problem exists also if one assumes indeterministic
laws, since, intuitively, probabilities may be thought of as intrinsically time-directed.
However, one should distinguish sharply between issues in the interpretation of
probability, where these intuitions are strongest (‘open future’ versus ‘fixed past’),
and issues of formalism, which are the only ones involved in the description of the
phenomena (can time-directed behaviour be described by formally time-symmetric
laws?).

In this paper we propose to investigate, in the simple abstract setting of discrete
Markov processes (more precisely, Markov processes with discrete state space and
continuous time), whether and in what sense time-directed behaviour might indeed
be compatible with time-symmetric probabilistic laws. We shall argue that time-
symmetric stochastic processes, in a classical setting, are indeed quite capable of
describing time-directed behaviour (or, when otherwise, that the remaining time
asymmetry is quite benign). Thus, we suggest that a move to indeterministic laws
is not likely to change the terms of the debate on the arrow of time. There will
still be two fundamental alternatives for describing time-directed behaviour: adopt-
ing time-asymmetric laws, or adopting time-symmetric laws and suitable boundary
conditions.

G. Bacciagaluppi ()
Department of Philosophy, University of Aberdeen, Aberdeen, AB24 3UB, UK
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INote that Markov processes are indeed sometimes used in the context of thermodynamics to
explain the thermodynamic arrow in terms of a ‘probabilistic arrow of time’. Uffink (2007,
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On the basis of these results we then argue that considering the arrow of time in
a probabilistic setting fails to justify a qualitative distinction in status between the
future and the past. Of course, investigating notions of time symmetry or asymmetry
at the level of the formalism can yield no normative conclusion about the interpre-
tation of probability. However, we take it that it can provide useful guidelines for
choosing or constructing a good interpretation, and in this sense we suggest that the
common interpretation of probabilities as time-directed is unjustified.

Our results apply to classical probabilities. In a separate paper (Bacciagaluppi,
2007), we discuss the case of quantum probabilities as they appear in no-collapse
approaches to quantum mechanics, specifically in the context of the decoherent
histories formalism of quantum mechanics. The conclusions drawn in the two
papers are quite different. Whereas in the classical case we shall argue against
drawing such distinctions, in the quantum case we find that, albeit in a restricted
sense, a qualitative distinction between forwards and backwards probabilities can
be justified.

The structure of this paper is as follows: after reviewing some elementary the-
ory in Section 2.2, we shall discuss notions of time symmetry for discrete Markov
processes in Section 2.3. Then, in Section 2.4, we shall review reasons given for a
time-asymmetric treatment of probabilities (Section 2.4.1); argue that, contrary to
appearances, the relevant examples can very well be treated using processes that are
time-symmetric or only harmlessly time-asymmetric (Section 2.4.2); and, finally,
draw lessons for the interpretation of probability (Section 2.4.3).

2.2 A Few Essentials About Markov Processes

A stochastic process is defined to be a family of random variables, indexed by ¢,
from a probability space §2 to a (common) state space S, which for the purposes of
this paper we shall assume to be discrete (and sometimes finite):

Xt,.): QL—S. 2.1

It is, however, simpler to discuss a stochastic process in terms of joint distributions
at finitely many times. Indeed, a classic theorem by Kolmogorov (1931) states that a
stochastic process can be reconstructed from the collection of its finite-dimensional
distributions, the n-fold joint distributions for all n:

Ditiaoin (Tl 12, oo 1) (2.2

We shall also assume that the process is Markov, i.e. forany 1 < r < ... <
i <tiy1 <...<lp

Section 7) has independently criticised such attempts in a way that is very close to the ideas
expressed in this paper.
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Pijsrinliveif (Gt 1s - o sttty o0 6) = Pisy il G 1+ - Tl ) (2.3)
ie.

pil.‘.in(tla e ly) _ pi,-..‘in(tl, )
Piy..ij(t1, .. 1) Pij(tn)

(2.4)

The finite-dimensional distributions of a Markov process can be reconstructed from
its two-dimensional distributions,

pij(t.s) , 2.5)

as is easily shown by induction. It should also be noted that the Markov condition is
only apparently time-directed. Indeed, (2.4) is equivalent to

Pirin(tis - stn) — Pi (-5 1)
pljl,,(tj’ . "tl’l) pl](t])

) (2.6)

i.e.
iyt lijein T - s Gimtlts o tn) = Piy i )i (T -5 G- ]8) 2.7

so that the Markov condition is itself still perfectly time-symmetric.
Now we can introduce (two-time) transition probabilities. That is, for ¢t > s we
define:

Dpij(t, s)
aitls) == 2.8
pii(tls) 2,) (2.8)

(forwards transition probabilities), and

pii(s; ) pji(t,s)

= 2.9
pj(®) pj(®) @9

pilj(s|t) ==

(backwards transition probabilities).
Using the forwards transition probabilities we can express the time evolution of
the single-time distributions as

pilt) = pii(tls)pi(s) . (2.10)

J

which we can also write in more compact form as

p(1) = P(t|s)p(s) . (2.11)
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P(t]s) is called the transition matrix, mapping the probability vector p(s) into p(#).
The matrix P(t|s) is a so-called stochastic matrix, i.e. all elements of P(t|s) are
between 0 and 1, and each column of P(t|s) sums to 1.

Similarly, we have the time-reversed analogues of (2.10) and (2.11):

pils) =Y pij(slopi(0) , 2.12)
j

and

p(s) = P(s|p() - (2.13)

Note that the backwards transition matrix P(s|f) is not in general the inverse matrix
P(t]s)~!, as can be seen easily by noting that the former is always well-defined, via
(2.9), but the latter is not: e.g. if for given ¢ and s,

Pmn=<1;81fa>, (2.14)

invertibility rules out the case « = 1 — ¢.

The intuitive reason for this discrepancy is that, given (2.8) and (2.9), p(s) is
not in general specifiable independently of both P(¢|s) and P(s|t). Therefore, the
condition that for all s and ¢,

p(s) = P(s|)P(t|s)p(s) , (2.15)

does not imply
P(s|t)P(tls) =1, (2.16)

because p(s) in (2.15) is not arbitrary.

Now, let us take two possibly different initial distributions and evolve them both
in time using the same (forwards) transition probabilities. It is then elementary to
show that

> 10 — a0l = Y| Y pigtelslpis) = 3 pisrl)gss)
i i J J

< Z Z pij(119)11pj(s) — gj(s)] 2.17)

J

= > Ipi(s) — gi(s)] .
J

It follows that )", |p;() — gi(t)| converges to some positive number, not necessarily
zero. Under suitable conditions, in particular if there are ‘enough’ transitions, one
can hope to strengthen this result to
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Jim > 1pi0 = ;0] = 0. (2.18)
J

i.e. any two distributions would converge asymptotically. Under appropriate condi-
tions, there would even be convergence of any initial distribution towards a unique
(time-independent) limit distribution.

‘Limit theorems’, or ‘ergodic theorems’ for discrete Markov processes describe
precisely the asymptotic properties of processes with a given set of (forwards) tran-
sition probabilities, in particular the circumstances under which such processes
converge to a limit (uniquely or non-uniquely), and the relevant notion and cor-
responding speed of convergence. Analogous results hold, of course, if one fixes the
set of backwards transition probabilities.?

Let us define state j to be a consequent of state i, if for all times s with p;(s) # 0
there is a t > s such that p;;;(z|s) # 0. A state i is transient iff there is a state j that
is a consequent of 7, but such that i is not a consequent of j. The relation of con-
sequence defines equivalence classes on the non-transient states (so-called ergodic
classes).

In the case of finitely many states a sufficient condition for the existence of an
(invariant) limit distribution for t — oo is that the (forwards) transition probabilities
are time-translation invariant — synonyms: if the (forwards) transition probabilities
are stationary, or if the process is (forwards) homogeneous. The limit distribution
decomposes into a convex combination of the limit distributions on each ergodic
class, while the probability of any transient state converges to zero (see e.g. Doob,
1953, Chapter VI). In the next section and the appendix, we shall need to refer to
the case of discrete time, where the result is slightly weaker, since in some ergodic
classes one may have cyclic behaviour rather than convergence (see e.g. Doob, 1953,
Chapter V).

Returning to the case of continuous time, if one has denumerably many states,
homogeneity is not sufficient for the existence of limit distributions, and additional
conditions can be used. On the other hand, homogeneity is not a necessary condition
either for the existence of limit distributions, and alternative sufficient conditions
are known. As an example, take a two-state process that has equal probabilities for
jumping from O to 1 as from 1 to O in any given time interval, and such that in unit
time these probabilities are always larger than a given §. Then one can easily see
that the process will converge exponentially fast towards the invariant distribution
po(t) = p1(¥) = 1/2, whether or not the transition probabilities are time translation
invariant. Similarly, there are conditions that ensure asymptotic convergence when
the process has no invariant limit distribution (see e.g. Hajnal, 1958).

If the single-time distribution p;(¢) of a process is invariant, it is itself equal to the
limit distribution of the process, and we shall say that the process is in equilibrium.

2For a good introduction to the complex theme of ergodic theory in the deterministic case, see
Uffink (2007, Section 6).
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(We shall occasionally also refer to an invariant distribution as an equilibrium dis-
tribution.) Note that if a process is in equilibrium, it has no transient states. Finally,
a process that is both homogeneous and in equilibrium is said to be stationary.

2.3 Definitions of Time Symmetry

The framework we have introduced above is quite austere, and we must realise
that, at least for the purpose of investigating time symmetry, it has its limitations.
For instance, we do not have enough structure to define the time reverse of a
state (there is no analogue of inversion of momenta in Newtonian mechanics, for
instance). More importantly, we are not going to be able to identify and abstract
from systematic components of the process, in particular components that may
appear time-asymmetric but might in fact be generated by some time-symmetric
law (think of a diffusion process taking place in a Newtonian gravitational field).
Nevertheless, the insights we shall gain will be enough to discuss how typical
examples of time-directed behaviour can be described in terms of time-symmetric
processes, and to provide clues as to the time-symmetric or time-asymmetric status
of the probabilities with respect to their interpretation.

It is natural to consider transition probabilities as what defines the dynamics of a
system described by a Markov process. This in turn suggests to consider the follow-
ing condition as a possible condition for a time-symmetric process: that forwards
and backwards transition probabilities coincide, i.e. (for all i,j, # and s)

piljtls) = pi(st) (2.19)
or (for all ¢, 5)
P(t|s) = P(s) . (2.20)

This is by analogy to the condition, familiar from the deterministic case, that the
backwards equations of motion have the same form as the forwards equations.

In the literature on Markov processes, however, the usual condition of time
symmetry is the so-called condition of detailed balance®:

pijt|s)pi(s) = pjjitls)pi(s) . (2.21)

The meaning of detailed balance can be readily seen using the notion of proba-
bility current, i.e. the net probability flow from a state j to a state i between s and #:

Jijt, ) := pij(t|s)p;(s) — pjji(tls)pi(s) . (2.22)

3 My thanks to Werner Ehm for discussions about this notion.
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Detailed balance simply means that there are no probability currents.

Our main purpose in this section will be to see that the two conditions (2.19)
and (2.21) are equivalent, at least under certain conditions. Note that (2.21) is often
formulated under the additional presupposition that the process is stationary, but we
shall not make this assumption.

Symmetry of the transition probabilities obviously involves both forwards and
backwards transition probabilities, while detailed balance explicitly involves only
the forwards transition probabilities. On the other hand,

Jij(t,s) = pij(t, s) — pji(t, s) 223
= pij(t,5) — pij(s, 1) ,

therefore detailed balance is equivalent to symmetry of the two-time distributions,

pl](t’ S) = pij(s’ t) ’ (224)

which is clearly a time symmetry condition.

Now, (2.24) and hence detailed balance are easily seen to be a sufficient con-
dition for both equilibrium and the symmetry of transition probabilities (2.19).
Indeed, performing a sum over i in (2.24) yields invariance of the single-time
distributions:

pi(s) = pj(0), (2.25)
i.e. equilibrium. But from (2.24) and (2.25) we obtain:

plj(t7 S) — pl‘j(s7 t) — pij(s’ t)
pi(s) pi(s) pi(0)

pii(tls) = = pi|i(slp) , (2.26)
i.e. (2.19), as long as either side is well-defined.

Notice that, conversely, (2.19) and equilibrium together imply (2.24) and there-
fore detailed balance. Indeed,

pij(t, s) = pi(tls)p;(s)
= pili(s|Dpj(s) (2.27)
= pilj(s|Dpj(1) = pij(s, 1) .
Instead, equilibrium on its own does not imply detailed balance (and therefore

not symmetry of transition probabilities either). Indeed, take a three-state system
with

1/31/6 1/2\"°
Ptls)= | 1/21/3 1/6 . (2.28)
1/61/21/3
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We have in particular that

piit+ 1 =1/3,
pi+1it + 111 =1/2, (2.29)
pi—1it +1]1) =1/6

(where i+ 1 and i — 1 are to be read as addition mod 3). The equilibrium distribution
for this process is p;(f) = 1/3, but there is clearly a non-zero current0 - 1 — 2 —
0, and detailed balance fails.

This example is generic in the sense that the only way to have currents in equi-
librium, whether for finite or denumerable state space, is to have a circular current,
i.e. a current along a closed chain of states with at least three members,*

i—>j—k—1i. (2.30)

Therefore equilibrium and zero circular currents together are equivalent to detailed
balance. In the special case of a two-state system, there are no three-element chains,
and equilibrium is in fact equivalent to detailed balance.

Simple examples suggest that, under suitable conditions, symmetry of the transi-
tion probabilities (2.19) might in fact imply equilibrium and therefore (by (2.27))
be equivalent to detailed balance. Take a homogeneous two-state process with
(forwards) transition matrix

t—s
P(tls)=<1;“1€8) : 2.31)

If we take @ # 0 and ¢ arbitrary, this is a toy model of decay (with non-zero
probability « of decay in unit time), with or without re-excitation (depending on
whether ¢ # 0 of ¢ = 0).

Imposing (2.19) in this example leads to

po(t) = = , pi1() = (2.32)

oa+é& a+é&

for all ¢, i.e. the single-time distribution is fully constrained to be the equilibrium
distribution of the process (and the process is stationary).

4In the case of denumerable state space, assume there are non-zero currents in equilibrium but
no circular currents. Let us say that, between s and ¢, state 0 gains probability ¢ from states
1,..., i (distinct from 0). Obviously, i‘=1 pi(s) > e. In the same time interval, the states 1, . .., i
must gain probability at least ¢ from some states iy + 1,...,i> (all distinct from O, ..., i), and
Z?:il 41 Pi(s) = &. Therefore Z?:l pi(s) > 2e. Repeat the argument until Zj”z 1 Di(s) = ne > 1,
which is impossible.
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Indeed, for arbitrary ¢ and s define o, and &,_ such that

P(r|s)=(1;°‘” Eros ) (2.33)

—s 1 — &

Then, from
poj1(tls) = poji(slt) = ay— (2.34)
and
p1otls) = prjo(slt) = &—s , (2.35)
one obtains
&r—spo(s) = a;—sp1(1) , (2.36)
8t—sp0(t) = at—spl(s) . (2.37)

Thus, since there are only two states,

&r—spo(s) = a;—s(1 — po(1)) , (2.38)
&r—spo(t) = ar—s(1 — po(s)) , (2.39)
whence
Ar—s

Po(s) = po(1) = (2.40)

s+ E1—s

Therefore, py(f) is constant, since ¢ and s are arbitrary. Finally, substituting s = r— 1
in (2.40), we have

po(r) = (2.41)

a+e’
and the claim follows.

We now ask for conditions under which symmetry of the transition probabilities
strictly implies equilibrium and thus becomes equivalent to detailed balance.

Let us first specialise to homogeneous Markov processes, i.e. the transition
probabilities are time-translation invariant. Then equilibrium follows very easily.
(Incidentally, note that a forwards or backwards homogeneous process satisfying
(2.19) will be both forwards and backward homogeneous.) Indeed, for all 7, s,

Pt + s) = P(t + st + s/2)P(t + s/2]t)p() . (2.42)
By translation invariance,

p(t+ ) = P(t + s/2|)P(t + s/2|)p(?) , (2.43)
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and by symmetry
p(t + ) = P(t|t + s/2)P(t + s/2|1)p(?) , (2.44)
but by definition also
p(t) = P(t|t + s/2)P(t + s/2|t)p(t) . (2.45)
Therefore,
p( +5) = p() (2.46)

for all ¢, s, i.e. the process is in equilibrium.

If we relax the assumption that the process is homogeneous, it is still a theorem
that (2.19) implies equilibrium, at least under the further assumptions that (a) the
state space has finite size n, and (b) for all 7, j and s the transition probabilities p;;(¢|s)
are continuous in ¢. (The appendix provides an elementary derivation of this result
from the ergodic theorem for discrete time.) Thus, under the appropriate conditions,
the two definitions of time symmetry (2.19) and (2.21) are indeed equivalent.

2.4 Probability and Time Symmetry

2.4.1 Arguments for Asymmetry

Imagine a world in which fundamental laws are probabilistic. Imagine further that
this world contains an arrow of time, that is, typical examples of time-directed
behaviour, and that this behaviour is investigated by observers who can set up exper-
iments under controlled initial conditions (but not final ones). That is, like ourselves,
observers in this world are subject to some macroscopic arrow of time that may or
may not be related to the time-directed behaviour under scrutiny. Finally, let this be
a classical world; in particular, assume that gaining knowledge of the state i of a
system at a certain time (in particular with regard to alternative initial conditions)
can be done in principle without disturbing the system, so that we can still consider
it as governed by the same stochastic process.

It will be tempting to interpret the probabilistic laws in this world as intrinsi-
cally time-directed. Such laws will specify objective probabilities for events in the
future given events in the present (if the laws are Markovian), while probabilities for
past events will be regarded as merely epistemic. The underlying intuition is that,
under indeterminism, the future is genuinely ‘open’, while the past, while perhaps
unknown, is ‘fixed’.

Formally, however, there is a very good argument for saying that in a classi-
cal stochastic process there is no distinction between future and past: a classical
stochastic process is defined as a probability measure over a space of trajectories, so
the formal definition is completely time-symmetric. Transition probabilities towards
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the future can be obtained by conditionalising on the past; but, equally, transition
probabilities towards the past can be obtained by conditionalising on the future.
Individual trajectories may exhibit time asymmetry, and there may be a quantitative
asymmetry between forwards and backwards transition probabilities, but at least as
long as the latter are not all 0 or 1, quantitative differences fall short of justifying a
notion of fixed past.

On the other hand, at least in a world as the one sketched above, there are ways
of arguing for qualitative formal differences between forwards and backwards tran-
sitions probabilities that could suggest also a different interpretational status for the
two kinds of probabilities:

(A) In a probabilistic setting one has good ergodic behaviour, in particular, if time
translation invariance of the transition probabilities holds (assuming finiteness
of the state space or other suitable conditions), one will have a tendency for a
stochastic process to equilibrate in time, regardless of the initial distribution.
Such an arrow of time would thus appear to be very deeply seated in the use
of probabilistic concepts. A related argument is that in the homogeneous case
(and, as we have mentioned, more generally) the symmetry of transition prob-
abilities implies equilibrium, and thus rules out not only any equilibration pro-
cess but any time development of the probabilities whatsoever (Sober, 1993).

(B) Another interesting argument for asymmetry between forwards and backwards
probabilities runs along the following lines. Take the simple model of expo-
nential decay (2.31), with probability « of decay from the excited state 1 to the
ground state 0 in unit time, and starting with all ‘atoms’ excited, i.e. p1(0) = 1.
We have:

pon+1i)=«a, (2.47)

for all ¢, but:

— «o fort — o0,

— 0 fort — 0. (2.48)

po(tlt+1) = {

In this example, the forwards transition probabilities are time translation invari-
ant, but the backwards transition probabilities are not. This difference has been
used to argue that forwards transition probabilities are indeed law-like, while
backwards transition probabilities are epistemic (Arntzenius, 1995).

(C) Finally, backwards transition probabilities are not invariant across experiments
when one varies the initial distribution. One can thus argue that if the initial dis-
tribution of the process is an epistemic distribution over contingent initial states,
then the backwards transition probabilities cannot be law-like, or not entirely
law-like, because they depend on the epistemic initial distribution. A related
argument is that, in general, at most one set of transition probabilities can be
law-like, otherwise also the single-time probabilities will be, so that it appears
that initial conditions cannot be freely chosen (Watanabe, 1965, Section 5).
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These arguments infer from typical time-directed behaviour to formal qualitative
differences in the transition probabilities. It is this type of inference that we shall
question below. Without a qualitative difference in the formalism, however, we take
it that there is no reason to deny the same interpretational status to both sets of
transition probabilities alike.

2.4.2 Time-Directed Behaviour and Time-Symmetric Probabilities

The situation of convergence to equilibrium — indeed, the simple example of decay —
can be used to exemplify at once all three purported differences between forwards
and backwards transition probabilities and, at least at first sight, seems thus to be
totally intractable in terms of symmetric processes. Indeed, (A) we have seen that
time symmetry of transition probabilities implies equilibrium of the process ((2.32)
above). (B) We have also seen the lack of time translation invariance for the back-
wards transition probabilities ((2.47) and (2.48) above). Finally, (C) if we start with
all ‘atoms’ in the ground state, i.e. po(0) = 1, we obtain:

pot+ 1) =«a, (2.49)
for all ¢, but:
— o fort — o0,
ponli+1) = {—> 1 fort — 0. (2.50)

Thus, a different choice of initial condition will indeed lead to different backwards
transition probabilities.

The question we wish to raise is: can we indeed infer that there are such differ-
ences in the transition probabilities from time asymmetries of the phenomena, i.e.
from the time-directed behaviour of samples?

Obviously, one must distinguish between the transition probabilities of the pro-
cess and the transition frequencies in any actual sample. Observed behaviour, in
particular time-directed behaviour, will always be defined in terms of frequencies,
and in order to conclude from frequencies to probabilities, we have to ensure that the
sample is unbiased. Indeed, suppose that we bias the sample by performing a post-
selection of the final ensemble. Then in general we shall influence the forwards
transition frequencies, in particular destroying their time translation invariance.

If we assume that the process has a limit distribution for + — o0, a simple
criterion to make sure that the final ensemble is sufficiently unbiased is to check
whether the distribution of the sample is at least approximately time-independent,
i.e. whether or not the sample has been prevented from equilibrating or has subse-
quently departed from equilibrium for any reason (a statistical fluctuation, a final
cause, or an uncooperative lab assistant sneakily post-selecting the ensemble). Only
then will the observed transition frequencies be taken as evidence for any law-like
forwards transition probabilities.
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Estimating backwards transition probabilities should proceed analogously. If we
assume that the process has a limit distribution for # — —oo, then we cannot accept
a sample as unbiased unless the initial distribution of the sample is in fact a limit
distribution of the process. And if we assume that there is no limit distribution
for t — —oo, then we are begging the question, because we have introduced a
qualitative difference between forwards and backwards transition probabilities by
hand.

Thus, while time-symmetric transition probabilities imply invariant equilibrium,
a sample appropriate for estimating both forwards and backwards transition proba-
bilities will be in equilibrium anyway. But now, the above criticisms all rely implic-
itly or explicitly on considering samples other than in equilibrium. Indeed, (A) uses
convergence towards equilibrium (or the possibility of time-dependent distribu-
tions), so cannot be applied if the sample is in equilibrium already; (B) also requires
the use of non-equilibrium ensembles because, trivially, forwards homogeneity and
equilibrium imply backwards homogeneity; finally, (C) relies on considering alter-
native initial conditions, some of which will be non-equilibrium distributions.> The
idea that convergence to equilibrium could be formally described using a time-
symmetric stochastic process, plus a constraint on the initial distribution of the
specific sample, is thus perfectly viable.

A case apart is provided by samples exhibiting what appear to be transient states.
In the example, this is when we observe decay from the excited state to the ground
state but no re-excitation, which is a case of particularly marked time-directed
behaviour. At first sight, one might think that our argument above applies even in
this case. Indeed, in order to have the forwards transition frequencies match the for-
wards transition probabilities, the sample must be totally decayed at the final time.
By analogy, in order for the backwards transition frequencies to match the back-
wards transition probabilities, the sample must be totally decayed at the initial time
(invariant distribution). But then, the samples exhibiting transience of the excited
state are always biased for the purpose of estimating the backwards transition prob-
abilities. There are two problems, however. Firstly, in a sample that is appropriate
for estimating the transition probabilities in one direction of time, the transition
frequencies in the opposite direction are partially ill-defined: thus, there are no sam-
ples appropriate for estimating both sets of transition probabilities (if such there
be). Secondly and crucially, a non-zero initial frequency for excited states forces
the backwards transition frequencies to be non-zero when the corresponding tran-
sition probabilities (assuming symmetry) should be zero, and thus is clearly not an
allowable constraint.

A better way of treating samples with transient states will be to maintain
that there is in fact a small but non-zero probability of re-excitation, which is
a move analogous to standard reasoning in the deterministic case. (The fact that

3Conditionalising on two different equilibrium distributions (if there are several ergodic classes)
will not yield different backwards transition frequencies, because the transition frequencies are
fixed separately in each ergodic class.
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Julius Caesar was alive and is now dead is not conclusive evidence against the time
symmetry of classical mechanics.)

Recapitulating the above, we have seen that we can describe convergence to equi-
librium using the transition probabilities of a stochastic process in equilibrium plus
an assumption about special initial conditions (with an additional assumption in the
case of apparently transient states). Therefore, the qualitative formal distinctions
between forwards and backwards transition probabilities used as premises in the
criticisms considered above are unwarranted.

We have not shown, however, that convergence to equilibrium can always be
described using time-symmetric transition probabilities, because, other than in the
two-state case, equilibrium is a necessary but not a sufficient condition for time
symmetry. Indeed, there are also examples in which circular currents are called for:
the transition matrices (2.28) above are stationary, so any initial distribution will
converge to equilibrium, but in equilibrium there is a circular current. Intuitively,
the ‘atom’ has a ground state 0 and two excited states 1 and 2, and state 2 decays to
0 directly with much larger probability than via the intermediate state 1. Thus, the
transition probabilities fail to be time-symmetric.°

The import of these asymmetric cases can perhaps be minimised. The asymme-
try appears to be more benign than in the criticisms considered above (e.g. if the
forwards transition probabilities are time translation invariant, so are the backwards
transition probabilities). Indeed, it does not appear that this asymmetry could justify
a qualitative distinction between forwards and backwards transition probabilities.
Furthermore, as briefly mentioned at the beginning of Section 2.3, the framework
we have adopted allows us to describe these currents, but lacks any further structure
that might explain them as determined perhaps by some underlying laws allowing
a fuller analysis as regards time symmetry. Given such structure, the currents might
turn out to be time-symmetric after all, in the sense that they would swap direction
under time reversal of the underlying law.

A related example is provided by the inhomogeneous processes used in Nelson’s
(1966) approach to quantum mechanics. Without going into details, Nelson’s
approach is somewhat similar to the pilot-wave theory of de Broglie and Bohm, in
that it takes quantum systems (in standard non-relativistic quantum mechanics) to
be systems of point particles described in configuration space. Whereas de Broglie
and Bohm take the velocity of the particles to be deterministically determined by the
wave function of the system, Nelson postulates a stochastic process (a diffusion pro-
cess) on the configuration space, and tries to impose conditions that would ensure
that the process is determined in a certain way by the amplitude and phase of a
complex function satisfying the Schrodinger equation. Whether or not Nelson’s con-
ditions achieve this, the process on configuration space definable through the wave
function has as its current velocity the same velocity that arises in pilot-wave the-
ory, which indeed changes sign with the time reversal of the Schrodinger equation.
Thus, both time translation invariance and time symmetry, which are not apparent at

6My thanks to Iain Martel for making this point in conversation.
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the level of the probabilities, are restored by the additional structure provided by the
Schrodinger equation. Note that Nelson’s approach can be adapted to the discrete
case (Guerra and Marra, 1984). In this case the systematic component of the process
is a probability current in the sense of (2.22), which again swaps sign under time
reversal of the Schrodinger equation.’

While our above considerations apply only to processes that admit an invariant
limit distribution, Nelson’s processes generally have only an asymptotic distribution
(also called equivariant), given by the usual quantum distribution [y (x, £)|? (simi-
larly in Guerra and Marra’s approach). We thus see that our considerations can be
generalised to interesting cases of asymptotic convergence. That is, one can describe
asymptotic convergence using a process that is time-symmetric — in the sense that
the only time asymmetry is given by a current that swaps sign under time reversal —
plus special initial conditions.®

2.4.3 Interpretation of Probability

We have tried to characterise the time symmetry of a Markov process in terms of
forwards and backwards transition probabilities. To characterise similarly the inter-
pretation of probabilities means that forwards and backwards transition probabilities
would have the same or a different status. In particular, one could say that the idea of
an (objectively) ‘open future’ and ‘fixed past’ means that forwards transition prob-
abilities are law-like chances, while backwards transition probabilities are merely
epistemic.

To say that both forwards and backwards transition probabilities are law-like
seems less intuitive, since the two sets of probabilities determine the possible single-
time distributions of the process (even uniquely), so the latter would also have to be
taken as law-like. But law-likeness of probability distributions does not mean that
relative frequencies have to always match the given probabilities. As long as an
ensemble is finite, a law-like probability is compatible with infinitely many actual
distributions, and it makes sense to consider constraints on, for instance, initial
distributions or final distributions alongside with the laws. Indeed, the situation is
quite analogous to that in the deterministic case. Deterministic laws determine the

7 A more detailed introduction to Nelson’s approach, including an explicit discussion of time sym-
metry and the status of the transition probabilities, is given in Bacciagaluppi (2005). As Nelson’s
approach relates to de Broglie and Bohm’s pilot-wave theory, so Guerra and Marra’s discrete case
relates to the stochastic versions of pilot-wave theory, known as ‘beable’ theories, defined by Bell
(1984).

8Observation in these cases, however, is definitely not classical. If one includes observers in the
description (by adding some appropriate quantum mechanical interaction), when they gain knowl-
edge about the state of the process, thus narrowing their epistemic distribution over the states, they
effectively modify the wave function of the system, thus effectively modifying also the transition
probabilities of the process, both forwards and backwards. (Note that convergence behaviour would
thus be altered if monitored.)
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time development of a system given, for instance, some initial condition; but which
trajectory a system will actually follow is a contingent matter. Similarly, stochastic
laws (whether symmetric or not) can be said to determine, in an appropriate sense,
the time development of a system; but a stochastic process is a probability measure
over a space of trajectories, and which trajectory the system will actually follow
is a contingent matter. If we have a finite ensemble of systems, it is still a contin-
gent matter which trajectories they will follow, regardless of whether the laws are
deterministic or stochastic. (And, in fact, if the stochastic laws are assumed to be
fundamental, then there is ultimately only one system — the universe — and only
one trajectory.) Thus, at least as long as we are not dealing with literally infinite
ensembles, we can make the same distinction between law-like time development
and contingent initial or final states, or distributions over states, in the case of both
deterministic and stochastic laws, and this even if we assume that both forwards and
backwards transition probabilities are law-like, despite the ensuing law-likeness of
single-time distributions.’

We can imagine a stochastic world in which observed transition frequencies typ-
ically show not merely a quantitative but a qualitative difference between forwards
and backwards transition frequencies, as in the examples in Section 2.4.1. However,
our analysis in Section 2.4.2 shows that arguments from observed frequencies
fail to establish an asymmetry between the corresponding probabilities: although
ensembles that are not in equilibrium lead to distorted frequencies, neither the pre-
ponderance of non-equilibrium ensembles in such a world nor any conclusions
drawn on the basis of these frequencies can be arguments against time-symmetric
transition chances (and this despite the fact that equilibrium is a necessary con-
dition for (2.19)). The only serious source of time asymmetry at the level of the
formalism and therefore potential motivation for a time-asymmetric interpretation
would seem to be the presence in some cases of circular currents, which indeed
yield quantitatively asymmetric transition probabilities. However, circular currents
yield no qualitative difference that could justify a different status for forwards and
backwards transition probabilities. In particular, if the only difference between past
and future is the presence of a current in one direction or another along a closed
chain of states, it is difficult to see which of the two directions should correspond to
an open ‘future’ as opposed to a fixed ‘past’. Thus, the possibility of an asymmetry
in terms of circular currents does not seem to be of the kind that would justify a
time-asymmetric interpretation of probability.

9The notion of a constraint is of course more intuitive when one is talking about a subsystem on
which one performs experiments (as in thermodynamics or statistical mechanics when compressing
a gas into a small volume), but it is meant to apply generally. As emphasised by the anonymous
referee, in the case of a stochastic theory such constraints will not only be ‘special’ in some sense
but they will be improbable in the sense specified by the process itself. The further question of
whether and how the contingent trajectories (or distributions) should be explained thus acquires a
new twist as compared to the deterministic case.
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At least in the case of processes with an invariant limit distribution, our analysis
suggests that both forwards and backwards transition probabilities can be considered
law-like. Therefore, whatever approach to the foundations of probabilities one might
take, a time-symmetric interpretation of probabilities appears to be a natural option
in the context of classical Markov processes.
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Appendix

We now prove that symmetry of the transition probabilities (2.19), together with the
further assumptions that the state space is finite and that the transition probabilities
are continuous, implies equilibrium of the process.

We proceed by induction on the size n of the state space. The case n = 1 is trivial.
Assume that the result has been proved for all sizes 1 < m < n. We now prove it for
n by reductio.

Assume that the single-time distribution is not invariant, i.e.

st =5, p) = Ptls)p(s) # p(s) - (2.51)

For the rest of the proof we now fix such an s.
Since we assume (2.19), i.e. P(t|s) = P(s|t), we also have

p(s) = P(t|s)p(®) , (2.52)

and therefore
P(ls)’p(s) =p(s)  and  P(t]s)’p(1) = p(1) . (2.53)
Now fix a time ¢ > s and consider the matrix P := P(t|s)2. Thisis ann x n

stochastic matrix that we can consider as the transition matrix of a homogeneous
Markov process with discrete time. By (2.53), p(f) and p(s) are both invariant
distributions for this Markov process, and by (2.51) they are different.

By the ergodic theorem for discrete-time Markov processes, existence of at
least two different invariant distributions implies that there are at least two ergodic
classes. Therefore (whether or not there are any transient states), P must have a

block diagonal form
P 0
P= (0 P”) , (2.54)
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where P’ is an m x m matrix and P” an (n—m) x (n—m) matrix, for some 0 < m < n.

For fixed s, P = P(t|s)2 depends on ¢, and so a priori could m; but in fact m(r)
is independent of ¢. Indeed, assume there is an m # m(t) such that for all ¢ > 0
there is a ¢ with |t — 7| < & and m(f) = m. The matrix elements of P = P(t|s)?,
in particular the ones off the diagonal blocks, are continuous functions of the transi-
tion probabilities. Therefore, by the continuity of the transition probabilities, P(z|s)>
must also have zeros off the same diagonal blocks, i.e. m = m(t), contrary to
assumption. Therefore, for each m # m(t) there is an ¢(m) > 0 such that for all
¢ with |t — /| < e(m) we have m(f) # m. Taking the smallest of these finitely
many e(m) > 0, call it g, it follows that m(f') = m(r) for all ¢ in the open &¢-
neighbourhood around ¢. However, again by the continuity of the matrix elements,
this eg-neighbourhood is also closed, and therefore it is the entire real line. Since ¢
was arbitrary, P(t|s)2 has the form (2.54) with the same m for all > s.

We now focus on the matrix P(¢s) itself rather than on P(¢|s)?. Assume that for
some ¢ > s it has some element py(¢|s) outside of the m x m and (n — m) x (n —m)
diagonal blocks. In order for P(z|s)? to have the given block diagonal form, several
other elements of P(t|s) have to be zero, in particular all elements in the k-th column
of P(t|s) that lie inside the corresponding diagonal block.

Since P(t|s) is a stochastic matrix and every column sums to 1, it follows that
already those elements of the k-th column that lie outside the diagonal blocks sum
to 1, and therefore the sum of all elements in the diagonal blocks of P(t|s), call it
d(t),is at mostn — 1, i.e.

Ay =Y pyl+ Y piylils) <n—1, (2.55)

ij<m ij>m+1

for any # > s such that P(¢|s) has some element outside of the diagonal blocks. Let
1o be the infimum of such . By continuity, we have also

dty <n—1. (2.56)

Now, if g # s, then for all 1 < fo we have that d(¢#) = n, but then by continuity
d(ty) = n, contradicting (2.56). If instead #y = s, since P(s|s) = 1, we again have
d(ty) = n, contradicting (2.56). For all > s, thus, P(¢|s) has the same block diagonal
form as P(t|s)*> with fixed m.

But then, our original Markov process decomposes into two sub-processes, with
state spaces of size m and n — m, respectively. If p(r) # p(s) (assumption (2.51)),
then the same must be true for at least one of the two sub-processes, but, by the
inductive assumption, this is impossible. Therefore, (2.51) is false and

VsVt > s, p(f) = p(s) , (2.57)

QED.



2 Probability and Time Symmetry in Classical Markov Processes 59
References

Arntzenius, F. (1995), Indeterminism and the direction of time, Topoi 14, 67-81.

Bacciagaluppi, G. (2005), A conceptual introduction to Nelson’s mechanics. In R. Buccheri,
M. Saniga and E. Avshalom (eds.), Endophysics, Time, Quantum and the Subjective, Singapore:
World Scientific, pp. 367-388.

Bacciagaluppi, G. (2007), Probability, arrow of time and decoherence, Studies in History and
Philosophy of Modern Physics 38, 439-456.

Bell, J. S. (1984), Beables for quantum field theory, CERN-TH. 4035/84. Reprinted in J. S. Bell,
Speakable and Unspeakable in Quantum Mechanics, Cambridge: Cambridge University Press,
pp. 173-180.

Doob, J. L. (1953), Stochastic Processes, New York, NY: Wiley.

Guerra, F. and Marra, R. (1984), Discrete stochastic variational principles and quantum mechanics,
Physical Review D 29, 1647-1655.

Hajnal, J. (1958), Weak ergodicity in non-homogeneous Markov chains, Proceedings of the
Cambridge Philosophical Society 54, 233-246.

Kolmogorov, A. (1931), Uber die analytischen Methoden in der Wahrscheinlichkeitsrechnung,
Mathematische Annalen 104, 415-458.

Nelson, E. (1966), Derivation of the Schrodinger equation from Newtonian mechanics, Physical
Review 150, 1079-1085.

Sober, E. (1993), Temporally oriented laws, Synthese 94, 171-189.

Uffink, J. (2007), Compendium of the foundations of classical statistical physics. In J. Butterfield
and J. Earman (eds.), Handbook of the Philosophy of Physics, Part B, Amsterdam: North-
Holland, pp. 923-1074.

Watanabe, S. (1965), Conditional probability in physics, Progress of Theoretical Physics
Supplement, Extra issue (1965), 135-167.



Chapter 3

Probability Assignments and the Principle
of Indifference. An Examination of Two
Eliminative Strategies

Sorin Bangu

3.1 Introduction

A central and controversial component of the ‘classical’ conception of probability,
the Principle of Indifference (PI) claims, roughly, that equi-possibility entails equi-
probability.! A more precise version can be formulated as follows?:

Given a null state of background information, equal regions of the space of possible
outcomes should be assigned equal probabilities.

The principle plays an important role not only in physics (in the foundations
of statistical mechanics?), but also in everyday probabilistic inferences (e.g., in
predicting the outcomes of various games of chance). Yet many philosophers and
scientists have also pointed out that PI is subject to two serious objections. The
first one stresses the well-known inconsistencies (aka Bertrand (1889) paradoxes)
associated with the application of the principle.* The second problem was signalled
by Hans Reichenbach (1949/[1971]) and does not focus primarily on the role of PI
in generating paradoxes. Reichenbach observed that the principle seems to license
the inference of the frequency of occurrence of some physical phenomena on the
basis of our epistemic state (of ignorance). Hence, the acceptance of the principle
would be tantamount to the acceptance of the idea that the occurrences of events

S. Bangu (X)
Department of Philosophy, University of Illinois at Urbana-Champaign, IL 61801, USA
e-mail: sibl0@uiuc.edu

1 See Hacking (1975, Chapter 14) for more on the traditional objection that the principle is a
tautology, as equi-possible just means equi-probable.

2 Virtually every treatise on probabilities mentions the principle. The present formulation is
Howson and Urbach’s (2006, 266).

3 Standard textbooks on statistical mechanics start with what they call the ‘fundamental assump-
tion” (Kittel and Kroemer, 1980, 29), or ‘the fundamental postulate of equal apriori probabilities’
(Reif, 1965, 54): ‘an isolated system in equilibrium is equally likely to be in any of its accessible

states’.

4 van Fraassen, for instance, notes that ‘the great failure of symmetry thinking’ is revealed in those

situations ‘where indifference disintegrated into paradox.’ (1989, 293).

M. Sudrez (ed.), Probabilities, Causes and Propensities in Physics, Synthese Library 61
347, DOI 10.1007/978-1-4020-9904-5_3, © Springer Science+Business Media B.V. 2011
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in the physical world somehow ‘follow the directives of human ignorance’ (1971,
354). Finding this worrying, he attempted to show that PI is in fact not necessary in
probabilistic reasoning. (See especially §§ 68—71 of his (1971)).

Reichenbach’s approach is an illustration of what I'll call here an eliminative
strategy. As noted, the guiding idea of such a strategy is to show that the inferences
to the correct observed frequencies made by using the seemingly apriori princi-
ple can also be completed without employing it. Naturally, this type of strategy is
appealing to those who fear that the acceptance of PI collides head-on with one of
the fundamental principles of our modern scientific worldview: namely, that the nat-
ural order should not be expected to be sensitive to the standards of human reason —
more generally, that apriori knowledge is highly problematic. Similar concerns have
recently been voiced by Michael Strevens (1998). After noting the systematic suc-
cess of employing PI in deriving probabilities (‘[By using PI] we infer the correct
physical probability for the event in question.” — 1998, 231, emphasis in original),
Strevens points out that endorsing the principle (at least in the traditional form)
would amount to endorsing a mysterious connection between our epistemic con-
dition and the world. In a Reichenbachian spirit, he remarks that we should be
reluctant to accept such a connection, because we believe that ‘[T]he nature of
the world is independent of our epistemic deficits. The fact that we do not know
anything about A does not constrain the way things are with A.” (1998, 231).

My goal in this paper is to analyze in detail two attempts to implement the elim-
inative strategy.® (I discuss only two proposals since, to the best of my knowledge,
no others have been advanced so far.) Although I agree that eliminativism is a very
promising type of strategy,® I maintain that both attempts to be examined here are
fraught with problems. The paper is divided in two sections, each aiming to high-
light the difficulties faced by each of those attempts. In the first section I argue that
Reichenbach’s implementation of the eliminative strategy fails. More precisely, one
of the premises of his eliminative argument either simply assumes PI, or is lack-
ing any justification altogether. I examine the same example taken by Reichenbach
(following Poincar¢) as paradigmatic for showing the effectiveness of the principle:
the employment of PI in predicting the correct probabilities in the game of roulette.
Since there is presumably nothing special about roulette (in the sense that the elim-
inative strategy can be adapted to other cases in which PI seems effective),’ it is
natural to expect that the failure to eliminate PI in the roulette case will have similar
consequences for other attempts.

5 With one exception, none of the analyses of PI listed below pays attention to these strategies;
instead, they focus exclusively on the relation between PI and the (Bertrand-type) paradoxes. See
Norton (2008), Shackel (2007), Mikkelson (2004), Bartha and Johns (2001), Gillies (2000), Castell
(1998), Marinoft (1994). The notable exception is Strevens (1998), and I'll discuss it shortly.

6 A bonus of this approach is that the threat of paradox vanishes as well. Another promising line
of objections to Pl is of course based on its role in deriving the Bertrand type paradoxes. While I’1l
be saying something about this role in Section 2, the focus here is not on the paradoxes.

7 Reichenbach himself noted that there is nothing philosophically special about the games of
chance (1971, 358)
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In the second section I turn to another, more recent attempt to eliminate PI,
Donald Gillies’s heuristic approach (Gillies, 2000). Despite the fact that Gillies
allows PI a certain role in our probabilistic inferences (namely, to help us conjure
probabilistic hypotheses), I construe his view as an attempt to dispense with PI as
well. My reason for construing it this way is motivated by Gillies’ emphasis on the
incapacity of the principle to justify those hypotheses, and thus to yield a substan-
tial epistemic benefit. After I present Gillies’ position, I raise doubts with regard
to its cogency. I point out that the alternative method of justification/rejection of
probabilistic hypotheses endorsed by Gillies — in essence, the method of statistical
relevance tests — is subject to the same kinds of difficulties as the method of a priori
justification involving the use of PI.

3.2 The Poincaré — Reichenbach Strategy

Reichenbach discussed the (in)dispensability of PIin §§ 68—71 of his classic Theory
of Probability (1971/[1949]). The subject of Reichenbach’s analysis is the famil-
iar Pl-type inference of equal probabilities of ‘red’ and ‘black’ outcomes in the
game of roulette. This inference has a familiar ring: apparently, we know of no
reason why the rotating needle should stop on red more often than on black, so
PI says they should occur equally often. They do in fact, and the eliminativist has
to ‘explain away’ the success of this inference, i.e., to show that the same predic-
tion can be made without using PI. The explanation is as follows (see Reichenbach,
1971, 356-358; Poincaré, 1912, 149-5, 1952a, 201-202).

Let us first assume that before each spinning the rotating needle is brought back
to the same initial position. The needle is spun and its rest final position is described
by an angle 6, which is counted in multiples of 2. Further, let’s assume that the
probability the rotating indicator needle stops at a particular position 6 is given
by a probability function ¢(6). One might ask what is the explicit form of ¢. As
Reichenbach points out, the function ¢(6) is not known, and not necessarily to be
known.® Only the existence of such a function is assumed. One possible graph of ¢
is depicted below in Fig. 3.1

As usual, the roulette is divided in red and black sectors, and this corresponds
to intervals of equal width A@ on the abscissa axis. (For simplicity, we assume that
unlike a real roulette this one is divided only in red and black sectors, so no sector is
designated as profit for the bank.) Figure 3.1 shows a succession of ‘red’ and ‘black’
intervals. The corresponding probability of red or black is given by the area of the
corresponding stripe, shaded for black, and un-shaded for red.

The probability of the rotating needle stopping at one of these two colours is
equal to the total area covered by the shaded and un-shaded stripes, respectively.
The result to be proved is that the total area covered by the shaded stripes is equal
to the total area covered by the un-shaded stripes.

8 Accordingly, this method of reasoning was called, after Poincaré (1912/[1896]), ‘the method of
arbitrary functions’. For a review of its philosophical relevance, see von Plato (1983).
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Fig. 3.1 After Reichenbach ®(0)
(1971, 356)

Reichenbach notes that three assumptions are needed in order to complete the
proof (1971, 357). First, we have to assume that the function ¢ is continuous.
Second, we assume that the A8 intervals are equal in length (which is the case).
And third, we assume that ‘the size of the intervals Af is small with respect to
the oscillations of the function ¢(0)’ (357) — or, as Poincaré put it (1952b, 84), we
assume ‘that probability [can] be regarded as constant in a small interval’, which
is that ‘p(6) does not oscillate too much’ (Reichenbach, 1971, 356). Following
Strevens (1998), call such a function ‘smooth’. In this context, then, a real function
@ is said to be ‘smooth’ if it is not oo steep’ (that is, infinitely steep); more pre-
cisely, if there is a finite positive C such that for any x;, x; in the function’s domain,
we have that ‘go(x,-) — (p(xj)‘ < C ]x,- — xj|. Obviously, the two sums of areas are
exactly equal in the (unrealistic) situation when A8 = 0, regardless of the proper-
ties of ¢. In this case, which corresponds to the limit case when the roulette consists
of an infinite number of painted sectors, the only assumption needed to show that
P(red) = P(black) will be that ¢(0) is continuous. But this case is unrealistic, so the
smoothness assumption is still needed to complete the proof.

As noted, in order to show that the two probabilities are equal in more realistic
cases, we have to show that the sum of the black areas is approximately equal to
the sum of red areas. The idea is to estimate the upper bound of the difference of
these sums, and then to show that this upper bound is (goes to) 0, as n increases.
The estimation proceeds as follows. Consider the finite section between 6 and 6,,,
and consider all pairs of two consecutive stripes. For each of these pairs, consider
the difference between the greatest value of the ordinate in that pair and the smallest
value. One of these pairs will feature the maximum value for this difference. If we
take M to be the greatest value of the ordinate in that pair and m the smallest value,
call their difference (M —m)mayx; then, regardless of the areas of those two stripes, the
difference of areas can’t be larger than (M — m)max A6. Since [6,, — 0p] is constant,
we have AO = [0, — 6p]/n = c/n, where c is a finite positive constant.

9 Poincaré (1912, 148-150) doesn’t use the word ‘smooth’. He describes such a function as having

‘une derivée limitée’; more precisely, its derivative is bounded, i.e., there is a positive C such that
/

¢l <cC.
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The next step is to find an upper bound for (M — m)max. Suppose that o and
B are those angle values on the abscissa such that, for a given n, (M — m)pax =
lp(a) — @(B)|. Assuming that ¢ is smooth, there is a constant C > 0 such that
lp(a) — @(B)| < 2CAH. Proof: the smoothness of ¢ gives us a positive C such
that |p(a) — @(B)| < Cla — B|. Given how « and B8 were chosen, we also have
o — Bl < 2A0, hence |p(a) — ¢(B)] < 2CA6. QED. Thus we have found an
upper bound: (M — m)max < 2CA6. Now, since there are n/2 pairs of stripes, the
maximum value of the difference between the sum of black areas and red areas is
smaller than (n/2)(M — m)max A0. Given that (M — m)max < 2CA6H, we note that

0 < (1/2)(M — m)max A8 < (n/2)(QCAO)AH = nC(AH)? = nC(c*/n*) = C/n
Therefore,
0 < (n/2)(M — m)max A8 < C*/n

Obviously, as n increases, Cc? /n decreases, hence (n/2)(M — m)maxAO
approaches 0. But this product upper-bounds the difference of sums of black and
red stripes respectively, so this difference must go down to 0 too.

This completes the explanation of the equiprobable distribution.!” As
Reichenbach emphasizes:

In this sense the theory supplies an explanation of the equiprobability. (...) This way of
handling the problem carries the advantage that the principle of “no reason to the contrary”
[that is, PI, cf. p. 353] is completely eliminated. The equiprobability does not appear as
following from the absence of reasons, but as a result of the existence of definite reasons
(...) (1971, p. 358, emphasis in original)

The relevant question is, of course, whether the use of PI is ‘completely elimi-
nated’. The crucial aspect to focus on below is the justification of the assumption
regarding the smoothness of ¢(#).!! My claim is that once we unpack what is
actually assumed here, we come to realize that this assumption relies in fact on
PI — hence Reichenbach’s explanation fails to eliminate PI.

10 Many authors have analyzed the roulette set up in a manner similar to Poincaré; see Borel
(1909, 117-21), Hopf (1934), Fréchet (1952, 3-8), Savage (1973), Diaconis and Engel (1986),
Kechen (1990) and Engel (1992).

11 Strevens (1998, 238) insightfully remarks that such a justification might be missing. Here is what
Reichenbach actually says about this assumption, on pages 357-358 of his (1971): “The assumption
3 represents a certain rough appraisal of the metrical properties of the probability function that
may, however, remain undetermined within wide limits.” Moreover: ‘Even the rough appraisal
of degrees of probability, employed in assumption 3, is used in many cases that apparently have
nothing to do with probability. We always make use of such appraisals in daily life when we regard
statements about future events as “practically certain”.” But smoothness is not as unproblematic as
Reichenbach might want us to believe. In fact, it ain’t hard being non-smooth: consider a trivial
example, f: [0,00) — [0, 00), where f is defined as follows: f(x) = x,if 0 < x < 1, f(x) =
(x — DY2 41, if x > 1. While f is continuous everywhere (including x = 1), it becomes infinitely
steep as it descends toward x = 1 (as the ratio [f(x) — f(1)]/[x — 1] goes off to infinity).
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Strevens’ (1998) analysis of this reasoning attempts to elucidate, on
Reichenbach’s behalf, where the smoothness assumption could come from:

The difficult question for Poincaré and Reichenbach concerns our knowledge of ¢(6). How
do we reach the conclusion that ¢(6) is relatively smooth? The intuitive answer is that we
expect ¢(0) to be smooth because the roulette wheel has perfect circular symmetry. In fact
we do far better than this: from the symmetry of the wheel, we infer that the probability
distribution over 0 is uniform, that is, that the probability is the same that any 6 will be the
wheel’s final resting place. (Strevens, 1998, 237-238; emphasis in original)

On this account, Reichenbach’s smoothness assumption is justified by deriving it
from the assumption of another property of ¢, namely its uniformity. On one hand,
this is not surprising, since uniformity is a more intuitive and more powerful prop-
erty than smoothness. If we assume that ¢(6) is uniform, this amounts to assuming
that any angle 6 on the wheel’s circumference is an equally probable rest point for
the rotating needle. The next step is to remark that, trivially, the uniformity of ¢
entails its smoothness. Yet, obviously, the worrying consequence of assuming uni-
formity is that, in fact, it amounts to assuming PI. So, if Strevens’ suggestion (that
Reichenbach’s justification of the smoothness assumption is to be reconstructed, or
understood, in this way) is correct, it follows that Reichenbach’s assumption subtly
relies — by assuming the uniformity of ¢ — on PI; hence, PI is not eliminated from
the picture.!?

The key point (as well as the weakest point) of the eliminativist argument is
clearly the solution to the smoothness problem. While I think that Strevens is correct
to signal that ‘Reichenbach does not attempt to solve the problem’ (1998, 238), he is
mistaken to say the same thing about Poincaré.!3 It is true that Poincaré thought that
the smoothness assumption would become irrelevant when the number of painted
sectors was very large, perhaps infinite — as noted above, if A6 — 0, all we need to
run the argument is a continuous ¢. (In fact, a further complication, which I ignore
here, arises: since a realistic roulette spin corresponds to a relatively small n, it is
no longer clear whether the calculations work even in a realistic case.) Yet, as we’ll
see, Poincaré did attempt to advance a solution to the smoothness problem.'* In
what follows, I first present this solution and then I signal some of its shortcomings.

12 Strevens observes that this justification is not satisfactory, so he notes that ‘to make progress,
Poincaré and Reichenbach must explain the basis of the inference that ¢(0) is smooth.” (1998,
238).

13 See Strevens (1998, 238).

14 poincaré presents the arguments I’ll discuss here in his Science and Method (1952b/[1908]),
Chapter LIV (‘Chance’). Interestingly, Reichenbach seems unaware of what Poincaré said
about the roulette in Science and Method, as he cites only Poincaré’s Calcul de Probabilités
(1912/[1896]) — see Reichenbach (1971, 355, fn 1). Strevens (1998), too, only mentions what
Poincaré said in his 1902 Science and Hypothesis (which is essentially the argument rehearsed by
Reichenbach and taken from Poincaré, 1912), but not what Poincaré argued in his 1908 Science
and Method, Chapter 1.IV. My exegetical hypothesis is thus that both Reichenbach and Strevens
just didn’t know about Poincaré’s further elaborations on the smoothness issue in Science and
Method.
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Not surprisingly, Poincaré realized that the solution to the roulette equi-
probability problem can’t be complete without addressing the smoothness issue,
i.e., the constancy of probability in a small interval. He first formulates the problem,

Why can that probability be regarded as constant in a small interval? It is because we admit
that the law of probability is represented by a continuous curve, not only continuous in
the analytical sense of the word, but practically continuous, as I explained above [when
he offered the solution discussed above]. This means not only that it will present no abso-
lute hiatus, but also that it will have no projections or depressions too acute or too much
accentuated. (Science and Method, 1952b, p. 84; emphasis in original)

and then he asks the crucial question:

What gives us the right to make this hypothesis? (Science and Method, 1952b, 84)

I reproduce his answer bellow and then I'll make a couple of remarks on (what
I take to be) his central point. So, immediately after asking this question Poincaré
writes:

As I said above, it is because, from the beginning of the ages, there are complex causes
that never cease to operate in the same direction, which cause the world to tend constantly
toward uniformity without the possibility of ever going back. It is these causes which, little
by little, have levelled the projections and filled up the depressions, and it is for this reason
that our curves of probability present none but gentle undulations. In millions and millions
of centuries we shall have progressed another step towards uniformity, and these undulations
will be ten times more gentle still. The radius of mean curvature of our curve will have
become ten times longer. And then a length that today does not seem to us very small,
because an arc of such a length cannot be regarded as rectilineal, will at that period be
properly qualified as very small, since the curvature will have become ten times less, and an
arc of such a length will not differ appreciably from a straight line. (Science and Method,
1952b, p. 85)

Therefore, the explanation of the smoothness of the probability function appears
to proceed as follows. First of all, the smoothness of ¢ is not derived directly from
its uniformity. This time ¢’s smooth behaviour is justified by understanding the
behaviour of the roulette as a physical phenomenon following the general tendency
of the entire universe ‘toward uniformity’. The occurrence of red and black out-
comes must follow this universal tendency, towards equalizing frequencies. This
tendency toward equilibrium applies to all physical processes in nature, hence it
applies to the spins of the needle, and it is further reflected in levelling the peaks
and valleys of the probability function.

Poincaré’s fundamental insight here seems to be that the ultimate explanation
of the smoothness phenomenon has to proceed by assuming the hypothesis of an
increasing entropy universe. This is of course hard to claim with certainty, not
only because the term ‘entropy’ does not actually occur in those passages, but also
because Poincaré is not as forthcoming as one might expect in developing this sub-
tle thought. Yet we know that he was involved in the development of Statistical
Mechanics and, when invoking the ‘causes that never cease to operate in the same
direction, which cause the world to tend constantly toward uniformity without the
possibility of ever going back’, he seems to have in mind (at least an analogy with)
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the irreversible, thermodynamic-like effects of smoothing-out various physical dif-
ferences in a system (the roulette system in this case). The value of entropy would
thus be an indication of how far this ‘ironing-out’ process has progressed, hence
his references to the position of the temporal moment when the roulette mechanism
is analyzed relative to the cosmological temporal axis (‘In millions and millions
of centuries we shall have progressed another step towards uniformity, and these
undulations will be ten times more gentle still.”)

Now let me stress that it is not my intention to belittle this attempt at a phys-
ical justification of the smoothness assumption. I shall confine myself to noting
what seems to be an obvious point: this explanation manages to trade one mys-
tery for another. In other words, I doubt that framing the explanation of smoothness
in no less than cosmological terms advances the eliminativism cause significantly.
It seems that in order to solve one kind of local mystery (why is ¢’s first derivative
upper-bounded?), this explanation must assume facts about the entropy of the whole
Universe, which, it seems, are even more pressingly in need of an explanation them-
selves. As even a cursory glance at some recent discussions in the philosophy of
physics reveals, entropy and its explanatory import are among the most problematic
issues debated these days. The entropy concept fuels unsettled controversies, the
motivation of some of them being the concerns that triggered the suspicion over PI
in the first place — namely, general worries that we live in a human-friendly universe.
More concretely, one example of the debate generated by some of these issues is the
ongoing controversy between Huw Price and Craig Callender over whether or not
the ‘Past Hypothesis’ is in need of explanation. Roughly, this is the hypothesis that
entropy was low in the past in our region of the universe, in order to be possible for
human species to inhabit a still increasing entropy cosmological epoch. (For more
details, see Price (2004), Callender (2004) and Sklar’s (1993) classic.)

Given this uncertain state of (conceptual) affairs, I submit that one is entitled to
doubt that the appeal to an explanatory framework in which the entropy of the whole
universe plays a central role would lead to a substantial clarification of the smooth-
ness issue. This seems to be a typical case in which the putative explanans seem
harder to fathom than the explananadum itself. I now turn to the second eliminativist
strategy.

3.3 The Gillies Strategy

As noted in the introduction, a different kind of eliminativist strategy can be dis-
cerned in the recent literature, and one of the clearest expositions of it can be found
in Donald Gillies (2000, 48—49). This strategy comprises two aspects. First, PI
is regarded as an important heuristic device, useful in discovering, or suggesting
probabilistic hypotheses. Yet, second, PI is denied any role in justifying probability
hypotheses. Using the terminology I introduced here, I shall call this strategy ‘elim-
inativist’ as well. Although PI is not eliminated directly or completely, its epistemic
role in the justification of our hypotheses is seriously downplayed. The principle is
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granted a rather insubstantial epistemic role, by being rendered epistemically inert,
so to speak; it is in fact eliminated. I now examine the strengths and the weaknesses
of this strategy.

Gillies underscores the principle’s incapacity to show hypotheses to be correct
‘independently of experience’ (2000, 48). After mentioning the usefulness of PI
in various physics contexts (e.g., in calculating the viscosity of a gas in statistical
mechanics, its employment in connection to the Bose-Einstein statistics), Gillies
notes:

However, this seems to me to show the fruitfulness of the principle as a heuristic prin-
ciple not its validity as a logical principle. The Principle of Indifference, together with
additional considerations such as invariance requirements arguments about the indistin-
guishability or otherwise of particles, etc. has been, and perhaps will be in the future, very
useful for suggesting hypotheses in physics but the principle does not establish the truth of
these hypothesis. (2000, p. 48)

Gillies’ point assumes the familiar distinction between simply conjuring a
hypothesis, and confirming (or falsifying) it by running experiments.'> It follows
that the assignment of the probability values via PI should be regarded as any sci-
entific hypothesis, which has to be ‘tested empirically like any other hypotheses in
physics’ (Gillies, 2000, 48).

This Popperian (falsificationist) picture would clearly offer a simple and elegant
solution to the epistemic problems motivating the empiricists’ dislike for PI. Yet this
strategy is not completely satisfactory unless it deals with the following problem. As
Popper pointed out a long time ago, probabilistic hypotheses have a special status
among scientific hypotheses: they can’t be strictly speaking falsified or confirmed.
In Section 66 of his Logic of Scientific Discovery, he notes:

Probability estimates are not falsifiable. Neither, of course, are they verifiable, and this for
the same reasons as hold for other hypotheses, seeing that no experimental results, however
numerous and favourable, can ever finally establish that the relative frequency of ‘heads’ is
1/2, and will always be 1/2. (Popper, 1959, 191, emphasis in original.)

15 Two clarifications are in order. First, I'm not claiming that Gillies is a frequentist (of any kind).
He labels himself as a ‘long run propensity’ theorist later on in his 2000 book (Chapter 7). Second,
Reichenbach himself, a paradigmatic frequentist, is rather cautious when discussing the refuta-
tion/confirmation of PI by appeal to relative frequencies. He says: ‘The only possible defence of
the a priori determination [via PI — my note], therefore, consists in the attempt to restrict it to a
meaning of probability that is not expressible in terms of frequencies [...].” (1971, 354) It seems
then that he leaves open the issue whether other interpretations of probability are more permis-
sive to this defence, and stresses that frequentism is the main enemy of PI: one who accepts the
frequency interpretation of probability can’t defend PI as a ‘logical’ principle, acting beyond the so-
called ‘context of discovery’. (However, as known, he’ll argue that frequentism is actually the only
admissible interpretation of probability, so his hesitation is only temporarily). So, a defender of PI
should now inquire how convincing is frequentism as an interpretation of probability; if frequen-
tism is so robust that we must embrace it, then we’d lose any hope to defend PI, by Reichenbach’s
own lenses at least. Yet the recent philosophy of probability literature seems to converge toward
the point that frequentism is not very convincing as an interpretation, or definition of probability.
See Hajek (1997) for a collection of fifteen arguments against frequentism.
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Popper’s argument is laid out in the previous Section 65 and uses the example
of coin-tossing.'® Suppose we advance hypothesis H that the probability to obtain a
‘head’ is Pr (head) = p = 1/2. The question is how should we proceed to corrob-
orate or reject this hypothesis. Of course in practice the problem is taken much
lightly: we think we corroborate or falsify H by tossing the coin several times,
recording the outcomes and then analyzing them. Yet, as Popper points out, even
so ‘there can be no question of falsification in logical sense.” (Popper, 1959, 190).
Furthermore, he goes on and points out that ‘Only an infinite sequence of events —
defined intensionally by a rule — could contradict a probability estimate.” (Popper,
1959, 190)

At this point, a serious epistemic problem crops up. Obviously, the production
and inspection of such a sequence is highly problematic for an empiricist, hence
it should be regarded as epistemologically suspect — one would add, as suspect as
accepting PI in the first place as a justificatory device. So, at this point one ceases
to see the epistemological advantages of justifying probability assignments by the
empirical (frequentist) procedure advocated by Gillies, rather than by the a priori
procedure involving PI.

To this it might be replied that the advantages of the empirical approach to jus-
tification can still be retained by appealing to a more sophisticated version of the
argument from practice mentioned above. Indeed, Popper does offer a second solu-
tion along these lines, which Gillies endorses and develops (Gillies, 2000, 145-150).
As is well known, Popper did not give up his falsificationism so easily, and dis-
tinguished between ‘logical falsifiability’ and ‘methodological falsifiabiality’ (See
Gillies’s, 2000, 146). While logical falsifiability is problematic, methodological fal-
sifiability is apparently not. Gillies takes up this point and notes that, in practice, a
natural thing we do when we test a probabilistic hypothesis is (a) take the random
variable X = ‘number of heads out of the number of tosses’ as a test-statistic, (b)
toss the coin a number of times and (c) analyze the data by subjecting it to usual
statistical significance tests.!”

However, the appeal to statistical significance tests is highly questionable when
presented in this context. More precisely, it is very problematic when presented
as motivating the elimination of PI, given that one of the reasons motivating the
elimination was that PI leads to the Bertrand-type paradox(es). From now on then,
I shall argue that the problem faced by the Gillies approach is this: the objections

16 This argument, however, is not the one advanced by Kuhn and Quine (and perhaps earlier on by
Duhem) and based, roughly speaking, on considerations about underdetermination and addition of
auxiliary assumption. A sketch of Popper’s argument is as follows (see his 1959, §65). Suppose we
toss a coin, and suspect Pr (heads) = p. We know that in general the probability to get m ‘heads’
in n successive tosses of a coin is Pr (m : n) = "C,,p" (1 — p)"~". Since this value is never zero
(regardless of the value of p, and of how big n and m are), our hypothesis can’t be refuted. For a
more detailed presentation of this argument, followed by a discussion, see Gillies (2000, 146).

17 Gillies interprets Popper as making this point in the following remark: “(...) a physicist is
usually quite able to decide whether he may, for the time being accept some particular hypothesis
as “empirically confirmed”, or whether he ought to reject it as “practically falsified”.” (Popper
1959, p. 191, quoted in Gillies (2000, p. 146).
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against the use of PI (stressing its connection to the paradox) are identical to the
objections raised against the use of statistical tests. Hence it is no longer clear why
appealing to statistical tests to justify/confirm a probabilistic hypothesis represents
any improvement over the use of PL

If this is so, it follows that it is just inconsistent to adopt the statistical tests solu-
tion to the problem of hypothesis confirmation/rejection, in so far as this solution
is subject to the same objections raised against the solution based on PI. I shall
deal with this point in detail below, splitting the explanation in two parts. First, I’1l
remind the reader the role of PI in deriving the paradox and second, I call attention
to the overlooked similarity between the objections to PI and those to the underlying
logic of statistical tests.

As is well known, the paradox occurs because PI seems to allow the derivation
of different probabilities for the same event. More precisely, it turns out that if PI
is applied to different (partitions of the) outcome spaces, it yields different results.
In so far as none of these partitions stands out as the ‘correct’ one, we have an
inconsistency. More concretely, a version of the Bertrand paradox is as follows (van
Fraassen, 1989, Chapter 12).

Suppose a factory makes cubes of side-length L, and all we know is that 1 < L
< 3. What is the probability that the factory will make a cube such that 1 < L < 2?
Given our ignorance of the possible values of L, the application of PI yields the
answer

Pl <L <2 =@2-1)/3—-1) = 1/2. Yet the question can be given an
equivalent formulation, since 1 < L < 2 is equivalentto 1 < § < 4, where S is the
area of a face of a cube of side-length L (hence 1 < § < 9). So, this time we are
interested in the probability that the factory makes a cube whose face has area S,
such that 1 < § < 4. The application of PI gives P(1 < S <4)=4—-1)/9—-1) =
3/8. Since it is uncontroversial that 1 < L < 2 is the same event as 1 < § < 4, we
have an inconsistency.'®

As is easy to see, the origin of this difficulty can be traced back to the initial
decision involved in choosing a parameter (L or S), which is further reflected in the
way the outcome space is constituted. More precisely, the difficulty is that there is
no rule that could somehow objectively indicate which parameter should be chosen
(side-length L or face area S) to formulate the problem,'® and thus no rule indicating
how the possible outcomes space should look like.

How is all this relevant for the Gillies strategy? In advancing the alterna-
tive method of justification/acceptance of probabilistic hypotheses (essentially, the
method of statistical significance tests), Gillies overlooks the fact that the central
problem faced by this method has the same conceptual origin as the problem iden-
tified above in connection to PI. The problem for the statistical tests method is the

18 Agis perhaps clear by now, I'm sympathetic to PI; see Bangu (2010) for an attempt to deal with
the paradox.

19 Jaynes (1973) proposes a clever but controversial solution to this type of problem, based on
symmetry considerations; yet Jaynes doesn’t deal with this particular cube factory scenario, but
with Bertrand’s original chord problem.
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absence of a rule determining the constitution of the outcome space. Now, as has
long been discussed in the statistical literature, the problem for statistical tests is
this: different initial configurations of the outcome space determine two inconsis-
tent final decisions (acceptance/rejection of H at the same significance level, say
5%), and there is no epistemically motivated rule for deciding which of those spaces
should be chosen.?”

I’ll explain this in more detail below; however, my exposition will assume some
knowledge of statistical tests, as here I'll omit all technical aspects. (A clear and
complete presentation of these calculations can be found in Howson and Urbach
(2006, Chapter 5), and I reproduce them partially, for readers’ convenience, in the
Appendixes.) My main intention is to stress the philosophical point that the attempt
at a justification by appealing to statistical tests faces the same difficulties as those
encountered when using PI.

Let us begin by rehearsing how the method of significance tests proceeds. In
order to subject a hypothesis H to a statistical significance test, one first needs to
specify, in addition to the test-statistic employed and the significance level, the space
of possible outcomes. Conceptual complications occur immediately; as Howson and
Urbach point out, ‘the space of possible outcomes is created, in part, by what is
called the stopping rule; this is the rule that fixes in advance the circumstances
under which the experiment should stop.” (2006, 156)

Now the problem is that different stopping rules yield different outcome spaces
and thus different decisions. Here is a very simple example.?! Suppose we test our
H : p = 1/2. (This is the hypothesis that the coin is fair). One stopping rule we
might choose is

SRj: stop the trial after 20 tosses>>

Simple calculations show that the result (6 heads, 14 tails) is not significant at
the 5% level. Hence H, treated as the null hypothesis, should not be rejected at this
level.

Yet one might choose a different stopping rule:

SRy: stop the trial as soon as 6 heads occur

The consequence of SR, is the creation of a different outcome space® and, again,
calculations show that the same result (6 heads, 14 tails) comes out as significant at
the 5% level. Hence H should be rejected at this level, contrary to what we decided
in the first case!

20 This holds for all statistical tests, including the heavily used chi-square test, which is based on
arranging population into cells — see the remark by Hays and Winkler who acknowledge that the
arrangement into population class intervals is arbitrary (1971, 791, emphasis in original). Taking
note of this, Howson and Urbach (2006, Chapter 5) signal the amazing “complacency” of Fisherian
statisticians when confronted with this problem.

21 From Howson and Urbach (2006, 157-158), who in turn adapt an example by Lindley and
Philips (1976).

22 The outcome space associated with SR1 can be described as pairs (heads, tails): (20, 0), (19,1),
(18, 2),...,(0, 20). See Appendix 1.

23 The new outcome space is thus (6, 0), (6,1), (6, 2), .. .etc. See Appendix 2.
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The decision over H is thus essentially influenced by the way the space of pos-
sible outcomes is determined, by choosing of a stopping rule. But, as it should be
clear by now, this is the same kind of objection raised to the use of PI: namely the
existence of an initial dilemma over the constitution of the outcome space, which
immediately generated the Bertrand paradox. Since both approaches lack an answer
to the question “What’s the rule determining the outcome space?’, one can no longer
see the advantages of the statistical tests alternative method.

The logical impossibility of refuting/confirming probabilistic hypotheses should
be alarming for a supporter of this kind of heuristic eliminativism. (Of course, this
issue has more general implications about testing probabilistic hypotheses, but I’1l
not touch upon them here.) The heuristic eliminativist strategy was based on a dis-
tinction (between what it takes to invent, or to discover a hypothesis, and what
it takes to confirm/accept or reject it) that turns out to involve more problematic
aspects than were taken into account when it was proposed. One can of course
argue that PI is a mere heuristic tool and then deny its role in justifying proba-
bilistic hypotheses. Yet, when pressed about justification (or acceptance), one can’t
go further an also argue that PI’s role in justification can be replaced by the method
of statistical significance tests — this is so since this method is vulnerable to the
same kind of objections motivating the elimination of PI in the first place. Thus I
claim that Gillies’ heuristic eliminativism is incomplete in a fundamental sense. It
can become complete only if it comes equipped with a procedure of justification,
or acceptance/rejection of hypotheses which is not only logically independent of PI,
but also immune to the type of objections raised against the principle.

3.4 Conclusion

My aim in this paper was entirely critical: to show that the attempts to dispense
with PI, either via the Poincaré — Reichenbach strategy or via the Gillies strategy,
are not compelling. Both implementations of the first eliminative strategy turned out
to be flawed: Reichenbach’s eliminativist argument was simply unable to offer an
account of the smoothness assumption — or, if Strevens’ suggestion is to be followed,
it needed to assume the uniformity of the distribution, which was to assume PIL.
Poincaré’s attempt to justify the smoothness was unsatisfactory too, since it involved
an assumption (the increasing entropy of the universe) no less in need of explanation
than the workings of PI.

The second kind of eliminativism (the heuristic approach) fell prey to a somewhat
similar difficulty. Gillies’ alternative solution to the confirmation/acceptance prob-
lem (the appeal to statistical tests) was found to be vulnerable to the same kinds of
objections as those that motivated the elimination of PI in the first place. While the
a priori flavour of the principle can’t be denied (hence the empiricists’ dislike of it),
PI seems to be indispensable to probabilistic reasoning, in one form or another.”*

24 Strevens (1998) ends up by accepting a (more empirically-flavored) form of PI as well.
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Finally, note that the arguments here don’t amount to any substantial direct support
for PI, as I didn’t propose any further justification or explanation of this apparent
indispensability. The present arguments are meant to challenge the supporters of the
empiricist eliminativism to devise more sophisticated versions of this view, able to
avoid the pitfalls of the strategies examined here.
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Appendix 1

According to Stopping Rule 1, we toss the coin and stop after 20 tosses.
Let Pr(head in a coin-tossing experiment) = p,Pr(tail) = ¢. We have
Pr (r heads in n tosses) ="C,p"¢"~" (since this is a Bernoulli process), where "C, =
(n")/[(n — r)! r!]. The following table describes the possible outcomes.

X (# of heads /20 tosses) Pr (X) X (# of heads/20 tosses) Pr (X)

0 9x 1077 11 0.1602

1 1.9 x 107 12 0.1201

2 2x 1074 13 0.0739

3 0.0011 14 0.0370

4 0.0046 15 0.0148

5 0.0148 16 0.0046

6 0.0370 17 0.0011

7 0.0739 18 2x 1074
8 0.1201 19 1.9x 107
9 0.1602 20 9 x 1077
10 0.1762

Let’s assess (the null) hypothesis

H: Pr (head) = 1/2

Suppose that the actual result is (6h, 14t). If H is true, Pr (6h, 14t) = 0.0370.
This is so since p = g = 1/2,n = 20. The method (invented by Fisher) of assessing
this result proceeds in the familiar way. First, we look at those results with less or
equal probability to 0.0370. They are obtained for X = 6,5,4,3,2,1,0 and x =
14,15,16,17,18,19,20. Then we find the probability that any of these results will
occur. This is the p-value for the result (6h, 14t), or p*:
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p* =2 x(0.0370+0.0148 +-0.0046 +0.0011 +2 x 10 +1.9x 10 4+9 x 10~7)

So, p* = 0.115. Now, there is the convention to reject H (null hypothesis) only
if p* < «, where, by another convention, « = 0.05 = 5%. This is called the
significance level of the test. Since p* = 0.115 > 0.050, we decide that H should
not be rejected at 5% level.

Appendix 2

According to Stopping Rule 2, we toss the coin and stop after the first 6 heads occur.
SRy produces (6, k) whenever (5, k), appearing in any order, is succeeded by a head.

If H: Pr (h) = 1/2 is true, then Pr (6,k) = *t3C5(1/2)3(1/2)F x 1/2. The
following table describes the possible outcomes.

Outcome(h, t) Pr(h, t) Outcome(h, t) Pr(h, t)
6,0 0.0156 6,11 0.0333
6,1 0.0469 6,12 0.0236
6,2 0.0820 6,13 0.0163
6,3 0.1094 6, 14 0.0111
6,4 0.1230 6, 15 0.0074
6,5 0.1230 6, 16 0.0048
6,6 0.1128 6,17 0.0031
6,7 0.0967 6,18 0.0020
6,8 0.0786 6,19 0.0013
6,9 0.0611 6,20 0.0008
6, 10 0.0458 6,21 0.0005
Etc. Etc.

Let’s assess H. Like above, suppose we get the result (6 h, 14t). Hence, for
k = 14,Pr (6,14) = 0.0111. Applying the same method as above, results with
less or equal probability to 0.0111 are (6, 14), (6, 15), (6, 16), ... So, the prob-
ability of either of any of these occurring is their sum, the p-value or p* =
0.0111 4+ 0.0074 + 0.0048 4 0.0031 + 0.0020 + --- = 0.0319 = (1 — [0.0156 +
0.0469 + 0.0820 + - - - + 0.0163])

Since p* = 0.0319 < 0.0500, H should be rejected at 5%.
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Chapter 4
Why Typicality Does Not Explain the Approach
to Equilibrium

Roman Frigg

4.1 Introduction

A gas that is confined to the left half of a container uniformly spreads over the entire
available space as soon as the confining wall is removed. Yet we never observe the
reverse process of a uniformly distributed gas suddenly concentrating in the left half
of the container. Such irreversible behaviour is characteristic of many processes
and is enshrined in the so-called Second Law of thermodynamics, which, roughly,
states that entropy cannot decrease in isolated systems. Statistical mechanics (SM)
aims to explain irreversible behaviour in terms of the dynamical laws governing the
individual molecules of which the gas is made up. What is it about molecules and
their motions that leads them to spread out when the wall is removed? And crucially,
what accounts for the fact that the reverse process never happens?

An important answer to these questions was suggested by Boltzmann (1877), and
variants of it are currently regarded by many as the most promising option among
the innumerable of approaches to statistical mechanics. An important contemporary
version of the Boltzmannian approach, originating in the work of Joel Lebowitz
(1993a, b), differs from traditional approaches in that it explains irreversibility in
terms of the notion of ‘typicality’. Intuitively, something is typical if it happens
in the ‘vast majority’ of cases: typical lottery tickets are blanks, typical olympic
athletes are well trained, and in a typical series of a thousand coin tosses the ratio
of the number of heads and the number of tails is approximately one. The leading
idea of a typicality-based approach to SM is to show that thermodynamic behaviour
is typical; that is, that the entropy in a system typically increases.

This approach has grown increasingly popular in recent years and has been advo-
cated by a number of authors (references will be given below). The problem with
understanding this approach is that it comes in different versions, which are, how-
ever, not recognised as such, much less clearly distinguished. We often find different
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arguments pursued side by side and eventually we end up not having a clear pic-
ture of the claims being made. The aim of this paper is to disentangle different
versions of typicality-based explanations of thermodynamic behaviour and evaluate
their respective success. My somewhat sober conclusion will be that the boldest ver-
sion fails for technical reasons (having to do with the mathematical structure of the
theory), while more prudent versions leave unanswered essential questions.

Before delving into the discussion, two disclaimers are in order. First, this paper
only deals with the role typicality plays in explaining the approach to equilibrium;
what typicality has to offer in response to other problems in SM, in particular to
the question of how to reconcile the Gibbsian with the Boltzmannian approach,
needs to be discussed elsewhere. Second, typicality has also been invoked in other
contexts, for instance in Bohmian mechanics (Diirr et al., 1992; Diirr, 2001; Galvan,
2006) and in quantum SM (Goldstein et al., 2006). The use of typicality in these
theories is beyond the scope of this paper, which is concerned only with classical
Boltzmannian SM.

4.2 Classical Boltzmannian SM

Consider a system consisting of n classical particles with three degrees of free-
dom each. The state of this system is specified by a point x, also referred to as the
system’s microstate, in its 6n-dimensional phase space I', which is endowed with
the ‘standard’ Lebesgue measure 1. The dynamics of the system is governed by
Hamilton’s equations, which define a measure preserving flow ¢, on I', meaning
that for all times ¢, ¢; : ' — T is a one-to-one mapping such that u(R) = u(¢:(R))
for all regions R C I'. The system’s microstate at time # (its ‘initial condition’),
x(tp), evolves into x(¢) = ¢;(x(fp)) at time ¢. In a Hamiltonian system energy is con-
served and hence the motion of the system is confined to the 6n — 1 dimensional
energy hypersurface I'g. The measure p1 can be restricted to I'g, which induces a
natural invariant measure p on I'g.

To each macrostate M;, i = 1,...,m (where m is finite), of the system, which is
characterised by the values of macroscopic parameters such as volume, local pres-
sure and local temperature, there corresponds a set of so-called micro-regions I'y,
consisting of all x € I" for which the macroscopic variables assume the values char-
acteristic for M;. The I'y;, together form a partition of I'g, meaning that they do not
overlap and jointly cover I': I'y;, N FMj = foralli # jandi,j = 1,..,m, and
[y V..U, = I'g, where ‘U’, ‘N and ‘@’ denote set theoretic union, intersection
and the empty set respectively.

The Boltzmann entropy of a macrostate M; is defined as Sg(M;) = kg
log[(I"y;)], where kg is the so-called Boltzmann constant. Given this, we define
the Boltzmann entropy of a system at time ¢, Sg(¢), as the entropy of the system’s
macrostate at #: Sg(t) := Sp(My()), where x(7) is the system’s microstate at ¢ and

! For compact presentations of Boltzmann’s account see Goldstein (2001), Goldstein and Lebowitz
(2004), Lebowitz (1993a, b, 1999).
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M) is the macrostate corresponding to x(#) (i.e. My is that M; for which it is the
case that x(¢) € I'y;, at 7).

The idea now is that the behaviour of Sg(#) mirror the behaviour of the thermo-
dynamic entropy Stp; that is, it should increase with time ¢ and reach its maximum
at equilibrium. Explaining why and how this happens is the central question the
Boltzmann approach needs to answer.?

Explaining why entropy increases makes sense only if it is far below its equilib-
rium value to begin with. That this is the case is the subject matter of the so-called
past hypothesis, the postulate that the system starts off in a low entropy macro-
condition, the ‘past state’. Depending on one’s stance on reductionism one either
takes, with the grand majority of Boltzmannians, the past state to be the Big Bang
and the system under investigation to be the entire universe, or, in keeping with the
spirit of laboratory physics, one regards states brought about in experimental set-
ups (such as the gas being confined to the left half of the container) as the past state
and takes the relevant system to be the gas in the box. How this issue is resolved is
an important question in its own right, but it is inconsequential for my discussion of
typicality.? All that is assumed in what follows is that the system under investigation
(whatever it is) be governed by classical Hamiltonian mechanics, isolated from its
environment and come into being in a low entropy state. For this reason I adopt a
neutral language and from now talk about ‘systems’, rather than ‘the universe’, and
the ‘past state’, rather than the ‘Big Bang’.

Let M}, and M4 be the past and the equilibrium macrostate, and FMP and FMeq
the respective micro regions (for ease of notation later on I assume, without loss
of generality, that macrostates are labelled such that My, = M and Meq = M,,).
The explanandum then is this: given that the system’s macrostate at 7y is M,
(i.e. given that the system’s microstate x(#p) lies within Iy, at tp), why does the
Boltzmann entropy increase as time unfolds and why does the system eventually
reach equilibrium (i.e. why does the system’s microstate x(¢) eventually wind up in
Uaey)?

The standard Boltzmannian response is to introduce a probability measure over
the M; and to argue that these probabilities come out such that the system is, in one
way or another, overwhelmingly likely to evolve in such a way that entropy increases
and it eventually reaches Meq (see Frigg (2008, Section 2) for a discussion of this
approach). The main problem with this response is that at some point it inevitably
has to invoke ergodicity, a notion which is notoriously beset with problems (Earman
and Rédei, 1996). Typicality approaches promise to eschew such commitments and
provide an explanation of the approach to equilibrium free of unmanageable notions
like ergodicity.

2 This ‘mirroring’ need not be perfect and occasional deviations of the Boltzmann entropy from its
thermodynamic counterpart are no cause for concern (Callender, 1999, 2001).

31f one takes the past state to be the state at the beginning of the universe, there is the further
question of whether or not one needs to explain why the world came into being in such a special
state. For opposite views on that matter see the contributions of Callender and Price to Hitchcock
(2004).
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4.3 Typicality and the Approach to Equilibrium

Consider an element e of a set X. Typicality is a relational property of e, which e
posses with respect to X, a property P and a measure v, often referred to as ‘tyicality
measure’.* Roughly speaking, e is typical if most members of ¥ have property P
and e is one of them. More precisely, let IT be the subset of ¥ consisting of all
elements that have property P. Then the element e is typical iff ¢ € IT and vs (IT) :=
v(IT)/v(¥) > 1 — &, where ¢ is a finite but small positive real number; vy (-) is
referred to as the ‘measure conditional on X’, or simply ‘conditional measure’.?
Derivatively, one can then refer to IT as the ‘typical set (with respect to ¥ and v)’
and to those elements that possess property P (i.e. the members of IT) as ‘typical
elements (with respect to X, P, and v)’. Conversely, an element e is atypical iff it
belongs to the complement of I1,  := ¥ \ I, in which case we refer to Q2 as the
‘atypical set’ and to its members as ‘atypical elements’. For instance the number
7 /4 is typical with respect to the interval [0, 1], the property ‘not being specifiable
by a finite number of digits’ and the usual Lebesgue measure on the real numbers
because it is a theorem of number theory that the set of all numbers that have this
property has measure one. Similarly, numbers in the interval [1/2,1/2 + ¢/2] are
atypical in [0, 1] because [0, 1] \ [1/2,1/2 + ¢/2] has Lebesgue measure greater
than 1 — e.

The element of interest in SM is a microstate x. Different approaches to SM
disagree about the choice of the set ¥ and about the selection of a relevant property
P; they all agree that the typicality measure is the Lebesgue measure p (I discuss
this assumption in the next Section). In this Section I show that typicality is used
in (at least) three different ways to explain why a system like a gas approaches
equilibrium and argue that none of them is successful.

Before discussing these approaches an important technical result needs to be
stated. Under certain circumstances (I come back to these in Section 4.4) it is the
case that I'y,, is the largest of all I'y;, (relative to the Lebesgue measure w); in
fact, for large n it is vastly larger than the area of all other regions (Ehrenfest and
Ehrenfest, 1912, 30). Numerical considerations show that the ratio u(I'p,, )/ (I'nm;),
where M; is a ‘standard’ non-equilibrium macrostate (e.g. one of the kind in which
the gas is confined to the left half of the container), is of the magnitude of 10"
(Goldstein, 2001, 43; Penrose, 1989, 403). For want of a better term I refer to this
matter of fact as the ‘dominance of the equilibrium macrostate’.

4 Tyicality measures often are, but need not be, probability measures (Zanghi, 2005, 188).

5 This definition of typicality is adapted from Diirr (1998, Section 2), Lavis (2005, 258), Zanghi
(2005, 185), and Volchan (2007, 805). Strictly speaking one should refer to this notion as
‘e-typicality’ because the definition depends on the choice of ¢ and elements that are typical with
respect to one choice of € need not be typical with respect to another. However, nothing in what fol-
lows depends on a particular choice of ¢ and so there is no need to make this dependence explicit.
Furthermore, there is an alternative definition of typicality which is stricter than the one adopted
here in that it requires v(IT)/v(X) = 1. This definition is unsuitable in the present context because
it classifies as atypical certain elements that, from a physics point of view, clearly are typical.
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This dominance is then often glossed as implying (or being equivalent to the fact)
that for large n, I'g is almost entirely taken up by equilibrium microstates; in other
words, it is glossed as the fact that equilibrium microstates are typical with respect
to I'g and the Lebesgue measure p (Bricmont, 1996, 146; Goldstein, 2001, 43;
Zanghi, 2005, 191, 196). As we shall see in Section 4.4, this gloss is not generally
true. However, for the sake of argument I assume throughout this Section that we
are dealing only with systems for which this gloss is correct.

Account 1. A first account of why systems behave thermodynamically is sug-
gested by Goldstein (2001) and explains this fact in terms of the dominance of the
equilibrium macrostate:

[T'£] consists almost entirely of phase points in the equilibrium macrostate [I"y,, ], with

ridiculously few exceptions whose totality has volume of order 1019 relative to that of
[Tg]. For a non-equilibrium phase point [x] of energy E, the Hamiltonian dynamics gov-
erning the motion [x(#)] would have to be ridiculously special to avoid reasonably quickly
carrying [x(#)] into [Iy,,] and keeping it there for an extremely long time — unless, of
course, [x] itself were ridiculously special. (Goldstein, 2001, 43-44)°

Some pages further down he summarises his view as follows:

Suppose a system, e.g. a gas in a box, is in a state of low entropy at some time. Why should
its entropy tend to be larger at a later time? The reason is basically that states of large
entropy correspond to regions in phase space of enormously greater volume than those of
lower entropy. (Goldstein, 2001, 49).

These passages allow for two readings. On the first — and more obvious — reading,
Goldstein suggests that a system approaches equilibrium simply because the over-
whelming majority of states in I'g are equilibrium microstates; in other words, it
approaches equilibrium simply because equilibrium microstates are typical and non-
equilibrium microstates are atypical (with respect to 'g and w). This also seems to
be Zanghi’s view when he writes that

reaching the equilibrium distribution in the course of the temporal evolution of a system is
inevitable due to the fact that the overwhelming majority of microstates in the phase space
have this distribution; a fact often not understood by the critics of Boltzmann [...] (Zanghi,
2005, 196; my translation)

This point of view contrasts with one that explains the approach to equilibrium
by appeal to specific dynamical properties such as ergodicity or mixing. Goldstein
dismisses the view that either of these properties could play any role in the
foundation of SM as ‘thoroughly misguided’ (2001, 45):

6 Square brackets indicate that Goldstein’s notation has been replaced by the notion used in this
paper. I will use this convention throughout.

7 Albert takes a similar stance and dismisses approaches to the foundations of SM that appeal to
ergodicity as ‘sheer madness’ (2000, 70) and ergodic theory as an enterprise that has ‘produced
beautiful mathematics’ but is ultimately, if we are interested in the foundation of SM, ‘nothing
more nor less [...] than a waste of time’ (ibid.).
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Boltzmann’s key insight was that, given the energy of a system, the overwhelming majority
of its phase points on the corresponding energy surface are equilibrium points, all of which
look macroscopically more or less the same. This means that the value of any thermody-
namic quantity is, to all intents and purposes, constant on the energy surface, and averaging
over the energy surface will thus reproduce that constant value, regardless of whether or not
the system is ergodic. (Goldstein, 2001, 45)

This criticism is not specific to ergodicity and could just as well be levelled against
any other dynamical property that a system could posses. This suggests that dynam-
ical considerations are regarded as irrelevant for an explanation of the approach to
equilibrium and a system eventually reaches equilibrium just because equilibrium
conditions are typical.

This is not so. In general there is no reason to assume that points in an atypical set
have to evolve into a typical set; typical states do not per se ‘attract’ atypical states.
Uffink (2007, 979-980) provides the following example. Consider a trajectory x(t),
i.e. the set {x(r) = ¢:(x(t0)) | t € [t0,00)}, a set of measure zero in ['g. Its comple-
ment, the set I'g \ x(7) of points not laying on x(¢), has measure one. Hence the points
on x(7) are atypical while the ones not on x(t) are typical (with respect to I'g, u, and
the property ‘being on x(¢)’). But from this we cannot conclude that a point on x(¢)
eventually has to move away from x(#) and end up in I" \ x(¢); in fact the uniqueness
theorem for solutions tells us that it does not (for a discussion of uniqueness the-
orems see Arnold (2006)). The moral is that non-equilibrium states do not evolve
into equilibrium states simply because there are overwhelmingly more of the latter
than of the former, i.e. because the former are atypical and the latter are typical. It
does not somehow lie in the ‘nature’ of atypical states to evolve into typical ones.

One might reply that this example does not fit the mould because the claim is
not that any typical set is such that trajectories having atypical initial conditions
eventually wind up in the typical set; the claim rather is that this is a special feature
of the set that is typical with respect to the property of being an equilibrium state.

But why should this be so? Equilibrium is defined solely in terms of macroscopic
quantities and without any reference to the system’s dynamics. Why, then, should
it be the case that the micro-dynamics is such that it carries atypical points into
the typical set? The fact that the there are many more typical than atypical points
does not in any way imply that the latter have to evolve towards the former. In other
words, if a system is in an atypical microstate (which it is by the Past Hypothesis),
it does not evolve into an equilibrium microstate just because the latter are typical.
Whether or not this happens depends on the dynamics of the system, and whether
the dynamics is of the right kind is a question that cannot be answered by appeal to
measure-theoretic arguments about the system’s macrostate structure.

Account 2. If a given non-equilibrium microstate eventually evolves into an
equilibrium microstate this happens due to the dynamics of the system, which
is determined by equations of motion and the system’s Hamiltonian. Hence an
account that disregards dynamical consideration and tries to explain the approach
to equilibrium solely by appeal to considerations having to do with the measures of
macrostates is doomed to failure. So the question remains: what dynamical condi-
tions does the system have to satisfy for it to approach equilibrium? On the second
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reading of the first of the above quotations, Goldstein offers at least the beginning
of an answer to exactly this question when he restricts his claim that systems reach
equilibrium quickly to a dynamics that is not ‘ridiculously special’ and to initial
conditions that are not ‘ridiculously special’ either. This clearly is a condition on
the dynamics of the system, albeit not a very informative one because Goldstein
does not tell us what he means by ‘ridiculously special’. The only indication of what
non-ridiculously-specialness could consist in is contained in the following remark:

The dynamics of the system prefers a given equilibrium point neither more nor less than
it prefers any other given phase point, even a specific far-from equilibrium phase point,
corresponding say to the leftmost snapshot. (Goldstein, 2001, 42)

Stripped of its anthropomorphisms, this passage might be read as saying that sooner
or later x() visits every point in I'g, which is just Boltzmann’s original definition
of ergodicity (see Sklar, 1993, 160). However, as is well known, there are no tra-
jectories that satisfy this condition (in phase spaces of more than one dimension).
An obvious way to fix the problem would be to substitute the modern definition of
ergodicity (roughly that the system’s state visits every subset of finite measure at
some point and spends an amount of time in it that is proportional to the subset’s
volume) for Boltzmann’s. However, given Goldstein’s polemic against ergodicity
this can hardly be the dynamical condition that he envisages.

So the crucial question is still unanswered: what are the properties of the
dynamics of a system that exhibits the right kind of entropy increasing behaviour?
Surprisingly, this question has hardly attracted any attention so far; in fact, I am
aware of only two proposed answers. The first is due to Bricmont, who tentatively
puts forward the suggestion

that some form of mixing is important for the approach to equilibrium to take place (after
all, for the harmonic oscillator we have neither approach to equilibrium nor any form of
mixing), but only in some kind of reduced phase space (R? here [i.e. in the example of
a system of N uncoupled anharmonic oscillators of identical mass]), determined by the
macroscopic variables. (Bricmont, 2001, 16)

Bricmont himself is clear that this is only a ‘suggestion’ that he does ‘not know how
to formulate precisely’ (ibid.), and that it is still an open question whether, and if so
how, this suggestion can be generalised to yield a general condition that would do
the work that ergodicity (with respect to the entire phase space) was supposed to in
the orthodox approach to SM.

The second suggestion departs from Lavis’ (2008, Section 2) observation that
the Kac ring model, which, as is well known, behaves theormodynamically while
failing to be ergodic (see also Bricmont 2001, 10—14), in fact has an ergodic decom-
position. This suggests that having such a decomposition plays a part in explaining
the approach to equilibrium. Again, the difficulty is that this observation is made in
the context of a particular example and it is not at present clear whether, and if so
how, it could be generalised to yield a general necessary condition for the approach
to equilibrium to take place.

These two suggestions point in the right direction. The question is whether they
can be given a precise and general formulation, and whether it is possible to show
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that realistic systems actually obey one of them. A further question concerns the
relation between these (and potential other) conditions. Is one a special case of the
other? If not, do they belong to a family of conditions that have certain important
features in common? These are important questions that should be addressed in the
future.

Account 3. An altogether different line of argument can be found in Lebowitz
(1993a, b, 1999) and Goldstein and Lebowitz (2004) and (possibly) Zanghi (2005,
Section 2.4.4). The difference lies in the fact that what I refer to as Account 3
focusses on the internal structure of the micro-regions I'y;; rather than the entire
phase space. The core of this view is captured in the following quotation:

By “typicality” we mean that for any [I"j] [...] the relative volume of the set of microstates
[x] in [I"a;] for which the second law is violated [...] goes to zero rapidly (exponentially) in
the number of atoms and molecules in the system. (Goldstein and Lebowitz, 2004, 57)8

This definition contains different elements that need to be distinguished for the dis-
cussion to follow. Let us begin by introducing some notation. F,(VZH is the subset
of I'y;, containing all those x that lie on trajectories that come into I'y;, from a
macrostate of higher entropy and that leave I'y, entering into a macrostate of higher
entropy; F(+_) F(_+) and F(__) are defined accordingly. These four subsets form a

partition of T'y,.” Furthermore, F(+) F(++) U F( ™) and F( ). F(+ v l"(__)
are the subsets of I'y, that have a hlgher and lower future entropy respectlvely

The microstate x € I"y; has the property ‘being entropy increasing’ (‘I” for short)
iff it lies on a trajectory that moves into a microstate of higher entropy when leaving
I'y;. Hence, x has property /iff x € T’ /(1;;)~ Entropy increasing states are typical in

[y, iff ;L,-(FI(‘Z)) > 1 — &, where w;(-) := u(-)/u(y;) is the Lebesgue measure
relative to I'y,.

A system possesses the property of being ‘globally entropy increasing’ (‘GI’
for short) iff entropy increasing states are typical in every I'y;, except the equilib-
rium macrostate itself (because, trivially, once the system has reached equilibrium
entropy cannot further increase). Goldstein and Lebowitz’s explication of typicality
(quoted above) amounts to saying that the system is GI. This can be seen as follows.
In technical terms, Goldstein and Lebowitz’s condition is lim,_, o Mi(rz(v;,»)) =

for all i. Since the F(++)

, etc., form a partition of I'y;, this is equivalent to
lim,,—s o0 u,-(l",(‘;:)) = 1 for all macrostates M; except the equilibrium macrostate.
If we now assume (reasonably) that for n ~ 10> we are already ‘close’ to the limit

it follows that ,u,-(Fl(‘,Z)) > 1 — ¢ for some small but finite €.

8 Explications of typicality very similar to this one can be found in Lebowitz (1993b, 7-8; 1999,
348).

91 neglect the possibility that there maybe x that come from or move into microqtates of the same
entropy. These cases could be accounted for by introducing the subsets F , etc., and rephrasing
the argument accordingly. One can easily see that this would not alter the concluswns that I reach
and I therefore neglect them in the interest of ease of discussion and notion.
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We now face two questions. First, under what circumstances is it the case that a
system is GI? Second, assuming we have a satisfactory answer to the first question,
do we then have a good explanation for why the system approaches equilibrium? I
discuss these questions in turn.

Goldstein and Lebowitz offer the following answer to the question of when a
system is GI:

Boltzmann then argued that given this disparity in sizes of different M’s [i.e. the above-
mentioned dominance of the equilibrium macrostate], the time evolved [My)] will be such
that [((Mx())] and thus [Sp(#)] will typically increase in accord with the law. (2004, 57)

They do not reference the work of Boltzmann they have in mind and so we have to
work with their paraphrase of what they take to be Boltzmann’s view. The argument
seems to be that if it is the case that the ratio u(FMeq)/M(FMi), where M; is a ‘stan-
dard’ non-equilibrium macrostate, is large (i.e. is of the magnitude of 10"), then the
system is GI.

This is incorrect. Dominance of the equilibrium macrostate and being GI are
compatible with each other, but the latter does not follow from the former. From
the fact that I'g as a whole is almost entirely filled with equilibrium microstates
and that therefore the measure of I' Meq is 10" times the one of other macro-regions,

it just does not follow that within every macro region F/(v;t) is typical. In fact, the
dominance of the equilibrium macrostate is compatible, in principle, with it being
the case that Mi(I‘I(VZ)) < 'u“i(FI(l/;,-)) for many low entropy macrostates M;, in which
case the system would fail to be GI. And the point is not one about there being
the possibility of one or two macrostates behaving strangely and the system being
‘a little bit non-GI’; it could be the case equilibrium microstates are typical with
respect to ['g as a whole, while entropy increasing behaviour is atypical in all low
entropy macrostates.

That Account 3 fails is no surprise; whether or not a system is GI depends both on
its dynamics and the construction of the macrostates and so it would be something
of a miracle if one could prove systems to be GI without even mentioning either of
the two.

Given that we do not have a general argument for the claim that relevant systems
are GI, the best we can do is look at examples. And here the evidence is mixed.
One can show that the Kac ring model is GI (Lavis, 2005, 259). However, GI seems
to fail in other examples. Numerical considerations show that entropy increasing
microstates are not typical within the low entropy macrostates of the baker’s gas (as
David Lavis pointed out to me in personal communication). So GI is not a trivial
condition and there is a substantial question under which circumstances it holds.

There are also problems as regards the second question. To begin with, even if a
system were GI it could still be the case that an approach to equilibrium would not
take place. The problem is the following. Assume that the system is in macrostate
M; at time 71 and evolves into a macrostate M; of higher entropy at time #, (without
passing through any other macrostates in-between). Furthermore assume that in both
M; and M; entropy increasing microstates are typical. By construction, all states that
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evolve into M; from M; have to be either in Fz(v;H or in F](‘,Zf). In which one of
these a particular x € M; ends up is determined by the dynamics of the system, and
it is possible that under certain dynamical laws most x € M; end up moving into
F](V;jf). In this case most trajectories that are compatible with the system’s actual
past history move towards macrostate of lower entropy after t,, despite the fact that
F,(Jj'_) is typical in T'y;.

So we need to add the further constraint that the dynamics of the system is such
that for all (or at least most) contiguous macrostates M; and M;, where M; has lower
entropy than M;, it be the case that the overwhelming majority of microstates in
Fj(vz) move into Fl(l,;jﬂ. What condition could assure that this is the case? A possi-
ble answer to this question (or, rather, part of an answer) might be that the system
has to show Goldilocks mixing (Earman, 2006, 406). Although Earman discusses
Goldilocks mixing in a different context and does not suggest that it is a solution
to the current problem, it might at least be worth considering whether Goldilocks
mixing, probably in conjunction with other conditions, proves useful in solving the
problem at hand.

Furthermore there is the problem that most of the states that lie on trajectories
that move towards higher entropy macrostates also have a high entropy past, i.e.
behave un-thermodynamically.'? This can be seen as follows. By assumption F](VJ,:)
is typical, i.e. M(Fz(\z)) > 1 — ¢, and hence M(F](V;)) < ¢&. Since Fz(v;,-) = Fz(v;;) U
F,(\Z_), we also have M(F/(v;:_)) < &. The time reversal invariance of the Hamiltonian
dynamics implies M(l"/(l,,_l_“) = M(F,(‘j,;_)) and therefore M(F;(V/_,.+)) < £. With F/(J;)) =
1"1(1,[_[+) U FI(‘ZH we obtain M(F,(VZH) > 1 — 2¢. Hence the typicality of FI(VZ) is hardly
relevant to thermodynamic behaviour because the overwhelming majority of states
in Fj(lz) do not exhibit the desired behaviour (i.e. they belong to Fz(v;:H and hence
have a high entropy past).

Remedy can be found in Albert (2000, Chapter 4), who suggests solving the prob-
lem by conditionalising on the past hypothesis (Albert does not put his argument in
terms of typicality and uses probability language instead; what I am presenting here
is an adaptation of his point to the present context). In technical terms that means
that rather than pondering the question of whether microstates with high entropy
future are typical with respect to the entire set I'y;, we should require that this be
the case with respect to I'y;, N q&[(FMp). The question now is whether states which
evolve into macrostates of higher entropy are typical within that set.

And now we are back to the above problem, namely that this question cannot be
answered without taking the dynamics of the system into account. There is noth-
ing, in principle, to rule out that all states that satisfy this condition evolve into
F](V;j*) once they leave I'j,, in which case the system’s entropy decreases once the

10 A point to this effect was first made by Ehrenfest and Ehrenfest-Afanassjewa (1912, 32-34).
However, their argument is based on an explicitly probabilistic model and so its relevance to
deterministic dynamical system is tenuous.
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states move from l"Mj into the next macrostate. Albert (2000, 67, 81-85, 94-96)
suggest ruling out that this happens by requiring that microstates that lead to un-
thermodynamic behaviour are scattered in tiny clusters all over I'y;,. This is an
interesting suggestion, but, again, there are neither a priori reasons nor plausibil-
ity arguments to suggest that this generally is the case in relevant systems. Whether
or not this ‘scattering condition’ holds depends on the details of the dynamics and
the construction of the macrostates, and merely asserting that the condition does
hold is simply begging the question.

4.4 Further Qualms

There are five further problems for an approach to SM based on the notion of typi-
cality: the justification of the Lebesgue measure as the relevant typicality measure,
that the equilibrium macrostate may not be typical, that in interacting systems the
largest macrostate may not be the equilibrium macrostate, the reliance on measures
in general, and objections to the explanatory power of typicality even where it can
be had. I will discuss each of these in turn.

First. Typicality judgements in all three accounts I have distinguished are
made relative to the Lebesgue measure ©. How can this be justified? Diirr (1998,
Section 3) emphasises that the crucial criterion for the choice of a typicality mea-
sure is invariance over time. What is typical at some time ¢ also has to be typical
at some earlier or later time #. In the context of SM this means that the typicality
measure has to be invariant under the dynamics of the system (given by the flow ¢,).
As we have seen in the Section 4.2, the Lebesgue measure satisfies this criterion and
therefore seems to be a natural choice.

Things are more involved, however. As Zanghi (2005, 189) points out, the
Lebesgue measure p may not be the only invariant measure in a particular sys-
tem. For any specific Hamiltonian (equivalently for any specific ¢,) there could also
be invariant measures other than the Lebesgue measure whose explicit form depends
on the details of the dynamics. Zanghi then points out that what makes the Lebesgue
measure special is the fact that it is the only generic invariant measure, meaning that
it is the only measure that is invariant under a/l Hamiltonian flows.

It is not clear, however, that this fact is relevant for the problem at hand. Each
system is governed by one, and only one, Hamiltonian and it is therefore not clear
why the fact that the Lebesgue measure is the only measure that is invariant under
all Hamiltonians is relevant for typicality judgements in this system. If it happens
that there is a measure 1’ which is invariant under the dynamics of the system under
investigation and which is non-equivalent to the Lebesgue measure, why should we
not make typicality judgments about this system with respect to w’? This question
is particularly pressing for those — like most Boltzmannians — who take the relevant
system to be the universe as a whole and the past state the Big Bang. There is only
one universe and there is only one Hamiltonian flow in this universe. What reason
could there be to prefer u to ' to make typicality judgements in this universe?



88 R. Frigg

There is no obvious answer to this question. But maybe none is needed. A similar
issue arises in the case of the Galton board. Maudlin (2007) points out that atypical
initial conditions have measure zero and hence typicality judgments remain unal-
tered under a change of measures as long as the alternative measure y’ is absolutely
continuous with the Lebesgue measure p.'! So there is actually no need to worry
about the question of picking the ‘right’ measure because under all choices the same
sets come out as typical, which is all we need.

It is not clear whether this strategy is available in SM. First, Maudlin’s argument
only applies to measures that are absolutely continuous with the Lebesgue measure.
So we would need an argument for the conclusion that all invariant measures have
this property. This may or may not be the case; at any rate it is not a priori clear
that this is so0.!2 Second, one would have to show that it is indeed the case that all
atypical sets have Lebesgue measure zero. Again, this is not evidently so. Even in
a simple system like the Galton Board a host of drastic idealisations are needed to
reach this conclusion (for instance, one has to assume that the board is infinitely long
and that all the nails are perfectly symmetrical), which then still is only supported
by a plausibility argument and not a rigorous proof. It is not clear that idealisations
of this sort can be made of our universe, and even if they can this may not yield
the desired result because the dynamics of our universe is much more complex than
the one of the Galton Board. Hence, it is at least a possibility that some sets of
finite measure are atypical. If this is the case and if there is an invariant measure
w’ (which could even be absolutely continuous with w), it might be the case that
w’ assigns high weights to sets that come out small under &, which would reverse
typicality judgements. Hence what is typical with respect to « would come out to
be atypical with respect to p’ and vice versa. There is no a priori reason to rule out
this possibility.

Second. A further difficulty concerns the dominance of the equilibrium
macrostate. As I have briefly mentioned above, from the fact that the equilibrium
macrostate is larger than any other macrostate one cannot infer that it is typical.
Lavis (2005, 255-258) points out that entropy levels can be degenerate, mean-
ing that there may be more than one macrostate for which the Boltzmann entropy
assumes a particular value. More precisely, consider a particular macrostate M;,
construct the set {M;|Sg(M;) = Sg(M;),i = 1,...,m} of all macrostates that have
the same entropy as M;j, and let w; be the number of macrostates in this set; w;
is the degeneracy of the entropy value Sg(M;). The important point is that these
degeneracies may be large enough for it to be the case that the non-equilibrium
macrostates associated with a particular entropy value fogether take up a larger
chunk of the phase space than the equilibrium macrostate; that is, it may be the case

11 A measure ' is absolutely continuous with  iff for any measurable region A C [g: if u(A) =0
then w/(A) = 0. More colloquially, a measure ' is absolutely continuous with another measure
if it assigns measure zero to all sets that are assigned measure zero by p, while, possibly, assigning
different values to the sets to which p assigns non-zero measure.

12 Maybe an defence along the lines of Malement and Zabell (1980) would fit the bill, but this
would need to be argued in detail.
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that w; u(I'pg) > u(I'p,), for some non-equilibrium macrostate M;. Lavis shows
that this is not only a theoretical possibility. He points out that it is exactly what hap-
pens in the case of the baker’s gas (ibid.) and in the Kac ring model (Lavis, 2008,
Section 2), in which the proportion of the phase space occupied by the maximum
entropy state even decreases as n becomes large. Of course, real systems are neither
baker’s gases nor Kac rings and so this problem with degeneracies may not surface
in more ‘realistic’ systems. However, whether or not this is the case depends on the
details of the system and one would have to show that in the systems of interest no
such degeneracies crop up.

Third. So far we have assumed that the equilibrium macrostate is the largest of
all macrostates (and the second problem concerns the question of whether this state
is typical in I'g). Although this is usually stated as if it were a general truism, it
is proven only for an ideal gas, i.e. a system of non-interacting particles. In broad
outline, the reasoning, invented by Boltzmann in 1877 and now usually referred
to as the ‘combinatorial argument’, is as follows (for an in-depth discussion see
Uffink (2007, 974-983). Consider the phase-space of one gas molecule; the state
of the entire gas (consisting of n molecules) is specified by n labeled points in this
space. Now put a grid-like partition on it with the border of the cells running in
the directions of the momentum and position axes. Every one of the n points comes
to lie within a particular cell of the partition. A specification of which point lies
in which cell is called an ‘arrangement’; a specification of how many points (no
matter which ones) are in each cell is a ‘distribution’. Boltzmann then considered
how many arrangements are compatible with each distribution and associated the
logarithm of this number, W, with the entropy of the system (this can be shown to
be equivalent to the definition of the Boltzmann entropy given in Section 4.2). One
can then prove that W is proportional to the Lebesgue measure of the region of the
n-particle phase space, corresponding to the distribution. By construction it follows
that largest macrostate is associated with the largest Boltzmann entropy, and this
macrostate is then considered to be the equilibrium macrostate.

However, we should not be mislead by the suggestive use of the word ‘entropy’;
the argument so far is just a combinatorial exercise and its physical relevance yet
needs to be shown. And this is where the crucial assumptions enter. Suppose that
the energy of a molecule only depends on the cell in which it is (but not on where
all the other molecules are) and that the total energy of the system is the sum of
these ‘individual’ energies. Under this assumption (and the further assumption that
the number of molecules in each cell is far greater than one) one can prove that
the velocity distribution of those phase points that are in the maximum Boltzmann
entropy region is the Maxwell-Boltzmann equilibrium distribution. For this reason
it is indeed legitimate to associate equilibrium with maximum Boltzmann entropy.

The crucial assumption in this proof is that the entropy of a molecule only
depends on the cell in which it is, as this amounts to nothing less than the assump-
tion that there is no interaction between the molecules; in other words, it amounts
to assuming that the system is an ideal gas (Uffink, 2007, 976). Hence, for sys-
tems that are not ideal gases there is at least a question of whether their equilibrium
macrostate can be associated with the largest macrostate. And this is more than an
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academic point. Most systems, not least the universe as a whole, are not ideal gases,
not even approximately, and it is not clear whether in such systems the equilibrium
macrostate can legitimately be associated with the largest macrostate (i.e. the one
for which the Boltzmann entropy is maximal).

In fact, it is a real option that this is not the case. Consider a system of gravitating
particles. These particles attract each other and hence have the tendency to clump
together. So if it happens that a large amount of these are distributed evenly over a
bounded space, then they will move together and eventually form a lump. However,
the volume corresponding to a lump is much smaller than the one corresponding to
the original spread out state, and hence it seems that the system evolves from a high
to a low entropy state. This conclusion is usually blocked by pointing out that the
loss in volume in configuration space is compensated by a corresponding increase in
volume in momentum space, and as a result entropy does not decrease after all. But
whether this is true depends on the details of the system at hand. There are situations
in which this is not the case, for instance one in which all particles end up moving
around with almost the same velocity and hence occupy only a small volume of
momentum space. So one would need to argue that the systems of interest are not
of this kind.'3

Fourth. One of the main objections against approaches to SM that invoke ergod-
icity is the so-called ‘measure zero problem’ (see van Lith (2001) for a discussion).
The results of ergodic theory come with the qualification ‘almost everywhere’ —
i.e. everywhere except, perhaps, for a set of measure zero — which is commonly
understood as suggesting that sets of measure zero can be ignored because they are
somehow ‘sparse’. This piece of common wisdom has been criticised as untenable.
Sets of measure zero need not be ‘small’ at all (e.g. the rational numbers have mea-
sure zero within the real numbers and yet there are ‘many’ of them) and, as Sklar
(1993, 182-188) points out, a set of measure zero need not be (or even appear to be)
negligible if sets are compared with respect to properties other than their measures.
For instance, we can judge the ‘size’ of a set by its cardinality or Bair category rather
than by its measure which may lead to different conclusions about a set’s ‘size’.

This point has to do with the use of measures in general and is not specific to
ergodic theory. In fact, because typicality is determined with respect to a measure,
approaches to SM appealing to typical behaviour face a very similar problem: sets of
measure zero (like the rational numbers) are classified as atypical and it is suggested
that these can therefore be neglected. However, echoing Sklar’s point, sets that come
out as atypical when compared to other sets with respect to their measures may not
come out as atypical when compared with respect to some other property (such
as their Bair category). So we face the question of what conveys upon measures a
privileged status when it comes to judging typicality.

Fifth. The basic strategy of typicality-based approaches is to explain X by point-
ing out that X is typical. For instance, when asked why a system approaches

13 See Callender (2010) for a further discussion of the problems that arise in connection with
gravity.
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equilibrium the proponent of Approach 2 answers that this is because initial con-
ditions that lie on trajectories that approach equilibrium are typical in the set of
all initial conditions. It is questionable whether this answer is satisfactory, even if
the desired behaviour in fact turns out to be typical. The problem is, again, paral-
lel to one that threatens the ergodic approach. As Sklar (1973, 210-211) points out
in his critique of this approach, from the fact that an initial condition lies within
a set of measure zero we cannot infer that this initial condition does not occur.
Whether the system has a particular initial condition is a factual question, and
as such it has to be settled by an appeal to matters of fact and not measures of
sets; to explain why the system exhibits entropy increasing behaviour we need an
argument for the conclusion that the system indeed started out in a typical initial
condition, but that these are of measure (close to) one does not give us such an
argument.

But now the significance of typicality seems to have evaporated entirely. All we
need to explain a system’s actual behaviour is that its actual initial condition is
one which, under the dynamical law governing the system’s evolution, evolves in
a thermodynamic way. Whether or not this initial condition is also typical is sim-
ply irrelevant. So typicality does not play a role in explaining the behaviour of a
particular system (like, for instance, our universe).

One could reply that the notion of explanation that underlies this criticism is too
metaphysical (in that it implicitly assumes that an explanation of X has to show that
X must happen under the given circumstances) and that a different, less assuming,
notion should be applied. An obvious candidate is rational expectability. On this
conception of explanation we explain X by showing that it is rationally expectable
that X occurs. This seems to square well with typicality, because if a behaviour is
typical we are surely rationally justified in believing that it occurs most of the time.
This also squares well with the intuition driving the (probabilistic version of) the
covering law account of scientific explanation, according to which we explain X if
we can show that X is very likely to occur.

But even if we are willing to set all the well-known problems of accounts of this
sort aside (see Salmon (1992) for survey), such an account would not sit well with
the general hostility towards epistemic approaches that permeates this literature, in
particular the flamboyant rejection of an epistemic interpretation of probability (see
for instance Albert (2000, 64), Loewer (2001, 611), and Goldstein (2001, 48)). But if
we reject an epistemic notion of explanation, it remains unclear how we can explain
the behaviour of a particular system (this universe) by appeal to typicality.

4.5 Conclusion

I have distinguished three different ways in which typicality is used to explain why
systems approach equilibrium and argued that none of them is successful. The first
is false for mathematical reasons, while the latter two prima facie provide a restate-
ments of the problem rather than a solution because they do not provide dynamical
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conditions. But even if these difficulties can be solved, there are further concep-
tual problems. First, all accounts attribute a special status to the Lebesgue measure,
but the justifications of this choice do not seem to be conclusive. Second, it is not
clear whether the equilibrium macrostate is typical in I'g. Third, typicality argu-
ments are usually put forward in the context of ideal gases, and there are serious
questions about whether they can be carried over to gravitating systems. Fourth,
like approaches based on ergodicity, typicality arguments dismiss sets of measure
zero as ‘negligible’. It is not clear, however, how this can be justified. Finally, it is
questionable whether an appeal to what typically happens has any explanatory force
at all when it comes to explaining what happens in a particular system.
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Chapter 5
From Metaphysics to Physics and Back:
the Example of Causation

Federico Laudisa

5.1 Introduction

It was around a century ago when a ban was heard to come from several differ-
ent philosophical voices. The target was the very notion of causation. It seemed
as though philosophy, held to be born in the ancient Greece exactly as that sort
of investigation which finally emerges out of myth and religion and becomes cog-
nitio per causas, reached its full maturity only to realize that our understanding
of science can and must do without causes, effects and all that. We can hardly
underestimate the extent to which the development of the mathematical and physical
sciences between the end of the nineteenth century and the beginning of the twen-
tieth century contributed to such circumstance. Quantum mechanics, in particular,
or better the ideology that underpinned the development of its standard theoretical
formulation strongly enhanced an acausal (or even anticausal) attitude toward the
foundations of science in general, and of physics in particular.

Fortunately, we are at present far from that old ban. The causality Renaissance
we have been experiencing since the early eighties of the last century has had a
twofold consequence. On the one hand we feel justified in attempting to assess still
the fruitfulness of causal concepts and frameworks, on the other hand we are aware
that in doing this we are not chasing after the Holy Grail of Causation but rather we
are developing a vast number of causal models, with varying degrees of applicability
and formalization. Namely, there seems to be a growing consensus on the need to
entertain a modest, pluralist and open attitude toward the role of causality in science,
a need on the basis of which causality itself acquires more and more the character
of a cluster and context-dependent concept!. This consensus itself leans toward —
no matter what kind of view of causation one might adopt — an epistemic attitude
rather than a metaphysical one If in other words we agree to be sensitive about the
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context-dependence of causal notions, in order for these notions to be meaningful in
the philosophical investigations in the foundations of special sciences, there appears
to be less and less ground for defending strongly metaphysical theories of causation,
although it must be stressed that the epistemic bias is by no means a necessity.

In the spirit of what Hitchcock defines as methodological pluralism in its scien-
tific version, a pluralist attitude should also prevent from conceiving the relevance
or irrelevance of causal modelling in a uniform way irrespective of the differ-
ent scientific domains in which causal reasonings are employed. It appears much
more reasonable to think that every scientific theory — or every class of interre-
lated theories in a given broad scientific domain — sets somehow its own standards
of explanatory value whenever some sort of causal talk is put to work in order to
account for phenomena (be they natural or social). Thus it might be the case that the
search for causal models or explanations turns out to be not only useful but essential
in a certain scientific domain, and irrelevant or indeed deeply misplaced in others.

Of course the question is particularly pressing for the foundations of physics and
of quantum mechanics in particular. As far as the latter is concerned the situation is
especially controversial. For on the one hand the formal development of quantum
mechanics in the first half of the last century gave rise — for motivations that are
highly controversial themselves — to a dismissal of any investigation on the onto-
logical status of the entities that the theory was supposed to be about, and hence
to a dismissal of any interest for causality in quantum mechanics, both in a general
and in a more specific sense (namely, in terms of specific theories of causation).
This dismissal was grounded to a large extent on the ill-based argument according
to which it was Nature itself that proved that we cannot describe a ‘quantum reality’
— whatever it might turn out to be — so that any causal attitude toward what quantum
mechanics was meant to lead to a dead end. In our times it has become much more
evident that such arguments were not forced by Nature but were rather the outcome
of a ‘brainwashing’ (as Gell-Mann used to call it) with no firm theoretical grounds.

If causal talk in quantum mechanics is no more anathema, however, this need
not mean that it crystal-clear what it takes exactly to approach quantum phenomena
in a causal vein. The main obstacle is that quantum mechanics, unlike relativistic
theories, has no basic formulation that is completely free from problems and ambi-
guities: as is well known, if we assume the theory be a complete description of the
states and properties of micro-objects — let me be vague on what is to be a micro-
object — then we have to tell some convincing stories about several hot points, the
first of which are of course the measurement problem and the role of entanglement
and nonlocality.

Also on the basis of recent classifications of theories of causation, in Section 5.2
I will draw some general remarks mainly of a methodological character, concerning
the sort of questions that seem to naturally arise when the relation between nonlo-
cality and causation is taken into account, whereas in the Section 5.3 I will review
the conditions under which nonlocality can be shown to seriously challenge the no-
action-at-a-distance requirement that special-relativistic theories are usually thought
to embody. In this connection I will turn then to recent work on causal models of
EPR. Over and above the specific merits of these models — mainly concerning the
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refutation of ‘impossibility claims’ about causal models of quantum correlations — a
question arises: what sort of conceptual advantage do we obtain in producing causal
models for such correlations in absence of a deeper understanding of the overall
structure of the theory? 1 will argue that the only way toward such an understanding
may be to cast in advance the problems in a clear and well-defined interpretational
framework — which means primarily to specify the ontology that quantum theory is
supposed to be about — and affer to wonder whether problems that seemed worth
pursuing still are so in the framework.

As a consequence, in the last two sections I will refer to GRW and Bohmian
formulations and quantum mechanics, in order to emphasize essentially two points:

(i) the discussion on causality in quantum mechanics should be cast by using
the conceptual resources allowed by ontologically unambiguous interpretations
of quantum mechanics and not on the background of its ‘orthodox’ — hence
vague — formulation;

(ii) the interpretation-dependence of causal reasoning in quantum mechanics
implies different approaches to causality in (the different versions of) GRW
and Bohmian formulations.

5.2 Prolegomena on Causation and Quantum Nonlocality

In the natural domain (as well as in the social or psychological one), puzzling phe-
nomena call for an explanation, and there is little doubt that the connection among
quantum events across spacetime — known as non-locality — is indeed puzzling.
Events that we might reasonably consider mutually independent, according to our
best theory of space and time, turn out to influence each other. But as soon as we
try to understand what this ‘influence’ could amount to, we find ourselves in deep
physical and philosophical troubles, and if we attempt to investigate the connection
between non-locality and causation, the situation may become even more compli-
cated. For if for the sake of the argument we assume we have a vague intuition
of what non-locality might be, several are the questions worth asking. Is a causal
view of non-locality itself possible and useful? In particular, can the nature of quan-
tum non-locality be somehow clarified by viewing it as grounded in some (perhaps
unfamiliar) sort of causation? Which properties should this sort of causation satisfy?

There are two preliminary and general circumstances that need to be taken into
account but that, at the same time, contribute to make the picture unclear. First, there
seem to be different ways in which non-locality is manifested in quantum mechan-
ics. Second, the notion of causation itself is far from being understood in an univocal
and uncontroversial sense. The intuition according to which the occurrence of a
physical event A determines (produces, brings about, raises the probability of, ...)
the occurrence of a distinct physical event B — in which case A is said to be the
‘cause’ of B — can be represented differently in different causal theories.> Within the

2See for instance Williamson (2007).
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physicists’ community, for instance, it is assumed — tacitly or not — that events rec-
ognized to be causes must be temporally prior to their alleged effects, and the causal
doctrine based on this assumption is sometimes referred to as ‘relativistic causality’.
This terminology is itself biased, however, since it takes for granted that special rel-
ativity provides the strongest possible support for this assumption. In fact, a rich
philosophical debate has shown that if, more generally, the only requirement to be
satisfied is the impossibility of generating causal paradoxes, several causal theo-
ries may be developed without assuming any temporal priority of causes. Moreover,
different causal theories may have a differing degree of adequacy when applied
to the domain of microphysics. The evaluations that may be made of their basic
causal principles according to different formulations and applications of the princi-
ples themselves may widely differ, so that when one claims to defend or counteract
a causal view of non-locality, he should specify in advance what is the causal theory
in terms of which that view is supposed to be ‘causal’. A clear demonstration of the
interpretation-dependent character of causal notions is the debate on Reichenbach’s
common cause principle, according to which when two events A and B are corre-
lated, either there is a direct connection between A and B producing the correlation
or there is a different event C which causes the correlation. On the basis of different
intuitions and formal definitions, opposite conclusions have been drawn on whether
explanations of nonlocal quantum correlations in terms of probabilistic common
causes are an option or not (more on this point below?>). This circumstance strongly
supports in my opinion the view according to which what is usually called the com-
mon cause principle ‘is not really a principle but a schema of principles that calls
for interpretation’ (Berkovitz, 2000b, 53), a circumstance that again turns out to be
compatible with the methodological pluralism about causation that we mentioned
above.

The variety of formulations that both the notion of (non-)locality and the notion
of causation may assume in different theoretical frameworks can be considered pri-
marily as a logical problem. In the assessment of the status and significance of a
causal view of non-locality, however, we have first to take into account its physical
background, namely we have to take into account the investigations on the physical
meaning of non-locality in quantum mechanics. The standard framework is that of
EPR-Bell correlation experiments, involving a two spin-1/2 particles’ system S;+S2
prepared in the singlet state, and such that the spin measurements are performed
when the two subsystems S; and S, occupy two space-like separated spacetime
regions Rj and R», respectively, after leaving the source. The common feature of
these investigations is basically an assumption of incompleteness for the purely
quantum description of physical states; on the basis of such assumption a ‘finer’
state description is postulated via the introduction of extra (‘hidden’) variables that
‘add up’ to the quantum state. In this vein the first step was to introduce determinis-
tic hidden variable models, in which the source state A is postulated to be complete
and assumed to determine with certainty the outcome of any measurement that can

3For a recent survey on this issue see Suarez (2007).
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be performed on the two distant subsystems. Later the condition of determinism
for hidden variables has been relaxed. Stochastic hidden variable models were then
introduced, in which the state description A allowed by the model enables one to
determine not the measurement outcome but only its probability of occurrence.

Both in the deterministic and stochastic frameworks, a locality condition is usu-
ally motivated by a prescription of ‘lack of influence’ between the spacetime regions
in which the measurement events are localized, although the specific condition of
locality that was assumed in deterministic hidden variables models had to be refor-
mulated in order to comply with the stochastic character of the more general model.
The locality condition was then formulated as an independence constraint on the
statistical predictions generated by the complete descriptions of the single parti-
cles’ states (when the particles themselves are spatially well separated). Namely,
the assumption of the mutual independence between the relevant spin measurement
events was formulated as the invariance of the probabilities prescribed by A for any
outcome in one wing of the experiment under the change of some relevant parame-
ter in the distant wing. Consequently, several discussions focused on what different
locality conditions obtained when such parameter was taken to represent different
things, typically parameters pertaining either to apparatus settings or to outcomes
of the measurements.* The greater generality of these stochastic hidden variables
models should make the conclusions drawn from them stronger. If locality is vio-
lated in these models, the existence of non-local influences is strongly supported,
and thus their significance for the notion of causation can be investigated. However,
even this more general framework provides no clear answer to the following central
questions:

(a) How should the causal meaning of non-locality be assessed by the point of view
of the spacetime structure in which non-local correlations display themselves?

(b) Provided we adopt the most natural interpretation of probability in physics,
namely the relative frequency interpretation, and we do not turn to more con-
troversial notions such as chances, propensities or dispositions, what might
non-local correlations tell us about single events confined in bounded spacetime
regions? >

It is worth emphasizing that I refer here to hidden variables models, and not to hidden variables
theories, for a simple reason. In the history of the hidden variables’ issue, the ‘theories’ in which
more and more general locality conditions were assumed — and whose predictions have been shown
to be inconsistent with those of quantum mechanics — were in fact theories only as a facon de
parler; whereas the only full-fledged formal construction deserving the title of theory, namely
Bohmian mechanics, is explicitly nonlocal.

SIn his 1996 paper, Dickson has questioned the adequacy of locality conditions based on proba-
bilistic independence when Bohmian mechanics is taken into account, and he argued that Bohmian
mechanics may be shown to satisty or violate that kind of locality depending on how a specific
model of the theory is constructed (Dickson, 1996). This indicates, according to Dickson, that
probabilistic independence is not adequate to capture the meaning of locality. It is worth recall-
ing that the Dickson argument concerning the status of locality as probabilistic independence in
Bohmian mechanics has been challenged in Maudlin (2000).
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This is why in the sequel, when I will discuss the status and significance of causal
relations within the issue of non-locality in quantum mechanics, I will assume sim-
ply as a working hypothesis that causal relations may be analyzed as holding among
single events in spacetime, on the basis of processes that need not refer to any recur-
rence in order to be considered ‘causal’. As every philosopher of causation will
immediately acknowledge, this assumption is somehow reminiscent of a singular-
ist approach to causation, endorsed among others by such eminent philosophers as
C.J. Ducasse and G.E.M. Anscombe. In the singularist view of causation the cause
of a particular event [is defined] in terms of but a single occurrence of it, and thus
in no way involves the supposition that it, or one like it, ever has occurred before or
ever will again. The supposition of recurrence is thus wholly irrelevant to the mean-
ing of cause; that supposition is relevant only to the meaning of law. And recurrence
becomes related at all to causation only when a law is considered which happens to
be a generalization of facts themselves individually causal to begin with. [...] The
causal relation is essentially a relation between concrete individual events; and it is
only so far as these events exhibit likeness to others, and can therefore be grouped
with them into kinds, that it is possible to pass from individual causal facts to causal
laws. (Ducasse, 1926, 129-130).

I wish to stress, however, that I am not embracing a preliminary philosophical
position on causation, namely singularism, and then turning to argue that causation
in quantum mechanics can only make sense if interpreted in singularist terms. This
attitude would point exactly in what I take to be a wrong direction by the method-
ological viewpoint, namely the attempt to select a priori a philosophical doctrine
in advance and then to try to accommodate the physics accordingly. Moreover, as is
well known, non-locality in quantum mechanics involves a fundamental reference to
counterfactual situations, and since non-trivial counterfactuals are usually supposed
to be grounded in laws supporting them, an orthodox singularist might be already
suspicious. The meaning I attach to singularism is rather general and so is the moti-
vation for adopting such a viewpoint. Even if one allows the a priori plausibility of
investigating new forms of causation, that might explain the ‘action at-a-distance’
allegedly entailed by non-locality (I briefly review the modalities of such ‘action’
in Section 5.3), I still conceive it to involve physical processes connecting single
events. That is, I incline to interpret this hypothetical causation as a sort of sin-
gular phenomenon, that is enhanced by the actualization of a property instantiated
by a physical event and that affects the actualization of different properties per-
taining distant events. The causal action displayed by this phenomenon should thus
be understood as faking place in spacetime in some well-specified sense, although
clearly not as a process propagating continuously in spacetime (Berkovitz, 2000a).
So the question is: how and to what extent can this unfamiliar causation be inter-
preted consistently with the more familiar spacetime structure in which — according
to our well-established physical theories — single physical events live?

Within a formulation of quantum mechanics with state reduction, a reason-
able starting point for addressing the problem is in my opinion to consider the
implications of this singularist-like view on non-locality and causation when the
state reduction is taken into due account. In the usual interpretation of quantum
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mechanics, state reduction is not only included among the basic postulates of the
theory but is also assumed to be a real physical process. In this interpretation, it is
state reduction that is supposed to actualize most properties of quantum systems,
and this is a very general motivation for pursuing an analysis of the conceptual link
between causation and state reduction. But there is also a more specific motivation
for the study of such link. The events that might be causally connected are assumed
to be located at space-like separated regions: thus if we take seriously — as we
should — the spacetime geometry that underlies this assumption, then we also have
to take into account at least some ways out of the problem of the non-covariance of
the state reduction process in relativistic quantum mechanics. In particular, in view
of this problem, the Section 5.4 is devoted to the exploration of some of the impli-
cations that different assumptions on where the state reduction occurs may have on
the link causation-reduction.

In following this line of analysis I do not assume, however, that a causal view
of non-locality cannot be evaluated in a quantum theory without state reduction.
Although for obvious reasons I will not take into account all no-collapse inter-
pretations of quantum mechanics, in the last section I will consider how causation
(understood in very general terms) might fare in Bohmian mechanics.

5.3 Nonlocality, Supeluminal Influence and Causation

Having reasons to believe that, given two events A and B, their occurrences depend
on (or influence or affect) one another, is not sufficient in general to claim that A
and B are causally connected. On the other hand, a mutual dependence between
A and B is a good reason for us to search whether such dependence is grounded
in some underlying causal mechanism, so far unknown to us. In the context of the
EPR-Bell correlations in quantum mechanics, the events under consideration are
assumed to be space-like separated, so that the search for causation in this context
is a search for a superluminal causation, pursued under the assumption that our
quantum-mechanical events display at least a superluminal dependence.

In order then to investigate whether long distance correlations in EPR-Bell exper-
iments deserve to be called causal, it is convenient to briefly review the reason
why in ordinary quantum mechanics such correlations can be in fact regarded as
an instance of superluminal dependence between events that in a purely relativistic
perspective should be taken to be mutually independent. For the sake of simplicity,
I will assume here that performing a measurement and detecting an outcome are
not distinct events: the terms of the hypothetical causal connection that I wish to
investigate are then to be meant as measurement-and-outcome events.

SFor the sake of the present discussion, I assume such notions as property or emergence as
uncontroversial. Of course they are not, but in my opinion it is anyway doubtful that a purely
philosophical analysis of such notions could substantially contribute to a better understanding of
the main issues in the foundations of quantum mechanics.
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In a standard EPR-Bell correlation experiment involving a two spin-1/2 particles’
system S1+S, prepared in the singlet state, we know that the spin measurements are
supposed to be performed when S; and S, occupy two space-like separated space-
time regions R and Ry, respectively. Under the hypothesis that quantum predictions
are correct, Sy and Sp exhibit a perfect spin correlation, namely if the outcome of
an actual measurement of the spin up along any direction x for the particle Sy is +1,
the probability of obtaining -1 as outcome of the measurement of the spin up along
the direction x for the particle S, equals 1. Hence, we may say that had the measure-
ment of the spin up along any direction x for the particle S; come out —1, we would
have obtained with certainty +1 for S;. However, in ordinary quantum mechanics
the measurement process is stochastic, namely from identical preparations we may
obtain different outcomes: the spin of S; can be either +1 or —1 in different runs
also when the whole set of events causally relevant to obtaining +1 or —1, localized
in the backward light cone of the that event, is exactly the same. But if S| and S;
are shown to be perfectly correlated in their outcomes, either there is a direct depen-
dence between the two measurements, performed in the space-like separated regions
R and Ry, or there is an dependence between the measurement of S{[S>] and some
event in the backward light cone of S>[S1], and in both cases the dependence holds
between space-like separated events, namely it is superluminal (cfr. Maudlin, 1996,
285-289, 2002, 87 ff,). Moreover, due to the Bell theorem, any theory assuming the
existence of events or factors that (i) are causally relevant to obtaining +1 or —1
for S{[Sz], (ii) are located in the backward light cone of S{[S-], and (iii) screen off
the causal relevance which is in the backward light cone of S>[S{] (but not in the
overlap of the backward light cones of S; and S»), is bound to give predictions that
disagree with those of quantum mechanics.’

Before going on, a pair of remarks concerning possible objections to the above
argument in favor of superluminal dependence. First, it is worth stressing that in
the above argument counterfactuals are involved just to express the content of the
spin strict correlation property, whereas the locality condition that is presupposed is
expressed in terms of the invariance — across possible different runs of the experi-
ment — of the light cone structure of the events that are causally relevant to obtaining
a given outcome. The latter condition is independent in principle from any sort of
counterfactual locality condition, such as ‘the outcome of a measurement on S, of
the spin x-component would have been still +1, had the spin component been mea-
sured on S; in the z-direction instead of the x-direction’, a formulation which is
exposed to the objection of having non-contextuality tacitly built in: in fact there
is no reason why the measurement on S, of the spin component in a given direc-
tion should have the same outcome when in different runs of the experiment it is
measured with observables of S; that are mutually incompatible. Second, the above

7As should be clear from the above account, the stochastic nature of the measurement process
makes the instance of superluminal dependence even more perspicuous. On the difficulties of mak-
ing sense of locality — and of the superluminal dependence that its violation would imply — in a
strictly deterministic theory, see Dickson (1996) and Maudlin (2000).
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argument does not rely on the assumption that, after a measurement has been per-
formed and an outcome obtained, there is necessarily a value of the measured system
that corresponds to the outcome (and hence that, after the completion of the mea-
surement, the measured system satisfies the definite property of having that value).
Namely, the argument holds also if we just assume that, after the completion of
the measurement, the outcomes +1 and —1 are definite properties of the measuring
apparatuses.

The relation between outcomes of spin measurements in EPR-Bell correlation
experiments is then an instance of superluminal dependence. Such terms as ‘depen-
dence’ or ‘influence’ are admittedly vague, however, so that the attempt to elaborate
arguments by which we could legitimately interpret superluminal dependence as a
form of causation appear at first completely reasonable. In addition, there are already
well-developed theories of causation at our disposal, and in principle we are able
to analyze the viability of their main assumptions and conditions by the particular
viewpoint of the nature of the dependence between distant quantum events.

According to Maudlin’s terminology, for instance, correlated events like the out-
comes of EPR-Bell correlation experiments are causally implicated with each other,
a formulation that is supposed to suggest that the causal implication need not dis-
tinguish causes from effects, and it may hold between events neither of which is
a direct cause of the other (Maudlin, 2002, 128). The generality of the definition
has a non trivial justification. If we decide to adopt or develop a more sophisti-
cated theory of causation, in which more stringent conditions on the identification
of causes and effects are required, we immediately run into difficulties: due to the
space-like separation between the dependent events, the time ordering between them
is non-invariant across different Lorentz frames.

A first option is trying to dissolve the problem, rather than solving it, by arguing
that the very distinction between cause and effect is hardly applicable to EPR-
Bell frameworks. This position, albeit logically consistent, seems to imply that we
do not need even to stipulate what are the terms of the allegedly causal relation
that we are investigating. I will not discuss this option further since I doubt that
anything relevant to a decent notion of causation is left in it. A second option is
to retain the distinction between cause and effect, but to argue that it is the very
time ordering associated to any Lorentz frame that defines which is the cause and
which the effect. In this option the cause-effect distinction is thus not rejected but
is remarkably weakened, since it acquires itself the status of a frame dependent
distinction.

No matter which of the first two preceding options is adopted, however, the super-
luminal dependence between EPR-Bell outcomes appears to be ‘causal’ in such a
weak sense as to prompt the question: having acknowledged that EPR-Bell out-
comes are somehow connected across spacetime, do we really obtain any deep
insight by calling ‘causation’ that connection? Or rather what we are doing when
we say that the EPR-Bell outcomes are ‘causally implicated with each other’ is
nothing but saying that ‘connected events are connected’? If the non-invariance of
the time ordering between the connected events forces us to abandon such typical
conditions on causal relations as the temporal priority of the cause, or less typical
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but still reasonable conditions such as simultaneity between cause and effect, the
features of this link are themselves so vague that we should not be worried by the
vagueness of the non-causal terms — namely ‘dependence’, ‘influence’ and the like —
that we might use to denote it: using causal concepts in this case appears then to be
a mere labeling devoid of any real physical and philosophical significance.

In recent times the discussion developed again on causation in EPR-Bell frame-
works through the investigation on the consistency of specific causal models of
the statistical correlations involved. I refer in particular to Suarez (2007), in which
the author challenges several conclusions drawn from different approaches but that
seem to converge on the claim that it seems in principle impossible to causally
model EPR-Bell correlations. As a matter of logic, however, Suarez shows convinc-
ingly that the possibility of giving a causal account of the EPR-Bell correlations is
perfectly consistent, since it is possible to construct several models whose causal
structure is not in principle ruled out by relativistic considerations. Therefore, in
terms of strict consistency the line of research of causally modelling the EPR-Bell
correlations is still open and connected with the idea of a causal structure of the
physical world, that is to be investigated in probabilistic terms. By this point of
view, the highly sensible conclusion of Suarez is that ‘the question “are the EPR
correlation causal?” in general has no informative answer. To answer this question
we have to engage with the details both of the different theories of causation and
the different possible models for the EPR correlations. Different combinations of
causal theories and empirical models will yield different answers to this question.’
(Suarez, 2007, 104).

A general question, however, arises. Any specific model chosen out of the above
mentioned plurality of causal models can be associated to the EPR-Bell framework
and its correlations, but the latter are formulated within the formalism of standard
quantum mechanics, which is plagued by very deep problems. In itself, this formal-
ism does not enable us to specify what is the basic minimal ontology the theory is
supposed to be about, so that it is not clear how the theoretical framework describ-
ing an alleged causal structure of the world should match with standard quantum
formalism. The upshot is that, before diving into the details of an alleged causal
structure of the world, we would better define first an ontologically unambiguous
interpretational framework for quantum mechanics, something that can be pursued
for instance in the Bell spirit: ‘It would be foolish to expect that the next basic
development in theoretical physics will yield an accurate and final theory. But it is
interesting to speculate on the possibility that a future theory will not be intrin-
sically ambiguous and approximate. Such a theory could not be fundamentally
about “measurements”, for that would again imply incompleteness of the system
and unanalyzed interventions from outside. Rather it should again become possible
to say of a system not that such and such may be observed to be so but that such
and such be so. The theory would not be about “observables” but about “beables”.
[...] The idea that quantum mechanics is primarily about “observables” is only ten-
able when such beables are taken for granted. Observables are made out of beables.’
(Bell, 2004, 41)
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5.4 Causation in Quantum Mechanics with State Reduction
and in Its GRW Formulation

In the discussion developed so far, the role of the state reduction process has not been
taken into due account. For in EPR-Bell frameworks, the mark of a relation that we
might consider causal between the two outcomes is the emergence of actual prop-
erties of the system on one wing, as a consequence of obtaining a certain outcome
after measuring an observable of the system on the other wing. But in ordinary quan-
tum mechanics the process itself through which such properties emerge is exactly
the state reduction, so that it is sensible to investigate this notion of causation at-a-
distance yet to be characterized on the background of the reduction process. Under
the assumption that the state reduction is a real physical process (that, as it stands,
lacks Lorentz covariance), there are different options on where the state reduction
might take place and, in view of the above mentioned causation-reduction link, we
should take into account how a notion of causation — even very general — fares with
respect with the different accounts on where the state reduction occurs.

In an early investigation on the non-covariance of the state reduction process,
Bloch argued that the hypersurface on which the state reduction may be taken to
occur can be chosen arbitrarily, since that choice will not affect the probability dis-
tribution of all (local) observables. This prescription is clearly non-covariant, but
in a relativistic quantum theory of measurement ‘it appears that either causality or
Lorentz covariance of wave functions must be sacrificed [...] Covariance seems the
smaller sacrifice, since it is apparently not required for the calculation of invari-
ant probabilities.” (Bloch, 1967, 1384). This argument might provide a motivation
for one of the above mentioned options, according to which it is the very time
ordering associated to any Lorentz frame that defines which is the cause and which
the effect. If for instance one performs a measurement in an EPR-Bell correlation
experiment, it can be assumed in the Bloch spirit that the state reduction occurs
along a space-like hyperplane containing the measurement event in the frame of
the observer who performed the measurement. In a later paper Hellwig and Kraus,
although still emphasizing that what matters are just probability distributions since
these are insensitive to the Lorentz frame adopted to order the events, have pro-
posed a prescription according to which the reduction occurs along the backward
light cone of the measurement event (Hellwig and Kraus, 1970).

In a series of papers Aharonov and Albert have shown that, although Lorentz-
covariant, the Hellwig-Kraus prescription turns out to be inadequate when non-local
observables are taken into account, namely observables of just such composite
systems as those considered in EPR-Bell correlation experiments (Aharonov and
Albert, 1980, 1981, 1984). But also without addressing the Aharonov and Albert
criticisms (for more recent debates cfr for instance Ghirardi, 2000), the very fact
which the Bloch non-covariant prescription and the Hellwig-Kraus covariant one
rely on is unsatisfactory by my specific point of view. Namely, the fact that the
expectation values of the considered observables — be they local or non-local — are
invariant across different Lorentz frames tells us nothing that might be relevant to
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explaining the superluminal dependence between single events and perhaps to inter-
preting it in causal terms. Moreover, as far as just expectations values are taken
into account, quantum mechanics does satisfy statistical locality in the sense that
in a typical EPR-Bell correlation experiment, for instance, the expectation value of
a spin observable pertaining one subsystem is completely unaffected by any kind
of operation performed on the distant subsystem (Eberhard, 1978; Ghirardi, et al.,
1980). Therefore, should we confine our attention to the level of expectation val-
ues, the very non-locality problem (and the correlated one of attempting a causal
interpretation of it) would not even arise.

But there is a further consequence of the Aharonov-Albert analysis that turns out
to be relevant by our viewpoint, namely the revision of the usual meaning ascribed
to the wave function in a relativistic context. According to their proposal, when a
local measurement is performed at a spacetime point S, the state reduction should
be taken to occur along every space-like hyperplane intersecting S. In addition to the
Lorentz-covariance that this proposal allows one to achieve, it implies that the state
of the system in a relativistic quantum-mechanical context must be represented as
a functional defined on the set of space-like hyperplanes, so that in turn the ordi-
nary wave function takes on different values at a given spacetime point according to
which space-like hyperplane is considered (Aharonov and Albert, 1984, 231-232).
By the point of view of causal relations between events, however, this implies that
certain events — that might play the role of ‘causes’ and that are given by wave
functions taking on definite values at spacetime points — are actual in certain hyper-
planes and not in others. This leads us back to the starting point: also in a relativistic
account of the state reduction process such as the Aharonov-Albert one, there seem
to be no room for a characterization of causation that goes beyond a merely verbal
elaboration of the circumstance that certain events manifest a mutual connection
different in important respects from all other physical forces known in nature.’

More generally, in the shift to relativistic quantum mechanics, there is a cir-
cumstance that Aharonov and Albert emphasize and that seems to be forced upon
us by the attempt of finding a Lorentz-covariant formulation of the measurement
process: the theory preserves the capacity of prescribing the correct probabili-
ties for measurement outcomes, but not the capacity of attributing definite states
to the physical systems whose outcome probabilities are evaluated. If this is the
case, the prospects of a causal view of the relation holding between the corre-
lated outcome events in EPR-Bell correlation experiments appear rather dim also
in a relativistic quantum-mechanical context: it is problematic to think of EPR-Bell
events as causally connected when these events should be represented as instances of

8The fact that the ordinary wave function takes on different values at a given spacetime point
according to which space-like hyperplane is considered, following from the generalization of the
state as represented by a functional on the set of space-like hyperplanes, has analogies with the
Fleming hyperplane dependence approach to quantum states (Fleming, 1989, 1996). It seems to me
that the status of causation in the Fleming approach would be similar to that in the Aharonov-Albert
approach, but this point deserves further investigations.
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properties satisfied by the suitable physical systems, but in fact no definite ordinary
state can be attributed to the latter.

The considerations developed so far refer to a very general quantum theoreti-
cal framework that encompasses state reduction. The theory proposed in 1986 by
Ghirardi, Rimini and Weber (GRW henceforth) introduced a quantitatively detailed
model of how a state reduction process can be incorporated into quantum mechanics
such that typically quantum phenomena on the microscale coexist with what GRW
used to call the macro-objectification of physical properties pertaining to appara-
tuses in measurement interactions. As is well known, the heart of the formulation
lies in a nonlinear stochastic modification of the evolution law for wavefunc-
tions, a modification that is supposed to induce spontaneous collapse processes
for the wavefunctions themselves.? In more recent times, the GRW research pro-
gram evolved into a class of theories attempting to formulate a clear ontology into
which the state reduction is to be framed. This is of primary relevance to the issue
of causal talk in quantum mechanics, since there seems to be no hope for a fruit-
ful discussion of that issue unless it becomes reasonably clear which is the basic
furniture of the physical world quantum mechanics is supposed to be about. Two
different proposals have been introduced as to the sort of ontology GRW models
are held to deal with, the matter density ontology and the flash ontology.' In the
former the theory assumes a continuous ontology, consisting essentially in a field
on three-dimensional space that, for a given ¢, is to be understood as the density
of matter in space at time ¢ (Benatti et al., 1995, Bassi and Ghirardi, 2003); in the
latter the theory assumes a discrete ontology, in which matter is made up by discrete
points (‘flashes’) in spacetime such that to each of these flashes there correspond
one of the spontaneous collapses of the wavefunction, and the spacetime location of
the flashes is the spacetime location of the collapses. In the flash ontology — whose
original proposal is due to J.S. Bell — flashes are the local beables of the theory
(Bell, 1987).11

According to the view discussed in the preceding sections, the connection
between causality and the spacetime structure is crucial. Therefore, any possible
investigation on the role of a certain notion of causality in GRW models is to con-
front with the problem of finding a relativistically satisfactory formulation of those
models.'? So far, only a GRW model endowed with a flash ontology has been shown
to be Lorentz-invariant in a well specified way, namely by a coordinate-free law that
is able to prescribe probability distribution of all flashes (which we recall are the

9For a wide survey of the dynamical reduction model see Bassi and Ghirardi (2003), whereas for a
recent and extremely lively recollection of the intellectual path leading to the development of that
model, see Ghirardi (2007).

10For a very sharp discussion of these ontologies and their implications, see Tumulka (2007).
For a thorough discussion of the implications of the two GRW ontologies and their relation to
Bohmian mechanics see Allori et al. (2006).

12 A5 Tumulka aptly stresses, the problem itself of a possible relativistic extension of dynamical
reduction models crucially depends on the clarification of the primitive ontology underlying the
models (Tumulka, 2007, 3260).
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basic elements of the ontology) for a space-like surface previously fixed as the ini-
tial conditions (Tumulka, 2006). Since the model is stochastic, there seems to be
room for investigating probabilistic theories of causality that might shed light on
the causal structure of a flash world whose probabilistic relations are determined by
a Lorentz-invariant law.

5.5 Causation and Spacetime Foliation in Bohmian Mechanics

In ordinary quantum mechanics (i.e. quantum mechanics with state reduction), there
would be in principle a further option that we did not consider so far: a preferred
foliation of spacetime might be explicitly assumed, with respect to which it would
be perfectly determinate which events are causes and which effects. This would
amount, however, to a violation de facto of the above mentioned relativistic con-
straint, since in this case the space-like separation between the causally connected
events would be only a phenomenological relation. Moreover, the only reason for
such a strong assumption would be just to make room for space-like causation. This
move would also have the somewhat ironic consequence that, in order to explain
a deeply non-classical feature like a fundamental physical relation between space-
like separated events, deeply pre-relativistic features like the absoluteness of the
time ordering between the events themselves are reintroduced.

The situation is different for Bohmian mechanics, whose overall structure may
provide independent (and deeper) reasons for justifying the assumption of a pre-
ferred foliation of spacetime. In its basic formulation, Bohmian mechanics is not a
Lorentz-invariant theory. In the general case of a N-particles system, the guidance
equation — the only dynamical law added by the theory to the Schrédinger equa-
tion — concerns the positions of the N particles at a common and absolute time:
this presupposes the assumption of a foliation of spacetime into space-like hyper-
planes that, however, turns out to be impossible to determine. In this context, a
causal interpretation of non-locality appears rather natural, since a causal relation
between the EPR-Bell events might be then assumed to hold just with respect to
the foliation. If one is willing to accept that the democracy reigning among Lorentz
frames, prescribed by special relativity, is to be meant just as a phenomenological
circumstance — as David Albert put it, ‘taking Bohm’s theory seriously will entail
being instrumentalist about special relativity’ (Albert, 1992, 161, emphasis in the
original) — then a notion of space-like causation linking EPR-Bell events may very
well be accommodated into Bohmian mechanics. Admittedly, it would be quite an
unconventional sort of causation, since it would share with the foliation (and with
all quantities defined with respect to it) an epistemic inaccessibility: in this picture,
we know that causation is there, although we are bound to remain ignorant about
its mechanisms and about which events are ‘causes’ and which ‘effects’. It is also
true, however, that a supporter of Bohmian mechanics need not being particularly
worried by this circumstance, rather disturbing for others. In fact he should find
it relatively easy to accommodate it within the framework of Bohmian mechanics,
since fundamental beables of the theory — in Bell’s terminology — like the particles’
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positions and trajectories are themselves out of reach. As aptly pointed out by
Maudlin, ‘if the existence of empirically inaccessible physical facts is fatal, then
Bohmian mechanics is a non-starter even before Relativity comes into play’
(Maudlin, 1996, 296).

It has been argued that in Bohmian mechanics the essential symmetry of the pos-
sibly causal relations between two typical EPR-Bell subsystems — when for instance
the position of one particle causes the velocity of the other, which is space-like sep-
arated from the first — makes it difficult to speak of a serious ‘causal’ influence
between the systems (Dickson, 1996, 325). This argument presupposes that in order
for a notion of causal influence to be meaningful, a direction is to be selected along
which the influence is supposed to act. Once we assume a preferred foliation of
spacetime in the spirit of Bohmian mechanics, however, we need not hold on to a
notion of causation in which an event A, in order to be causally related to a different
event B, must temporally precede B with respect to the preferred time ordering. We
can envisage a sort of causal implication between events similar to that discussed
by Maudlin for ordinary quantum mechanics, the only relevant difference being that
in Bohmian mechanics we can correctly interpret it as a simultaneous and mutual
causal influence, since we have assumed a privileged time ordering.

A final remark is in order about the role Lorentz invariance should play in
Bohmian mechanics (touching upon, indirectly, any investigation on causality in
Bohmian mechanics). Although the basic formulation of Bohmian mechanics is
explicitly non-Lorentz-invariant, there is no compelling argument (even less a
‘no-go’ theorem) as to the impossibility in principle of a Lorentz-invariant exten-
sion of the theory. An interesting suggestion in this direction was made by Diirr,
Goldstein, Miinch-Berndl and Zanghi, according to whom Lorentz invariance can
be an ingredient of the theory provided one turns the preferred foliation of space-
time into a dynamical object, governed by an evolution law that can be formulated
as a Lorentz-invariant law (Diirr et al., 1999).13

5.6 Conclusions

Is causal talk meaningful in the foundations of quantum mechanics? The question
does not admit a straightforward and model-independent answer. On one hand, I
think that we should welcome the acknowledgement — nowadays largely agreed
upon — that quantum mechanics does not per se prevent any causal approach: quan-
tum mechanics is not intrinsically ‘less causal’ than any other possible well-defined
physical theory and any conclusion concerning causality in quantum mechanics
must be evaluated within a well-specified causal framework and with respect a
well-defined domain of phenomena. On the other hand, most investigations on
causality in the foundations and philosophy of quantum mechanics fail to refer to an

I3The problems with other proposals of relativistic extensions of Bohmian mechanics are briefly
discussed in Tumulka (2007, 3257-3259).
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unambiguous interpretation of quantum mechanics itself, namely an interpretation
that— unlike the standard formulation — clearly specifies the intended ontological
content of the theory. Shifting to ontologically unambiguous interpretations of quan-
tum mechanics — such as Bohmian mechanics or GRW theory in one of its variants —
might contribute in this respect to a deeper understanding of an hypothetical causal
structure of the quantum world, by paying for instance a special attention to the
complex ways in which causality is connected to the issue of Lorentz invariance in
these interpretations.
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Chapter 6
On Explanation in Retro-causal Interpretations
of Quantum Mechanics

Joseph Berkovitz

6.1 Retro-Causal Interpretations of Quantum Mechanics:
Background and Motivations

In quantum phenomena, there are curious correlations between distant events. A
famous example is the Einstein-Podolsky-Rosen experiment. In Bohm’s (1951)
version of this experiment (henceforth, the EPR/B experiment), particle pairs are
emitted from a source in opposite directions in the singlet state for spin:

1
(Singlet state) [v) = —= (In+) 1 [n=); — [n=); In+)2);

V2

where ‘1’ and ‘2’ are the indexes of the particles, and |n—); (|n—),) and |n+)
(|n+),) are the states of the first (second) particle having respectively spin ‘up’ and
spin ‘down’ along the direction n. When the particles are far away from each other,
they encounter apparatuses that can be set to measure spin properties along vari-
ous directions. Each of the measurements occurs outside the backward light cone of
the other measurement, so that there could not be any subluminal or luminal influ-
ences between them. According to orthodox quantum mechanics, the outcome of
each of the distant measurements is a matter of sheer chance. Yet, the measurement
outcomes are curiously correlated: the probability of the outcome spin ‘up’ along
the direction n in one wing of the experiment will depend on whether the outcome
in the other wing is spin ‘up’ or spin ‘down’ along the direction m. These corre-
lations suggest the existence of superluminal influences between the measurement
outcomes, and indeed the orthodox interpretation of standard quantum mechanics
seems to predict the existence of such non-local influences.

Famously, Einstein et al. (1935) argued that the correlations between the distant
outcomes are due to the incompleteness of the orthodox interpretation, and they
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thought that a ‘complete’ quantum theory would explain these correlations with-
out postulating any non-local influences. Their idea may be explained by an appeal
to common presuppositions about the relations between causation and correlation,
which are embodied in Reichenbach’s (1956) principle of the common cause. It is
commonly assumed that a systematic correlation between distinct events/states has
a causal explanation. Such correlation may be due to a ‘direct’ causal connection
between them, or a common cause. According to Reichenbach’s principle, if the
correlation is due to a common cause, it is explained away by this cause. That is,
conditioning on the common cause, the correlated events become probabilistically
independent: their joint probability factorizes into their single probabilities.! In the
EPR/B experiment, the emission of the particle pair occurs at the intersection of
the backward light cones of the distant measurement outcomes, and accordingly the
pair-state at the emission is a natural candidate for a local common cause of the
outcomes (i.e. a common cause that exerts only subluminal or luminal influences on
them). But, the singlet state does not render the measurement outcomes probabilisti-
cally independent. Thus, following Reichenbach’s principle, if this state constituted
the relevant, complete common-causal past of the outcomes (i.e. the common-causal
past that screens the outcomes off from any other part of their common-causal past),
the correlations between them would imply the existence of superluminal causa-
tion.> EPR thought that the quantum-mechanical pair-state is incomplete, and that
a complete pair-state would render the distant outcomes probabilistically indepen-
dent, and accordingly account for the correlations between them without postulating
any superluminal influences. The idea is that the complete pair-state and the set-
ting of the local apparatus to measure a certain quantity would determine the local
measurement-outcome and/or its probability; and the joint probability of the distant
outcomes would factorise into their single probabilities, thus rendering the outcomes
probabilistically independent.

As John Bell (1964) demonstrated in his celebrated theorem, granted very natu-
ral assumptions about causation and the physical realm, such a local common-cause
explanation of the correlations in the EPR/B experiment is impossible. Bell’s
theorem focuses on the local models EPR had in mind. In these models, it is
supposed that in different runs of the EPR/B experiment with the (incomplete)
quantum-mechanical pair-state, the particle pair may have different complete pair-
states A. The model specifies the distribution of these complete states, p, in any
quantum-mechanical pair-state and settings of the measurement apparatuses.

It is assumed, though, that the probability distribution of the complete pair-state
is independent of the setting of the measurement apparatuses: for any quantum-
mechanical state ¥ and apparatus settings / and r,

I There are some dissenting views. In particular, Fine (1981, 1986, 59-60, 1989) denies that non-
accidental correlations must have causal explanation, and Cartwright (1989, Chapters 3 and 6)
and Chang and Cartwright (1993) challenge the assumption that common causes render their joint
effects probabilistically independent.

2 Recall that an event C screens off event E from event F if given C the probability of E is
independent of F: P(E/C & F) = P(E/C).
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(A-independence) oA/ &l& ) = p(A/Y).

The complete pair-state and the setting of the local measurement apparatus jointly
determine the local measurement outcome or its probability, and the joint probabil-
ity of the distant outcomes given the complete pair-state and the apparatus settings
factorizes into the single probabilities of the outcomes given the complete pair-state
and the local apparatus setting. More formally, let / (r) be the setting of the L- (R-)
apparatus to measure spin along the direction / (r), X; (X,) denote the outcome of
such a measurement, and ‘i’ (‘j’) be a variable that denotes either the outcome ‘up’
or the outcome ‘down’. Then, for any complete pair-state A, apparatus settings / and
r, and values of i and j:

(Factorizability) PX;=i& X, =j/A &1 &r)=PX;=i/A &) -
PX, =j/A &)

Although the model probabilities are different from the quantum-mechanical
probabilities, the model is supposed to reproduce the probabilities of standard
quantum mechanics, and accordingly the correlations between the measurement
outcomes, as statistical averages over the model probabilities of outcomes in various
complete pair-states. That is, the quantum-mechanical probabilities of measurement
outcomes are obtained as sum-averages of the probabilities of outcomes in all the
potential complete pair-states, according to the distribution of these states in the
given quantum-mechanical pair-state. More formally, for any quantum-mechanical
pair-state i, apparatus settings / and r, and values of i and j:

(Statistics) P(X; =i/y &) = /P(Xl =i/A &) dp(r)

A
PO, = jj0r & r) = / PX, = j/% & r) dp(2)
A
PG =i &X, = j/ &I & ) = /P(x, P& X, = /A& L& 1) dp(h):
A

3 There are different ways to interpret the meaning of conditional probability. The common way
is along Kolmogorov’s axiomatization, where the probability of B given A is defined as the ratio
of unconditional probabilities: P(B/A) = P(B & A) / P (A). A different approach is to interpret
conditional probability as a ‘primitive’, P4 (B), so that the conditioning events A are outside the
probability space. On this alternative approach, conditional probability could be understood as a
conditional with a probabilistic consequent, so that P4 (B) = p denotes the conditional “if A, then
the probability of B is p” or “if A had been the case, then the probability of B would have been
p”. For ease of presentation, we shall follow the first approach. For a general discussion of the
second approach and its relation to the first approach, see Hajek (2003) and Berkovitz (2009a,b),
and for a discussion of the advantages of the second approach in the context of Bell’s theorem, see
Butterfield (1992) and Berkovitz (2002).
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where p(1) is the distribution of A in v, and the values of ‘i’ and ‘j’ may be either
‘up’ or ‘down’.

Bell (1964, 1966, 1971, 1975a,b) demonstrated that models that satisfy
Factorizability, h-independence and Statistics predict probabilities of outcomes that
are constrained by the so-called ‘Bell inequalities’ — inequalities that impose con-
straints on the values that joint and single probabilities of outcomes may have.
But these inequalities contradict the predictions of standard quantum mechanics.
Granted the empirical adequacy of this theory, Bell assumes Statistics, and he
held that A-independence is a very plausible assumption. Thus, he concluded that
Factorizability fails, and he interpreted this failure as indicating non-local influ-
ences between the distant (space-like separated) measurement events.* The nature
of these influences varies according to the interpretation of quantum mechanics or
the alternative quantum theory under consideration. And while there is no proof that
all these different kinds of influences are incompatible with relativity theory, it has
been very difficult to reconcile quantum mechanics with relativity.

A way around Bell’s conclusion is to reject A-independence. While this premise
seems very plausible, some have considered interpretations of quantum mechan-
ics that circumvent non-locality by violating it. These interpretations postulate
local influences from the measurement events backward to the source at the emis-
sion — influences that cause the distribution of complete pair-state at the emission
to be dependent on the measured quantities. For advocates of such interpreta-
tions, see Costa de Beauregard (1953, 1977, 1979, 1985), Davidon (1976), Cramer
(1980, 1983, 1986, 1988), Sutherland (1983, 1998, 2008), Price (1984, 1994, 1996,
Chapters 3, 8 and 9, 2008), Reznik and Aharonov (1995), Miller (1996, 2008), Gruss
(2000), Aharonov and Gruss (2005), Aharonov and Tollaksen (2007), Aharonov and
Vaidman (2007) and Argaman (2007).

The main motivation for local, retro-causal interpretations of quantum mechan-
ics is that they provide good prospects for reconciling quantum mechanics with
relativity theory. Other motivations include the new features of quantum mechanics
that these interpretations reveal, and the theoretical developments that they may
bring about (for some examples, see Aharonov and Tollaksen, 2007). Although
these are important objectives of current physics, a number of objections may
be raised against such interpretations. First, many find the postulation of back-
ward influences unappealing. Second, backward causation may complicate scientific
methodology. For example, the control over various relevant factors is an important
part of experimental science, and it may be argued that backward causation may

4 Although Bell’s conclusion is widely accepted, there are some dissenting views. In particular,
Fine (1981, 1986, pp. 59-60, 1989), Cartwright (1989, Chapters 3 and 6) and Chang & Cartwright
(1993) deny that the failure of Factorizability entails non-locality, and Fine (1982a, p. 294) argues
that what the Bell inequalities are all about is the dubious requirement of making “well defined
precisely those probability distributions for non-commuting observables whose rejection is the
very essence of quantum mechanics” (cf. Berkovitz 1995, 2009a, Sections 1-2).

5 For recent review essays on Bell’s theorem and its implications for non-locality, see Shimony
(2006) and Berkovitz (2007) and references therein.
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limit the possibility of such control. Third, in retro-causal interpretations of quantum
mechanics the measurement events are causes of the states of the measured systems
before the measurements and these states are causes of the measurement events.
In particular, in some retro-causal models of EPR/B experiments the measurement
outcomes are causes of the complete state of the particles before the measurements
and this state is a cause of the measurement outcomes, and the worry is that the
causal explanation of the outcomes in these models may be vacuous. Fourth, many
believe that retro-causality may give rise to causal paradoxes, i.e. inconsistent closed
causal loops in which an event causes other events that in turn render its occurrence
impossible. Finally, there is the worry that although the influences postulated by
retro-causal models are local, such models may allow for superluminal signalling
of information, i.e. a signalling of information between space-like separated loca-
tions. If the setting of the R-apparatus during the R-measurement could influence the
complete pair-state at the source and in turn influence the L-measurement outcome,
a change in the setting of the R-apparatus may cause a change in the statistics of the
distant (space-like separated) L-measurement outcome. Such a signalling would be
incompatible with the predictions of standard quantum mechanics, which is consid-
ered the benchmark of empirical adequacy in its domain of application, and many
believe that it would also run against the teachings of relativity.

Theories that predict causal paradoxes and superluminal signalling would be
untenable. However, retro-causal interpretations are designed to reproduce the
statistical predictions of standard quantum mechanics; and in any retro-causal inter-
pretation that reproduces these predictions, backward causation should be neither
observable nor controllable in a way which could give rise to superluminal sig-
nalling, causal paradoxes, or any other observable effect that is not predicted by
standard quantum mechanics. Furthermore, while such interpretations predict the
occurrence of causal loops, all the existing arguments for the inconsistency or
impossibility of such loops are based on disputable premises. Indeed, various retro-
causal models do not predict inconsistent causal loops and accordingly could not be
excluded on the grounds of causal paradoxes.

Concerns about backward causation and causal loops and their implications for
scientific methodology are a different matter, as they do not render the theories that
predict them untenable. The question is whether the challenges that such curious
patterns of causal connections pose justify the exclusion of the retro-causal inter-
pretations of quantum mechanics as serious candidates. In what follows, we shall
consider the challenges that causal loops pose for the predictive and explanatory
power of retro-causal interpretations of quantum mechanics. In our analysis, we
shall focus on interpretations that assign Bell-like retro-causal models for EPR/B
experiments. These models are similar to the models that Bell considers in his
theorem, but in addition postulate backward-causal influences from the apparatus
settings or the measurement outcomes to the complete pair-state at the emission.

Section 6.2 briefly explains why retro-causal interpretations of quantum mechan-
ics predict the existence of closed causal loops, and Section 6.3 spells out briefly the
relevant concepts involved in the analysis of such loops. Section 6.4 reviews the
main arguments for the impossibility of backward causation and causal loops and
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explains why they fail to exclude retro-causal interpretations of quantum mechan-
ics. Sections 6.5, 6.6, 6.7, 6.8, and 6.9 discuss the challenges that causal loops pose
for the predictive and explanatory power of local retro-causal models of EPR/B-like
experiments.

6.2 Causal Loops in Retro-Causal Interpretations
of Quantum Mechanics

Consider the following EPR/B-like experiment (henceforth, Experiment X). The
R-measurement occurs before the L-measurement. The R-apparatus is set to mea-
sure spin along the direction r. The outcome of the R-measurement determines by
a subluminal signal the setting of the L-apparatus (see Figs. 6.1 and 6.2): if the
R-outcome is spin ‘down’ along the direction r, the L-apparatus is set to measure
spin along the direction /, which is the same as the direction r; and if the R-outcome
is spin ‘up’ along the direction r, the L-apparatus is set to measure spin along a
different direction, /*.

Retro-causal interpretations of quantum mechanics predict the occurrence of
closed causal loops in this experiment (see Figs. 6.2 and 6.3). Interpretations that
postulate backward-causal influence from the settings of the apparatuses during the
measurements to the complete pair-state at the emission predict Loop I: the complete
pair-state at the emission (jointly with the fixed setting of the R-apparatus) causes
the R-outcome, the R-outcome determines the setting of the L-apparatus, and this
setting (jointly with the setting of the R-apparatus and the initial conditions of the

Experiment X

L-wing R-wing

L-setting

If R-outcome is ‘up’, measure spin along dir. I* (I*#r). R-setting
If R-outcome is ‘down’, measure spin along dir. I (I=r).
Measure spin along dir. r.

L-outcome . . — R-outcome

L-measurement source R-measurement
apparatus apparatus

Fig. 6.1 An EPR/B-like experiment. The R-measurement occurs before the L-measurement, the
R-apparatus is set fixed to measure spin along the direction r, and the R-measurement outcome
determines in a perfectly local manner the setting of the L-apparatus: if the R-outcome is ‘down’
along the direction r, the L-apparatus is set to measure spin along the direction /(/ = r); and if the
R-outcome is ‘up’ along the direction r, the L-apparatus is set to measure spin along a different
direction, I*
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Space-time diagram of the causal connections in
Bell-like retro-causal models of Experiment X

L-outcome
L-measurement

-

Time

L-apparatus setting

N
R-outcome
Remeasurement

Space

Fig. 6.2 Ovals denote events. Dotted lines denote the boundaries of the backward light cones of
the measurement outcomes. Arrows denote causal connections. Retro-causation from the R- and
the L-measurement events convey information about the L- and the R-apparatus settings or the L-
and R-measurement outcomes, according to the model (see Fig. 6.3)

Loop I Loop II
L-apparatus setting L-apparatus setting
R-outcome R-outcome L-outcome
Complete pair-state Complete pair-state
at the emission at the emission

Fig. 6.3 Loop I (Loop II) occurs in retro-causal models of Experiment X that postulate influ-
ences from apparatus settings (measurement outcomes) to the complete pair-state at the emission.
Here and henceforth, for simplicity’s sake the causal circumstances of these loops, e.g. the fixed
R-setting, are suppressed

experiment) causes the complete pair-state at the emission. Interpretations that pos-
tulate backward-causal influence from the measurement outcomes to the complete
pair-state at the emission predict Loop II: the complete pair-state at the emission
(jointly with the setting of the R-apparatus) causes the R-outcome, the R-outcome
determines the setting of the L-apparatus, this setting and the pair-state jointly cause
the L-outcome, and the L-outcome and the R-outcome (and the initial conditions of
the experiment) jointly cause the complete pair-state at the emission.®

Two remarks: (i) Here and henceforth, in describing causal loops, the factors in
brackets denote the relevant causal circumstances of the causal connections in the

6 In more general models, the complete pair-state at the emission may also be influenced by other
factors, such as other final boundary conditions of the experiment. But while these models will
substantially complicate our analysis, they will not alter significantly its main conclusions.
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loop. These circumstances are supposed to influence, but not to be influenced by,
the events in the loop. (ii) Unless said otherwise, by ‘spin measurement outcomes’,
we shall mean ‘specific’ outcomes, e.g. spin ‘up’ in the direction / (rather than just
the ‘non-specific’ outcomes spin ‘up’ and ‘down’), and by retro-causal models of
EPR/B experiments in which the measurement outcomes influence the complete
pair-state, we shall mean models in which such specific outcomes influence the
complete pair-state at the emission. In such models (whether they are models of spin
or other measurements), the information about the measurement outcomes embodies
information about the apparatus settings.

The exact nature of Loop I and Loop II, and accordingly the characteristics
of the loops depend on whether the model is deterministic or indeterministic.
Deterministic retro-causal models predict loops with deterministic causal connec-
tions, whereas indeterministic retro-causal models predict causal loops with some
indeterministic causal connections. As we shall see in Sections 6.5, 6.6, and 6.9, the
challenges that indeterministic causal loops pose are somewhat different from those
of deterministic loops.

6.3 Causal Loops: The Basic Concepts

Before turning to consider the challenges that causal loops pose for retro-causal
models, we first need to introduce the notion of causal loop in some more detail. A
causal loop is a closed chain of causal connections. The causes in the loop are partial
causes: they cause their effects in the actual circumstances and may fail to cause
them in other circumstances. In deterministic causal connections, the cause and the
relevant circumstances determine the effect. In indeterministic causal connections,
the cause and the relevant circumstances determine the probability of the effect, and
the effect occurs as a matter of sheer chance.

The probability in indeterministic causal connections may have different inter-
pretations in different accounts of causation. We shall focus on single-case objective
interpretations, in particular on single-case propensity. According to this interpreta-
tion, probability is thought of as a propensity, or disposition, or tendency of a given
type of circumstances to yield an outcome of a certain kind. The exact nature of
these propensities and their source varies from one version of this interpretation to
another, but common to all versions is the assumption that propensities depend on
certain conditions. We shall suppose that the cause and the causal circumstances of
an effect determine its single-case propensity. As we shall see in Section 6.6, our
analysis of the challenges that causal loops pose for retro-causal interpretations of
quantum mechanics will not depend on the single-case propensity interpretation.
The main conclusions of this analysis will also apply to other probabilistic accounts
of causation, e.g. accounts in which the probabilities of effects are interpreted along
the frequency or the epistemic interpretations.

While intuitively the idea that the cause and the causal circumstances jointly
determine the effect and/or its probability may seem sufficiently clear, it is difficult
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to give a general, uncontroversial analysis of this idea. Luckily, our consideration
will not require such an analysis. We shall suppose that any retro-causal interpre-
tation of quantum mechanics, which is sufficiently complete, specifies the relevant
ontology. In particular, we shall suppose that any such interpretation will specify
the interpretation of the probabilities assigned, the dynamical laws of states and
properties, and the causal relations between states/events/systems.

We shall assume the ontological framework of the ‘block universe’, arguably the
dominant framework of thinking in modern physics. In this framework, the universe
is represented as a four-dimensional block, where three dimensions represent space
and the fourth dimension represents time. Events may be thought of as the properties
or states of space-time regions in the block, or properties or states of things in such
regions. We shall henceforth call these events ‘space-time’ events. In the ontological
framework of the block universe and the context of local retro-causal interpretations
of quantum mechanics, it is natural to think of events as space-time events.

All past, present and future events exist, and the division between past, present
and future is relational to a standpoint. There is no ontological difference between
the past, present and the future. Time is represented like space. Just as New York,
London and Moscow all exist but not at the same place, the past, present and future
all exist but not at the same time. While the four-dimensional space-time events in
the block never change, changes are accounted for in terms of the patterns of, and the
relations between such events. For example, the motion of an object is characterized
in terms of the events of the object being at different locations at different times.

Causes, effects and causal circumstances may be thought of as space-time events.
Causation between events is explicated in terms of possibilities — namely, the way
things could or would have been in similar block universes in which the cause does
not exist. The exact account is a matter of controversy, but Lewis’s (1986, Chapter
21) counterfactual account of causation may provide an example of the general idea.
In Lewis’s theory of deterministic causation, an event E in the block universe w is
said to be causally dependent on a distinct event C in w just in case in the block
universes that are the most similar to w and in which C does not occur, E does
not occur. In Lewis’s theory of indeterministic causation, E in the block universe
w is said to be causally dependent on C in w just in case the single-case objective
probability of E in w is higher than the single-case objective probability that £ would
have had in the most similar universes in which C does not occur.

Similarly, single-case objective probabilities of events in the block universe are
(partially) explicated in terms of possibilities. Suppose, for example, that the single-
case propensity of ‘heads’ in a genuinely indeterministic coin-toss in the block
universe w is % In any toss, the coin turns either ‘heads’ or ‘tails’, i.e. one of these
events inhabits w. Yet, the propensity % of this occurrence is partially explicated in
terms of long-run frequencies of ‘heads’ in the same type of tosses with the same
type of coin in block universes that are the most similar (in the relevant respects)
to w. In particular, according to the law of the large numbers, in a long series of
independent tosses of the same type in the most similar universes, the frequency of
‘heads’ will almost certainly be %



124 J. Berkovitz

In the ontological framework of the block universe and the context of the local
retro-causal interpretations of quantum mechanics, we may think of causal loops
as sets of space-like events that are related to each other in a cyclical way. In a
consistent loop, each event in the loop’s set (together with the causal circumstances)
determines the next event in the set and/or its probability according to the postulates
of the retro-causal interpretation under consideration. Unlike inconsistent loops, in
such loops the application of these postulates to the events in the loop’s set never
leads to inconsistency, i.e. to events that are incompatible with the set. Some may
hesitate to call these loops ‘causal’. Never mind terminology. However you call
them, they pose a challenge for retro-causal interpretations.

The block-universe ontological framework will be helpful in evading some mis-
conceptions about the nature of causal loops and common misguided arguments
for their impossibility. But we need first to clear a common misconception about
the block-universe. It is frequently claimed that the block-universe dictates deter-
minism and excludes the possibility of chancy events. The idea is that if all future
events exist, the future is predetermined. If future events exist and it is a fact about
the future that event E will occur at some future time ¢, then E is bound to occur at
t, and no past, present or future event could cause E not to occur at ¢. Similarly, if
future events exist and it is a fact about the future that event E will not occur at ¢,
then E is bound not to occur at #, and no past, present or future event could cause E to
occur at . Generalizing this idea, the block universe framework seems to imply that
the future is pre-determined and is not genuinely open to different possibilities, as
indeterminism requires. On the basis of similar reasoning, it is also argued that the
block universe entails fatalism. If the future exists, it is pre-determined, and nothing
that we do now could change the future from what it is going to be. So why bother?

The reasoning above is based on a failure to distinguish between ‘the impos-
sibility to change the future’ and the ‘impossibility to influence the future’. It is
impossible to change the future from what it is going to be, but it is not impossible
to influence it. If it is true now that I will sleep tomorrow until noon, i.e. if it is a
fact about the actual future, then I will sleep tomorrow until noon, and it is impos-
sible to cause this future event not to happen. But that is not say that the fact that I
will sleep tomorrow until noon is not influenced by present, past and perhaps also
future events. For instance, my decision now to wake up tomorrow late is going to
cause me to wake up tomorrow noon. Had I decided to wake up earlier, I could have
done so. I could have gone to sleep earlier, or could have set my alarm for earlier
time, etc. And each of these potential actions could have caused a different future in
which I wake up before noon.

Put it another way, the four-dimensional block that represents our universe
reflects the actual past, present and future states of affairs in that universe, and does
not reflect all the possibilities that were not realized. That this block is fixed does
not entail that things in our universe could not have been different, or that they were
bound to happen. Had things been different, a different fixed block would have rep-
resented our universe. If the causal relations in our universe are indeterministic,
the actual past is compatible with different possible futures, which are represented
by different four-dimensional blocks. In such indeterministic universe, present (and
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perhaps past and future) events determine the single-case propensities that future
actual events have now, and then as a matter of chance these events occur. The block
that represents such universe only represents the events that occurred as a matter of
chance. It does not represent all the possible events that could have occurred as a
matter of chance.

Obviously, everything that we said about future also applies to the past and the
present. The fact that the block that represents our universe is fixed entails that the
actual past cannot be changed. Thus, the present and the future could not change
the past from what it was. But that is not to say that present and future events could
not possibly be deterministic or indeterministic causes of past events — causes that
influence the past to be what it was.

Finally, it is noteworthy that the argument that the block universe entails fatalism
is also based on a failure to distinguish between the ‘impossibility to change the
future’ and the ‘impossibility to influence the future’. The fact that the block that
represents our universe is fixed entails that nothing that I decide or do now could
change the actual future from what it is going to be. But that is not say that my
actions or decisions now could not influence the future. I am going to wake up
tomorrow at noon because I decided to set up my alarm clock for 11:55 am. Had 1
decided to wake up earlier, I would have set the alarm clock for an earlier time — an
event that would have caused me to wake up earlier. Had I set up the alarm clock
for an earlier time, our universe would have been slightly different and a slightly
different four-dimensional block universe would have represented it.

6.4 Arguments for the Impossibility of Backward Causation
and Causal Loops

There are various arguments for the impossibility of backward causation and causal
loops. A common view has it that in our universe causes precede their effects.
Moreover, in the literature there are various arguments for the impossibility of
backward causation. Some arguments exclude backward causation by virtue of defi-
nition, the most obvious example being Hume’s famous account of causation, where
causes precede their effects as a matter of definition. Other arguments exclude back-
ward causation by an appeal to certain theories of time or causation. (Mellor, 1981,
123; Tooley, 1997, 49, 118-119) All these kinds of arguments are based on dis-
putable conceptions of causation or time. More important to our consideration, these
conceptions are different from the ones we shall focus on.

Yet, other arguments for the impossibility of backwards causation rely on more
neutral premises. In particular, the popular ‘bilking arguments’ attempt to demon-
strate that backward causation is impossible, or at least that the belief in its existence
could never be justified. (Flew, 1954; Dummett, 1964) The basic idea is that if it is
possible to prevent events from occurring, and an effect E occurred before its cause
C, one could observe E and then try to prevent C and thus ‘bilk’ the alleged back-
ward causation from C to E. If C can be prevented, then it cannot be a cause of E;
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and if it is never possible to prevent C when E occurs before C, then there are no
grounds to claim that there is backward causal influence from C to E.

In consistent retro-causal models bilking is impossible: Further, the presuppo-
sition of the bilking arguments that the only grounds to believe in the existence of
backward causation are concerned with the capability to manipulate it, is disputable.
Indeed, recall that the main grounds for considering retro-causal interpretations
of quantum mechanics are theoretical, especially the search for interpretations of
this theory which do not postulate non-local influences and accordingly improve
the prospects of reconciling it with relativity theory. If one believes that quantum
mechanics and relativity are approximately true and that a promising way to recon-
cile between them is to adopt a retro-causal interpretation of quantum mechanics,
then one has grounds to consider seriously the existence of backward causation in
our universe. Obviously, the strength of such grounds will depend on how promising
this way of reconciling quantum mechanics and relativity is in comparison to other
attempts.

Most contemporary philosophers agree that the idea of backwards causation is
coherent. In particular, in the context of the ontological framework of the block
universe, there are no compelling reasons to exclude the possibility of backward
causation on the grounds of conceptions of causation or time. Yet, there are argu-
ments that attempt to exclude causal loops on other grounds. One line of argument
is to try to exclude causal loops on the basis of specific theories of causation or
time. For example, it is sometimes argued that causal relations are asymmetric and
transitive, but in causal loops transitivity entails symmetry. For another example,
in some causal theories of time (where the direction of time is determined by the
direction of causation) causal loops are excluded since they would give rise to
opposite time orders between events: causes would occur both before and after their
effects. (Mellor, 1981, 175-177, 1998, 125-126) The theories employed in this kind
of arguments are controversial, as their advocates seem to recognise. In any case,
these arguments do not show that causal loops are impossible in the ontological
framework we outlined above.

Another line of argument for the impossibility of causal loops is that such loops
could create causal paradoxes. The main idea is that if loops were possible, effects
could undercut the existence of their causes: an event C will cause an event E, and
E will render C impossible. If C is a cause of E in our universe, then both of these
events actually occur, and no causal influence from E to C could cause C not to
occur. In the block-universe framework, this idea is represented by the fact that
the fixed block that represents our universe includes both C and E. That is not to
deny, of course, that some theories may predict inconsistent causal loops, which
no consistent block could represent. Obviously, any retro-causal interpretation that
predicts the existence of such loops is untenable.

Other more subtle lines of arguments do not intend to demonstrate the impossi-
bility of causal loops, but rather to show that such loops would involve anomalies,
like improbable or causally inexplicable coincidences between events. (Horwich,
1987; Smith, 1997; Dowe, 2003) For example, Sarah hates her grandmother, who
died before she was born. Sarah travels to the past with the intent to kill grandma and
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waits outside her house with the gun ready to shoot. When the opportunity comes,
Sarah pulls up the trigger but she slips on a banana skin and thus misses grandma,
who a few years later gives birth to Sarah’s mother, an event that leads through a
long chain of causal connections to Sarah’s time travel. Furthermore, no matter how
many times Sarah attempts to kill her grandmother, she is destined to fail for some
commonplace reasons. Thus, if causal loops were possible, there would be such
improbable and/or causally inexplicable coincidences — coincidences that would be
explained by neither direct causal connections nor common causes.

All these improbability/inexplicability arguments, as well as some other impossi-
bility arguments, are based on presuppositions that are common in linear causation
but unwarranted in causal loops. (Lewis, 1986, Chapter 18; Horwich, 1987,
Chapter 7; Smith, 1997; Berkovitz, 2001, 2002; Dowe, 2003) Indeed, as we shall
see below, overlooking the differences between linear causation and causal loops
may lead to the wrong conclusions about the challenges that causal loops pose for
retro-causal models.

6.5 On Causal Loops in Bell-like Retro-Causal Models

Deterministic and indeterministic Bell-like retro-causal models of EPR/B exper-
iments may be divided into two types, according to whether the settings of the
measurement apparatuses or the measurement outcomes influence the complete
pair-state at the source. Both types of models face challenges in Experiment X,
though the challenges are somewhat different. For the sake of simplicity, in what
follows we shall mainly focus on models of the first type, and we shall only discuss
briefly models of the second type. For a more detailed discussion of models of the
second type, see Section 6.7.2 and Berkovitz (2008, Sections 5.1.2, 5.2.2, and 9).

6.5.1 Deterministic Models

Similarly to conventional deterministic Bell models, we may suppose that in deter-
ministic retro-causal models of the EPR/B experiment complete pair-states prescribe
outcomes for all possible spin measurements, and in any such state the outcomes
are independent of each other.” When the particle pair is in the singlet state and
the measurements in both wings are of the same spin quantities, the outcomes are
anti-correlated, and accordingly there are two possible joint outcomes; and when
the measurements are of different spin quantities, all the four combinations of
joint outcomes are possible. Thus, letting /, /* and r,l # [* and | = r, be some

7 The main arguments to follow will hold even if we assume that complete pair-states are
only compatible with certain apparatus settings, and accordingly prescribe outcomes just for the
corresponding measurements.
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specific directions, and X;, X+ and X, denote respectively the outcomes of spin mea-
surements along these directions, complete pair-states that prescribe the following
dispositions will be characteristic:

Ap1: If the L- and the R-apparatus are set to measure spins along the directions
I* and r respectively, the L-outcome will be X = ‘up’ and the R-outcome
will be X, = ‘down’.

If the L- and the R-apparatus are set to measure spins along the directions /
and r respectively, the L-outcome will be X; = ‘up’ and the R-outcome will
be X, = ‘down’.

Ap2: If the L- and the R-apparatus are set to measure spins along the direc-
tions [* and r respectively, the L-outcome will be X» = ‘down’ and the

3 s

R-outcome will be X, = ‘up’.

If the L- and the R-apparatus are set to measure spins along the directions /
and r respectively, the L-outcome will be X; = ‘down’ and the R-outcome

bl

will be X, = ‘up’.

where ‘... ... > refers to the dispositions in other spin measurements.

We shall argue below that in deterministic models, Ap; and Ap, give rise to causal
loops. But first we need to look at how complete pair-states are selected, focus-
ing on deterministic models in which the apparatus settings influence the complete
pair-state at the source (henceforth, Model DS). In general, in ‘hidden-variables’
models of EPR/B experiments there are both controllable and uncontrollable fac-
tors that determine complete pair-states. In conventional deterministic Bell models,
the controllable factors are the controllable initial conditions that bring about the
quantum-mechanical pair-state at the source; and the uncontrollable factors are the
relevant uncontrollable initial conditions that exist at the preparation of the source
and which jointly with the controllable factors determine the complete pair-state at
the emission. The uncontrollable initial conditions, and accordingly the complete
pair-state, may vary from one run of the experiment to another, and the distribu-
tion of the complete pair-state reflects ignorance over these initial conditions. It
is supposed that this distribution depends only on the quantum-mechanical pair-
state. In Model DS, the distribution of the complete pair-state is also dependent
on the settings of the measurement apparatuses. The apparatus settings during the
measurements influence the complete pair-state at the emission, and accordingly
A-independence fails.

Model DS and the corresponding indeterministic model, Model IS (see
Section 5.2), do not predict the existence of causal loops in conventional EPR/B
experiments; for in these models of conventional EPR/B experiments, the apparatus
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settings influence complete pair-states at the emission but these states do not
influence the settings. Things are different in models in which the measurement
outcomes influence complete pair-states. In such models, complete pair-states at
the emission influence the measurement outcomes and the outcomes influence
these states in all EPR/B experiments. We shall discuss these models below and
in Sections 6.7.2 and 6.8.

But in Experiment X, Model DS and Model IS predict causal loops, and the loops
that Model DS predict may be inconsistent. Suppose, for simplicity’s sake, that the
relevant uncontrollable initial conditions of Experiment X are independent of the
settings and the complete pair-state. Then, for A-independence to be violated and
for this violation to be the result of causal influence, there would have to be some
uncontrollable initial conditions and some settings /, I* and r, such that the settings
I* and r cause the state Ap; and the settings / and r cause the state App. But in
such circumstances Model DS predicts the occurrence of the following inconsistent
causal loops (see Fig. 6.4). Loop III: if Ap; obtained, the R-measurement outcome
would be spin ‘down’ along the direction r, this outcome would set the L-apparatus
to measure spin along the direction /, and thus (given the setting of the R-apparatus
and the controllable and uncontrollable initial conditions) Ap, should obtain. Loop
IV: if Apo obtained, the R-outcome would be spin ‘up’ along the direction r, this
outcome would cause the L-apparatus to measure spin along the direction [*, and
thus (given the setting of the R-apparatus and the controllable and uncontrollable
initial conditions) Ap; should obtain.

For simplicity’s sake, we assumed above that the relevant uncontrollable initial
conditions of Experiment X influence the complete pair-state, but are not influ-
enced by it or by the settings of the measurement apparatuses. If this assumption
is relaxed, Loop III and Loop IV may not occur; for the uncontrollable initial con-
ditions may change according to the apparatus settings or the complete pair-state,

Loop III Loop IV
L-apparatus Measure spin Measure spin
setting in the direction / in the direction I*
R-measurement X, = ‘down’ X, =‘up’
outcome f f
Complete )’Dl )LDZ 7LD2 )’Dl

pair-state

Fig. 6.4 The inconsistent causal loops that some versions of Model DS — a deterministic, Bell-like
retro-causal model in which the apparatus settings influence the complete pair-state at the emis-
sion — predict in Experiment X. Ap; and App are two characteristic complete pair-states in Model
DS. These states may occur in certain apparatus settings (and initial conditions). In particular,
Ap1 (Ap2) occurs when the L- and R-apparatus are set to measure spins along the directions /* and
r (I and r), respectively; where [ # [* and [ = r. X, = ‘down’ (X, = ‘up’) is the R-measurement
outcome being spin ‘down’ (‘up’) along the direction r
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so as to exclude the circumstances that give rise to these loops. But relaxing this
assumption may not be sufficient. The problem with Model DS is that while in
Experiment X it predicts the existence of both forward and backward causation
between the complete pair-state at the emission and the R-measurement outcome,
it has no mechanism for securing the compatibility of these causal connections. It
is difficult to see how the postulation of causal connection from apparatus settings
or complete pair-states to uncontrollable initial conditions per se would solve this
problem.

Wheeler and Feynman (1945) claim that the fact that nature is continuous could
be used to argue that causal paradoxes may be avoided (for a discussion of this
claim, see Maudlin, 1994 and Arntzenius and Maudlin, 2009, Section 3). Applying
this idea to Model DS, Loop III and Loop IV could be avoided if the range of the
L-apparatus settings and the distribution of complete pair-state are continuous. Yet,
the resulting models will predict the existence of Loop I (see Fig. 6.3).

The challenge from inconsistent loops does not arise in deterministic models in
which complete pair-states at the emission depend on the measurement outcomes,
henceforth Model DO (for an example of such model, see Section 6.7.2). In Model
DS, complete pair-states at the emission influence the measurement outcomes and
the measurement outcomes may indirectly influence these states by influencing the
apparatus settings. That is the case in Experiment X. The complete pair-state at
the emission (jointly with the setting of the R-apparatus) causes the R-measurement
outcome, and the R-outcome influences the setting of the L-apparatus, which in turn
influences the complete pair-state at the emission. As we have seen, such forward
and backward causal influences may be incompatible with each other and give rise to
inconsistent loops. This cannot happen in Model DO, where the measurement out-
comes impose further constraints on the selection of complete pair-states. Complete
pair-states at the emission have to be consistent not only with the apparatus settings
but also with the measurement outcomes. That is, complete pair-states have to pre-
scribe measurement outcomes that are the same as the actual ones. Accordingly,
inconsistent loops, like Loop III and Loop 1V, could not occur.

However, Model DS and Model DO face another challenge in Experiment X.
Unlike in conventional Bell models of the EPR/B experiment, in these models
the quantum-mechanical pair-state does not determine the distribution of the com-
plete pair-state at the emission. In Model DS of Experiment X, the distribution
of the complete pair-state depends on the apparatus settings, and the distribution
of the L-apparatus setting depends on the distribution of the R-outcome, which
in turn depends on the distribution of the complete pair-state. The problem is
that due to these dependencies, it is impossible to predict the distribution of the
L-apparatus setting, and accordingly the distribution of the complete pair-state, from
the quantum-mechanical pair-state. Similarly, in Model DO the distribution of the
complete pair-state depends on the measurement outcomes, and the distribution of
the measurement outcomes depends on the distribution of the complete pair-state,
and the problem is that due to these dependencies it is impossible to determine
the distribution of complete pair-state from the quantum-mechanical pair-state. In
order to reproduce the predictions of standard quantum mechanics, these models
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have to be supplemented with postulates that determine the distribution of complete
pair-states or measurement outcomes in any given quantum-mechanical pair-state
and experimental set-up. The question is whether such postulates could be moti-
vated on non-ad hoc grounds. A failure to motivate them on non-ad hoc grounds
will have implications for the explanatory power of the deterministic retro-causal
models.

It may be argued that (more) conventional interpretations of quantum mechan-
ics also include analogous probabilistic postulates, and it is similarly difficult to
motivate them on non-ad hoc grounds. For example, the orthodox interpretation
assumes the Born rule and Bohmian mechanics presupposes that the distribution of
the possible position configurations of the particles is determined by the quantum-
mechanical wavefunction, and the challenge is to provide a non-ad hoc justification
for these postulates. So the problem of justifying the above probabilistic postulate
in retro-causal models may seem on a par with the problem of justifying the proba-
bilistic postulates in more conventional interpretations of quantum mechanics. Yet,
as we shall suggest in Sections 6.6, 6.7.2, and 6.9, there are reasons to think that
retro-causal interpretations of quantum mechanics may require two independent
probabilistic postulates, and accordingly render the problem of justification more
challenging.

6.5.2 Indeterministic Models

Like conventional indeterministic Bell models, indeterministic Bell-like retro-causal
models of EPR/B experiments satisfy Factorizability: the probability of joint mea-
surement outcomes factorizes into the product of their single probabilities. Since in
the singlet state outcomes of measurements of the same spin quantities in both wings
have to be anti-correlated, the probabilities of such outcomes have to be either one
or zero. On the other hand, when the measurements are of different spin quantities,
the outcomes need not be anti-correlated, and accordingly their probabilities may
be strictly between zero and one. Thus, complete pair-states that prescribe the fol-
lowing probabilities will be characteristic in indeterministic Bell-like retro-causal
models of the EPR/B experiment with the quantum-mechanical pair-state being the
singlet:

Aq1: If the L- and the R-apparatus are set to measure spin along the directions /*
and r respectively, the probability of X = ‘up’ is p;+ and the probability of
X, = ‘up’ is p,; where p< and p, are strictly between 0 and 1.

Ap: If the L- and the R-apparatus are set to measure spin along the directions [
and r respectively, the probabilities of X; = ‘up’ and of X, = ‘down’ are
both 1.

where [, I* and r, [ # I* and [ = r, are some particular directions, and X;, X< and X,
denote the outcomes of spin measurements along these directions. Note that on pain
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of trivializing the probabilities of outcomes (so that they will always be either zero
or one), in indeterministic Bell-like retro-causal models complete pair-states cannot
assign probabilities for all possible measurements.

We shall argue below that the states A;; and Ajp generate causal loops in
Experiment X. To prepare the ground, we need first to consider the nature of the
probability distribution of the complete pair-state and the causal mechanism that
gives rise to it. Recall that in deterministic Bell-like models of EPR/B experi-
ments, the probability distribution of the complete pair-state is epistemic, reflecting
ignorance about the actual complete pair-state. In indeterministic models, this dis-
tribution may also have a non-epistemic interpretation, reflecting the idea that
the actual complete pair-state is the outcome of indeterministic causal process.
The causes of this state depend (among other things) on the ontological status
of quantum-mechanical states. Quantum-mechanical states may be interpreted as
either representing physical states of systems, or states of information, knowledge
or ignorance about systems. To simplify things, we shall focus on the non-epistemic
interpretation, and assume that the quantum-mechanical pair-state is an incomplete
pair-state, which is a partial cause of the complete pair-state at the emission. We
shall focus on indeterministic, Bell-like retro-causal models in which the quantum-
mechanical pair-state and the apparatus settings jointly constitute an indeterministic
cause of the complete pair-state, and the distribution of the complete pair-state
reflects this causal connection (henceforth, Model IS). We shall assume that this
distribution denotes the single-case propensities that the particles have to be in vari-
ous complete pair-states in a single run of the EPR/B experiment. This interpretation
is plausible in indeterministic models. Moreover, as we shall see in Section 6.6, our
analysis of the challenges that causal loops pose for retro-causal interpretations will
also be applicable to the frequency and epistemic interpretations of probability. In
general, the distribution of the complete pair-state need not be discrete, and accord-
ingly the probability of these states may have zero measure. Yet, to simplify things,
we shall suppose that the distribution is discrete and moreover that the propensities
of the complete pair-states A;; and Ajp are non-zero in certain settings. More specif-
ically, we shall suppose that in the singlet state and some settings /, /* and r, [ # [*
and [ = r, Ay has non-zero propensity of occurring in the settings /* and r, and zero
propensity of occurring in the settings / and r; and Aj; has non-zero propensity of
occurring in the settings / and . Nothing essential in our analysis will hinge on the
above simplifications.

Granted these assumptions, Model IS predicts the occurrence of Loop V and
Loop VI in Experiment X (see Fig. 6.5). In Loop V, the complete pair-state A
(jointly with the setting of the R-apparatus to measure spin along the direction r)
is an indeterministic cause of the R-outcome spin ‘up’ along the direction r, this
outcome is a deterministic cause of the setting of the L-apparatus to measure spin
along the direction [*, and this setting (jointly with the setting of the R-apparatus
and the singlet state) is an indeterministic cause of A;;. In Loop VI, the complete
pair-state Aj> (jointly with the setting of the R-apparatus to measure spin along the
direction r) is an indeterministic cause of the R-outcome spin ‘down’ along the
direction r, this outcome is a deterministic cause of the setting of the L-apparatus
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Loop V Loop VI

L-apparatus Measure spin Measure spin
setting in the direction [* in the direction /
R-measurement X, =‘up’ D X, =‘down’ D>
outcome A A

Pr v 1 v
Complete
pair-state A Ay

Fig. 6.5. Loop V and Loop VI are among the causal loops that Model IS — an indeterminis-
tic, Bell-like retro-causal model in which the apparatus settings influence the complete pair-state
at the emission — predicts in Experiment X. Arrows denote deterministic causal connections.
Dashed arrows denote indeterministic causal connections, and the associated probabilities denote
the probabilities that causes give to their effects in the loop’s circumstances. The probabilities p,,
p1 and p, are strictly between zero and one. Aj; and Aj> are characteristic states in Model IS,
and X, = ‘down’ (X, = ‘up’) is the R-measurement outcome being spin ‘down’ (‘up’) in the
direction r

to measure spin along the direction /, and this setting (jointly with the setting of the
R-apparatus and the singlet state) is an indeterministic cause of Ap,.

Note that in Loop VI the causal connection between the state Aj> and the out-
come X, = ’down’ is depicted as indeterministic. The idea is that the propensity
one of X, = ‘down’ in Ajp does not entail that X, = ‘up’ is impossible in this
state, and that there may be a zero measure of such outcomes.8 If the causal con-
nection between Ay, and the outcome X, = ‘down’ is deterministic, Loop VI will
have only one indeterministic connection; whereas if this causal connection is inde-
terministic, the loop will have two indeterministic causal connections. As we shall
see in Sections 6.6 and 6.9, loops with more than one indeterministic causal con-
nection pose a more acute challenge for the explanatory power of indeterministic
retro-causal interpretations. In any case, it is also noteworthy that in indetermin-
istic universe the causal connection between the R-measurement outcome and the
L-apparatus could be indeterministic, thus giving rise to a causal loop with two
indeterministic causal connections even if the causal connection between A, and
the outcome X, = ‘down’ is considered deterministic.

Although Loop V and Loop VI are consistent, they pose a challenge for Model
IS. In each of these loops, the model assigns probabilities that the loop’s causes
give to their effects in the circumstances (where causes, effects and causal circum-
stances are the states of the relevant systems). In particular, in Loop V the state Aj;
(jointly with the setting of the R-apparatus to measure spin along the direction r)
determines the propensity of the R-measurement outcome X, = ‘up’ to be p,, and

8 Jam grateful to Mauricio Suarez for pointing out to me the importance of emphasizing here the
distinction between deterministic causal connections and indeterministic causal connections with
propensity one.
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the setting of the L-apparatus to measure spin along the direction /* (jointly with
the setting of the R-apparatus and the singlet state) determines the propensity of
the state Aj; to be p;. Yet, as we shall see in Section 6.6, in Model IS there is no
known way to compute from these (and the other model) probabilities the long-run
frequency of Ajj, or the long-run frequency that the outcome X, = ‘up’ has in this
state; and similarly for other complete pair-states. The same is true for indetermin-
istic, Bell-like retro-causal models in which the measurement outcomes influence
the complete pair-states (henceforth, Model 10). Thus, indeterministic Bell-like
retro-causal models fail to provide definite statistical predictions of measurement
outcomes in Experiment X.

For simplicity’s sake we supposed that characteristic complete pair-states have
non-zero probability. In general, the distribution of complete pair-states in inde-
terministic retro-causal models may not be discrete, and accordingly states like
A1 and A may have a measure zero probability of occurring. Yet, the reasoning
above could be slightly modified so as to apply to models with non-discrete distri-
bution of complete pair-states. The problem with Model IS and Model IO is that in
Experiment X, the model’s probability distribution of complete pair-states does not
determine their long-run frequencies, and the model’s probabilities of outcomes in
complete pair-states do not determine their long-run frequencies. It is difficult to see
how the postulation of a continuum of complete pair-states per se could solve this
problem.

Like in the deterministic retro-causal models, in order to reproduce the predic-
tions of standard quantum mechanics Model IS and Model 10 have to be supple-
mented with a Born-like postulate. Unlike in the deterministic models, a postulate
that determines the distribution of complete pair-states in any quantum-mechanical
pair-state and experimental set-up would not do; for in the indeterministic retro-
causal models, there is no known way to compute the long-run frequencies of
outcomes in complete pair-states from the probabilities that these states assign to
the outcomes. In the indeterministic models, the probabilistic postulate has to spec-
ify the distribution of measurement outcomes in any given quantum-mechanical
pair-state and experimental set-up. As in the deterministic retro-causal models, the
question is whether such a postulate could be motivated on non-ad hoc grounds.
And, again, a failure to motivate such postulate on non-ad hoc grounds would have
implications for the explanatory power of the indeterministic retro-causal models.

Moreover, since there is no known way to compute the long-run frequencies
of outcomes in complete pair-states from the probabilities that these states assign
to the outcomes, the challenge for the predictive power of these models has fur-
ther consequences for their explanatory power. Unlike in conventional Bell models
and deterministic retro-causal Bell-like models, the probability of outcomes in any
given quantum-mechanical pair-state could not be obtained as an average-sum over
the probabilities of outcomes in the complete pair-states. So although Model IS and
Model 10 do not postulate any non-local influences, they fail to fulfil one of the
main objectives of retro-causal interpretations of quantum mechanics — namely, to
explain how the quantum-mechanical correlations between the measurement out-
comes could be explained by local common-causes. Thus, curiously, although the
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probabilities of outcomes in these models are factorizable, they still fail to live up
to the standards of explanation dictated by Reichenbach’s principle of the common
cause.

6.6 On Probabilities and Predictions in Indeterministic
Causal Loops

In order to see why indeterministic Bell-like retro-causal models of Experiment X
fail to provide a common-cause explanation of the quantum-mechanical correlations
between measurement outcomes, we need to reflect for a moment on the nature of
probabilities in indeterministic causal loops. Consider the following curious coin
toss. The tossing momentum exerted by my finger is an indeterministic cause of
the coin landing on either ‘heads’ or ‘tails’. That is, the tossing momentum and
the relevant circumstances (the air friction, the coin structure, the landing surface,
etc.) jointly determine the single-case propensities of ‘heads’ and ‘tails’, and as a
matter of sheer chance the coin lands on either ‘heads’ or ‘tails’. The propensities
of ‘heads’ (‘tails’) in tosses with momentum m and with momentum m™* are % and
}1 (% and % ), respectively. The coin landing on ‘heads’ (‘tails’) is a deterministic
cause of my perception of ‘heads’ (‘tails’), and my perception of ‘heads’ (‘tails’) is
a deterministic cause of my finger exerting momentum m (m*) at the earlier tossing
time.

Each coin toss generates either Loop VII or Loop VIII (see Fig. 6.6). In Loop
VII, the propensity of ‘heads’ in tosses with a momentum m is % but the frequency
of ‘heads’ in the reference class of such tosses is 1; for the fact that a toss with
momentum m is a deterministic effect of ‘heads’ dictates that ‘heads’ occurs when-
ever a toss with momentum m occurs. In Loop VIII, the propensity of ‘tails’ in
tosses with a momentum m™* is %, but the frequency of ‘tails’ in the reference class
of such tosses is 1; and, again, this conditional frequency is a consequence of the
loop’s consistency conditions, which dictate that ‘tails’ occurs whenever a toss with
momentum m* occurs.

Loop VII Loop VIII
See ‘heads’ See ‘tails’
‘heads’ ‘tails’
A o4
2 4
A toss with . A toss with
momentum m momentum m*

Fig. 6.6 The indeterministic causal loops that occur in the curious coin-toss example. Arrows
denote deterministic causal connections, and dashed arrows denote indeterministic causal connec-
tions with the associated probabilities being the probabilities that causes give to their effects in the
circumstances
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These inequalities between propensities and the corresponding frequencies are
curious, but do not entail any inconsistency. The law of the large numbers relates
single-case propensities to long-run frequencies in the following way: the long-run
frequency of ‘heads’ in a non-biased reference class of independent tosses with
the same momentum (and the same relevant circumstances) will almost certainly be
equal to the propensity of ‘heads’ in such tosses. But in Loop VII and Loop VIII, the
reference classes of such tosses are biased. In Loop VII (Loop VIII), it is a class of
tosses that occur only when the coin lands on ‘heads’ (‘tails’). Thus, the assumption
that the long-run frequency of ‘heads’ in Loop VII (‘tails’ in Loop VIII) will almost
certainly display the corresponding propensity is unwarranted.

In Loop VII and Loop VIII, all the causal connections but one are deterministic.
Accordingly, it is possible to compute the conditional frequency of ‘heads’ in the
reference classes of tosses with momentum m (m*) from the loop’s constraints —
namely, from the fact that a toss with momentum m (m™) occurs just in case the coin
lands on ‘heads’ (‘tails’). But, there is no known way to compute the unconditional
frequencies of the occurrence of these loops, and accordingly the unconditional
long-run frequency of ‘heads’ in a series of independent tosses.

Things are even more complicated in loops that have more than one indetermin-
istic causal connection. Consider a slightly different version of our curious coin-toss
in which the causal connection between ‘heads’ (‘tails’) and perceiving ‘heads’
(‘tails’) is indeterministic. In this case, coin tosses will give rise to Loop IX —
Loop XII (see Fig. 6.7), which are similar to Loop VII and Loop VIII but have an
additional indeterministic causal connection. The constraints of these loops do not

Loop IX Loop X
See ‘heads’ See ‘tails’
A A
‘heads’ ‘heads’
A A
1 1
2 4
A toss with " A toss with
momentum m momentum m*
Loop XI Loop XII
See ‘heads’ See ‘tails’
A A
Fig. 6.7 The causal loops f g
that occur in the revised ‘tails’ tails
version of the curious A A
coin-toss example, where % i %
‘heads’ (‘tails’) is an : ) : )
indeterministic cause of A toss with A toss with
momentum m momentum m*

seeing ‘heads’ (‘tails’)
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determine the conditional frequency of ‘heads’ in tosses with momentum m (m™*);
and there is no known way to compute this conditional frequency from the propen-
sities that causes give to their effects in these loops. More generally, in loops with
more than one indeterministic causal connection, the loop’s constraints do not deter-
mine the frequency of effects in the reference class of their indeterministic causes,
and there is no other known way to compute these frequencies.” The indeterministic
Bell-like retro-causal models we considered in Section 6.5.2 predict the occurrence
of causal loops with two indeterministic causal connections. Thus, in such models
there is no known way to compute the (distribution of the) long-run frequencies of
complete pair-states, or the long-run frequencies of outcomes in a given complete
pair-state.

It may be tempting to attribute the problems above to the interpretation of
the model probabilities as propensities, and to suggest that these problems would
not arise under other common interpretations of probabilities, like the frequency
and epistemic interpretations. But such reinterpretations of the model probabilities
would not do. To see why, let us reconsider our coin-toss examples, and this time
interpret the model probabilities as prescribing long-run frequencies of ‘heads’ and
‘tails’ in the reference classes of tosses with momentum m and with momentum m*.
That is, suppose that our model of the coin postulates that the long-run frequency
of ‘heads’ in the reference class of tosses with momentum m (m*) is % (JT), and
the long-run frequency of ‘tails’ in the reference class of tosses with momentum
m (m*) is % (%). While these frequencies characterize the nature of the coin and
the tossing set-up, they fail to determine the long-run frequencies of ‘heads’ and
‘tails’ in our coin-toss examples. In our first coin-toss example, where Loop VII and
Loop VIII occur, the long-run frequency of ‘heads’ (‘tails’) in the reference class of
tosses with momentum m (m*) will still be one, and this frequency is determined by
the loop’s constraints rather than the model probabilities for the coin. Further, the
model probabilities and the constraints of Loop VII and Loop VIII do not determine
the unconditional long-run frequencies of these loops and, accordingly, the uncon-
ditional long-run frequencies of ‘heads’ and ‘tails’. Turning to the second coin-toss
example, where Loop IX — Loop XII occur, suppose (for simplicity’s sake) that the
imperfect perception of the outcomes of tosses is also characterized by long-run fre-
quencies, so that the long-run frequency of ‘heads’ (‘tails’) in the reference class of
the coin landing on ‘heads’ (‘tails’) is less than 1. Like in the propensity interpre-
tation of the model probabilities, the long-run frequencies that characterize the coin
and the imperfect perception fail to determine the long-run frequencies of ‘heads’
and ‘tails’ in tosses with momentum m (m™*), and there is no known way to compute
these frequencies from the constraints of these loops.

Similarly, the model probabilities fail to determine the long-run frequencies of
‘heads’ and ‘tails’ when they are interpreted as epistemic. The inability to predict the

9 The constraints of causal loops with two indeterministic causes may, however, limit the range of
the possible long-run frequencies of effects in the reference class of their indeterministic causes.
For an example, see Berkovitz (2002, Section 4).
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long-run frequencies of ‘heads’ and ‘tails’ in the coin-toss examples is not due to the
interpretation of the model probabilities per se. These probabilities are probabilities
that causes give to their effects in the local circumstances — namely, probabilities that
are determined by the states of the systems that are involved in these causal connec-
tions and which are independent of the other causal connections in the loop. For
example, the probability % of the coin landing on ‘heads’ in a toss with momentum
m is assumed to reflect the coin’s characteristics and the local tossing circumstances
rather than the characteristics of Loop VII. This probability is supposed to be the
same, independently of whether the toss occurs in causal loops or chains of lin-
ear causal connections. In indeterministic causal loops, such probabilities do not
determine the long-run frequencies that effects have in the reference class of their
causes, independently of whether these probabilities are interpreted as propensi-
ties, long-run frequencies or epistemic probabilities. In indeterministic causal loops
with one indeterministic causal connection, like Loop VII and Loop VIII, the loop’s
constraints determine the long-run frequencies of effects in the reference class of
their causes. But in causal loops with more than one indeterministic connection,
like Loop V, Loop VI and Loop IX — Loop XII, the loop’s constraints are not suf-
ficiently strong to determine these frequencies, and there is no other known way to
compute them on any of the above interpretations of probability. Further, in all the
indeterministic causal loops above, the probabilities that causes give to their effects
in the local circumstances and the loop’s set-up do not determine its long-run fre-
quency, and accordingly the long-run frequencies of events in it; and, again, this
failure is independent of whether these probabilities are interpreted as single-case
propensities, long-run frequencies or epistemic probabilities.

6.7 Retro-Causal Theories and the Measurement Problem

One of the main objectives of current interpretations of quantum mechanic is to
solve the measurement problem that mars the orthodox interpretation. Lewis (2006,
375) proposes that retro-causal interpretations of quantum mechanics may suffer
from a ‘measurement problem’. Their dynamical laws may depend on whether
or not a measurement occurs. In Bell-like retro-causal models of EPR/B experi-
ments, the complete pair-state at the emission depends on the measurement events.
If measurements as such were the trigger of the backward-causal mechanism, “then
whether a measurement occurs would have a dynamical effect on the behavior of the
system. But, as stressed before, since there is no fundamental distinction between
measurement processes and non-measurement processes, any theory that gives a
dynamical role to measurement as such is ill-founded.”

Whether or not a retro-causal interpretation is subjected to the measurement
problem will depend on its ontology. In what follows, we shall consider the ontology
of two retro-causal theories: Cramer’s (1980, 1986, 1988) ‘transactional’ interpre-
tation of quantum mechanics, and Sutherland’s (1998, 2008) causally symmetric
Bohmian model. Our main focus will be on the measurement problem. (For a
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detailed discussion of the challenges that causal loops raise for predictions in these
theories, see Berkovitz 2008, Sections 5, 8 and 9.) We shall argue that whether a
retro-causal interpretation of quantum mechanics is subjected to the measurement
problem does not depend on the postulation of backward-causal mechanism per se.

6.7.1 The Transactional Interpretation of Quantum Mechanics

Cramer’s theory is a retro-causal interpretation of orthodox quantum mechanics,
which was inspired by Wheeler and Feynman’s (1945, 1949) Absorber theory. The
Wheeler-Feynman theory was originally conceived as a time-symmetric alternative
to conventional electromagnetism. The basic idea of this theory is that electro-
magnetic interactions involve time-reversed ‘advanced-wave’ solutions as well as
the usual ‘retarded-wave’ solutions to the electromagnetic wave equation. Cramer
extends this idea to the quantum domain. In his theory, the basic causal mechanism,
which constitutes the fundamental quantum-mechanical interactions, is a ‘transac-
tion’ between ‘emitters’ and ‘absorbers.” (Cramer, 1986, 665) In this transaction,
there are ‘retarded’ waves that propagate forward in time, and the correspond-
ing ‘advanced’ waves that propagate backward in time. The usual solution of the
Schrddinger equation, v, represents a retarded wave, and the solution of the com-
plex conjugate of the Schrodinger equation, v *, represents an advanced wave.
Emitters emit both ¢ and the time-reversed counterpart wave ¥ *, which is exactly
out of phase with yr. Cramer calls both of these waves ‘offer waves’. Figure 6.8a
provides a simple, two-dimensional example of offer waves. The bold post-emission
sinusoidal wave is the retarded offer wave, and the dashed pre-emission sinusoidal

1 ’_J Absorber a@g" Absorber 4
, Retarded Wave 474 ¥ ’

Advanced Wave [$/p 1 iver <% Emitter

oot

Fig. 6.8 A simple, two-dimensional illustration of the transaction between ‘emitters’ and
‘absorbers’ in Cramer’s theory. Figure 6.8a shows the ‘offer’ waves that the emitter sends. The
bold post-emission sinusoidal wave is the retarded offer wave and the dashed pre-emission sinu-
soidal wave is the advance offer wave, which is exactly out of phase with the retarded wave.
Figure 6.8b shows both of these offer waves and the ‘confirmation’ waves that the absorber pro-
duces in response to the retarded offer from the emitter. The confirmation waves are of the same
amplitude as the offer waves. The post-absorption bold sinusoidal wave is the retarded confirma-
tion wave, and the pre-absorption dashed sinusoidal wave is the advance confirmation wave, which
is exactly out of phase with the retarded confirmation wave. Figure 6.8c shows the net effect of
the offer and confirmation waves. The pre-emission and the post-absorption waves are cancelled
and the only non-zero wave is spanned in the space-time region between the emission and the
absorption, where the dashed advanced confirmation wave reinforces the bold retarded offer wave
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wave is the advance offer wave. The retarded offer wave interacts with the absorber,
which absorbs it and in response emits advanced and retarded ‘confirmation waves’,
and again these waves are exactly out of phase. Figure 6.8b provides an exam-
ple of such waves, where the post-absorption bold sinusoidal wave is the retarded
confirmation wave, and the pre-absorption dashed sinusoidal wave is the advance
confirmation wave. The confirmation and offer waves extending forward in time
beyond the absorption and backward in time beyond the emission are exactly out
of phase. The amplitudes of the confirmation waves are the same as those of offer
waves. Accordingly, the ‘pre-emission’ and the ‘post-absorption’ waves are can-
celled, and the only non-zero wave is in the space-time region between the emission
and the absorption, where the advanced confirmation wave reinforces the retarded
offer wave (see Fig. 6.8). The final amplitude of the standing wave between the
emitter and the absorber is ¥ */, and the probabilities of outcomes are determined
by this amplitude according to the Born rule.

Cramer describes the transaction between the emitter and the absorbers as occur-
ring in cycles that repeat until the transaction is completed. The transaction are
constituted by cycles of a four-step sequence, where (1) the emitter sends offer
waves, (2) the absorbers absorb the retarded offer waves and produces retarded
and advanced confirmation waves, (3) the advanced confirmation waves are sent
back to the emitter, and (4) the emitter responds to these confirmation waves. This
cycle repeats itself until all of the quantum boundary conditions are satisfied, at
which point the transaction is completed, a wavefunction collapse occurs, and the
only traces of the transaction are the resulting standing wave, ¥ *y. (Cramer 1986,
661-663)

Cramer (1986, 661, footnote 14) says that the cycles of transactions occur in
pseudo-time. He considers this account only as a heuristic device, and emphasizes
that the process is atemporal. This raises questions as to the explanatory value of the
transactional interpretation. If the description in pseudo-time were the whole story,
the transactional interpretation would be like a standard collapse interpretation with
an associated tale about how collapses come about.

Cramer (1986, 663) also suggests an alternative account of the transaction, where
the four-dimensional vector (or, in short, the four-vector) ‘standing wave’ spanned
between the emitter and the absorber is supposed to embody the transaction between
them. “As a three-space standing wave is a superposition of waves travelling to the
right and left, this four-vector standing wave is a superposition of advanced and
retarded components. It has been established between the terminating boundaries
of the emitter, which blocks passage of the advanced wave further down the time
stream, and the absorber, which blocks passage of the retarded wave further up the
time stream. This space-time standing wave is the transaction we shall use as a
basis for the discussion that follows.” Figure 6.8 provides a simple example of the
general idea in two-dimensional space-time: the standing wave between the emitter
and the absorber in Fig. 6.8c is a superposition of the offer and confirmation waves
in Fig. 6.8b.

In order to determine whether Cramer’s theory is subjected to the measure-
ment problem, we first need to clarify the ontology of the transaction. Cramer’s
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theory is intended to be a retro-causal interpretation of standard quantum mechan-
ics. As such, it is a collapse theory, and the transaction between emitters and
absorbers is supposed to provide an explanation, or account of how the col-
lapse comes about. In the general case, the “emitter is presented with echoes [i.e.
confirmation waves] from potential absorbers which form a weighted list of trans-
actions, from which only one may be chosen. The future absorbers can influence
the past emission event only through the strength of their echo entry on the list,
but cannot influence which entry is chosen for the transaction.” (Cramer 1986,
668) Now, “[blecause of the quantum-mechanical boundary conditions, the trans-
action is only completed between a single emitter and absorber in one quantum
effect.” (Cramer 1986, 667) The transaction is supposed to be completed with the
collapse of the wavefunction (Cramer 1986, 665), but Cramer’s theory does not pro-
vide any account of the nature of the collapse and how it comes about. Like the
pseudo-time account, the standing-wave account of the transaction fails to depict
the physical process that leads to the collapse and to the measurement outcomes.
The theory only postulates that the quantum-mechanical wavefunction  is the ini-
tial ‘offer wave’ of the transaction; the superposition of the offer and confirmation
waves ¥ + ¥*, which is represented by the standing wave between the emitter
and absorber, embodies the transaction; and the collapse wavefunction is identi-
cal to the completion of the transaction. Yet, it is not clear how the standing wave
between the emitter and absorber is related to the collapsed quantum-mechanical
wavefunction. Cramer’s (1986, 670-1) discussion of Renninger’s (1953) ‘negative-
result’ thought experiment seems to suggest that standing waves exist only between
emitters and absorbers between which energy is transferred. If so, these waves
represent the outcome of the transaction, i.e. the collapsed wavefunction, rather
than the communication between the emitter and the various potential absorbers.
On the other hand, if standing waves exist between the emitter and all its poten-
tial absorbers, then they represent the part of communication that precedes the
collapse. Either way, the relation between the standing waves and the collapsed
wavefunction remains a mystery. The transactional interpretation postulates the
existence of wavefunction collapse but fails to account for it as a real physical pro-
cess. So similarly to the orthodox interpretation, it is subjected to a measurement
problem.

In a later review of his theory, Cramer (1988, Section 6) seems to recognize this
difficulty when he remarks that the problem of “accommodating collapse for a single
quantum event, is one that must be addressed by the formalism” and that the trans-
actional interpretation “cannot supply mechanisms missing from the formalism.”
He holds that the “nonlocal collapse mechanism is strictly at the interpretational
level.” And while he rejects the orthodox interpretation and its suggestion that
wavefunction collapses are related essentially to measurements as such (Cramer,
1986, Section I), his transactional interpretation is subjected to the same measure-
ment problem (cf. Marchildon, 2006, 13—14). Indeed, the measurement problem
in the transactional interpretation is related to the fact that it is formulated within
the framework of the orthodox interpretation, rather than to the postulation of
retro-causal mechanism per se.
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Finally, it is noteworthy that while the transactional interpretation is a retro-
causal interpretation of quantum mechanics, its model for EPR/B-like experiments
is different from the Bell-like retro-causal models we discussed in Section 6.5. In
particular, unlike the Bell-like retro-causal models, the transactional interpretation
violates Factorizability.

6.7.2 Causally Symmetric Bohmian Model

Lewis is well aware of the fact that a retro-causal mechanism per se does not require
an appeal to measurements as such. Indeed, in his discussion of Price’s (1996) retro-
causal model for the EPR/B experiment, he suggests that the model could avail
itself to Bohmian-like mechanism where the cause of the correlation between the
complete pair-state and apparatus settings “is not the act of the measurement as such,
but the motion of the particles during the measurements.” (Lewis, 2006, 375) In fact,
the idea that the ontological framework of Bohmian mechanics could serve as a basis
for a retro-causal interpretation of quantum mechanics has been pursued by Rod
Sutherland. Sutherland (1998, 2008) proposes that the main postulates of Bohmian
mechanics can be revised so as to give rise to a causally symmetric Bohmian model,
where all influences are local: the causes of any event are confined to its backward
and forward light cones.

Recall that unlike orthodox quantum mechanics, in conventional Bohmian
mechanics wave functions always evolve according to the Schrodinger equation, and
thus never collapse. Wave functions do not represent the states of systems. Rather,
they are states of a ‘quantum field (on configurations space)’ that influence the states
of systems. The theory is deterministic. Systems always have definite positions (the
so-called ‘hidden variables’), and their positions and the wavefunction at a given
time jointly determine their trajectories at all future times. Thus, the positions of
systems and their wavefunction determine the outcomes of any measurements so
long as these outcomes are recorded in the positions of some physical systems, as in
any practical measurement. In particular, in EPR/B-like experiments the quantum-
mechanical wavefunction of the particles and their position configuration constitute
their complete state, and this state and the apparatus settings jointly determine the
measurement outcomes.

Wave functions govern the trajectories of systems according to the so-called
‘guidance equation’, which expresses the velocities of systems at any time ¢, v(X, 1),
in terms of their wavefunction at that time:

ax h YV
(Guidance) v(x,1) = > _ ._M;
e 2im y*

where m is the system’s mass, X is the system’s position configuration, 7 is Planck’s

<~ — <« — <« .
constant, V stands for V — V and the grad operators V and V act to the right and
to the left, respectively.



6 On Explanation in Retro-causal Interpretations of Quantum Mechanics 143

Since Bohmian mechanics is a deterministic theory, its predictions in individual
measurements are different from those of standard quantum mechanics. Yet, the
theory reproduces the observable predictions of standard quantum mechanics by
postulating that the distribution p (X, r) of the possible position configurations, x, at
any time ¢ is determined by the wavefunction 1 at that time:

(Distribution)  p(x, 1) = ¥ .

Given Distribution, the predictions of standard quantum mechanics are obtained as
statistical averages over the outcomes that Bohmian mechanics predicts in each of
the position configurations that the particles may be, according to the distribution of
these configurations in .

In the causally symmetric Bohmian model, the velocity of a system depends
on two wave functions, which are supposed to reflect its initial and final bound-
aries conditions. The ‘initial’ wavefunction, ¥ ;, which is supposed to record the
initial boundary conditions, evolves forward in time, and the ‘final’ wavefunction,
Yy, which is supposed to record the final boundary conditions, evolves backward
in time. The nature of these boundary conditions depends on the exact ontology of
the model. Sutherland does not specify this ontology, but we may think about the
boundary conditions as determining the local fields that guide the particles’ trajecto-
ries. Both wave functions are solutions of the time-dependent Schrodinger equation,
and the final wavefunction is not to be confused with the time-evolved initial wave-
function, or the time-evolved quantum-mechanical wavefunction to a later time.
Sutherland proposes that Guidance and Distribution could be reformulated along
the following lines, so as to yield a causally symmetric Bohmian model:

% <>
h wf Vi
2ima Y

(GuidanceS) v(x,t) = Re

1
(Distribution®)  p(x,7) = Re (;1/{;-“ 1/’1‘)2

where a is a normalization factor:
o0
(Normalization) a = [ 1//;‘ (x, 1) ¥; (x, 1) d°x.
—00

While conventional Bohmian mechanics reproduces the correlations between the
distant measurement outcomes in EPR/B experiments by postulating non-local
influences between them, the causally symmetric Bohmian model accounts for these
correlations by a local, common-cause: the complete pair-state at the emission. The
complete pair-state is constituted by the positions of the particles and their initial
and final wave functions. But since the measurement outcomes are determined by
the initial and final wave functions of the particles, the relevant complete pair-state
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is constituted by these wave functions. The final wave functions of the particles
between the emission and spin measurements are eigenstates of spin quantities that
correspond to the measurement outcomes. The initial wavefunction of the particle
pair — the non-separable quantum-mechanical wavefunction — and the final wave-
function of each of the particles between the emission and its measurement jointly
determine the initial wavefunction of the other particle at the emission (see Fig. 6.9).
Formally, the initial wave functions of the particles between the emission and the
measurements are obtained as follows:

1 o0
(Initial)  ; (x1) = N /_OO Y (x2) i (x1,x2) d*x
1 o0
Vi (x2) = A /_Oo Y (o) Y (1, x0) dx;

where ¥; (x1,x2) is the (non-separable) wavefunction of the particle pair, ¥;(x1) and
¥i(x2) are the initial wave functions of the particles, and ¥¢(x;) and V¢ (x2) are their
final wave functions.

So the initial and the final wave functions of both particles before the measure-
ments are separable, and the measurement outcomes are determined in a perfectly
local way. Accordingly, Factorizability obtains: the probability of joint measure-
ment outcomes factorizes into the single probability of outcomes. That is, the joint
probability of the outcomes given the (relevant) complete pair-state (i.e. the initial
and the final wave functions of the particles), and the apparatus settings is equal to
the product of the single probabilities of outcomes given the complete pair-state and

Fig. 6.9 A schematic
diagram of how the initial
wavefunction of the Vi(X1,X2) f-
R-particle is formed in the .
EPR/B experiment. The 5
formation of the initial
wavefunction of the
L-particle is similar
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the local apparatus setting. In fact, the causally-symmetric Bohmian model satisfies
a stronger factorizability condition: the joint probability of measurement outcomes
given the complete pair-state and the apparatus settings factorizes into the single
probabilities of each of the outcomes given the complete state of the local particle,
which is constituted by its initial and final wave functions, and the local apparatus
setting. !0

It is noteworthy, though, that for the causally symmetric Bohmian model to be
genuinely local, the non-separable quantum-mechanical wavefunction has to have
an epistemic interpretation. As we shall see below, this wavefunction could be inter-
preted as a state that provides information about the distributions of the separable
initial and final wave functions of the particles.

As is not difficult to see, measurements as such play no role in the dynamical laws
of the causally symmetric Bohmian model. In particular, the backward-causal mech-
anism that accounts for the correlations between distant measurement outcomes in
EPR/B experiments is not triggered by measurements as such. It is an integral part of
the ontology of this theory. Yet, measurements as such do play a role in reproducing
the observable predictions of standard quantum mechanics. Recall (Section 5) that
unlike conventional Bell models of EPR/B experiments, in Bell-like retro-causal
models the quantum-mechanical (incomplete) pair-state does not determine the dis-
tribution of the complete pair-state. In the causally symmetric Bohmian model, and
more generally in Model DO, the distribution of complete pair-states at the emission
depends on the distribution of the measurement outcomes. Recall also that in order
to reproduce the statistical predictions of standard quantum mechanics, Model DO
has to be supplemented with postulates that determine the distribution of complete
pair-states or measurement outcomes in any given quantum-mechanical pair-state
and experimental set-up. In the causally symmetric Bohmian model, the quantum-
mechanical wavefunction of the particle pair fails to determine the distribution of
the final wave functions, and accordingly the distribution of the complete pair-state.
The model addresses this complication by postulating the following probabilistic
relations between initial and final wave functions.

Predictions. Let ¥; and vy be respectively the initial and final wave functions
of a system at some time ¢. If ¥y corresponds to one of the possible outcomes of
a subsequent measurement, the conditional probability distribution of ¢ given v,

p(Vr /i), is:

(Predictions) p(lﬂf/‘ﬁi) = la?;

where a is as defined in Normalization.
Granted Predictions, quantum-mechanical wave functions determine the dis-
tribution of initial and final wave functions and thus the distribution of the

10 The same is true for the complete pair-state, i.e. the state that is constituted by the initial
and final wavefunctions of the particles and their position configuration; for the initial and final
wavefunctions of the particles determine the measurement outcomes.
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(relevant) complete pair-state. Accordingly, the causally symmetric Bohmian model
reproduces the statistical predictions of standard quantum mechanics. And although
this postulate appeals to measurements as such, it does not entail any dependence
of the dynamical laws on measurements. The dynamical laws are always the same,
and the behavior of systems is always governed by Guidance®. Predictions could
be thought of as an epistemic postulate which provides information about the
distribution of final wave functions of systems in any quantum-mechanical wave
function.

Finally, it is noteworthy that while in standard Bohmian mechanics there is
only one probabilistic postulate, Distribution, in the causally symmetric Bohmian
mechanics there are two independent probabilistic postulates, Distribution’ and
Predictions. Tt is also noteworthy that Distribution® does not play any role in repro-
ducing the statistical predictions of standard quantum mechanics. This suggests that,
in theory, deterministic retro-causal interpretations of quantum mechanics in which
the measurement outcomes influence the complete pair-state at the emission could
reproduce these predictions by a single probabilistic postulate. Yet, Distribution’
is important for the ontology of the causally symmetric Bohmian model, and in
particular for its solution to the measurement problem. More generally, while log-
ically such deterministic retro-causal interpretations could reproduce the statistical
predictions of standard quantum mechanics by a single probabilistic postulate, onto-
logical and theoretical considerations may require some additional, independent
probabilistic postulates.

6.8 Are Retro-Causal Interpretations of Quantum Mechanics
Explanatory Vacuous?

In Section 6.6, we argued that the indeterministic Bell-like retro-causal models fail
to explain the correlation between the distant measurement outcomes in EPR/B
experiments in terms of local, common causes; and in Sections 6.5, 6.6 and 6.7.2, we
argued that, in contrast to standard quantum mechanics and conventional Bohmian
mechanics, indeterministic retro-causal models face the explanatory challenge of
motivating multiple, independent probabilistic postulates, and deterministic retro-
causal models may face the same challenge. Lewis (2006, 376) poses another
challenge for the explanatory power of retro-causal models. He poses the challenge
in the context of retro-causal models of the EPR/B experiment that assume the onto-
logical framework of Bohmian mechanics (and accordingly are not subjected to the
measurement problem). In such models, “the device settings explain the motions of
the particles, which in turn explain the hidden variables of the particles [i.e. their
‘complete’ state in our terminology]. But the hidden variables, presumably, them-
selves explain the motions of the particles on measurement; a particle moves upward
under the influence of a magnetic field precisely because its spin-value is ‘up’. The
worry here is that the backwards-causal mechanism makes the causal explanation
viciously circular; the particle moves up because it moves up.”
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Lewis suggests that the key point is to notice the distinction between “the axis
along which the particle moves, and whether they move up or down along this axis.”
And he argues that in explanatory retro-causal models, the “backwards-causal mech-
anism determines the axis alone; the settings of the measuring devices explain why
each particle moves along a particular axis, but not why the particle moves up rather
than down along its axis. The two particles carry the axis information backwards to
the their joint source, and this information enable some mechanism at the particle
source to arrange the hidden variables for these two axes so as to satisfy the Bell
correlations. But it is the mechanism at the source, whatever it may be, that pro-
vides the causal explanation for the actual value of the hidden variables, and hence
for the actual motion of the particles, up or down, on measurement. This causal
story avoids the circularity of the causal story above. The fact that a given particle
moves up rather than down on a measurement is explained, as it should be, by the
hidden variables of the particle, which are in turn explained by the process by which
the particle is produced in the source. The fact that a given particle moves along
this axis rather than some other, though, is explained, as it should be, by the setting
of the measuring device, which is in turn explained by the procedure in which the
device is set.” (Lewis, 2006, 376)

Lewis seems to appeal implicitly to the distinction between (1) retro-causal mod-
els in which the apparatus settings influence the complete pair-state at the source,
e.g. Model DS and Model IS, and (2) retro-causal models in which the measurement
outcomes influence this complete state, e.g. Model DO and Model 10 (for a discus-
sion of these models, see Sections 6.2, 6.5, 6.6, and 6.7.2). In the former models,
the backward-causal mechanism sends to the source information about the apparatus
settings, whereas in the latter models the backward-causal mechanism sends infor-
mation about the measurement outcomes, which (at least in ideal measurements)
embodies information about both the actual apparatus settings and the actual mea-
surement outcomes. And Lewis’s argument seems to be that a causal explanation of
the measurement outcomes and the correlations between them will be vacuous in
the latter models, but not in the former. The question is what licenses this argument.

One notable distinction between the two kinds of models is that in conventional
EPR/B experiments, which are the focus of Lewis’s discussion, models of the sec-
ond kind predict the existence of causal loops (see Loop XIII in Fig. 6.10), whereas
models of the first kind do not (see Fig. 6.11). In Model DO and Model 10 of

Loop XIII

R-apparatus —— R-outcome L-outcome «—— L-apparatus

setting l T T l setting

Complete pair-state
at the emission

Fig. 6.10 The causal loops that Model DO and Model IO — retro-causal models in which the
measurement outcomes influence the complete pair-state — predict in ‘conventional’ EPR/B exper-
iments. Unlike in previous figures, the influence of the fixed apparatus setting is made explicit
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R-apparatus —p. R-outcome L-outcome 4——— L-apparatus

setting T T setting

Complete pair-state
at the emission

Fig. 6.11 The causal connections that Model DS and Model IS — retro-causal models in which the
apparatus settings influence the complete pair-state — predict in conventional EPR/B experiments

conventional EPR/B experiments, the measurement outcomes are causes of the com-
plete pair-state and this state is a cause of the outcomes; whereas in Model DS and
Model IS of such experiments, the apparatus settings are causes of the complete
pair-state and this is a cause of the outcomes, but the measurement outcomes do not
cause the apparatus settings. It may be suggested then that retro-causal models that
predict causal loops in which the measurement outcomes are causally explained by
their very existence are explanatory vacuous.

It is noteworthy, however, that while Model DS and Model IS do not predict
causal loops in conventional EPR/B experiments, they do predict the existence
of Loop I in Experiment X (see Fig. 6.3 in Section 6.2).!! In this loop, the
R-measurement is a cause of the complete pair-state at the emission, and this state
is a cause of that R-outcome. Thus, if Model DO and Model IO are explanatory
vacuous, so will be all other retro-causal models of Experiment X.

Although retro-causal interpretations predict causal loops in which the measure-
ment outcomes are causes of their own existence, it does not follow that they are
explanatory vacuous. First, the measurement outcomes are only indirect causes of
their own existence: the outcomes influence the complete pair-state at the emission,
which in turn influences them. In fact, in Model DS and Model IS, the outcomes
are even more indirect causes of their own existence: the R-outcome causes the
L-apparatus setting, this setting causes the complete pair-state at the emission, which
in turn causes the R-outcome. So the retro-causal interpretations do not involve
self-causation, which are open to the charges of explanatory vacuity and in fact
disallowed by the main current accounts of causation. Second, the measurement out-
comes are only partial causes of their own existence (a feature that is disguised by
the fact that in the causal loops in Figs. 6.3—6.7 the loop’s causal circumstances are
suppressed). That is, the measurement outcomes or apparatus settings are only par-
tial causes of the complete pair-state at the emission: the complete pair-state is also
influenced by other factors, such as the initial boundary conditions of the source;
and the complete pair-state is only a partial cause of the measurement outcomes: the
outcomes are also influenced by the settings of the measurement apparatuses. For

T In Loop I, the differences between Model DS and Model IS are suppressed. Model DS pre-
dict Loop I with all the causal connections being deterministic, whereas Model IS predict Loop I
with the causal connections between the complete pair-state and the R-outcome and between the
L-setting and the complete pair-state being indeterministic.
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example, in the causally symmetric Bohmian model, the measurement outcomes
determine the final wave functions of the particles, which are only partial causes
of the complete pair-state: the complete pair-state also depends on the particles’
initial wave functions. And the complete pair-state is only a partial cause of the
measurement outcomes. This state only determines the particles’ dispositions to
spin in various directions, and the measurement outcomes also depend on the set-
tings of the measurement apparatuses: different measurements will realize different
spin dispositions.

That the apparatus settings are partial causes of the measurement outcomes in
all ‘conventional’ and retro-causal models of EPR/B experiments provides another
reason to doubt the idea that the distinction between the two kinds of retro-causal
models has any relevance for the question of their explanatory power. In standard
quantum mechanics the apparatus settings in ideal EPR/B experiments determine
the axes along which the particles spin. Thus, in any model of these experiments
that reproduces the empirical predictions of this theory, the apparatus settings will
determine the axes along which the particles spin in such measurements. That is,
in any such a model, conventional or retro-causal, the apparatus settings are partial
causes of the measurement outcomes; and in ideal measurements, they cause the
axes along which the particles spin. So the claim that in explanatory retro-causal
models the settings of the measuring devices should explain why during measure-
ments each particle moves along a particular axis, could not have any bearing on the
distinction between retro-causal models that are explanatory vacuous and those that
are not.

It is also noteworthy that in both Model DS and Model DO, the backward-causal
mechanism explains why a particle moves ‘up’ rather than ‘down’ in a certain direc-
tion, and in both Model IS and Model IO the backward-causal mechanism explains
why the probability of such motions are of specific values rather than others. In par-
ticular, for some directions /, I* and r in Experiment X, in Model DS (see Section
6.5.1) the settings of the L- and the R-apparatus to measure spins in the directions
[ and r (I* and r) determine the complete pair-state to be Ap; (App); in Model
IS (see Section 6.5.2) the settings of the L- and the R-apparatus to measure [*
and r determine the probability of the complete pair-state A;; to be p; (see Loop
V in Fig. 6.5); and in Model DO that the causally symmetric Bohmian mechan-
ics prescribes, the measurement outcomes (jointly with the quantum-mechanical
pair-state) determine both the initial and final wave functions of the particles, and
accordingly their complete pair-state.

6.9 Conclusions

We have argued that retro-causal interpretations of quantum mechanics predict the
existence of closed causal loops, and considered the challenges that these loops
pose for the predictive and explanatory power of these interpretations. Our main
focus was on retro-causal interpretations that prescribe Bell-like retro-causal models
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of EPR/B experiments (Sections 6.1, 6.2 and 6.5). Like in the conventional Bell
models, it is supposed that the quantum-mechanical pair-state is incomplete, and
that the probabilistic dependence between the distant measurement outcomes, and
accordingly the apparent non-local influences between them, are due to this incom-
pleteness. That is, it is postulated that for any quantum-mechanical pair-state, there
may be various different complete pair-states. Each of these states assigns prob-
abilities of outcomes for various possible measurements, and the probabilities of
the outcomes are independent of each other, and accordingly the joint probability
of outcomes factorizes into their single probabilities. The probabilities of standard
quantum mechanics are interpreted as statistical averages over the model’s proba-
bilities according to the distribution of the complete pair-state. In conventional Bell
models, this distribution depends only on the quantum-mechanical pair-state. In the
retro-causal models it also depends on the settings of the measurement apparatuses
or the measurement outcomes. This modification of the conventional Bell models is
quite radical. But, as we have argued, it may not be sufficient.

Some deterministic Bell-like retro-causal models in which the apparatus settings
influence the distribution of complete pair-states predict inconsistent causal loops
(Section 6.5.1). Other deterministic and indeterministic Bell-like retro-causal mod-
els predict the existence of consistent causal loops, and due to these loops the models
fail to provide definite statistical predictions of measurement outcomes (Sections 6.5
and 6.6). In particular, this problem arises in Experiment X — an EPR/B-like exper-
iment in which the measurement outcome in the R-wing determines in a perfectly
local way the setting of the L-measurement apparatus (Section 6.2). In this exper-
iment, deterministic retro-causal Bell-like models predict the existence of causal
loops, each with a different complete pair-state (Sections 6.2 and 6.5.1). The dis-
tribution of these states depends on the measurement outcomes or the apparatus
settings, and the outcomes and the settings depend on the complete pair-state. The
problem is that due to these dependencies, quantum-mechanical pair-states fail to
determine the distribution of the various loops, and accordingly the distribution of
the complete pair-states. Thus, the conventional way of reproducing the statistics
of measurement outcomes in Bell models — namely, as an average-sum over the
probabilities of outcomes in various complete pair-states, according to the distri-
bution of these states in the given quantum-mechanical pair-state — is inapplicable.
As a remedy, deterministic retro-causal models need to be equipped with a proba-
bilistic postulate that assigns a distribution of complete pair-state or measurement
outcomes in any given quantum-mechanical pair-state and experimental set-up. For
example, Sutherland’s (2008) causally symmetric Bohmian model for EPR/B-like
experiments is a deterministic retro-causal model in which the measurement out-
comes influence the complete pair-state at the emission (see Section 6.7.2). In this
model, the time-evolution of a system is governed by two wave functions — the
system’s initial wavefunction which evolves forward in time, and its final wave-
function which evolves backward in time. The separable initial and the final wave
functions of the particles constitute their relevant complete pair-state. The prob-
lem is that the quantum-mechanical wavefunction of the particle pair does not
determine the distribution of the initial and final wave functions of the particles.
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Yet, the model postulates that in measurements the probabilistic relation between
initial and final wave functions is determined according to a Born-like rule (see
Predictions in Section 6.7.2). Granted this probabilistic postulate, the distribution of
the complete pair-state and measurement outcomes can be computed in any given
quantum-mechanical wavefunction and experimental set up.

Indeterministic Bell-like retro-causal models of Experiment X predict the exis-
tence of indeterministic causal loops, and due to these loops it is possible to predict
neither the distribution of complete pair-states nor the distribution of measurement
outcomes in complete pair-states (Sections 6.5.2 and 6.6). Thus, these models fail
to provide definite statistical predictions for measurement outcomes in this experi-
ment. A possible remedy is to reinforce the indeterministic retro-causal models by
a probabilistic postulate that assign a distribution of measurement outcomes in any
given quantum-mechanical state and experimental set-up. Unlike in the determin-
istic retro-causal models, in the indeterministic retro-causal models postulates that
only assign a distribution of complete pair-state in any quantum-mechanical pair-
state and experimental set-up would not do; for in these models, there is no known
way to compute from the probabilities of outcomes that complete pair-states assign
the long-run frequencies of these outcomes.

In both the deterministic and indeterministic retro-causal Bell-like models, the
additional probabilistic postulate is designed to salvage their predictive power. The
question is whether it could be motivated on non-ad hoc grounds. It may be argued
that conventional interpretations of quantum mechanics include some analogous
postulates, such as the Born rule, which are also not easy to motivate on non-ad hoc
grounds. Yet, there are important differences between conventional and retro-causal
Bell-like models. In the indeterministic retro-causal Bell-like models, there are two
independent probabilistic postulates — the postulate that assigns a distribution of
complete pair-states in a given quantum-mechanical pair-state and measurement
outcomes or apparatus settings (depending on the model), and a postulate that
assigns a distribution of measurement outcomes in a given quantum-mechanical
pair-state and experimental set up. So the problem of justification is multiplied.

Furthermore, unlike conventional Bell models and deterministic retro-causal
models, in the indeterministic retro-causal models the statistical predictions of mea-
surement outcomes could not be obtained as an average-sum over the probabilities
of outcomes in complete pair-states; for the model’s probabilities of outcomes in
any given complete pair-state fails to determine the long-run frequencies of the out-
comes in that state. Thus, although these models do not postulate any non-local
influences, they fail to fulfil one of the main objectives of retro-causal interpre-
tations of quantum mechanics — namely, to explain how the quantum-mechanical
correlations between distant measurement outcomes could be explained by local
common-causes. So, curiously, while the probabilities of outcomes in these models
are factorizable, they still fail to live up to the standards of explanation dictated by
Reichenbach’s principle of the common cause.

In deterministic retro-causal Bell-like models, things are less clear-cut. In
Sutherland’s (2008) causally symmetric Bohmian model there are two independent
probabilistic postulates: the postulate that determines the distribution of the position
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configuration of the particles according to their initial and final wave functions,
and the Born-like postulate that relates the distribution of final wave functions to
initial wave functions. But only the latter postulate plays a role in reproducing
the statistical predictions of standard quantum mechanics. This seems to suggest
that there is no a priori reason to assume that deterministic retro-causal models
could not reproduce the predictions of this theory by one probabilistic postulate.
Yet, the other probabilistic postulate in Sutherland’s model is important for the
ontology of the model and the way it resolves the measurement problem. More
generally, while logically deterministic retro-causal interpretations may reproduce
the statistical predictions of standard quantum mechanics by a single probabilis-
tic postulate, theoretical and ontological considerations may well require some
additional, independent probabilistic postulates. So the challenge of motivating mul-
tiple, independent probabilistic postulates on non-ad hoc grounds also exist for the
deterministic Bell-like retro-causal interpretations of quantum mechanics, though it
seems less acute than in the indeterministic retro-causal models.

We also considered two other potential challenges for the explanatory power
of the retro-causal interpretations. The first is that retro-causal may suffer from a
measurement problem (Section 6.7). In the Bell-like retro-causal models, the mea-
surement events influence the complete pair-state at the source, and the question
is whether this backward-causal influence depends on measurements as such. If
measurements as such were the trigger of the backward-causal mechanism, then
whether a measurement occurs would have a dynamical effect on the behaviour of
the system. But, there seems to be no fundamental distinction between measurement
processes and non-measurement processes. The second challenge is that in retro-
causal models of Experiment X, the measurement outcomes are causes of their own
existence: the measurement outcomes are causes of the complete pair-state at the
emission and this state is the cause of the measurement outcomes. The worry is then
that the causal explanation that these models provide is vacuous, e.g. that this expla-
nation is of the following kind: the L-particle moves ‘up’ in the direction z because
it moves ‘up’ in this direction (Section 6.8).

Whether a retro-causal interpretation is subjected to the measurement problem
does not depend on the postulation of backward-causal mechanism per se, but rather
on whether its ontology provides a solution to the ‘conventional’ measurement
problem. We considered two retro-causal interpretations: the transactional interpre-
tation of standard quantum mechanics (Section 6.7.1), and the causally symmetric
Bohmian model (Section 6.7.2). The transactional interpretation is a retro-causal
interpretation of quantum mechanics. As such, it is a collapse interpretation. It
postulates that in measurements, states of systems seize to follow the dynamics
dictated by the Schrodinger equation: measurements cause wavefunction collapse.
Yet, similarly to the orthodox interpretation, it does not account for this collapse as
a real physical process. Accordingly, it has a measurement problem. The causally
symmetric Bohmian model is a no-collapse, retro-causal interpretation of quantum
mechanics that embodies much of the ontology of conventional Bohmian mechan-
ics. Like conventional Bohmian mechanics, it postulates that the time-evolution of
a state of a system always follows the Schrodinger equation, and the dynamical
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laws that govern this evolution in measurements are not different from those in
non-measurement contexts. Also, like in conventional Bohmian mechanics, parti-
cles always have definite positions and accordingly the outcomes of measurements
are always definite. Thus, the causally symmetry Bohmian model is not subjected
to the measurement problem.

Finally, we argued that the fact that retro-causal interpretations of quantum
mechanics predict causal loops in which the measurement outcomes are causes of
their own existence does not render them explanatory vacuous. The measurement
outcomes are only partial, ‘indirect’ causes of their own existence. Thus, although
the causal explanations that these interpretations propose are curious, they are not
cases of self-causation, which are open to the charge of being explanatory vacuous
and are in fact excluded by all the main current accounts of causation.
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Chapter 7
Causal Completeness in General
Probability Theories

Balazs Gyenis and Miklos Rédei

7.1 Informal Formulation of the Problem
of Causal Completeness

The aims of this paper are (i) to define causal completeness of general probability
theories, (ii) to raise the problem of when a probability theory is causally complete
and (iii) to recall the known results together with the open problems about causal
completeness.

Causal completeness will be defined in terms of a general probability space
(L, ¢), where L is an orthocomplemented (not necessarily distributive) o -lattice
and where ¢ is a o-additive probability measure on £. Roughly, causal complete-
ness of (L, ¢) means that for every correlation between (compatible) variables A, B
in £ that stand in a causal independence relation (R(A, B), in notation) the lattice
L contains elements that can be regarded as (Reichenbachian) common causes of
the correlation. The problem is then under what condition on (£, ¢) and R is the
probability space (L, ¢) causally complete.

Little is known about this problem in general. Most of the known results concern
the case when (L, ¢) is a classical (Kolmogorovian) probability space; i.e. when L is
an orthocomplemented distributive lattice (Boolean algebra). In this Kolmogorovian
case, even probability theories with an £ of finite cardinality can be causally com-
plete under weak assumptions on R (see the Propositions 3, 5 and 6); however,
causal completeness is not typical. Causal completeness of quantum probability
spaces, i.e. where L is a von Neumann lattice, and ¢ is a (normal) state, is an almost
completely open problem, the only result known spells out causal completeness of
(L, ¢) that are atomless (see Proposition 8), a special case of which is the lattice £
being the projection lattice of a type III von Neumann algebra.

The structure of the paper is the following. In Section 7.2 we recall some
notions of general probability theory together with some related definitions that will
be used in the paper. In Section 7.3 the notion of a generalized Reichenbachian

B. Gyenis (X)
Department of History and Philosophy of Science, University of Pittsburgh, Pittsburgh, PA, USA
e-mail: gyepi @pitt.edu

M. Sudrez (ed.), Probabilities, Causes and Propensities in Physics, Synthese Library 157
347, DOI 10.1007/978-1-4020-9904-5_7, © Springer Science+Business Media B.V. 2011



158 B. Gyenis and M. Rédei

common cause is given (Definition 3.2); this is followed by the definition of causal
completeness in Section 7.4. The known results on causal completeness are sum-
marized in Section 7.5. The paper is closed with Section 7.6 in which we comment
on the philosophical interpretation of the results and indicate some further open
problems.

7.2 General Probability Spaces — Definitions and Notations

Let (£, <,V, A, L) be an orthocomplemented, bounded lattice (with zero 0 and unit
1 elements) with respect to the lattice operations Vv, A related to the partial ordering
< in the standard way (AV B being the least upper bound of A and B and A A B being

the greatest lower bound of A and B with respect to <). Recall that A,B € L are
called orthogonal if A < B*. The lattice L is called distributive if

AV(BAC) = (AVB)A(AVC) forany A,B,C € L (7.1)
modular it
if A<B then AV(BAC)=(AVB)A(AVC) (7.2)
orthomodular if
if A<B and At < C then AV(BAC) = (AVB)A(AVC) (7.3)
Elements Cy € L(k € K) are called compatible if they are from a distributive
sublattice of £. They are said to form a partition ({C¢}g, in notation) in £ if Cy

and C}/ are orthogonal whenever k 7~ k' and vCy = 1. In what follows I, J and K
will always denote finite index sets of cardinality /, J and K respectively, i.e.

I ={(1,2,...1}
J={12,...]}
K={1,2,...K}

Index variables i, j and k will consistently be used to run through 7, J and K,
respectively. A;, B; and Cy will denote ordered partitions of cardinality /, J and
K respectively, i.e.

Ay =(AL,A. AL AD
B, =(B1,By...Bj...Aj)
Cx=(C1,C...Cj...Ck)

An ordered partition is called a variable. Sometimes we are going to further simplify
the notation by dropping /, J and K from A;, B; and C. Note that we can think of
the elements A, A+ € £ as members of the two-element partition A, with A = A;
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and AL = Aj. In what follows, variables A;, B, and C will always be assumed to
be compatible.
Let £ be an orthocomplemented lattice. The map

¢: L —[0,1]

is called generalized probability measure or state if ¢(0) = 0 and ¢(1) = 1 and if it
is o -additive on orthogonal elements, i.e. if

PViA) = dA)  AAT iET

(L, ) is called a (general) probability measure space. If £ is distributive, then it
is a Boolean algebra and (L, ¢) is a classical (Kolmogorovian) probability measure
space. In this case we write (X, S, p) where X is a set, S is a set of subsets of X and p
a classical probability measure. If S is finite and generated by n atoms, and p assigns
non-zero probability to these atoms, then we write (S,, p). If N is a von Neumann
algebra, then its projection lattice P(N\) is an orthomodular lattice and (P(./\/ ), ¢)
with a (normal) state ¢ on N is a non-commutative (quantum) probability space. If
N is the set of all bounded operators B(?H) on a Hilbert space H, then (P (B(H)), ¢)
is the quantum probability space of the standard Hilbert space quantum mechanics.
If ‘H is finite dimensional then P(B(H)) is a modular lattice (Rédei, 1998). In what
follows, (L, ¢) is assumed to be a general probability space, £ is not assumed to be
either distributive, modular, or orthomodular.

We say that A; and A7 (in notation: A; = Aj) are the same up to measure zero
when ¢(A; /\A/,L) = ¢(AI.J- AAp) = 0foralli = 1,..,1. When A; and Af are not the
same up to measure zero, we write A; % AJ.

If A, C € L are compatible then we use the notation

PAANC)
#(C)

For later purposes we need the following notion of logical independence of
subsets L1, L, of L:

¢c(A) = ¢p(A|C) = (1.4)

Definition 2.1 Two subsets L1, L, of L are called logically independent if
AANB#0 for 0#£AeLl 0#Be Ly (7.5)

Logical independence is hereditary: if £] and £5 are subsets of £ and L5, respec-
tively, then logical independence of L1, £, entails logical independence of Lf, £5.
A particularly important case is when L1, £, are sublattices of £. The pair (£, £5)
of sublattices is called a maximal logically independent pair, if logical independence
of sublattices £ and £, containing respectively £{ and £5 implies £{ = £; and
L5 = L;. (For a detailed analysis of the notion of logical independence see (Rédei
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1995a, b) and Chapter 7 in (Rédei, 1998).) For later purposes we also need the
following notions:

Definition 2.2 {A;}; and {B;}; are probabilistically independent if foralli € I, j € J:

$(Ai ABj) = p(A)(B)). (7.6)

{A;}; and {B;}; of are related in a genuinely probabilistic way if foralli € I, j € J:
¢(A; ABj) > 0. (7.7)

A map h from £ into £’ is called a lattice homomorphism if it preserves all lattice
operations, including orthocomplementation. A homomorphism is called embed-
ding if X # Y implies i(X) # h(Y). The probability space (L', ¢’) is called
an extension of (L,¢) if there exists an embedding i of £ into £’ such that
¢’ (h(X)) = ¢(X) for every X in L.

Definition 2.3 (L, ¢) is called atomless if for any A € £ with ¢(A) > 0 and for any
0<r<¢(A)thereis 0 # B € L, B < A such that ¢(B) = r.

7.3 A General Notion of Reichenbachian Common Cause

Before turning to a discussion of causal completeness, we need to clarify the notion
of a ‘common cause of a correlation between two variables.” To do this, we need first
a notion of correlation between variables. There are several ways of characterizing
the correlation between two variables A and B in state ¢. Most of the literature
on the Reichenbachian common cause focuses on definitions of correlations that
depend only on the prior probabilities ¢(A;), ¢(B)) and ¢(A; A B;j). While this can
be physically well motivated, and the notion of correlation with respect to which
causal completeness results will be presented in Section 7.5 are of this sort, we wish
to leave the notion of correlation unspecified in the Definition 3.1 of common cause
and treat it as a variable of the concept of common cause.

Let (£, ¢) be a general probability space and let Corrs(A, B) be some measure
of correlation between compatible variables A and B in state ¢. If C € L is com-
patible with A and B and ¢(C) # 0, then the correlation Corrg.(A, B) in the state
¢ obtained from ¢ by conditioning ¢ with respect to C (see (7.4)) will be denoted
by Corrg(A, B|C). The definition below is a generalized version of Reichenbach’s
original definition of common cause of a correlation:

Definition 3.1 Cj is called a generalized Reichenbachian common cause of the
correlation Corry(A;, B;) > 0 between A; and B; if ¢(Cy) /0 for k € K and the
following conditions hold:

Corry(A;, B;|Cr) = 0 forall k € K (7.8)
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Corry(A;,Ck) > 0 (7.9)
Corry(B;, Cx) > 0 (7.10)

The cardinality of the index set K is called the size of the GRCC.

Definition 3.1 is more general than Reichenbach’s in the sense that (i) it is formu-
lated in terms of multi-valued variables and multi-valued ‘common causes’ rather
than two-valued ones; (ii) it leaves the specific measure Corry(A, B) of correla-
tion between (multi-valued) variables A, B undetermined. To see how Reichenbach’s
original definition of common cause can be obtained as special case, consider the
following definition of correlation:

Corr;“ = pc — Pd, (7.11)
where
Pe = qu(Ai AB) > pA; ABy) (7.12)
ij i>ij >j
Pa=Y ¢AAB) D A, ABY). (7.13)
ij i>ij <j

Corr;‘Z is motivated by the so-called 7, association measure, frequently used in the
statistical literature. In case of two-valued variables

A, = (A,A2) = (A,AY)
B, = (B1,B,) = (B,B)

the correlation Corr;"(42,§2) reduces to the (standard) notion of correlation
Corrg (A, B) of events used by Reichenbach:

Corry = @(A1 AB1)¢(Ar AB2) — $(A| AB2)p(Ar AB) =
= (A AB)PAL ABL) — p(AABLHSAL AB)
= ¢(AAB) — (p(A AB) + ¢(A ABH))(P(A AB) + ¢p(AL A B))
= $(AAB) — p(A)p(B) =
= Corrj’;(A, B)

using
HATABY)=1—¢p(AAB)— p(A- AB) — p(A ABL).
Consequently, taking a (generalized) common cause of size 2:
G, =(C1,0) = (C,CH)

(7.8), (7.9), (7.10) reduce to
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$(A AB|C) = $(A|C)¢p(B|C) (7.14)
$(A AB|C) = ¢(A|CH)(BICT) (7.15)
PA|C) > p(A|CT) (7.16)
$(BIC) > $(B|CT) (7.17)

This is Reichenbach’s original notion of common cause: when (7.14), (7.15),
(7.16), (7.17) holds, Reichenbach calls C the common cause of the correlation
Corrg(A,B) > 0. Since it is an important special case, we are going to refer to
generalized Reichenbachian common causes of size 2 as event-type common causes.

Reichenbach’s original definition and its generalization in form of Definition 3.1
specifies common causes of positive correlations — Reichenbach’s equations (7.14),
(7.15), (7.16), (7.17) already entail Corrg(A,B) > 0. Common causes of negative
correlations can also be straightforwardly characterized and results pertaining to
common causes of positive correlations can be translated to the case of negative
correlations (see (Gyenis and Rédei, 2004) for details). In some cases one might also
be interested in defining common causes of zero correlations. As an example, one
might be tempted to say that A and B are ‘perfectly correlated’ if A = B; however,
a quick calculation shows that in this case Corrg(A, B) = 0 and thus when we seek
a common cause of such a ‘perfect correlation’ Reichenbach’s original definition
of common cause is of no help. In this case it seems to be natural to identify an
event C = A or C = B as a common cause. This strategy works for positive (and
negative) correlations as well: according to Reichenbach’s conditions C = A or
C = B always qualifies as a common cause of the correlation Corrg(A,B) > 0.
However, we are interested to find common causes of correlations where A 2 B,
and thus to avoid trivialization, we require C to be a proper common cause, that is,
C 22 A and C 22 B. In general, C is called a proper common cause of the correlation
Corr(A, B) > 0 when C 22 A and C 22 B. In what follows we restrict our attention to
proper common causes.

Definition 3.1 also covers the recent generalization of Reichenbach’s common
cause to Reichenbachian common cause systems defined and investigated in (Hofer-
Szabé and Rédei 2004, 2006):

Definition 3.2 Let A, B and members of the (non-ordered) partition {Cy}x be com-
patible elements of L. {Cy}x is said to be a Reichenbachian common cause system
for the correlation Corrg(A,B) > 0 if ¢(Cx) # 0 for all k € K and the following
conditions hold:

(A AB|Cy) = ¢(A|COGBICL)  forallk € K (7.18)
(B(AICK) — $(AIC,)) ((BICK) — (BIC,)) > 0 wheneverk #K.  (7.19)

The cardinality of the index set K is called the size of the RCCS.



7 Causal Completeness in General Probability Theories 163

The notion of a Reichenbachian common cause system (Definition 3.2) can be
obtained as a special case of Definition 3.1 by taking the following Corrg as the
measure of correlation:

COIT(,S;(A, O =min min {¢A1 ACHP(C,r) — p(A1 ACP(Cp)},  (7.20)
keK 1/ ek k> k

In the case of two valued variables, Corrg also reduces to Corrg . It is easy to see
that if Cy is a GRCC for the correlation between variables A, and B,, then {Ci}g
is a RCCS for the correlation Corrg(A, B) > 0. Conversely, if {Cy}k is a RCCS of
finite size for the correlation Corrg (A, B) > 0, and we order this unordered partition
{Cr}k in such a way that the series ¢(A|C1), $(A|C>2), ... monotonously decreases,
then the resulting Cy is a GRCC for the correlation between variables A, and B,.
Note that it is not obvious whether a generalized Reichenbachian common cause
or a Reichenbachian common cause system exist. We mention two results that spell
out the existence of Reichenbachian common causes that are more general than
Reichenbach’s original notion; both results concern classical probability spaces:

Proposition 1 Let (X, S,p) be a classical probability space and A,, B, two two-
valued variables in S that are correlated in a genuinely probabilistic way according
to Corrg. Then for any oo > K > 2 there exist an extension (X', S’,p’) of (X, S, p)
such that there exist in (X', S’, p') a Reichenbachian common cause system of size K
of the correlation Corrg(A, B) > 0. If S is finite, then S’ is also finite.

(See (Hofer-Szab6 and Rédei, 2004) and (Hofer-Szab6 and Rédei, 2006) for more
details.) It is not known whether Proposition 1 remains true if K is replaced by
‘countably infinite’ and it is not known if it is valid for probability spaces with a
non-distributive £. We conjecture a positive answer to both of these problems.

To formulate the second result, we need this feature of a correlation function:
Corry is called independence signaler if Corry(A,B) = 0 whenever A and B
are probabilistically independent. Practically all correlation functions used in the
statistical literature — Corr;" is an example — satisfy this criterion. We have:

Proposition 2 (Gyenis, 2005). Let (X, S, p) be a classical probability space, Corry
an independence signaler correlation function, and A, B two correlated variables
of finite size, related in a genuinely probabilistic way. Then for any K satisfying
min{l,J} < K < oo there exists an extension (X',S',p") of (X, S, p) such that there
exist in (X', 8’,p') an (unordered) partition {Cy}k of size K satisfying the screening
off conditions (7.8).

For the partition {Cy}x mentioned in Proposition 2 to become a generalized
Reichenbachian common cause for the correlation one has to order it in such a way
that conditions (7.9), (7.10) are satisfied. There are many (K!) ways of ordering this
partition. This suggests that the desired ordering can be achieved for many types
of correlation functions; however, concise necessary or sufficient conditions on the
correlation function entailing such a result are not known. To show case by case that
certain correlation functions are having this property would be very tedious and is
omitted here. The same remarks apply to Proposition 7 in Section 7.5.
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7.4 Notions of Causal Completeness of General
Probability Theories

Reichenbach’s Common Cause Principle (RCCP) is the claim that if two vari-
ables A and B are correlated, then the correlation is either due to some causal
connection between the variables, or, if they are causally independent (denoted
by R(A, B)), then there exists a common cause of the correlation. The origins of
this Principle go back to Reichenbach’s 1957 book (Reichenbach, 1956) and its
status has been extensively discussed in the literature, especially by Arntzenius
(Arntzenius, 1993), Butterfield (Butterfield, 1989); Cartwright (Cartwright, 1987);
Placek (Placek, 2000a, b); Salmon (Salmon, 1978, 1980, 1984); Sober (Sober,
1984, 1988, 2001); Spohn (Spohn, 1991); Suppes (Suppes, 1970); Uffink (Uffink,
1999) and Van Fraassen (Fraassen, 1977, 1982, 1989), see also (Rédei, 1997)
(Hofer-Szabd et al., 1999, 2000a, b) and (Redei-Summers, 2002).

There is no consensus in the literature as to whether RCCP is a true statement
characterizing the causal structure of the world. But if one assumes that the Common
Cause Principle is valid, it is natural to ask whether our probabilistic theories can be
compatible with RCCP in the sense of being ‘causally rich’ enough to contain the
causes of the correlations they predict. The notion of causal completeness intends
to express causal richness of a probabilistic theory:

Definition 4.1 The probability space (L, ¢) is called causally complete with respect
to a causal independence relation R and correlation function Corrg, if for any two
compatible variables A;, B; in £ such that Corrg(A;, B;) > 0 and R(A;, B;) holds,
there exists a generalized Reichenbachian common cause Cy of some size K > 2
in L of the correlation. If, moreover, there is a fixed number N > 2 such that the
correlation between any two compatible, correlated, causally independent variables
A;, B; in £ has a generalized Reichenbachian common cause Cy of size K = N in
L, then we call the probability space causally N-complete.

Note that causal N-completeness entails causal completeness, but the converse is not
true in general. When a probability space is causally 2-complete with respect to an
‘R and Corry we also say that the probability space is causally event-complete.

The general problem of causal completeness is then under what conditions on
(L, ), R and Corry is (L, ¢) causally complete and N-complete with respect to R
and Corrg. Before formulating open problems and some results on causal complete-
ness with respect to specific choices of R and Corry, we need to make some further
preparations to avoid trivialization of the problem.

Note that there exist trivially causally complete probability spaces: ones that
do not predict any correlation between any variables A and B in L. This is the
case for instance if (X,S,p) is a classical probability space and p is a Dirac
measure. In what follows, when we talk about causal completeness, we always
mean non-trivial causal completeness. Also note that one can easily make an
arbitrary probability space (L,¢) even causally N-complete for arbitrary N by
declaring A;, B; causally dependent whenever they are correlated but there exists
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no generalized Reichenbachian common cause of size N in £. This is however
an uninteresting way of making probability spaces causally complete — clearly, in
order to get an interesting notion of causal completeness, we need a disciplined
definition of R.

In general, the causal independence relation 7R will depend on the charac-
teristics of the probabilistic theory predicting the correlations. However, on the
basis of general considerations, some necessary conditions can be imposed on R.
Consider the case when A < B: then AAB = A and so ¢(A A B) = ¢(A), hence
S(ANB) /p(A)p(B) if ¢p(B) # 1 and ¢(A) # 0. That is to say, elements A < B
are typically correlated in the sense of (7.14); however, this correlation arises a pri-
ori, purely from the algebraic relation between A and B, and for such a correlation
one does not expect to have a common cause explanation. In other words, R(A, B)
should be strong enough to exclude A < B (and by symmetry also B < A); also, by a
similar argument, R(A, B) should exclude A < Bt and by symmetry, also Bl < A.
These requirements can be expressed compactly by saying that R(A, B) implies that
A and B are logically independent; equivalently, that

{(3,A,A+, 1} and {0,B,B*, 1}

are logically independent sublattices of £ in the sense of Definition 2.1. More gen-
erally, causal independence, R(4,, B,), of variables A; and B; should entail that the
sets {A;}ier and {Bj};c; are logically independent in the sense of Definition 2.1.

These considerations motivate to focus on a particular type of causal indepen-
dence relation. Let (£, ¢) be a probability space. R denotes the following causal
independence relation on £: R (A, B) if and only if there exists a pair (L1, £3) of
logically independent sublattices of £ such that A is in £; and B is in £,. Note
that causal completeness with respect to R ¢ is equivalent to the following: how-
ever one gives two logically independent sublattices in £, every correlation between
variables belonging to these sublattices has a generalized Reichenbachian common
cause in L.

R(A, B) may hold for compatible A, B variables of L irrespective of their size.
However, in some cases we are only interested in explaining correlations between
compatible variables of a given size; for instance, one might be interested in answer-
ing the question: can correlations between events be explained by a common cause?
In order to be able to ask such questions concisely we introduce the follow-
ing notation: for given natural numbers M|, M, we denote by RMM2 the causal
independence relation restricted to variables of size M and M respectively; i.e.:
RMiM2(A,, B)) if and only if R(A;,B,) and I = My, J = M,. The causal indepen-
dence relation R%z (more precisely 7?%2 (A, B)) holds then between variables A and B
ifand only if A = A, = (A,A),B=B, = (B,B*)and A,A* € £ and B, B* € L,
with £ and £, being some logically independent sublattices of L.

In the next section we recall results that spell out causal (in)completeness, for
certain specific classical probability spaces and mainly for the particular correlation
given by (7.14) and causal independence relation RZLZ
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7.5 Some Results on Causal Completeness

Most of the propositions in this section involve causal event-completeness, and in
all propositions in this section, unless explicitly said otherwise, causal complete-
ness will be understood with respect to the causal independence relation ’Rzﬁ2 and
correlation Corrg (A, B) between two-valued, compatible variables A, = (A, AL) and

B, = (B,B):
COrrg(A,B) = ¢(AAB) — ¢p(A)p(B) (7.21)

Note that Corrg(A, B) > 0 if and only if Corrg(AJ-, B1) > 0.

Proposition 3 (Gyenis and Rédei 2004) Let (Ss, p,) be the probability space with
the Boolean algebra Ss generated by 5 atoms and with py being the probability
measure defined by the uniform distribution on atoms of Ss. Then (Ss, py) is causally
event-complete.

Proposition 3 tells us that, however one gives two logically independent sub-
Boolean algebras in Ss, every correlation (given by p,,) between elements belonging
to these sub-Boolean algebras has a Reichenbachian common cause in Ss. Our next
proposition shows that this property of the probability space (Ss, p,) described in
Proposition 3 is exceptional.

Proposition 4 (Gyenis and Rédei, 2004) If the probability space (S,,p) is not
(Ss, pu), then it is not (non-trivially) causally event-complete.

Proposition 4 says that a probability space with event algebra generated by n# 5
atoms or with a non-uniform probability measure is such that it does contain a
pair of logically independent Boolean subalgebras such that there exist correlations
between elements in the respective subalgebras that cannot have an event-type (i.e.
of size 2) common cause explanation.

One can ask how serious is this non-completeness for probability spaces with
finite event structures. One known result is:

Proposition 5 (Gyenis Rédei, 2004) For any n > 5, there exists a probability
measure p on S, and there exist two logically independent Boolean subalgebras
L1, Lo of S, such that there exists an event-type common cause for every correlation
between elements of L1 and L.

In view of the propositions above, the best one can generally hope in the case of
finite event structures is that some correlations between events belonging to logically
independent Boolean subalgebras have common causes explaining them. Causally
incomplete probability theories might however be made ‘locally causally complete’
in the sense of the next definition. To state that definition we need the notion of
extension of the causal independence relation: Let (£, ¢”) be an extension of (£, ¢)
via the homomorphism /# and R be causal independence relation on £. We call
the causal independence relation R’ on £’ an extension of the causal independence
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relation R if R'(h(A), h(B)) whenever R(A, B), and not R’ (h(A), h(B)) whenever not
R(A, B).

Definition 5.1 (£, ¢) is causally (N-)completable with respect to a correlation func-
tion Corrg and a causal independence relation R if there exists an extension (£, ¢”)
of (£, ¢) and an extension R’ of R such that (L', ¢") is causally (N-)complete with
respect to R/ and Corr e If £’ can be chosen to be finite, then we say that (£, ¢) is
finitely causally (N-)completable.

Note that the notion of causal N-completability is stronger than causal completabil-
ity and finite causal (N-)completability is stronger than causal (N-)completability.
Let’s consider again the specific case of R% and Corrf; . We have:

Proposition 6 Every (S,, p) is finitely causally event-completable.

Proposition 6 is a direct consequence of Proposition 1: to see this, one just has
to take R’ to be the extension of R = R‘zgz for which R'(h(A,), i(B,)) holds only

when ngz (A,, B,). However, Proposition 4 entails that no finite classical probability
space is finitely causally event-completable if we allow the extension R’ of R?S? to
be Réz, Can we say something informative about the intermediate cases; i.e. when

R’ is stronger than R>2 but weaker than the extension of R?SZ ? The problem is open.

Causal completeness is not impossible for probability spaces with infinite S, as
the next proposition indicates:

Proposition 7 (Gyenis, 2005). Let (X, S,p) be a classical, atomless probability
space, Corry an independence signaler correlation function, and A, B two corre-
lated variables of finite size, related in a genuinely probabilistic way. Then for any
K satisfying min{l,J} < K < oo there exists an (unordered) partition {Cy}g of size
K in S satisfying the screening off conditions (8).

For the case Rzﬁz and Corrg we can show the completeness of atomless general
probability spaces:

Proposition 8 Every atomless general probability space is causally event-complete.
Specifically, in von Neumann algebra setting we have:

Proposition 9 If N is a type Il von Neumann algebra and ¢ a faithful normal state
on N then (77(./\/ ), q)) is causally event-complete (with respect to R% and Corrg ).

Proposition 9 is a direct corollary of Proposition 8 because (P(N), ¢) is an atomless
probability space (Lemma 4. in (Rédei and Summers, 2002)). Probability spaces of
this sort occur in models of relativistic quantum fields and in quantum statistical
mechanics (see (Rédei and Summers, 2007) for a review of quantum probability
spaces).

Note that atomless classical probability spaces are not rare: if S is the Borel
o-algebra of real numbers, then p given by a density function (with respect to the
Lebesgue measure) yields an atomless probability space. Probability spaces of this
sort occur frequently in applications.
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7.6 Closing Comments

The notions of causal completeness specified by Definition 4.1 have a number of
variables: the correlation function Corrg, the causal independence relation R, and
the sizes I, J, K of variables A;, B;, Cj for which the the common cause relation
is required. Thus the concept of causal completeness as specified in this paper is
both very general and flexible; as a result, the notion can be adjusted to different
particular applications.

The results on causal completeness in Section 7.5 show that the causal behav-
ior of probability spaces (especially probability spaces with a finite £) that emerge
in particular situations might differ from case to case. Since the notion of a
Reichenbachian Common Cause is rather subtle, there is no straightforward test
with the help of which one could tell if a probability theory is causally complete.

The status of causal completeness in probabilistic theories is relevant for the
philosophical problem of falsification of Reichenbach’s Common Cause Principle:
One may, in principle, try to falsify the Common Cause Principle by claiming that
if it were true then it must be possible for a probabilistic theory to be causally
complete; hence, by proving that it is mathematically impossible to have causally
complete probabilistic theories one would show that the Principle is not tenable.

The defence of Reichenbach’s Common Cause Principle against such a falsifying
attack requires to prove that causally complete theories are not impossible. As the
results in Section 7.5 show, it is possible for a probabilistic theory to be causally
complete in some sense of causal completeness in the hierarchy of notions of causal
completeness; hence the Principle has to be interpreted very strongly for such an
attempt at falsification to have a chance of succeeding.

Given a Corrg and a causal independence relation R, a very strong interpretation
of causal completeness (hence of the Common Cause Principle) could be to require
causal N-completeness (with respect to Corrg and R) for all natural numbers N for
which such a requirement is meaningful in a given probability theory. It is not known
if probability theories with £ having finite cardinality can be causally complete in
this strong sense. While such a strong causal completeness might be possible, there
does not seem to be any reason to expect it to be typical in case of probability
spaces with finite £, nor can one expect to see a discernible, regular pattern of the
causal behavior of (L, ¢) as a function of (finite) cardinality n of £: As n grows, the
possible sizes of the common cause variable grows as well, which makes finding in
L a common cause for a correlation more likely; however, both the number and the
sizes of possible correlated pairs (4;, B;) grows with n as well, which requires even
more common causes — unless the causal independence R controls the growth of
the number of correlated pairs for which a common cause has to exist in £. Thus
there is a complicated interplay between the variables of the problem of common
cause completeness.

We have seen however that even the (quite strong) causal 2-completeness, i.e.
event-completeness is not impossible: if (£, ¢) is non-atomic (and hence £ has an
uncountably infinite number of elements) then (L, ¢) is causally event-complete.
We conjecture that atomless probability spaces, by virtue of their being extremely
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rich in events, are not only causally event-complete but causally complete in a much
stronger sense: we expect atomless probability spaces to be causally N-complete
for every N (with respect to R and with respect to correlation functions satisfy-
ing some minimal requirements such as independence signalling). This expectation
motivates focusing on variables of finite size in finite spaces since the casual behav-
ior of such spaces is more varied than those of an atomless space, and the probability
spaces needed to represent variables with infinitely many values are frequently
atomless.

Atomless probability spaces are however highly non-constructive and hence
quite far from what is strictly empirically accessible. It would therefore be inter-
esting to know whether causal event-completeness (or causal N-completeness for
all natural numbers N) is possible in classical probability spaces (X, S,p) with a
countably infinite set X of elementary random events (with respect to some Corry
and some causal independence relation R). More generally, it would be desirable to
know something about the status of causal completeness in this case.

Setting up a probabilistic model (L, ¢) of certain physical situations requires
expressing particular features of the physical system in terms of (L, ¢), features
that might entail conditions that a common cause has to satisfy in addition to the
ones in Definition 3.1. This happens in the case of correlations predicted by local
relativistic quantum field theory (QFT (Haag, 1992)) between spacelike separated
quantities (see (Summers, 1990) for a review of the relevant results on spacelike
correlations in QFT). Since by construction QFT is both local and compatible with
the basic causality principle of special relativity, QFT both prescribes the location
of the common cause and determines a causal independence relation automatically:
R(A, B) holds if A and B are located in spacelike separated spacetime regions Vi, V,
and the common cause of correlations between such causally independent variables
must lie in the common causal past of Vi and V5. These additional requirements
result in a particular definition of causal completeness of the probability theory
describing QFT, and make the problem of status of causal completeness of QFT
mathematically well-defined. The problem is open, only partial results are known
that locate the common cause of correlations between spacelike separated variables
in the union of the causal pasts of Vi and V> (rather then in the intersection) (see
(Rédei, 1997, 2002; Rédei and Summers, 2002, 2005) for details).

We close with a remark regarding the sufficiency of Definition 3.1 to capture our
intuitive notion of common cause. For simplicity, let’s consider first Reichenbach’s
original definition. As we mentioned earlier, Reichenbach’s equations (7.14), (7.15),
(7.16), (7.17) entail that events A and B are positively correlated: Corrf;(A, B) > 0.
The first two conditions (7.14), (7.15) express that this positive correlation is
screened off by event C. The last two conditions (7.16), (7.17) were meant to express
that event C is causally related to both A and B, hence the wording common cause.
However, the mere presence of a correlation between A and C (B and C) can not
establish that there is a causal relationship between A and C (B and C) — this is the
main moral from recognizing that correlation does not entail causation. Thus gen-
eralizing Reichenbach’s original equations in the form of Definition 3.1, in which
all conditions are expressed in terms of correlations, also makes it clear that (7.8),
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(7.9), (7.10) (and hence (7.14), (7.15), (7.16), (7.17), in themselves, can not provide
a sufficient condition for a variable (or for an event) to be a common cause of a
correlation. We also need to insure that the correlation between A and C (B and C)
itself doesn’t have a common cause.

There are two possible ways to achieve this goal: we either impose additional
conditions in terms of correlations, or we impose an additional mathematical struc-
ture on our space of events. The former approach leads either to a circularity in the
definition of common cause or to an infinite regress of conditions of correlations of
variables. The latter approach can also be pursued in different ways. Since in our
discussion of causal completeness we introduce an additional structure in the form
of a causal independence relation R, it seems natural to require A and C (B and C)
not to be causally independent according to R, and hence their correlation not to be
in need of an explanation in terms of common causes. Considerations about direc-
tion of causal influence might suggest to subscribe to a more detailed additional
structure, such as a directed graph, featured in many approaches to Bayesian causal
nets. In general, it is an open question whether such refinements of the notion of the
Reichenbachian common cause could be informatively carried out, and it is also an
open question how much these refinements would change the results known in the
literature.
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Chapter 8
Causal Markov, Robustness and the Quantum
Correlations

Mauricio Suarez and Ifiaki San Pedro

8.1 Introduction

Questions regarding the status of causation in quantum mechanics are as ancient
as the discipline itself. The founding parents of quantum mechanics often identi-
fied causation with determinism and consequently understood the emergence of the
fundamentally probabilistic quantum mechanics as the demise of a causal picture
of the world. As a consequence quantum theory is often presented as non-causal.!
The identification of causality and determinism was rather universal: even those
who regretted the demise of a causal picture attempted to restore a causal under-
standing of quantum mechanics precisely by restoring determinism. For instance,
David Bohm showed von Neumann’s theorem against hidden variables to involve
essentially questionable premises, thus paving the way for hidden variables. But
while Bohm and von Neumann disagreed regarding the status of causation in quan-
tum mechanics, they agreed that the fortunes of causation and determinism were
essentially linked. Bohm’s theory is in essence a programme to endow quantum
mechanics with an underlying deterministic dynamics.

The identification causality = determinism (let us call it the ¢ = d identity’) has
continued in different, not always explicit, guises. For example Bell’s theorem and
the work leading up to it during the 1960s presupposes the notorious factorizability
condition as a criterion of local causality. Factorizability is applicable to the corre-
lations between measurement outcomes of spatially separated systems in EPR-like
set-ups. Bell’s theorem demonstrated that no ‘factorizable’ theory can reproduce
the quantum correlations. It is thus concluded that Bell’s work shows that not only
quantum mechanics but any other empirically indistinguishable theory would be
non-causal in this sense. But philosophers have shown that Bell’s theorem does not
entail a departure from the ¢ = d identity. Some brilliant work by philosophers of
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physics in the early 1980s showed that the factorizability condition implies deter-
minism when applied to the EPR perfect anti-correlations.? So in the end it turns out
that the rejection of local causality promoted by Bell’s theorem also presupposes a
rejection of determinism, and is hence compatible with the ¢ = d identity.

Many physicists have continued to presuppose the ¢ = d identity, sometimes
unquestioningly so. Philosophers of science by contrast long ago started to work
out the details of a stochastic view of causality. On this view causation is essentially
probabilistic association, and hence supposedly divorced from determinism. One
of the earliest and most influential attempts is Hans Reichenbach’s The Direction
of Time, where the Principle of the Common Cause (PCC) is first stated. The
programme gains its full and most developed expression in Patrick Suppes’ epoch-
making 1970 book, A Probabilistic Theory of Causality. In spite of the fact that these
were both explicit attempts at building a stochastic theory of causality, it remains
controversial just how much they depart as a matter of fact from the ¢ = d identity.
In particular regarding the PCC some philosophers have gone on to argue that the
assumption of screening-off is only valid for deterministic, or quasi-deterministic
common causes, but does not hold for probabilistic causes. Hence philosophers have
for a very long time now considered that the ¢ = d identity is controversial, although
they have disagreed among themselves as to whether it should be rejected altogether,
or weakened in some interesting sense.’

The disagreement over rejection vs. weakening goes a long way to explaining
why the status of causation in quantum mechanics also remains controversial. A
weak version of the ¢ = d identity is at the heart of a condition that was widely
discussed among philosophers of physics in the early 1990s in connection with
the Einstein-Podolsky-Rosen correlations, namely Michael Redhead’s robustness.
The consensus reached then was by and large that robustness is too strong a con-
dition on probabilistic causality. So the failure of robustness in the EPR set-up is
uninformative, and a causal account of the EPR correlations remains an open option.

The current debate on causal inference has moved to a discussion of the Causal
Markov Condition (CMC), a sophisticated version of the PCC for directed acyclic
graphs.* The condition employs a similarly weak version of the ¢ = d identity,
and remains equally controversial. But it has not been systematically applied to the
EPR case, nor has the connection been made explicit to the robustness condition
discussed in the early 1990s. Our main aim in this paper is to make an explicit link
between CMC and robustness in the context of the EPR correlations. Thus we aim to
show that the application of CMC to the EPR correlations is exactly as informative
(or uninformative, depending on taste) as robustness. Both conditions hold or fail for
the same types of systems. So a defender of the weak version of the ¢ = d identity

2See (Fine, 1982a, b) and (van Fraassen, 1982). The original theorems are due to Suppes and
Zanotti (1981).

3 And several philosophers have gone as far as to defend that causality and determinism in fact
exclude each other. See (Hoefer, 2004) for a recent example.

4Cft. (Hausman and Woodward, 1999), (Cartwright, 2002) and (Steel, 2005).
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will find the failure of both CMC and robustness in the EPR correlations revealing of
a striking failure of causality in quantum mechanics — and there is a sense in which
this result vindicates the founding parents’ suspicion that the probabilistic nature
of quantum mechanics is what underlies the failure of causality. But those who are
inclined to reject the ¢ = d identity altogether are likely to draw rather the opposite
lesson: the failure of CMC and robustness is precisely what is to be expected given
the probabilistic nature of quantum mechanical causation. Although there is thus
no essential superiority, in the context of the EPR correlations, to discussing CMC
over robustness we aim to show that the application of CMC is sharper and less
cumbersome. Thus we shall urge that the debate over the causal status of the EPR
correlations is best continued in the new terms laid down by the Causal Markov
Condition.

8.2 EPR and Quantum Correlations

Einstein, Podolsky and Rosen first introduced the so-called EPR thought experi-
ment in 19357 as an argument to suggest that the then young and emergent quantum
theory did not provide a complete description of reality. In a later refined ver-
sion presented by David Bohm, two entangled electrons are emitted from a source
in opposite directions. The spin component of each of the electrons can be later
detected (measured) when the electrons hit a fluorescent screen after having passed
through an inhomogeneous magnetic field (produced by a Stern-Gerlach magnet).

Several features of this experiment are potentially relevant. First, we will denote
by a and b the value of the spin variable of each electron which, in the singlet state,
can be either ‘spin-up’ (1) or ‘spin-down’ ({) with probability 1/2. We can then
denote the corresponding measurement outcome events on each particle as 1a, | a,
1b and | b. Second, it is assumed that the state of the entangled electron pair is the
singlet state:

L
V2

Third, it is assumed that measurement events at each wing of the experiment,
such as 1a, and | b, are space-like separated events, i.e. lie outside each other’s light
cone. This is best represented in the diagram of Fig. 8.1 as the statement that no
time-like world-line can reach from b to a or vice versa. Under a conventional albeit
controversial interpretation of special relativity, such events can not be causally
connected.®

Quantum mechanics allows us to calculate single and joint probabilities for the
different possible outcomes on both wings. When those calculations are performed
on the singlet state, correlations between these outcomes are derived. The EPR

V=— (1l o) = Na)l T6))-

5 (Einstein et al., 1935).
6 See (Maudlin, 1994) for a critical discussion.
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Fig. 8.1 Spacetime
representation of a typical
EPR experiment

source

correlations between the different outcome events in both wings of the experiment
can be succinctly expressed as:

pla A b) # p(a) - p(b).

These are the EPR correlations, which have been often positively tested in experi-
ment, and for which we would like to know whether they are the result of underlying
causal processes, and which processes. An attempt to determine an answer to these
questions was carried out in the late 1980s by the distinguished British philosopher
of physics Michael Redhead.

8.3 Redhead’s Robustness

Redhead introduced his robustness condition in 19877 in order to argue that no
direct causal relation could be established between the outcome events of an EPR-
type experiment. The claim was part of Redhead’s attempt at showing that quantum
mechanics and relativity can peacefully coexist. Under the presumption that only
timelike related events can be causally connected, the measurement outcome events
a and b in an EPR experiment can not be causally connected. In particular, Redhead
suggested that the EPR correlations were not what he called robust causal connec-
tions. This in turn entitled him to discard direct causal links between EPR correlated
events:®

A stochastic causal connection between two physical magnitudes a and b pertaining to two
separated systems A and B is said to be robust if and only if there exist a class of sufficiently
small disturbances acting on B (A) such that b (a) screens off a (b) from these disturbances.
Denoting the disturbance action on B by d, then the first part of this condition can be
rendered formally as

AD(Vd € Dlp(a = e41b = ep A d) = pla = g4b = &p)])

7 (Redhead, 1987).
8 (Redhead, 1987, 102-103).
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A similar condition can be written down for disturbances acting on A. The requirement
of robustness as a necessary condition for a causal relation means that sufficiently small
disturbances of either relata do not affect the causal relation.

The intuition that underlies Redhead’s robustness is both simple and powerful,
and is best brought out by a simplified version of the condition. First, let us simplify
Redhead’s terminology by identifying physical quantities and the corresponding
events. Typically A, B denote a quantity (variable), while a, b denote a value of
the corresponding quantity. Hence A, B are capable of entering in causal relations,
while a, b are capable of standing in probabilistic relations. However, for conve-
nience, and without loss of generality, we will run them together. Thus a, b will
denote indistinctly the quantites and their values; which is which should be clear
from the context. We will then say in general that a stochastic causal link between
two quantities a and b is robust if and only if the statistical relation p(a/b) is invari-
ant under small disturbances d acting on the putative cause b. In other words b is a
robust cause of a if and only if p(a/b A d) = p(a/b). We can see that the intuition
behind Redhead’s robustness is that it does not matter to the causal link between b
and a how the putative cause b comes about, only that it does so (see Fig. 8.2).

It is worth mentioning that initially Redhead apparently took robustness to be
both necessary and sufficient for a causal link, but in response to criticism he weak-
ened this to a necessary condition only.? In any case robustness is understood to be
at least a necessary condition on a causal link. So it becomes superfluous to speak of
a robust causal link, since no link that fails to be robust can on this understanding be
causal: there is no such a thing as a non-robust causal link. The double terminology
points already to what will be the heart of the problem. For Redhead defines robust-
ness as a statistical condition. Hence ‘robust causal link’ is really a heterogeneous
combination of a statistical condition and a causal relation. In stating that robustness
is a necessary condition on a causal link Redhead is stipulating that the presence of
the causal relation always necessarily implies the statistical condition. So there is a
necessary statistical consequence of the existence of a causal relation. As we shall
see the critics of robustness quickly pointed out that the statistical condition was
not general enough to cover all kinds of probabilistic causes, but rather entailed a

“Ab
A
d
B
W

Fig. 8.2 Redhead’s

Robustness for EPR

correlations source

9 For a discussion see (Healey, 1992b).
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particular pseudo-deterministic assumption on the working of the cause. The situa-
tion is entirely analogous in the recent debate over the Causal Markov Condition.

8.4 Healey on Robustness

The publication of Redhead’s work on robustness attracted considerable attention
and gave rise to an engaging debate on causation in quantum mechanics in gen-
eral and in EPR in particular. One of the staunchest critics of robustness is Richard
Healey, who discussed and criticised the condition at length in two papers published
in the early 1990s.'” In these papers Healey cast doubts upon the validity of robust-
ness as a criterion for causal inference. His arguments are designed to show that
robustness is not a necessary condition in general for a causal link. Our thesis in
this paper is that in the context of the EPR correlations the debate over the Causal
Markov Condition recapitulates the debate over robustness, so it is worth reviewing
the latter in a little detail.

Healey first pointed out that robustness, as defined by Redhead (see Section 8.3),
can only be taken to be a necessary condition on fotal causes. In other words, robust-
ness can only be a necessary condition on a causal link between b and a as long as
no other causes are operating on a (see Fig. 8.2).!!

In order to deal with cases in which b is only a partial cause of a, Healey
introduced a new condition, which he called internal robustness: 2

A stochastic relation between two events h, k is internally robust just in case p(h/k) is
invariant under all (sufficiently small) modifications in the causal antecedents of & that leave
k fixed and preserve independent causal antecedents of 4.

We may rephrase this condition in our terminology as follows. A stochastic
causal link between a and b is internally robust if and only if the statistical relation
p(a/b) is invariant under small disturbances d which leave b and all the independent
causal antecedents of a fixed. That is a stochastic causal link between quantities a
and b is internally robust iff p(a/b A d A ¢) = p(a/b A ¢) and d does not causally
affect ¢, where c is the set of all independent causal antecedents of a (see Fig. 8.3).

Healey finds both conditions problematic as criteria for causal inference: robust-
ness is problematic because we are very rarely in a position to know that b is the total
cause of a, and so a violation of robustness in practice will say nothing informative
about whether or not there is a direct causal link between a and b. Robustness may
fail because b does not cause a, but it may also fail because we are not accounting
for a third partial cause ¢ of a. More specifically in the quantum case it is impossible
to know whether the measurement outcome event b in one wing is the only cause of

10 (Healey, 1992a, b).

1TWe will not here assess this claim, since the aim of the paper is not to evaluate but to compare
robustness and the Causal Markov Condition, and to show that they face similar difficulties and
challenges.

12 (Healey, 1992b, 183-184).
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Fig. 8.3 Healey’s Internal ——
Robustness it

source

the measurement outcome event «a in the other wing, and hence impossible to know
in advance whether a failure of robustness implies no causal relation between b and
a or is simply due to the presence of third causes. Similarly for internal robustness:
we are never in a position to know whether the small disturbances on b have in fact
no causal effect upon some of the causal antecedents of a other than b. So as a crite-
rion for causal inference internal robustness is just as unhelpful: a failure of internal
robustness might mean that b is not even a partial cause of a, but it might also mean
that there are other unaccounted partial causes of a besides b that are in turn effects
of causes of b.

Redhead’s response to these criticisms was to assert that “at some stage in the
process of incorporating antecedents in the total cause, robustness must be res-
cued. Otherwise we would live in a ‘marshmallow’ world where the notion of cause
would not, I believe, be appropriate.”!3 In other words, whatever our cognitive and
epistemic limitations, a causal relation is properly causal only if robust in actual
fact when all other causes have been accounted for. So in other words Redhead’s
most considered view is that while robustness is not helpful in general as a criterion
for positive causal inference, its failure nonetheless allows some minimal negative
causal inference. In the EPR case this allows him to say at least that a failure of
robustness between the outcome events on both wings b and a definitely implies
that b is not the total or only cause of a. Redhead identified robust causality with
action at a distance, and distinguished it from what Abner Shimony'* called pas-
sion at a distance, a kind of nomic acausal stochastic link between variables that
are ‘holistically’ implicated — whatever that might mean. The application of the
robustness condition to the EPR set-up was designed to show that quantum phe-
nomena exhibits passion rather than action at a distance. This in turn was argued to
be enough to warrant peaceful coexistence with special relativity.

The critics of robustness did not rest content at this point however, but went on to
argue against robustness as a necessary condition on causation in general.!> In other
words, they came to dispute the very idea that causal links are Markovian in the way

13 Cf. (Redhead, 1987, vi).
14 Cf. (Shimony, 1984).
I5¢ct. (Healey, 1992a, b) and (Cartwright and Jones, 1991).
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specified by either robustness or internal robustness. However, our aim in this paper
is not to evaluate robustness and infernal robustness as necessary conditions on total
and partial causes; so we will not review this debate. Our main aim here is to more
modestly show that robustness in the EPR case follows logically from the Causal
Markov Condition. We consequently argue that discussion regarding causality in
EPR is best conducted in terms of the CMC.

8.5 The Causal Markov Condition

The Causal Markov Condition (CMC) is inspired by the Principle of the Common
Cause (PCC) and is a keystone and crucial assumption in the most powerful con-
temporary programs of causal inference. It is intended as a generalised version of
the PCC and can be defined, following Hausman and Woodward, as follows: 16

Causal Markov Condition (CMC): For all distinct variables X and Y in the
variable set V, if X does not cause Y then

pX|Y A Par(X)) = p(X|Par(X)),

where Par(X) (read parents of X) is the set of all direct causes of Xin V.

The Causal Markov Condition is an extrapolation of the PCC to directed acyclic
graphs. The PCC states that a common cause screens-off its effects from each other,
as long as there are no direct causal links between these effects. The CMC more
generally states that the parents of X (Par(X)) screen-off X from any other variable Y
in the variable set V that is not a direct causal descendent of X. In short: if X does not
cause Yin V, then Par(X) will screen them off. The contraposition is rather useful in
the EPR set-up: if the putative parent of one of the measurement outcome events, say
a, does not screen it off from the other outcome event b then it follows that a does
not cause b, or we have not identified the only putative parent. In the EPR scenario
it is often assumed that (i) the two measurement outcome events can not be causally
connected because of relativistic constraints, and (ii) that the only putative common
parent of such measurement outcome events is the singlet state at the source. So
the residual correlation between the events a and b which does not disappear when
CMC is applied, must be accounted by some rather mysterious nomic and acausal
mechanism.!” This of course is very much in line with Readhead’s thought that
underlying the EPR correlations are non-robust stochastic links that are unthreat-
ening to special relativity. It will then not come as a surprise that there is a strong
formal connection between the CMC and the robustness conditions.

16 gee (Hausman and Woodward, 1999, 523). Note that Hausman and Woodward’s definition is
distinct in some significant ways from the original in Spirtes, Glymour and Scheines (2000 [1993],
29) — see (Steel, 2006) for a discussion. The distinction makes no difference to our argument,
however, so we ignore it here — and instead stick to Hausman and Woodward’s definition for
consistency.

17 See (Hausman and Woodward, 1999, 564-567) and (Hausman, 1999).



8 Causal Markov, Robustness and the Quantum Correlations 181
8.6 Robustness and the Causal Markov Condition

We show in this section that robustness is indeed a consequence of applying the
Causal Markov Condition to an EPR setting, given some additional assumptions.

In fact we show this for both of Healey’s conditions by simply applying the Causal
Markov Condition to total and partial causes respectively.

8.6.1 Total Causes and the Causal Markov Condition

Let us first consider robustness. Let us suppose that b is the total cause of a. In this
case b is the set of all parents of a. That is:

(I) If b is the total cause of a, then Par(a) = b.

Let us first assume, following robustness, that there exist a small disturbance d
on the putative parents of a, and let us substitute d in for the term Y in the expression
of CMC:

) 3d:d=7Y.

Let us then assume that the measurement outcome event a is not a cause of the
small disturbance, i.e. let us assume:

(IIT) a does not cause d.

And finally let us turn to the definition of the Causal Markov Condition CMC
given in the previous section. By substitution it follows from (I), (II), (II[) and CMC
that:

plald A b) = p(alb),

which is an explicit expression of robustness. Thus we have formally shown that
under assumptions (II) and (III):

(TotalCause) N (CausalMarkov) = (Robustness).

In other words under the assumption of the existence of independent distubing
causes, robustness is the consequence of applying the Causal Markov Condition to
total causes.
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8.6.2 Internal Robustness, Partial Causes and the Causal Markov
Condition

Now let us turn to internal robustness and partial causes. Let us then suppose that
b is a partial cause of a. It follows that there is a non-empty set of additional vari-
ables c that represent all other independent causal antecedents of a. Let us simplify
by bringing them all under an additional variable ¢ in the causal graph. Then the
complete set of parents of a in the graph is the union of ¢ and b:

(I') If bis partial cause of a, then: Par(a) = (b, c}.

Let us assume, as before, the existence of a small disturbance d on the putative
parents of a in place of Y in the expression of CMC:

) 3d:d=7Y.

And similarly, that the measurement outcome event a is not a cause of the small
disturbance, i.e. that:

(IIT) a does not cause d.
By substitution, it follows from (I"), (IT) and (IIT) and the CMC that:
plald ANb A c) =p(alb A c),

which is Healey’s internal robustness. Thus we have formally shown that under the
same assumptions (IT) and (II):

(PartialCause) N (CausalMarkov) = (InternalRobustness).

Under the assumption of independent disturbing causes, internal robustness is a
consequence of applying Causal Markov to partial causes.!8

8.6.3 Robustness Updated

We have shown that robustness and internal robustness are consequences of apply-
ing the Causal Markov Condition to the measurement outcome events a and b. If b
is taken to be a total cause of a then the CMC together with some special assuptions
entails robustness. If on the other hand b is taken to be merely a partial cause of a
then the CMC with the same assumptions entails infernal robustness. So it seems

18 A referee pointed out that the role of total or partial cause in these proofs is to make sure that d
can only cause a via b in the case of total cause, and via {c, b} in the case of partial cause. Indeed
that would be an alternative definition of Healey’s terms.
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that the intuition underlining Michael Redhead’s conditions is as a matter of fact
the Causal Markov Condition. And the contrary intuitions and arguments by their
critics are conversely related to doubts regarding the Causal Markov Condition. The
CMC backs up Redhead’s robustness, so if CMC is false in general as many recent
critics believe,!'? then robustness is left without substantial justification. The failure
of robustness in EPR established by Redhead would be without any consequences
were it not backed up by the CMC.

Moreover we have shown that a failure of Redhead’s conditions entails a failure
of the CMC regardless of whether the putative link is taken to be a total or a partial
cause. So the distinction between total and partial causes that seemed so important in
the early 1990s now seems irrelevant. The Causal Markov Condition is what under-
lies Redhead’s intuition regardless. Similarly Healey’s subtle distinctions between
kinds of robustness are now seen to be irrelevant for a proper assessment of the
causal nature of the EPR correlations. The peaceful coexistence between quantum
mechanics and relativity so sought after by philosophers in the early 1990s is to be
achieved always at the cost of a violation of the CMC, regardless of the underlying
causal structure. So philosophers of physics interested in the issue of coexistence
would be well adviced to turn to a careful and detailed analysis of the implications
of the CMC to the EPR correlations. This is essentially the central claim of our
paper, and we find it remarkable that it needs to be made. But indeed it does, for
such an analysis has not yet been carried out. We can at best find the outlines in the
very brief discussion of EPR in Hausman and Woodward?, and in a a recent paper
by Daniel Steel®!.

8.7 EPR and the Causal Markov Condition

It has been claimed (for example by Salmon??) that many genuinely statistical phe-
nomena violate the PCC. Most prominently the EPR correlations are supposed to
provide a set of established correlations that can not be explained by either a direct
cause or a common cause model under the strictures of PCC.>

Yet an important part of Hausman and Woodward’s defence of CMC is that EPR
is no counterexample.?* They do not claim that the CMC is satisfied by the EPR
correlations, but rather that it is inapplicable: it is neither satisfied nor violated, sim-
ply inappropriate. The discussion interestingly brings out some crucial differences

19 (Cartwright, 2002) and (Williamson, 2005).
20 (Hausman and Woodward, 1999).

21 (Steel, 2005).

22 (Salmon, 1984, chapter 7).

23 One of us has argued against this common lore (Sudrez, 2007). However, these arguments do
not vindicate the PCC as usually stated but a very different reformulation. We will not review this
literature here, but instead refer the reader to that paper.

24 See (Hausman, 1999) and (Hausman and Woodward, 1999).
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between on the one hand the PCC as usually understood and on the other the CMC
and the robustness conditions. So we review it briefly here.

8.7.1 Causal Markov, Interventions and Modularity

The key difference between the usual statement of the PCC and the CMC is
the assumption of invariance under intervention that, according to Hausman and
Woodward underlies and motivates CMC. This is best expressed in the modularity
condition:??

Modularity (MOD): For all subsets Z of the variable set V, there is some non-
empty range R of values of members of Z such that if one intervenes and sets the
value of the members of Z within R, then all equations except those with a member
of Z as dependent variable (if there is one) remain invariant.

Hausman and Woodward take this condition, in conjunction with a few others,
to provide the grounds for the CMC. The set V is the set of variables in the causal
graph, and the equations are the linear regression equations that characterise a causal
system. Modularity as a condition on causal systems is then the thought that a rela-
tion between two quantities a and b is causal only if (i) it is possible at least in
principle to intervene in order to set the values of a and b and their probabilities,
and (ii) these interventions — as long as within a permissible range — leave intact the
functional connections between the values of a and b, or their probabilities.26

The statement of MOD is a conditional with an antecedent that may be false, so
a truth-functional interpretation as a material implication would entail that MOD is
true by default in all such cases. But the context of the discussion suggests that MOD
is meant to be non-applicable in such cases. That is, if interventions are possible in
some set V and equations do not remain invariant then modularity is false. But if,
on the other hand, interventions are not possible for some subset Z of V then MOD
is strictly speaking not false but non-applicable.

Hausman and Woodward’s strategy is to attempt to back up CMC by appeal
to MOD. But some significant additional assumptions are required to show MOD
and CMC equivalent, namely: (i) causal sufficiency i.e. that all common causes are
included in the set V; (ii) the assumption that all correlations have causal explana-
tion; and (iii) the assumption that there exist unrepresented causes which can play
the role of interventions. There is no need to get into the details of the equivalence
proof, although it is worth mentioning that it has been contested.?” In this paper we
assume for the sake of argument that the proof is valid, and that a failure of CMC
entails a failure of either of these conditions.

25 Cf. (Hausman and Woodward, 1999, 545).

26 The qualification of values or probabilities is needed to account for probabilistic causality,
which Hausman and Woodward define as deterministic causation of probabilities (Hausman and
Woodward, 1999, 570).

27 See e.g. (Cartwright, 2002).
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This has consequences for the discussion of the EPR correlations as we shall see.
It also helps to distinguish subtly robustness from the usual statement of the PCC.
For the PCC makes no implicit or explicit reference to interventions. By contrast,
the notion of ‘disturbance’ required by robustness is clearly akin to an intervention.
Hence a system that allows no interventions at all on any of its variables even in
principle (or countenances no small disturbances) might violate the PCC without
violating robustness.?® This is the line defended by Hausman and Woordward with
respect to the EPR correlations.?” Their argument is essentially that there is no pos-
sible way to intervene on either of the distant measurement events. Consequently,
they argue, it is impossible in this set-up to evaluate the CMC: the EPR correlations
can not be shown to be a counterexample. This is precisely the claim we take issue
with in this paper.

8.7.2 Interventions in EPR

The main aim of this paper is to urge that the debate over possible causal explana-
tions of the EPR correlations ought to move to a detailed discussion of the CMC and
its presuppositions in the context of the EPR experiment. Thus we oppose Hausman
and Woodward’s thought that CMC is inappropriate for the EPR correlations. On
the contrary we believe it is an appropiate kind of condition to apply, but we just
do not share the widespread intuition that CMC (or the PCC) necessarily fails for
the EPR correlations. We argue instead that whether or not CMC holds depends
very much on the details of the precise causal hypothesis under test. The question
requires investigation and can not be brushed aside as speedily as Hausman and
Woodward would like.

In a sense we believe we have already achieved this aim — it follows from the
equivalence proof in Section 8.6. Hence the paper so far may be taken as endorse-
ment of the suitability of CMC for understanding the status of causality in quantum
phenomena. However, in this final section we outline our disagreement with the
particular conclusions that Hausman and Woodward draw concerning the EPR
correlations.

Hausman and Woodward back up the CMC with MOD. So to evaluate their
claims we must concern ourselves with whether interventions are possible in the
EPR context, and what significance must be attached to this fact. Hausman and
Woodward endorse the view that in the EPR set-up there are no distinct mecha-
nisms in the wings of the experiment because in fact there are no different systems
to speak of. Both entangled particles are just ‘parts’ of the same irreducible holistic

28 The observation is consistent with our results in the previous section, since we showed that CMC
entails robustness but not that modularity entails robustness — the main difference is clear now.

29 See (Hausman, 1999) and (Hausman and Woodward, 1999).
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or non-separable system.>? Together with the fact that there is no way to control the
outcome of the first measurement this indeed seems to entail that interventions to
set the values of the outcome events a and b, separately or jointly, are impossible.
They conclude that EPR is no counterexample to MOD or CMC, but rather that
these conditions are inappropriate in this context.

However, note that CMC states nothing whatever regarding interventions. It nei-
ther requires nor disallows interventions. Hausman and Woodward justify CMC by
appeal to MOD, and the latter condition certainly requires interventions. But CMC
could in principle be justified by other means that do not require MOD, as long as
some of the additional assumptions are forfeited. So, contrary to what Hausman and
Woodward seem to claim, the applicability of CMC does not seem to turn on the
applicability of MOD and the related availability of interventions.

We have already noted that both MOD and CMC are explicitly stated as con-
ditions on either values or probabilities of variables in the variable set V. In cases
of genuine probabilitistic causation the only relevant factor are the probabilities of
the variables, since the causal structure fails to determine the values themselves.
And it is of course well known that deterministic local hidden variables are ruled
out for quantum mechanics by the Bell inequalities. Hence the EPR correlations are
potentially a paradigm but subtle case of probabilistic causality.

Interventions are not impossible to set the probabilities of some of these out-
comes in the appropriate circumstances. For notice that the experimenter controls
the settings of the measurement apparata that determine the direction of spin that
gets meausured on each wing. Let us refer to the two wings of the experiment and
their corresponding particles as ‘1’ and ‘2’. It is true that the spherical symmetry
of the singlet state entails that the first measurement outcome in the laboratory rest
frame always has probability one half, regardless of what direction one measures
spin along. Suppose then that in that frame spin is measured on ‘1’ first, and sup-
pose the outcome correspoding to ‘spin-up’ is found. If this information is provided
to the second experimenter on time to set the direction of spin measured on particle
‘2’ she can then easily set her measurement device to definitely get the outcome
corresponding to ‘spin-down’ with probability one (or indeed any other probability
but zero). For any value of probability of ‘spin-down’ on particle ‘2’ she can use
quantum mechanics to calculate the appropriate direction of measurement and set
her device accordingly.

So it turns out that interventions are possible in particular experimental EPR set-
ups. Notice that the intervention does not just consist in choosing a frame; rather
given any frame, an intervention is the setting of a polariser direction. In such set-
ups the question is then whether MOD and CMC hold. We urge in this paper that
this is the relevant question to ask for causal modellers of EPR; but we will not

30 They refer extensively to an old paper by Skyrms that defends this view (Skyrms, 1984); it is
worth mentioning that the literature on EPR has moved on a very great deal in the last two decades,
particuarly on the physics side. Quantum entanglement was not then the area of intense research
among physicists that it has become now, and Skyrms’ views were much more entrenched twenty
five years ago than they are now among both physicists and philosophers.
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attempt a comprehensive answer here. The answer is complicated and depends on
the details of the causal hypotheses under test.3! A brief and intuitive argument
suggests that CMC may fail here. The EPR correlations are not screened-off by the
creation event at the source. Similarly the value of the setting of the measurement
device on ‘2’ will not screen-off the outcome event in that wing from the outcome
event in the distant wing. But this really says nothing about a direct causal link
between the wings. And if CMC failed for indeterministic systems, as some authors
argue, then a common cause structure underlying the direct cause link would also
be possible, which means that CMC might fail for a and b too. However, this claim
requires further investigation in the context of alternative causal hypotheses. For our
purposes in this paper this is a side issue, since whatever the correct answer it will
already show that CMC is applicable to the EPR correlations in spite of Hausman
and Woodward’s claims to the contrary.

8.7.3 Causal Markov and Other Interpretations

The argument we have just given shows that in any EPR experiment there always
exists a subset of the relevant variables that are susceptible to intervention. This
leaves open several causal accounts for the EPR correlations. The fate of the CMC
very much depends on the details of each account. But we believe that a stronger
claim can be made. So far we have been assuming the standard or orthodox inter-
pretation of quantum mechanics. So we have assumed that the violation of the Bell
inequalities in the EPR experiments is due to a failure of what is known as outcome
independence, and correspodingly that the only possible causes of each measure-
ment outcome event are the distant outcome event and the proximate measurement
device setting event.

In other words we have assumed that it is meaningless to suppose that the setting
events in each wing can be a causal influence upon the distant outcome events. But
it is well known that on some interpretations of quantum mechanics this is not just
allowed but likely. The paradigm case is Bohm’s theory. On the account of the EPR
correlations provided in Bohmian mechanics,3? the actual measurement outcome
event on one wing has no influence upon the measurement outcome event on the
other wing, because in Bohm’s theory measurements simply reveal values that are
already there, they do not bring these values into being. Yet the setting of the distant
device does have a putative causal influence, since it affects the quantum wavefunc-
tion of both particles in configuration space, and thus affects the probabilities for
outcomes in the distant wing. (The distant setting does not determine the proximate
outcome of course, which also depends on the initial wavefunction state and the
initial complete state of both particles; but it does partly determine the outcomes’
probabilities).

3l Fora preliminary account see (Cartwright and Sudrez, 2000).
32 See (Cushing, 1994, pp. 82-95) for a very nice review.



188 M. Sudrez and I. San Pedro

Daniel Steel®> has claimed that Bohm’s theory shows that CMC can fail for
deterministic systems. The claim is part of a larger argument in the debate over
whether the CMC is satisfied only by deterministic, or more generally ‘pseudo-
deterministic’, systems.* Steel argues that the key to the validity of the CMC is
not whether the system is deterministic or pseudo-deterministic but rather whether
there are exogenous variables that are probabilistically independent from any other
variable in the causal strucutre. Bohm’s theory is an important part of the argument
because it is the only example that Steel provides of a deterministic system that does
not satisfy CMC. In other words Bohm’s version of the EPR experiment is presented
as a plausible counterexample to the claim that determinism grounds the CMC.
Presumably, given Steel’s argument, this must be the case because there are some
probabililistically independent exogenous random variables in Bohm’s description
of EPR. We shall study this claim closely.

But first let us note some relevant differences between Steel’s overall argument
for CMC and Hausman and Woodward’s defence of CMC by means of the proof
of the equivalence of MOD and CMC. Steel does not claim that interventions are
required for CMC. (Neither are they required by the letter of CMC, nor are they
required to ground CMC).? But he does think interventions, by means of controlled
experiments, are one way of securing the independence of exogenous variables that
does ground CMC. And in his view there is no more reason to expect the method to
work in indeterministic contexts. This is a crucial difference between the accounts
and it explains Steel’s desire to find a counterexample to the ¢ = d identity and
the related claim that the CMC is linked to determinism. Note in this respect that
although we disagree with Steel’s claim to have found a counterexample in Bohm’s
theory, we do not necessarily disagree with the claim that the ¢ = d identity is
false, nor with the concommittant claim that CMC might be valid for indeterministic
and not just deterministic systems. Since it is not the aim of this paper to debate
the general validity of CMC we will not assess these general arguments. We are
interested though in assessing the chances of CMC for the EPR correlations. And we
conjecture that the fate of the CMC in EPR is extremely sensitive to both the details
of the causal hypothesis under test and the interpretation of quantum mechanics that
is adopted.

So does the Bohmian description of the EPR correlations violate CMC? Steel
assumes that it does since it predicts the very same EPR correlations. As he writes:

[...] the EPR example is a problematic basis for the claim that the CMC is a more reli-
able assumption for deterministic than indeterministic systems for the simple reason that
there is a fully deterministic (though heterodox) interpretation of quantum mechanics,

33 Cf. (Steel, 2005).

34 By pseudo deterministic system we mean a system with causes that do not fix the ocurrence
of all their effects, but that can nonetheless be ‘embedded in another more complete graph [...] in
which the parents of the given effect are sufficient to fix the value of the effect’. (Cartwright, 1999).
For a discussion and a reference to the notorious cheap but dirty factory example of the presumed
failure of CMC in indeterministic systems see (Cartwright, 1993).

35 (Steel, 2006).
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namely Bohm’s. Bohm’s quantum theory predicts precisely the same non-local (and hence
putatively non-causal) correlations in the EPR example as the standard, indeterministic
interpretation. Hence it is far from clear that the blame for the (putative) counter-example
can be laid at the door of indeterminism.

In our view this makes the very mistake to suppose that the fate of the CMC is
independent of the details of the causal hypothesis under test. There are two ver-
sions or interpretations of Bohm’s theory: the minimal Bohm theory championed
originally by Bell*®, and the causal interpretation defended by Dewdney et al.3”
and Holland?®. According to the minimal interpretation, particles’ only primitive
property is position, and there is no such thing as intrinsic ‘spin’. Instead the the-
ory manages to produce the same predictions as quantum mechanics for the motion
of all particles going through a Stern-Gerlach apparatus simply by means of the
influence of the guiding field upon the particle though the so-called ‘guidance con-
dition’.3° The causal interpretation, by contrast, has it that particles are endowed
with the intrinsic property of spin, which is understood to be causally reactive to the
quantum potential.*® In both cases the causal structure is rather different and hence
there is no real reason to expect CMC'’s fate to be the same as in orthodox quan-
tum mechanics. On the contrary, we would like to argue that at least in its causal
interpretation the Bohmian description of EPR definitely satisfies the CMC.

We have already noted that in the EPR experiment as described by Bohm the
measurement outcome events do not cause each other, but the setting events have an
influence upon the outcomes. On the minimal interpretation, the settings influence
the quantum wave function in configuration space in such a way that the motion
of the particles is correspondingly affected after interaction with their respective
Stern-Gerlach measuring devices. However, since no intrinsic property of spin is
hypothesized, no changes take place ahead of the particle’s interaction with their
respective measurement devices. So on Bohm’s minimal theory, the settings causally
influence the outcomes via the measurement process only. It would not be correct
to claim on this interpretation that the violation of parameter independence entails
a causal influence directly from settings to outcomes.

On the causal interpretation by contrast, the settings have a direct and instan-
taneous causal influence upon both particles’ spin values. Indeed the underlying
determinism of the theory implies that, on this causal interpretation, the setting
events are instantaneous partial causes of the values of spin of the distant parti-
cles, which are only later revealed by measurement, if there ever is one, on the

36 (Bell, 1982).
37 (Dewdney et al., 1988).
38 (Holland, 1993).

39 The full details can be found in (Bohm and Hiley, 1993, chapter 10). See (Berkovitz, 2007,
Section 5.3.1) for a brief review.

40 (Dewdney et al., 1988, pp. 537-539); (Holland, 1993, chapters 10 and 11).
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distant wing. So, on this view, my setting the measurement device of particle ‘1’
partially determines not just the probability of an outcome of a measurement on
particle ‘2’ — it actually partially determines its value. The reason is that particles on
Bohm’s theory have well defined values of their dynamical variables at all times —
so on the causal interpretation the EPR particles have a value of position and spin
from the word go, as they are ejected from the source. This value can change though
at any time, and in the case of an entagled particles as in the EPR case, it might do
so non-locally as a result of changes in the wavefunction. And the wavefunction is
responsive not only to the values of the distant entangled particles but also to the fea-
tures of the systems those distant particles interact with. Thus although essentially
non-local, the causal Bohm theory is indeed also essentially causal, in the strong
sense of the ¢ = d identity that we mentioned in the introduction. *!

How do we evaluate CMC then? Since in Bohm’s theory measurement outcomes
a and b do not cause each other, we can apply CMC fully as follows:

Causal Markov Condition (CMC) for Bohm’s theory: For measurement
outcome events a and b, since a does not cause b then

plalb A Par(a)) = p(a|Par(a)),

where Par(a) is the set of all direct causes of ¢ in V.

There is absolutely no reason to suspect that in Bohm’s theory this condition
is false, in either the minimal or the causal versions of the theory. On the con-
trary, since in Bohm’s theory the explicit causal antecedents of the measurement
outcomes include the quantum wavefunction, the initial complete states of both par-
ticles (which includes their spin in the causal interpretation) and the distant settings,
it follows that Par (a) includes all these. And since these variables jointly determine
the value of the outcomes a and b, they jointly determine their probabilities. So the
CMC is trivially satisfied in the Bohmian description of the EPR correlations, as
long as we include in the set V all those variables that according to the theory are
effectively causal antecedents of the outcomes a and b.

41 'In response to our reasoning at this point Steel has retorted as follows (private correspondence):
‘I am not assuming that EPR is a violation of the CMC if Bohm’s theory is correct. Rather, I am
making the following conditional claim: if locality is a necessary condition for causation, then EPR
is a violation of the CMC according to Bohm’s theory’. If this is Steel’s more considerate view, it
seems to us to worsen his position. For note that the truth of the antecedent of the above conditional
claim would make causation impossible by definition on almost any interpretation or version of
quantum mechanics — since some form of non-locality is required in any case. But, worse still, the
antecedent is false precisely in Bohm’s theory, irrespective of interpretation: In both the minimal
and the causal interpretations causation is certainly possible, and yet in both cases the theory is
explicitly non-local. So the conditional above, if read as a material implication, would turn out to
be vacuously true and uninformative about the actual status of CMC in Bohmian mechanics. (If
read as an indicative conditional, Steel’s statement is just false).
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8.8 Conclusions

Our aim in this paper has been to urge more research to be conducted on apply-
ing the Causal Markov Condition to the diverse models and interpretations of the
EPR correlations. We hope to have shown that questions regarding the causal nature
of explanations of the EPR correlations are best explored by means of a detailed
and careful analysis of the application of the CMC. This is the right framework to
update the debate regarding Michael Redhead’s robustness in the early 1990s and
to generally conduct the debate. Despite claims to the contrary the answers are not
trivial, and the CMC is in principle applicable to the EPR correlation phenomena.
But questions remain as to whether CMC is satisfied by these phenomena. We con-
jecture that the answer to this question is highly sensitive to the details of the causal
hypothesis under test. We have also claimed it to be sensitive to the interpretation
of quantum mechanics that is adopted, a claim that we have supported by looking
at the Bohmian description of the EPR experiment. Contrary to recent claims the
Bohmian description of the EPR correlations satisfies CMC.

This suggests that the CMC is a generally valid background or methodological
assumption for deterministic or pseudo-deterministic systems.*> It remains to be
seen whether it can be similarly assumed for indeterministic ones such as EPR on
the orthodox interpretation of quantum mechanics. Concomittantly it also remains to
be seen whether a causal understanding of indeterministic phenomena requires the
CMC. Suppose that CMC fails for at least some of the main causal hypotheses for
the EPR correlations under the standard or orthodox understanding. If CMC is not
required for causation then even the weakest interpretation of the ¢ = d identity will
have been refuted. If on the other hand CMC is required for causation then quantum
mechanical phenomena, on the orthodox interpretation at least, abandons causal-
ity as well as determinism, the ¢ = d identity is retained, and the intuition of the
founding parents is proved correct (for orthodox quantum mechanics at least). The
questions are relevant, the stakes are high, and the answers should be informative.
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Chapter 9

Do Dispositions and Propensities Have a Role
in the Ontology of Quantum Mechanics?
Some Critical Remarks

Mauro Dorato

9.1 Dispositions and the Interpretive Task
of Quantum Mechanics

In trying to understand the role of propensities or dispositions, if any, in the inter-
pretations of quantum mechanics (henceforth QM), I think that one can do no better
than start from a fundamental question once posed by John S. Bell: ‘What are
quantum probabilities probabilities of?’

As I see it, this question addresses two deeply related issues, both of which are
relevant to evaluate the role of dispositions in QM. The first is an ontological ques-
tion, namely an attempt to connect the formal structure of quantum theory with
entities in the physical world, in order to try to figure out what the theory is about.
I take it that, in all generality, interpreting the mathematical formalism featuring in
physical theories ought to mean:

1.1 understanding the ontological implications of physical theories (‘the scientific
image’);

1.2 connecting the postulated ontology with our pre-theoretical experience of the
world (‘the manifest image’).!

In the case of QM, however, such an interpretive task is complicated by the fact
that there is no agreed-upon ‘theory’, except operationally of course, or, in Bell’s
words (Bell, 1990) ‘For All Practical Purposes’ (FAPP). Therefore, the interpretive
task of QM cannot consist, contrary to what it has been often maintained, in figur-
ing out ‘what the world must be like if quantum mechanics accurately describes
it’ (van Fraassen, 1981, 230; Hughes, 1989, 296; Healey, 1989, 7), because we
don’t know what ‘quantum mechanics’ is without an explicit interpretation in the
two senses above. For instance, according to some interpretations, QM should
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! The distinction between scientific and manifest image of the world is Sellars’ (1963).
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be supplemented with a genuine process of collapse of the wave function, while
according to others it shouldn’t. For my purpose, it follows that the question of
discussing the role of propensities or dispositional properties in QM can only have
interpretation-dependent results.

The second issue raised by Bell’s question above has to do with the meaning
of the notion of probability, a question upon which the philosophical and scien-
tific community so far has reached no agreement (see Hajek, 2010). Are quantum
mechanical probabilities — that figure so prominently in the theory — to be regarded
as frequencies, propensities, or simply epistemic states of subjects, as in Bayesian
accounts?

Given what I said above, it should be clear why having a clear answer to the
first issue is essential to figure out a response to the second: as is well known, if one
adopts a Bohmian interpretation, probabilities may be regarded as merely epistemic,
or due to our ignorance of the positions of the particles, while in collapse theories, or
in the Copenhagen interpretation, probabilities are typically regarded as frequencies,
chances, or propensities, i.e., objective properties or powers of individual states or
events of the physical world. Consequently, in what follows, I will dedicate more
attention to explore the first issue by defending the following two claims:

(i) Indynamical reduction models a la Ghirardi, Rimini and Weber (1986), propen-
sities or dispositions might have a role, despite their (temporary?) irreducibility
to non-dispositional, categorical properties;

(i) In no-collapse interpretations, dispositions are dispensable: they are either
reducible (as in Bohmian mechanics), or their ascription amounts to a mere
‘re-labelling’ of the predictive content of the wave function (Bohr, Heisenberg).

The ‘might’ in (i) can be interpreted as a concession to prudence, and therefore
can be read in a conditional form: if there are dispositions in the quantum world,
then they are at home in collapse theories, and in particular in the dynamical models
proposed by GRW. In this paper, I am not trying to argue that GRW type of theories
require dispositions. For an unconditional defense of this claim, see Dorato, Esfeld
(2010). Howeyver, I am claiming that a dispositional reading of a particular version of
GRW provides an interesting alternative to the so-called ‘flash ontology’ presented
in Tumulka (2006a, 2006b) and in Allori, Goldstein, Tumulka, and Zanghi (2008).
Furthermore, the skeptical conclusion in (ii) does not prevent the fact that Bohr’s
interpretation can be made much clearer by an appeal to dispositions, especially
in order to make sense of his somewhat obscure appeal to ‘mutually exclusive and
jointly exhaustive properties’.

The plan of the paper is as follows. Since a basic question posed by the attempt
to introduce dispositions in QM is to clarify the very meaning of the concept of
‘dispositional properties’, in the first section I will briefly review some of the main
problems in the metaphysical literature on dispositions, in order to show that the
distinction between occurrent (i.e., non-dispositional) and dispositional properties
is not at all clear and sharp. The fact that in ordinary language no clear demarca-
tion criterion is available seems to push the philosopher of QM in two opposite
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directions: either all properties are to be treated as dispositional also in QM — sure-
fire dispositions and propensities alike, as maintained by Sudrez (2004b) —, or a
clear criterion can be found only in the particular context of QM.

In order to justify the legitimacy of linking the metaphysical notion of ‘dispo-
sition’ with the formal structure of QM, in the second section I will first discuss
Clifton and Pagonis’ (1995) proposal to regard the dispositional properties as the
contextual properties, and then advance my own view. In the third section, I will
review recent relativistic extensions of GRW type of dynamic reduction theories,
mainly due to Tumulka (2006a,b), and show how the so-called ‘flashes ontology’ of
GRW type of dynamical reduction models could be supplemented by an ontology of
irreducibly probabilistic dispositions. In the fourth, final section, I will discuss the
sense in which non-collapse views might be interpreted in a dispositional fashion,
and will conclude by briefly discussing the selection approach to QM advocated
by Sudrez (2004a,b). Sudrez’s approach deserves in fact a special discussion, as he
claims that the passage from the possession of a purely dispositional property (like
spin or position) to the manifestation of such a disposition in a measurement setting
is a real physical process. And yet his theory cannot be classified among the gen-
uine dynamical reduction models, as he does not provide any detailed physical story
about how such a process should occur (the when?, how? and where? questions that
a model like GRW’s tries to tackle).

9.2 Is the Distinction between Dispositional
and Non-Dispositional Properties Genuine?

First of all, and in order to fix terminology, I should state at the outset that in the
context of QM ‘dispositions’ or ‘tendencies’ are to be interpreted as qualitative,
intrinsic properties of physical systems. Propensities are to be regarded as proba-
bilistic, quantitative measures of the dispositions that single systems might have,
say, to localize in a region of space, as in certain dynamical reduction models.
Both physics and ordinary language are replete with what philosophers call
dispositional properties (in short dispositions): think of the paradigmatic cases
of ‘fragility’ ‘permeability’ or ‘irritability’. However, it is much more difficult
to characterize the feature of such properties that distinguishes them from non-
dispositional, or categorically possessed properties. And yet, a minimal success
in this enterprise seems important to all interpretive projects trying to establish
some role for dispositions in QM. If we were not able to distinguish dispositional
from non-dispositional properties even in ordinary language, what would we gain
by introducing dispositions in the philosophy of OQM? For example, if we had
to conclude that, from a general metaphysical viewpoint, all properties, physical
and non-physical, turned out to be dispositional,” referring to dispositions in QM

2 As in theories in which properties are regarded as the causal powers of the entities having them
(Shoemaker, 1984).
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would either be empty (one could simply talk about properties fout court) or would
deprive the philosophy of quantum mechanics of any vital contact with more general
metaphysical issues.

A first attempt at distinguishing the categorical from the dispositional might be
suggested by the fact that dispositions typically have a context of manifestation
(‘glass is fragile because in certain situations it breaks easily’), something pushing
us toward the claim that dispositions might be relational properties, i.e., properties
that are non-intrinsic or extrinsic in Langton and Lewis’ sense (1998).* However,
the attempt of drawing the distinction between the dispositional and the non dis-
positional in terms of ‘intrinsically possessed’ vs. relational or extrinsic fails: 1
agree with various scholars that a window pane would count as fragile indepen-
dently of any breaking context, and even if it will never break (see Mumford, 1998;
Sudrez, 2004b). So not only is relationality not necessary, but also not sufficient for
dispositionality, since ‘being a brother’ clearly does not count as a prima facie dispo-
sitional property. The fact that there are some apparently extrinsic dispositions, like
‘weight’, should not prevent us from acknowledging that at least some dispositions
look intrinsic and non-relational.

This remark seems to be relevant also for the philosophy of QM, as Popper’s
relationalism (1982) about dispositions notoriously led him to interpret quantum
dispositions as relational properties of quantum entities, linking them to the whole
experimental setup. According to Popper, who was obviously influenced by Bohr’s
thesis about the non-separability between quantum entities and classical appara-
tuses, an isolated particle would have no dispositions whatsoever. It seems plausible
to maintain that while the context of manifestation of fragility or permeability is the
necessary epistemic ground to believe in the existence of the relevant disposition,
a piece of glass would count as fragile even if it never broke, i.e., even if it never
manifested its disposition.

All this is well-known and basically agreed upon. However, it could be objected
that in a different possible world, made just of glass and liquid stuff that cannot
be accelerated beyond the speed that would be sufficient to break a pane of glass,’
glass would not count as fragile because no harder stuff would be present to break
it. Wouldn’t this show that there is a certain amount of relationality in the property
in question, as in all properties? In this case, fragility might seem to depend on the
fact that the laws of nature in the ‘liquid world’ prevent that liquid stuff from being
accelerated beyond a certain speed. And if laws are dependent on local facts in this

3 The reason for this second alternative is that it might be possible to define the difference between
the dispositional and the categorical just in terms of the formalism of QM, while admitting that such
a distinction has no application elsewhere. However, this option would raise some doubts about the
faithfulness of the explication of the word ‘disposition’, since part of its intuitive meaning would
be lost.

‘A property is intrinsic when its attribution to an entity x does not presuppose the existence of any
other entity. It is extrinsic or relational when it is not intrinsic.

5 This is added so as to prevent that the impact between glass and very fast-moving blobs of water
could break the glass.
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world, as Lewis’s Best System Analysis has it, there would still be a dependency
of fragility on what else is occurring in the world and on the presence of harder
stuff. And fragile objects would seem to be possessing their dispositional property
in an extrinsic way. On the other hand, if fragility were regarded as a microscopic
property of glass — that is, if it were reducible to, or fully explainable in terms of —
the microscopic structure and forces of the crystals composing glass, then it would
seem that the disposition in question could be ascribed to glass as one of its intrinsic
properties. But the meaning of the term, in the different possible world made just of
glass and liquid stuff in which glass never breaks, would be quite different.

Be that as it may, the possible dependence of (the ascription of the property)
‘fragility’ on the properties of other materials in the environment simply shows that
analyzing the distinction between dispositional and non-dispositional in terms of the
distinction between extrinsic and intrinsic carries the additional risk of attributing
any vagueness of the latter distinction to the former. And this is an additional reason
against accepting the above analysis.

Another possible attempt at distinguishing dispositional from non-dispositional
properties might consist in the fact that the former could be regarded as directly
observable only in the context of manifestation, while the latter would be always
observable. ‘Fragility’ might be the intrinsically possessed property of glass that
becomes manifest or directly observable only when a piece of glass breaks, while
a broken window pane displays the corresponding property at all times, and would
therefore be always observable. Analogously, a disposition like permeability, unlike
the property expressed by ‘being wet’, is not directly observable all the times, but
becomes observable only when the entity exemplifying it interacts with water or
other fluids.®

But also this attempt at distinguishing dispositional from categorical properties
fails: the earth’s gravitational field manifests the disposition to attract bodies toward
the ground at all times, and not just when we observe its manifestation in falling bod-
ies. By exerting an attracting force, the earth infact keeps any object firmly attached
to the ground at all times.” Furthermore, to the extent that fragility and permeability
are regarded as being identical with the microscopic, molecular structure of glasses
and sponges respectively, one could note that such a structure can be considered to
be observable at all times, albeit indirectly with the aid of electronic microscopes.
After all, don’t we observe through a microscope?

In a word, also this second criterion does not secure any firm ground, and fails.

For a more fruitful attempt at indicating the distinction in question, we could
look at the role performed in ordinary language by obviously dispositional terms.
Consider dispositions like ‘irritable’ or ‘poisonous’, which manifest themselves

6 It is possibly for this reason that Carnap argued that dispositional predicates were intermediate
between theoretical and observational terms (Carnap, 1936).

7 After general relativity, we may need to redescribe the situation by saying that the surface of the
Earth constantly manifests its disposition to not be penetrated, by pushing objects out of their free
fall. Thanks to Carl Hoefer for reminding me the need to take into account the post-Newtonian
paradigm of gravitation.
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when people get angry and, say, mushrooms poison the blood. From these exam-
ples, it would seem that the function of dispositional terms in natural languages is
to encode useful information about the way objects around us would behave, were
they subject to specific causal interactions with other entities (often ourselves). This
remark shows that the function of dispositional predicates in ordinary language is
essentially predictive. Consider the evolutionary advantage of classing all animals
or people around our ancestors as ‘dangerous’ or ‘innocuous’, as ‘peaceful” or ‘fero-
cious’. In learning that a particular mushroom is ‘poisonous’, a child learning the
language also learns to stay away from it whenever she recognizes one.

Clearly, this analysis of the distinction between dispositional and categorical
properties can be correct only if it can be shown that prima facie examples of
categorical terms, like ‘is broken’ (vs. ‘is fragile’) or ‘is dissolved in water’ (vs.
‘is soluble’) do not have a similar predictive function. And it seems to me that a
distinction ‘of degree’ between the categorical and the dispositional can be traced
in such cases. I say ‘of degree’, because any attribution of a property to an entity
involves a certain amount of predictability, even if one does not accept Sellar’s and
Brandom’s inferential theory of meaning (Brandom, 1994). If we know that ‘salt
has dissolved in water’, of course we also know a good amount of things about
salted water (a categorical state/property of the liquid),® and this might be true sim-
ply in virtue of the fact that properties just are the causal powers of entities. In this
case, however, any clear-cut distinction between dispositional properties (powers)
and non-dispositional properties is also dissolved.

Despite this remark, I think that it is still fair to say that in dispositional terms
the predictive role is much more explicit or evident, a fact which could explain
why natural languages and especially folk psychology, are so replete with predi-
cates like jealous, amiable, and peaceful, etc. I say ‘more evident’ because of the
well-known link of dispositions with the modal talk presupposed by causes, coun-
terfactuals and laws. A stone causes the manifestation of the disposition ‘fragile’
(and therefore causes the breaking of the glass) because it causally interacts with
its microscopic structure, the categorical basis of fragility itself. Counterfactuality
is involved because the attribution of the disposition ‘soluble’ to salt entails that in
the appropriate context, salt melts, while the regularity with which the fragility of
glasses is manifested refers to a regularity or a law of nature capturing the behaviour
of the micro-constituents of glass.

In a word, the fact that we cannot analyze dispositions by using conditionals
does not prevent us from advancing the following claim: dispositions express and
encode, directly or indirectly, those regularities of the world around us that enable
us to predict the future. If this is their main role and function in ordinary language,
we understand why their distinction from intuitively non-dispositional properties is
just one of degree.

That the distinction between dispositions and categorical properties cannot be so
sharp is further confirmed by Mumford’s analysis of the problem of the reducibility

8 Likewise, if the window is broken, we know we shouldn’t walk bare foot in that area.
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of dispositions to their so-called ‘categorical basis’. According to Mumford (1998),
the difference between a dispositional property like fragility and the microscopic
property of glass constituting its categorical basis is merely /inguistic, and not onto-
logical. Referring to a property by using a dispositional term, or by choosing its
categorical-basis terms, depends on whether we want to focus on, respectively, the
functional role of the property (the causal network with which it is connected), or
the particular way in which that role is implemented or realized.

But notice that if we agree with Mumford’s analysis, it follows that it makes
little sense to introduce irreducible quantum dispositions as ontological hypotheses.
If, by hypothesis, no categorical basis were available, we should admit that we don’t
not know what we are talking about when we talk the dispositional language in QM,
quite unlike the cases in which we refer to ‘fragility’ or ‘transparency’, in which the
categorical bases are available and well-known. Introducing irreducible quantum
dispositions would simply be a black-box way of referring to the functional role of
the corresponding property, i.e., to its predictive function in the causal network of
events.

The upshot of this brief survey on the metaphysics of disposition should be clear.
The predictive function of dispositions illustrated above — as well as Mumford’s
view about the conceptual, non-ontic distinction between the categorical and the
dispositional — should be attentively kept in mind when we will discuss the ‘disposi-
tional nature’ of microsystems before measurement, or the irreducible ‘dispositions
to localize’ possessed by microsystems in dynamical reduction models.

In a word, the use of the language of ‘dispositions’ by itself does not point to
a clear ontology underlying the observable phenomena. On the contrary, when the
dispositions in question are irreducible and their categorical bases are unknown,
such a use should be regarded as a shorthand to refer to the regularity that phenom-
ena manifest and that allow for a probabilistic prediction. Consequently, attributing
physical systems irreducible dispositions may just result in a more or less covert
instrumentalism, unless the process that transforms a dispositional property into a
categorically possessed one is explained in sufficient detail.

In a word, friends of dispositions might end be up using an elaborate or fancy
metaphysical language to redescribe measurement interactions, especially if they
are not ready to provide a precise, exact physical theory about when and how a
dispositional property corresponding to a state of a system which is not an eigenstate
of the observable turns into a categorically possessed property. As we will see, this is
the main difficulty with Bohr’s philosophy interpreted in a dispositional way, or with
Sudrez’s otherwise brilliant attempt at using dispositions to solve the measurement
problem (2004b).

9.3 Dispositions and Categorical Properties in QM
The history of the attempts at introducing dispositions in QM is long and significant

(Margenau, 1954; Heisenberg, 1958; Redhead, 1987; Maxwell, 1988), but here I
will discuss only the two most recent attempts at linking the language of dispositions
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to the formalism of QM.? The first is due to Clifton and Pagonis (1995) and links
dispositionality to contextuality. The second is due to Sudrez (2004b), and relates
dispositions to a selective interpretation of QM. If one is careful enough to avoid
some misleading associations of the word ‘contextual” with ‘relational’, I think that
both are perfectly compatible with each other and with my own view.

As I see the matter, the introduction of a dispositional language in QM is based
on the replacement of ‘dispositional properties’ with ‘intrinsically indefinite proper-
ties’, i.e. properties that before measurement are objectively and actually ‘indefinite’
(that is, without a precise, possessed value). The following two postulates express
what I regard as the essential tenets of a dispositionalist approach to the interpreta-
tion of QM, and specify the meaning of a dispositional property in the context of
the formalism QM:

P1 a property of a system describable by QM is categorically possessed if and
only if the state it corresponds to is an eigenstate of the observable. Otherwise it
is dispositional. In this sense, mass, charge, spin are to be regarded as intrinsic,
categorically possessed properties, since they are always definite.'?

P2 the passage from dispositional to non-dispositional magnitudes is the pas-
sage from the indefiniteness to the definiteness of the relevant properties, due to
in-principle describable, genuine physical interactions of quantum systems with
other systems, that typically possess a much larger number of particles.

P2 in particular refers to the process that transforms an objectively, mind-
independently indefinite magnitude into a definite one, and allows me to link the
manifestation of dispositions with precisely described measurement interactions
between quantum systems and larger physical systems.

This sense of dispositionality will be adopted here in order to interpret the GRW
dynamical reduction models from a metaphysical viewpoint, and seems quite close
to what Heisenberg had in mind in the following, often quoted passage, which
refers to the well-known thesis that QM reintroduces Aristotelian potentiae as inter-
mediate ‘between full being and nothingness’: ‘Therefore, the transition from the
‘possible’ [dispositional] to the ‘actual’ [categorical] takes place during the act of
observation [a correlation] ... we may say that the transition from the ‘possible’
to the ‘actual’ takes place as soon as the interaction of the object with the mea-
suring device, and thereby with the rest of the world, has come into plays; it is not
connected with the act of registration of the result by the mind of the observer.’
(Heisenberg, 1958, 54).!1

The best way to justify these two postulates, and especially the second, is by
briefly reviewing the interpretive proposals offered by Clifton and Pagonis and
Sudrez.

9 For a review, see Dorato (2007) and Suérez (2007).
10 Here I respect the standard eigenvalue-eigenvector link.

1 Words in square brackets have been added by me and reformulate Heisenberg’s language by
using the key terms adopted here.
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9.3.1 Clifton and Pagonis on Dispositionality as Contextualism

P1 is equivalent to Clifton and Pagonis’ strong contextuality. The idea of contex-
tuality is simple. Assign a certain value to the square of the operator ‘spin in the
z direction” — call it S2, — when it is measured together with S, and Szy in the
direction x and y. If 82Z is not contextual, we must get the same value if we mea-
sure it together with S,» and Szy’, assuming that the direction x” and y’ are different
from x and y. Contextualism is quite widespread a phenomenon in QM, and it seems
to entail that some QM ‘properties’ are not sharply possessed before measurement,
since otherwise they could not manifest themselves in different ways, according to
the type of measurement we perform.

Consequently, in QM we seem to have fwo kinds of intrinsically possessed prop-
erties, depending on the way the system has been prepared before measurement. If
the system has a definite value also before measurement and the latter just reveals
it with probability 1, we have either a non-dispositional, categorically possessed
property, (a weakly contextual property), or we have what we could call a determin-
istic, ‘sure-fire’ disposition (Sudrez, 2007). On the contrary, if the value revealed by
measurement causally depends on the interaction, we have a strong form of con-
textualism that, according to Clifton and Pagonis, implies the presence of intrinsic
dispositions (Clifton and Pagonis, 1995, 283), or simply probabilistic dispositions,
i.e., propensities.

This aspect of Clifton and Pagonis’ approach is quite similar to my first postulate
above; put it in different words, we could also express the identification of the dis-
positional with the contextual by noting that in QM we cannot assume that there is
a one-to one correspondence between an operator and an observable: contextualism
or dispositionalism as expressed in P1 bans a certain form of ‘naive realism about
operators’ (Daumer et al., 1996).

The proposal to establish a significant link between contextuality and disposi-
tionality is open to two objections, which, in my opinion can both be tackled.

The first objection is based on the fact that contextuality itself has recently been
the target of various critical remarks, especially by philosophers working in the
bohmian group. They claim that, after all, it is quite trivial that if we perform dif-
ferent measurements, we are going to obtain different results (see Goldstein, 2009,
Section 12). Why make such a fuss about contextualism? If this objection were cor-
rect, however, also dispositionalism as defined by Clifton and Pagonis would be a
trifling matter, since it is defined in terms of the former notion. The second objection
points to the fact that contextualism entails a kind of extrinsic-ness or relationality
of dispositions, a position that we have already rejected. Let us analyze these two
objections in turns.

I disagree with Goldstein’s opinion for two different reasons. First, contextual-
ity has an important role as a premise of fundamental no-go theorems against the
possibility of assigning simultaneously definite values to systems whose dimension
is greater than 2 (Kochen and Specker, 1967). And these theorems seem certainly
important contributions to our understanding not just of the formal structure of QM,
but also of the possibility of simultaneously attributing well-definite properties to
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certain quantum systems, which is part and parcel of the interpretive task spelled
out in Section 1. The fact that we can deny the significance of these theorems for
QM only by endorsing contextuality/dispositionality (alternatively, by denying non-
contextuality) is not a trifling matter. In classical physics, measurements typically
do reveal pre-existing properties, and the fact that in quantum systems before mea-
surement one cannot rely on categorically possessed properties in the sense given
above by P1) and P2) cannot be deemed as being without significance.

The second counter-objection is that the superposition principle is the distin-
guishing mark of QM with respect to classical mechanics (Dirac, 1930), and
superpositions are not ignorance interpretable. It follows that the passage from ‘the
dispositional’ to ‘the actual/categorically possessed’ is a very important feature of
QM, because it is the passage that takes us from a superposition of states to one
particular state with a certain probability. Such a passage is obviously involved in
the process of measuring a quantum entity in a superposed state, which is arguably
the central aspect of the theory that still needs to be explained.

Going now to the second objection, what is instead potentially misleading about
identifying dispositionalism with contextualism is the fact that contextual proper-
ties seem to have been identified with extrinsic, relational properties, contrary to
what was argued in Section 9.2. If the value of the spin measured on S)% depends on
whether we observe it with S§ or Si/, there seems to be a clear sense in which not

only is the spin in question not possessed before measurement, but the disposition
itself (i.e., the property of manifesting a definite spin in a given direction) depends
on other properties of other entities. However, we should notice that it is the mani-
festation of the spin that is relational, not the disposition itself, which is as intrinsic
at it may be.

A simple example, made by Albert (1992), will help us to make the point. If we
reverse the polarity of a magnet of a Stern-Gerlach apparatus, and measure the spin
of a particle that is in a superposition of spin in the z direction, we obtain a result
that is opposite to what we obtained before the reversal. The very same intrinsically
possessed disposition can, depending on what measurement we perform, be mani-
fested in different ways, for the simple reason that there is no preexisting definitely
possessed property of having spin in the z direction. So there is a legitimate way to
defend the (correct) view that dispositionality is as intrinsic as it may be.

9.3.2 Sudrez on Dispositions

Sudrez construes dispositions in QM in a similar manner, but links his understand-
ing of dispositions to Fine’s proof of the unsolvability of the measurement problem
(Sudrez, 2004b). According to Sudrez, dispositions are possessed by quantum sys-
tems all the time, even when they are not manifest, and this agrees with the previous
point that dispositions are intrinsic properties of quantum systems. Importantly,
selections are a subclass of measurements, since while the latter are interactions
with all the properties of a quantum system, selections pick out just one of the many
intrinsic dispositions of quantum systems.
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There is one minor difference between Sudrez’s view and my definition P1, as
in a recent paper he introduces sure-fire dispositions: ‘If object O possesses the
deterministic propensity D with manifestation M then: were O to be tested (under
the appropriate circumstances Cp, Ca, . .. etc) it would definitely M with probability
one.” (2007, p. 429).!? This would entail that preparing a system in state ¥ and
measuring it afterwards would count as measuring a sure-fire disposition rather than
a categorical property.

Although this difference might seem purely terminological, I prefer to refer to use
‘disposition’ for properties of entities whose state is not an eigenstate of the observ-
able, i.e., for magnitudes that are not sharply possessed. First of all, my choice helps
to focus on ‘the collapse’ of a state ¥ in superposition as a transition from indefinite-
ness to definiteness of magnitudes, rather than as a transition from propensities to
sure-fire dispositions. Furthermore, in bohmian mechanics the particles’ positions
would count as dispositional properties in Sudrez view (‘a sure-fire disposition’),
and their difference with spin would be specifiable simply in terms of a probabilis-
tic rather than a deterministic descriptions. On the contrary, if we accept the view
that we have dispositions relative to observable O whenever we do not have previ-
ous values for O = > ay |v,) (v, |, the interesting question will of course become

n
whether dispositions are reducible to some kind of categorical basis, as it is the
case with Bohmian mechanics, or are not so reducible, as it is in the case in other
interpretations to be discussed.

There is one last objection that we must discuss before broaching the GRW’s
ontology from a dispositionalist viewpoint: what sense does it make to claim that
a system has a dispositional property when it lacks a precise value for the corre-
sponding quantity? Shouldn’t we say that when a physical system lacks a precise
value before measurement, not only is there no corresponding categorical property,
as it is obvious, but also that there is no dispositional property either? Shouldn’t we
say that talking of properties, even if dispositional ones, is made obsolete by QM’s
contextuality, and that we should not pour old metaphysical wine in the new barrels
provided by mathematical physics? (Daumer et al., 1996).

Well, claiming that a quantum system in a superposition of spin has a disposition
for acquiring a precise spin even when if it has no precise spin is at the heart of a
dispositional reading of QM. But we should admit that claiming that a system has
no precisely possessed property at all before measurement, and that it possesses a
disposition to manifest a definite property after a correlation with a larger system,
should not be regarded as two perfectly equivalent ways of speaking. In the latter
description, we are finding a request of explaining something that we still don’t
understand in detail, namely the existence of a genuine transition from an indefi-
niteness to a definiteness that is to be regarded as a real physical process, and which
should be further studied with the experimental and technical resources of physics.

Accepting the claim that a quantum entity is to be (currently) regarded as a node
of dispositions is not a crazy idea, as long as this way of speaking presents some

12 1 thank Sudrez for having sent me his manuscript.
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advantages relatively to the other, non-property talk. But what kind of advantage
can it be, considering that dispositions, typically, don’t explain much? Are we back
to the virtus dormitiva explanation? This is what we will have to inquire in the next
section.

9.4 Adding Dispositions and Propensities to GRW

I should make clear from the start that GRW’s dynamical reduction models do not
explicitly rely on dispositions. However, neither do they exclude their existence.
In order to see what we could gain by introducing a dispositional language, I will
therefore try to summarize the main features of the best known dynamical reduction
models by relying on a language introducing irreducible propensities.

According to one of the non-relativistic versions of the dynamical reduction
models proposed by GRW (Ghirardi et al., 1986), each non-massless micro-system
whose wave function has a certain spatial spread has an irreducible probabilistic
disposition — a propensity — to localize in a region of space given by a diameter of
o = 107 cm, in average once every 10'© s. The probability of a decay per second
is therefore 1/t = 1/10'°. These two parameters become two new constants of
nature, and specify fo what and how often the localization process occurs.

Obviously, if the system is composed only by one particle, this can remain unlo-
calized in average for 100 million years (approximately corresponding to 10! s),
but since the propensity for a localization is defined with a Poisson distribution such
that the probability for the localization of N non-massless particles is N/7, a system
made of N = 10?3 particles will undergo in average 107 localizations per second,
and will therefore remain in a dispositional, superposed state for less than 1077 s.
Accordingly, in a cubic centimetre, there are approximately 107 = 10?3/10'6
events of localization, or ‘flashes’, which ensure and explain the localization of the
macroscopic objects with which we are familiar from our experience.

The localization of a whole system is a consequence of the fact that even if a
system is in a dispositional, superposed state, the multiplication of the wave function
by a Gaussian localization operator (‘the hit”) effectively kills the other components
of the superposition that are not located close enough to the center of localization.

Analogously, in the relativistic extension of the GRW theory, due to Tumulka
(20064, b), we are given a set of localization events (flashes) and a rule for calcu-
lating the probability for the next flash to occur as specified by the wave function.!'?
Here is how J. S. Bell summarized this flashy view of the physical universe:
‘However, the GRW jumps (which are part of the wave function, not something
else) are well localized in ordinary space. Indeed each is centred on a particular
spacetime point (x, 7). So we can propose these events as the basis of the ‘local

13 Interestingly, in this flash model there is no need of postulating a privileged frame for the local-
ization, as it happens with the model in which the mass-density localize. Still, the model suffers
from other difficulties on which here I cannot enter.
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beables’ of the theory. These are the mathematical counterparts in the theory to real
events at definite places and times in the real world . . .. A piece of matter then is a
galaxy of such events.” (Bell, 1987, 205).

In a different model of the theory, the fundamental entity is a scalar field
o = p(r,t) defined on Newtonian spacetime, with p being, at the macroscopic scale,
what we call mass density of physical objects. In this interpretation, the wave func-
tion ¥ (ry,...r,,t) describes the system at a given time, and the square modulus
of ¥ determines, for each particles i, how much stuff (p;) there is in a given cell:
p(r,t) = > m;pi(r,t). Even though the density of microscopic objects can be in a

superposedl, dispositional state and therefore enjoy ‘the cloudiness of waves’, due
to the localization mechanisms the mass density of macroscopic objects acquires a
precise value in a split second, and the object localizes somewhere via an irreducibly
stochastic event.

We should notice that while the wave function leaves in an abstract 3N dimen-
sional space, the flashes and the scalar field are both in spacetime, since they are
localized wherever the collapse events occur. Important for the purpose of introduc-
ing irreducible propensities is the remark that the time and place of the localization
processes (their center of collapse), as well as the particular particle or cell that
is involved, are chosen at random, and so the localizations themselves are to be
regarded as ‘spontaneous’, or simply uncaused. The crucial question at this point is:
if this is correct and intended in the model, why introducing dispositions or single-
case propensities, if the latter are regarded as causes of the localizations that are
‘inherent’ in each microsystem?

First of all, propensities need not be presented as causes of the localization pro-
cess, since we cannot rule out that the collapse be ‘spontaneous’, or uncaused.
Admittedly, there is nothing in the formalism of GRW suggesting this reading, and
if the theory remains ‘phenomenological’ as it is now, the propensity theorist is
happy to accept that the real tendency that each single microsystem has to localize
is irreducible, but still needed to attribute single case probabilities to individual par-
ticles. In this hypothesis, it would make sense to say that a universe composed by a
single proton would harbour a particle with a disposition to localize once every 100
million years: no reference to ensembles of particles would be possible and there-
fore no frequencies. In our universe, frequencies would simply be supervenient on,
and a manifestation of, such individually possessed propensities.

Frigg and Hoefer (2007), however, have argued that a Humean Best System
(HBS) analysis of GRW’s probabilities is more plausible than a dispositionalist
analysis, and that single case propensities are not needed to defend the view that the
probabilities introduced by GRW are as objective and as non-epistemic as it gets.
(Frigg and Hoefer, 2007). After all, HBS’ chances are based on all the local facts
in the universe’s entire history, and are therefore not to be conflated with subjective
degrees of belief as in Bayesian probabilities. Since HBS chances have a factual
grounding, they must be regarded as ‘objective’. Only, these local facts in the uni-
verse history are to be conceived non-dispositionally; probabilities, consequently,
are not grounded in modally conceived propensities or powers.
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However, it seems to me that the main weakness of a HBS analysis of GRW prob-
abilities depends on its reliance on Lewis’ analysis of the nature of laws of nature. If
GRW probabilities depend on the probabilistic laws organized within a HBS of the
theory, but such laws are, as Lewis has it, supervenient on the local, non-modal facts
of the history of the entire universe, how can we make sense of conditional probabil-
ities, which refer to relations among state of affairs, and therefore to universal? In
my view of laws, law-statements are made true by, or more prudently, simply refer
to, the dispositions or causal powers possessed by physical systems (Dorato, 2005).
From this viewpoint, it is not clear how a HBS reading of the GRW theory can
defend an objectivist view of probabilities or chances (namely, a non-subjectivist,
non-Bayesian approach allowing us to go beyond states of beliefs) without commit-
ting itself to some mind-independent property or relations that microsystems have,
and therefore, in a plausible view of properties or relations, to dispositions or causal
powers.

In Lewis’ original idea, what propensity theorists call ‘disposition to collapse’
really refers instead to the whole mosaic of local states of affair, on which collapse
laws supervene as axioms or theorems of a single theory combining simplicity and
strength. However, not only are simplicity and strength language-dependent virtues,
but they are also intersubjectively shared but merely epistemic virtues. Laws in HBS
denote nothing but lists or histories of events or occurrent facts, and it is not clear
at all whether the Humean mosaic includes or not properties or universals. This
alternative generates a dilemma.

If we opt for the former, nominalistic reading of HBS (no property is admitted in
the HBS/Lewisian ontology) there are troubles that cannot be overcome. As antic-
ipated before, the probability of the next flash given a set of flashes and the initial
wave function is a conditional one, so what we really have is a relation between
them. Now, how can we claim that this conditional probability describes some-
thing in an objective way and is not epistemic if it doesn’t refer to such a relation
but is simply about a bunch of disconnected, local states of affairs? The question
is that if HBS theorists granted that laws in HBS describe relations, they would
have thereby overcome nominalism, and therefore one of the main motivations of
an HBS’ analysis of laws and probabilities.

But perhaps there is nothing inherent in the Lewisian point of view that rules out
properties being part of the Humean mosaic, as long as they are conceived as occur-
rent properties, as opposed to modal ones.!* Modally conceived properties would
infact be dispositions or propensities. And this is the second horn of the dilemma:
on a reasonable view of properties, in fact, X is a property of Y if and only if X is a
causal power of Y or X is identified by the causal powers of Y (Shoemaker, 1984).
And modally conceived properties or propensities have to be readmitted again also
by the HBS theorist.

Well, maybe we should not saddle the interpretation of quantum probabili-
ties with complicated metaphysical questions about the identity conditions for

14 This objection has been voiced by Roman Frigg.
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properties. But even if we granted this point, there seems to be another difficulty
looming for the HBS reading of the GRW’s chances. It is not clear to me how, with-
out asking some help from actual frequentism about actual histories, one is going
to distinguish between chancy histories governed by probabilistic laws from ‘deter-
ministic histories’ governed by sure-fire laws. But since Frigg and Hoefer correctly
claim that an appeal to frequentism is a non-starter for GRW, shouldn’t they be com-
mitted to the existence of propensities in order to make sense of objectivist chances,
in the same sense in which Lewis himself is committed to universals in order to add
some objectivist constraint to the simplicity and strength of our chosen language?
(Lewis, 1983).

Frigg and Hoefer could reply that frequencies are part of the Humean mosaic and
hence ground probability claims. The difference between HBS and frequentism is
that the former position does not assign probabilities solely on the basis of frequen-
cies and also takes other epistemic virtues into account (simplicity, strength, etc.).
In this way the HBS theorist may drop the notion of a Kollektiv, which causes well-
known troubles to the von Mises-type frequentist. But this does not mean that the
HBS theorist is oblivious of frequencies, or that he needs to resort to propensities.

However, note that virtues like simplicity or strength are possibly intersub-
jectively shared (weakly objective), but are at best a guide to discover mind-
independent facts, as they are epistemic and language-dependent virtues. In conclu-
sion, the only grip on mind-independent (strongly objective) probabilities that the
HBS theorist has is yielded by frequencies: the HBS position then faces a dilemma,
since it seems either to collapse on frequentism with all its known problems, or onto
epistemic views of probability, which are close to subjectivism or bayesianism.

An additional important reason to introduce propensities in GRW should be con-
sidered: in the mass density version of the theory, we could try to defend the view
that the propensities to localize that each microsystem possesses allow to explain
the definiteness of the macroworld, in the sense that they allow a unification of the
micro and the macro-world, characterized by a unique dynamics.'® And in the flash
version of the theory, where macroscopic objects are collections of ‘hits’, we could
redescribe the ontological assumption of the theory by saying that quantum, non-
massless microscopic objects whose wave-function has a certain spread in space are
a collection of propensities to localize in a small region of space. In both versions,
according to GRW, QM is a universal theory, governed by a modified, non-linear
Schrodinger’s equation. ‘Universal’ here means that it applies to the micro and
macro-world: while single non-massless particles or the microscopic density of stuff
may be in superposed states for a long time, despite their propensity to localize,
macroscopic bodies are a collection of localization processes.

However, there are two objections to the view that propensities in GRW might
explain. One is that all dispositions are in general explanatory empty, the other is that
in our particular case the explanatory work is really performed by the actual flashes

15 This objection was raised by Frigg.
16 For the theory of explanation as unification, see Friedman (1974), and Kitcher (1976).
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or by the localization of mass density, which are events or processes in spacetime. To
the extent that GRW explains by unifying, it is flashes or the localization process of
the mass density that ‘unify’, not the propensities to localize, which are unnecessary.
Let us quickly analyze these two objections in turn.

The first objection is well-known: do I explain why a piece of glass broke by
pointing to its fragility? Well, if I know what fragility refers to (the microscopic
structure of certain stuff), I do explain why this piece of glass broke by mentioning
its fragility, but simply because fragility refers to the structure of glass. However,
since the alleged propensity to localize in GRW is ungrounded — according to
GRW collapses are spontaneous and there is no hidden mechanism for them —
how can I claim to explain the localization by adducing an ungrounded disposition?
Nevertheless, if I claim that a cloth is impermeable and know nothing about the fab-
ric of the stuff it is made of, there is a sense in which I do explain why I did not get
wet, even though for a deeper explanation I need to revert to chemistry. If we agree
that explanations have a pragmatic component, and can be regarded as answers to
why-questions that depend on the knowledge state of the questioners, why would the
piece of information that the coat is impermeable to water fail to provide a prima
facie explanation for why I did not get wet? If I did not know that the coat was
impermeable, coming to know this makes me understand why something occurred.
For sure, the kind of information provided by dispositions is weakly explanatory,
but in some circumstances it can be regarded as providing comprehension.

In the case of the second objection, it must be admitted that the localization
process and the propensity to localize are equivalent in terms of unification: we
can either describe an object as a swarm of flashes, or depict it as made of parti-
cles with a propensity to localize. Equivalently for the mass density version of the
theory. The unification is realized in both ways of speaking: if propensities are not
indispensable, however, they cannot be ruled out either.

Three final advantages of the propensity talk can be mentioned: if the propensities
to localize are metaphysically prior to the localization events, and, contrary to Allori
et al. (2008), are ‘metaphysically primitive’, we can presuppose that localization
events are something that occurs to microsystems in both versions of the theory.
And then, by starting with continuants endowed with propensities we might have
a better chance to reconstruct a more stable notion of our familiar objects, as bare
flashes could not be sufficient!” (see Frigg and Hoefer, 2007).

Second, if we do not consider the manifestation of the disposition (i.e., the flash
itself) as explanatorily ultimate, but leave the room open for a future grounding of
the disposition to localize, we may have heuristic reasons to develop GRW, which
is still a merely phenomenological theory, into a deeper theory, possibly invoking
noise coming from gravitational phenomena (quantum gravity).

17 This objection is voiced by Frigg and Hoefer (2007), without attempting to counter it.
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Third: we do not take into our ontology the configuration space, as Albert and
Clifton and Monton did also for GRW: in order to make sense of the role of the wave
functions, propensities to localize are enough.'®

While it must be admitted that none of these three arguments is knock-down,
there is little doubt that if we characterize dispositions as we did in the second
section, the transition from the indefinite to the definite required by P2 in the present
case is illustrated by a theory that is exact in the sense of Bell, as it tells us precisely
how often and where the propensity to localize is manifested. It is in this sense that
GRW is the best illustration of Heisenberg’s idea that QM reintroduces potentiae
(which however are to be regarded as real properties) and subsequent transitions
to actuality: if we believe that quantum systems before measurements do not have
precise values, GRW’s postulation of propensities to localize gives us a reason to
believe that objects have definite properties when we look at them.

9.5 Dispositions in (some) Non-Collapse Models:
Bohr’s Interpretation

Despite the fact that trying to figure out what Bohr really thought about QM is a
difficult, if not desperate enterprise in the space of a short paper, there seem to be
two main readings of his approach.

The first comes from a peculiar combination of neopositivist and kantian influ-
ences, the second, too often neglected, is based on a dispositionalist reading of his
principle of complementarity, to be proposed in the remainder or this section.

The neopositivist strand comes from an application of Einstein’s analysis of the
notion of simultaneity (1905) within the context of the measurement process of
QM. Exactly as, according to Einstein, it is meaningless to claim that two events are
simultaneous, unless we have specified a particular operational criterion to establish
when and in which circumstances two spacelike-related events are to be regarded as
‘co-occurring’, according to Bohr it is meaningless to attribute a definite property
to a quantum system unless we specify a classical measurement context.

Such a first reading of Bohr’s understanding of a quantum system before mea-
surement is authoritatively preferred, for example, by Michael Redhead (1987,
49-51). Jan Faye, stressing as he does that Bohr was an entity realist while accepting
a form of antirealism about QM as a theory!® (Faye, 1991), could certainly concur
with the view that according to the Danish physicist it is meaningless to attribute
before, and independently of, measurement any kind of properties to quantum
systems.

The Kantian strand of this first reading comes from the possibility of consider-
ing the classical language with which we describe the measurement apparatuses as

18 A similar point has been advocated by Sudrez for Bohm’s ontology (2007).

19 This means that the wave function for him was simply a bookkeeping devise good for
predictions, but theoretical entities existed in a mind independent fashion



214 M. Dorato

a transcendental condition of possibility to refer to the quantum, noumenal world.
Notice that classical apparatuses and quantum entities for Bohr are inseparable, due
to the non-divisible nature of the quantum of action that is exchanged between the
two. Now, if we really wanted to develop an analogy with Kant’s theory of knowl-
edge, we should say that the Kantian categories and the pure forms of intuition are
to phenomena of the outer world like the classical apparatuses are to the quantum
world. Exactly as the ‘phenomena’ for Kant are the way in which the noumenal
world appears to minds endowed with pure forms and categories like ours, the
manifestation of the quantum world via the choice of a classically describable appa-
ratus must be regarded as an inextricable relation between the noumenal (an Sich)
unknowable quantum world and a non-quantum, classical measurement system.

Such a Kantian strand can somehow introduce the second dispositional reading of
Bohr that I want to broach now and that I prefer. According to Bohr, two properties
are complementary if and only if they are mutually exclusive and jointly exhaustive
(see Murdoch, 1987). I take that this slogan is a central part of Bohr’s interpretation
of QM. We say that they are mutually exclusive because, from the point of view
of the classical language, they can be attributed to the same system at the same
time only via a contradiction: in classical terms, nothing can be both a particle and
wave (if we regard ‘having position’ and ‘being a wave’ as referring to categorical
properties).

However, from a dispositional point of view, if we refer to a quantum entity,
this duality is perfectly legitimate, because we can attribute the same particle at
the same time (i.e., before measurement) a disposition for a particle-like behaviour
and a disposition for a wave-like behaviour. Such dispositions are later selected by
the kind of experiment we wish to perform. The choice of this word ‘selection’ in
not casual, as Sudrez bases his dispositionalist approach to QM on the view that
measurements chooses or selects a particular, intrinsic disposition of the quantum
entity (Sudrez, 2004b). This shows, by the way, that his view is not at all too distant
from Bohr’s as I presented it here.

The presence of two dispositions is the reason why in a double-split experiment,
complementary properties like the trajectory of the particle (its position) and the
interference pattern cannot be simultaneously revealed by the same experiment,
given that any apparatus obeys classical physics. Either we know the split through
which the particle went, but then we destroy the pattern of interference, or we save
the interference, but then we cannot know where the particle went.

On the other hand, if we refer to a quantum system before measurement, the com-
plementary properties must be regarded as jointly exhaustive, because any attempt
at attributing a not-yet measured system only one of the two properties would yield
an incomplete description of the quantum system. In a word, an electron is neither
a particle nor a wave, but has dispositional features belonging to both concepts.

Despite lack of direct evidence for the interpretation of Bohr that I am suggesting,
I think that it is not absurd to attribute to an entity realist like Bohr the view that
microsystems have real tendencies to display well-defined measurement values in
a given experimental context, that somehow ‘extract’ some ‘latent aspect’ from a
mind-independent entity. In this way, Bohr’s reading would not differ too much
from Heisenberg’s.
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At this point, it should be obvious why also my second claim seems to be sup-
ported. If we attribute a micro-system M a ‘real disposition’ to show a certain
definite value in a measurement context described by a classical apparatus, we
explain away certain apparent contradictions of his philosophy, of which he has
been accused even by Bell (1987). The problem of a dispositional talk is that in
the context of his philosophy it does not improve the physics, as it just amounts to
saying that if we measure a quantum system in a superposition with a particularly
prepared physical system, we get a definite result. Since we are not told how, when
and why such a definiteness comes into being, the corresponding lack of exactness
seems fatal to a realistic project of understanding the physical world.

Despite the introduction of dispositions, all well-known problems of Bohr’s phi-
losophy remain intact, in particular whether the distinction between the classical and
the quantum world is pragmatical and contextual, or is rather physically describable
in a precise way.?’ In the former case, Bohr’s solution to the measurement prob-
lem, even with the addition of intrinsic dispositions for position, momentum, spin,
etc, is fine for all practical purposes but is simply an instrumentalistic manoeuvre,
covered with a realistic-tasting spice, given by the introduction of dispositions. Of
course, there is nothing wrong with instrumentalism per se, but it should be recog-
nized that adding dispositions to a philosophy that, like Bohr’s, denies the reality
of the collapse, simply adds coherence to his view of QM without increasing our
understanding of the physical world.

9.5.1 Sudrez’s Selective Approach to the Measurement Problem

Unfortunately, it seems to me that the same analysis holds also for Sudrez approach
to dispositions as selections: ‘A selection is an interaction designed to test a par-
ticular disposition (Fine’s ‘aspect’) of a quantum system. Among the dispositional
properties I include those responsible for values of position, momentum, spin and
angular momentum. In a selection, the pointer position interacts only with the
property of the system that is under test’ (Sudrez, 2004b, 232). In order to repre-
sent a given dispositional property, Sudrez claims that we can exploit the fact that
‘for every property of a quantum system originally in a superposition there is a
mixed state which is probabilistically equivalent (for that property) to the superpo-
sition’ (Sudrez, 2004b, 242). Take for instance the two following states, representing
respectively the pure state of spin along x, and the mixture W(x):

v = (1/ﬁ) |upx)1 |down,), — (1/ﬁ) |down,) |upx>2

1 1
Wx) = Ep[up, down] + EP[down, up]

20 The complaint that Bohr’s philosophy relies on an unclear distinction between the classical and
the quantum has been notoriously voiced by Bell (1987).
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Sudrez supposes that the pointer position interacts with only one property of
the system W(O), in the example represented by W(x), with O being a particular
observable, in our case ‘spin along x’. W(0O) is not the full state of the system, but
simply the state corresponding to its property O.

Now, I think the decisive question to ask is the following: how does a selection
of a disposition occur, namely is the selection a physical process? If we deny that
selections are physical process, the ascription of dispositions to quantum systems
is deprived of any interest. By taking this horn of the dilemma, of course we don’t
have to provide detailed explanations of the selection process, but the ascription
of dispositions that are selected by the measurement apparatus looks like a merely
formal trick to give an account of the transition from pure states to mixtures. It is a
solution by fiat, so to speak.

On the other hand, by taking the other horn of the dilemma and accepting that
selections are genuine physical processes,”! then we need to know more about
them, in terms of a more precise, exact physical description, of the kind provided
by dynamical reduction models. Namely, a description that can, in principle, be
tested by experiments, even though the experiments that we can actually perform
are not capable of testing the theory. If we claim that a measurement ‘selects’ the
appropriate disposition via a genuine physical interaction, we either have the duty
to formulate physical hypotheses as to the when, how and why, quantum systems go
from a superposition (which is not ignorance-interpretable) to a well-defined value
(and then we embrace dynamical reduction models of the GRW type), or we must
argue that no such description is possible. But the latter choice is tantamount to give
up the hope of explaining what happens in a measurement interaction. Furthermore,
if we don’t describe the selective process in a more detailed way, we end up treating
measurements as special physical interactions and this is certainly unwanted.

In other words, claiming that measurements are selections of dispositions with-
out providing physical descriptions of the selecting, genuinely real physical process
amounts to sweeping the dust under the carpet. In practice, this would be equiva-
lent to adopting an instrumentalist solution to the measurement problem, which is
certainly not in the intention of a proponent of the view that dispositions are real,
intrinsic properties of quantum systems.

In a word, we should conclude that selections are an interesting but purely pro-
visional account of measurement interactions. Contrary to the author’s intentions,
Sudrez’s alleged solution to the measurement problem is very similar to Bohr’s,
and in order to avoid this trap, he needs to supplement his account with a detailed
theory of collapse that can in principle be refuted by experiments: Sudrez’s disposi-
tional reading of QM is really committed in some way to the program of dynamical
reduction models.

This conclusion can perhaps be better supported if we conclude by briefly sur-
veying Rovelli’s relational account of quantum interactions. According to Rovelli, it
is meaningless to attribute an intrinsic, absolute property to a non-correlated system,
since ‘S has ¢’ is true only for observer/physical system O and may not be true for

21 This is indeed Sudrez’s own position (personal communication).
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O’. To the extent that ‘a variable (of a system §) can have a well-determined value ¢
for one observer (instrument) (O) and at the same time fail to have a determined
value for another observer (O’)’ (Laudisa and Rovelli, 2008, Section 2), in this
interpretation of QM no sense can be made of any non-dispositional, categorically
possessed properties. We could certainly interpret Rovelli’s view (and Everettian
views, to that effect) as a way to deny the existence of any categorically possessed
property, and as a way to regard entities as loci of purely dispositional properties,
whose manifestation is completely dependent on the kind of entity they correlate or
interact with.

Notice however, that also this view is hardly explanatory; despite the centrality
of the notion of correlation or relative state in Rovelli and Everett’s view, there is
explicitly no intention to offer a clear hypothesis as to how and when do the correla-
tions occur. Rovelli’s view is therefore not different from a form of instrumentalism
about the descriptive content of the theory which we have already found in Bohr.

Finally, there is no need of arguing that another important no-collapse view,
Bohmian mechanics, renders dispositions wholly dispensable: Bohm’s dispositions
(the so-called contextual variables) are in fact reducible to positions and context of
measurement (Clifton and Pagonis, 1995).

In sum, if dispositions have a role in the metaphysical foundations of QM, they
must be looked for in GRW kind of theories. Elsewhere, they might contribute to
the coherence of an instrumentalist rendering of the theory, but do not help us at all
in the interpretive effort that is the task of the philosophy of physics as delineated in
the first section of the paper.
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Chapter 10
Is the Quantum World Composed
of Propensitons?

Nicholas Maxwell

For well over thirty years I have tried to get across a few simple points about
quantum theory — so far with not much success.! What I have to say amounts to
this. Orthodox quantum theory is unacceptably defective. The defects all arise from
the failure to solve the wave/particle problem. A very natural way of solving this
problem is to adopt the conjecture that the quantum domain is fundamentally prob-
abilistic. This leads one to a fully micro-realistic, probabilistic version of quantum
theory, able to reproduce all the empirical success of orthodox quantum theory, but
with as-yet untested predictions that differ from orthodox quantum theory. My mes-
sage, which admittedly partially overlaps with what others have to say as well, is
summed up in a little more detail in the following thirteen sections of this paper.

10.1 Defects of Orthodox Quantum Theory

Orthodox quantum theory (OQT), because it is a theory about observables, about
the results of performing measurements on quantum systems, and not a theory
about quantum systems per se, is very seriously defective, to the point of being
unacceptable, despite its immense empirical success.

OQT interprets the y-function to contain probabilistic information about the
outcome of performing measurements” on the quantum system (or ensemble of sys-
tems) in question. This means that, in order to have physical content, some part of
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classical physics must be added to OQT for a treatment of the measuring process.
Without the addition of classical physics, OQT can only issue in conditional predic-
tions of the form: if such and such a measurement is made, the outcome will be such
and such, with such and such probability. OQT cannot itself be applied to the mea-
suring process, for then another measuring instrument would be required to measure
the first instrument, the second one being described by some appropriate part of
classical physics. In general, OQT issues in probabilistic predictions. Schrédinger’s
time-dependent equation is, however, deterministic. Thus OQT, applied to the quan-
tum system plus measuring apparatus, cannot issue in probabilistic predictions: it
would, in effect, predict that the measuring apparatus ends up in a superposition
of possible outcomes — until a second measurement is performed with a second
measuring apparatus, itself described by classical physics.’

It may be objected that all physical theories, even a classical theory such as
Newtonian theory (NT), must call upon additional theory to be tested empirically.
In testing predictions of NT concerning the position of a planet at such and such a
time, optical theory is required to predict the results of telescopic observations made
here on earth. But this objection misses the point. NT is perfectly capable of issuing
in physical predictions without calling upon additional theory, just because it has
its own physical ontology. NT, plus initial and boundary conditions formulated in
terms of the theory, can issue in the physical prediction that such and such a planet
is at such and such a place at such and such a time, whether anyone observes the
planet or not, without calling upon optical theory or any other theory. This OQT
cannot do. It cannot do this because the i-function of OQT is interpreted, not as
specifying the actual physical states of quantum systems, but rather as containing
probabilistic information about the results of performing measurements on the quan-
tum systems in question. OQT, lacking its own quantum ontology, can only issue in
predictions about actual physical states of affairs (whether observed or not) if some
part of classical physics is employed to describe the measuring instrument.

OQT - the theory with physical content — is thus made up of two conceptu-
ally incompatible parts, a purely quantum theoretic part, and some part of classical
physics. But this theory, quantum postulates plus classical postulates (QP + CP),
suffers from the following seven severe defects, as a direct result of the theory being
this ad hoc mixture of incompatible quantum and classical postulates.

(1) OQT is imprecise, due to the inherent lack of precision of the notion of ‘mea-
surement’. How complex and macroscopic must a process be before it becomes a
measurement? Does the dissociation of one molecule amount to a measurement?
Or must a thousand or a million molecules be dissociated before a measurement
has been made? Or must a human being observe the result? No precise answer
is forthcoming. (2) OQT is ambiguous, in that if the measuring process is treated
as a measurement, the outcome is in general probabilistic, but if this process is

31t does not help to employ some special quantum theory of macroscopic phenomena for a treat-
ment of the measuring instrument instead of classical physics: the outcome would still be a severely
ad hoc theory.
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treated quantum mechanically, the outcome is deterministic. OQT is ambiguous
concerning the fundamental question as to whether the quantum domain is deter-
ministic or probabilistic. (3) OQT is very seriously ad hoc, in that it consists of
two incompatible, conceptually clashing parts, QP and CP. OQT only avoids being
a straightforward contradiction by specifying, in an arbitrary, ad hoc way, that QP
applies to the quantum system up to the moment of measurement, and CP applies
to the final measurement result. (4) OQT is non-explanatory, in part because it is ad
hoc, and no ad hoc theory is fully explanatory, in part because OQT must presuppose
some part of what it should explain, namely classical physics. OQT cannot fully
explain how classical phenomena emerge from quantum phenomena because some
part of classical physics must be presupposed for measurement. (5) OQT is limited
in scope in that it cannot, strictly speaking, be applied to the early universe in condi-
tions which lacked preparation and measurement devices. Strictly speaking, indeed,
it can only be applied if physicists are around to make measurements. (6) OQT is
limited in scope in that it cannot be applied to the cosmos as a whole, since this
would require preparation and measurement devices that are outside the cosmos,
which is difficult to arrange. Quantum cosmology, employing OQT, is not possible.
(7) For somewhat similar reasons, OQT is such that it resists unification with gen-
eral relativity. Such a unification would presumably involve attributing some kind
of quantum state to spacetime itself (general relativity being a theory of spacetime).
But, granted the basic structure of OQT, this would require that preparation and
measurement devices exist outside spacetime, again not easy to arrange.
For a fundamental theory of physics, these seven defects are serious indeed.*

10.2 Fundamental Defect: Failure to Solve Wave/Particle
Problem

The 7 severe defects of OQT just indicated all stem from one fundamental defect:
the failure of OQT to solve the wave/particle problem. It is this failure which makes
it impossible to interpret the ir-function of OQT as specifying the actual physical
states of quantum systems. As long as no consistent idea is forthcoming as to what
kind of entities electrons, protons, atoms and other quantum systems are in physical
space from moment to moment, the ¥-function cannot be interpreted as specifying
the physical states of actual physical entities in physical space. And the original
and fundamental difficulty that lay in the way of developing a consistent idea as to
what electrons, atoms etc. are was that no satisfactory solution to the wave/particle
problem seemed forthcoming. Electrons and other quantum systems exhibit both
wave-like and particle-like properties, as is most apparent in the two-slit experi-
ment, and this seems to present an insuperable obstacle to forming a consistent
idea as to what sort of entity these quantum systems can be. Heisenberg decided
in effect, when creating matrix mechanics, that no solution to the wave/particle

4 See Maxwell (1972, 1973b, 1976, 1988 1-8). See also Bell (1987).
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problem was forthcoming, and hence the theory would have to be restricted to mak-
ing predictions about the results of measurement. Schrodinger hoped initially that
his wave mechanics could be interpreted to be about wave-like entities in physi-
cal space. But any such interpretation was dealt a mortal blow when Born (1926,
1927) interpreted the vr-function as containing probabilistic information about the
results of performing measurements on quantum systems. Wave mechanics given
Born’s interpretation was able to predict experimental results successfully, whereas
the theory given Schrodinger’s interpretation, could not. It could not do justice
either (a) to the particle character of quantum systems, or (b) to the probabilis-
tic character of quantum theory, whereas Born’s interpretation did justice to both.
Bohr repeatedly emphasized that one had to renounce realism about the quantum
domain, it being necessary to interpret the new quantum theory of Heisenberg and
Schrodinger as being about the results of measurements performed on quantum sys-
tems, the measuring process being described by classical physics: see, for example,
Bohr (1949).

To the seven defects indicated above we need, then, to add an eighth: OQT fails
to solve the quantum wave/particle problem. It fails to be what may be called a
“fully micro-realistic theory’ — a theory, that is, which is, in the first instance, exclu-
sively about quantum micro systems, there being nothing in the basic postulates of
the theory about measurement at all, even though the theory is, nevertheless, exper-
imentally testable. Or, as John Bell would have put it, OQT is defective because it
is about observables and not about beables: see Bell (1987, Chapter 5).

This eighth defect is the fundamental one. It is from this defect that the other
seven stem. Remove this eighth defect, solve the wave/particle problem, develop
quantum theory as a fully micro realistic theory exclusively about quantum systems
evolving in physical space and time with no reference to measurement or observ-
ables whatsoever, and the other seven defects of OQT automatically disappear. An
enormous amount of work on what may be called the interpretative problems of
quantum theory has, unfortunately, ignored this simple point.>

10.3 Probabilism as the Key to the Solution
to the Wave/Particle Problem

There is, I suggest, a very obvious possible solution to the quantum wave/particle
problem, almost universally overlooked.® The denizens of the quantum domain —
electrons, atoms, molecules and the rest — are fundamentally probabilistic entities,

31t is sometimes argued that quantum field theory solves the wave/particle problem. This is not the
case at all. Quantum field theory is just as dependent on measurement for its physical interpretation
as non-relativistic OQT is.

61 do not have space, here, to discuss other approaches to solving the problems of quantum theory,
such as Bohmian theory, consistent histories, decoherence, and the many-worlds interpretation.
Wallace (2008) provides an excellent survey of these and other approaches.
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interacting with one another probabilistically, and thus quite unlike anything we
have encountered within deferministic classical physics. ‘Are quantum entities par-
ticles or waves?’ is the wrong question. Instead, we have the following two right
questions:

(1) What kind of unproblematic, fundamentally probabilistic entities are there, as
possibilities?

(i) Can quantum entities be interpreted to be a variety of such unproblematic,
fundamentally probabilistic entities?

We cannot conclude, as a matter of logic, from the probabilistic character of
OQT, that quantum theory is telling us that nature herself is probabilistic. This is
because, as we saw in Section 10.1 above, OQT is highly ambivalent about this
crucial issue: see defect (2). It is not clear whether the probabilistic character of
OQT reflects probabilism in nature, or whether it is, in some way, the outcome of
our measuring interventions. This point is underlined by the fact that there are two
interpretations of quantum theory, rivals to the orthodox or Copenhagen interpre-
tation, which hold quantum theory to be fully deterministic — namely the Bohm
interpretation, and the many-worlds interpretation.

We can, however, given the probabilistic character of quantum theory, very rea-
sonably conjecture that the quantum domain is fundamentally probabilistic, the laws
of this domain, governing the way quantum systems evolve and interact, being
probabilistic laws. If this conjecture is correct, it immediately provides us with a
very natural route to a resolution of the notorious wave/particle problem. Quantum
entities, being fundamentally probabilistic entities, interacting with one another
probabilistically, will automatically be quite different from anything encountered
within deterministic classical physics. In particular, we should not expect the enti-
ties of the quantum domain to be either classical, deterministic particles, or fields.
Quite the contrary, if electrons, atoms, molecules and the rest turned out to be
classical particles or fields, it would be a disaster for the intelligibility of the quan-
tum domain. The long-standing, traditional effort to understand quantum entities
as classical particles or fields has been struggling to solve the wrong problem. The
traditional assumption, made by Heisenberg, Born, Bohr, Pauli and the rest, that
quantum entities are just too paradoxical, too enigmatic, to be understandable at all
(and hence the need to develop OQT as a theory which evades the whole problem)
is simply based on the failure to take seriously the implications of the thesis that the
quantum domain is fundamentally probabilistic.

10.4 Two Kinds of Fundamentally Probabilistic Entity

First, a preliminary, terminological question: what are we going to call hypothet-
ical physical entities that evolve and interact with one another probabilistically? I
suggest we call them propensitons (Maxwell, 1988, 13).
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The two correct questions of Section 10.3 then become:

(i) What kinds of propensiton are there, as possibilities?
(i) Can quantum entities be interpreted to be propensitons of some kind or other?
If so, what kind?

As far as (i) is concerned, we can at once distinguish propensitons that evolve in
a probabilistic way continuously in time, from propensitons that evolve probabilis-
tically intermittently in time. Let us call the first continuous propensitons, and the
second discrete propensitons.

A continuous propensiton might be a field-like entity, spread out continuously in
space but such that its state at any given instant only determines the state at the next
instant probabilistically. This remains true for any two states of the propensiton at
times #1 and #, however close together #; and #, may be.

A discrete propensiton is an entity that evolves deterministically until a particu-
lar state of affairs arises when, instantaneously, a probabilistic transition occurs, and
so on. Discrete propensitons might take the form of spheres which expand steadily
and deterministically until — let us suppose — they touch, the condition for the prob-
abilistic transition to occur. The instant two such propensiton spheres touch, each
sphere collapses, somewhere within its interior, probabilistically determined, into a
tiny sphere of predetermined size. We could modify this slightly by imagining the
propensiton sphere is made up of a substance which varies in density in a wave-
like way. This determines probabilistically where the tiny sphere is localized, when
spheres touch and probabilistic collapse occurs. The tiny sphere, post-probabilistic
collapse, is more likely to appear where the pre-collapse substance is dense, and less
likely to occur where it is rarefied.

Note that an elementary example of one kind of propensiton — the discrete
propensiton — is already beginning to exhibit features somewhat reminiscent of
quantum entities!

We can, of course, go on to try to develop further kinds of propensiton. We can
seek to introduce forces into the propensiton world of possibilities. We can try to
design propensitons — continuous or discrete — that are Lorentz invariant. And,
germane to our particular concerns here, we can seek to design propensitons that
mimic in their behaviour the predictions of OQT — the experimentally confirmed
predictions of OQT at least.

The crucial question so far, however, is this: Should we seek to interpret quantum
theory as a fully micro realistic theory about continuous or discrete propensitons?

One point deserves to be made straight away. Other things being equal, con-
tinuous and discrete propensitons should be treated as, potentially, equally viable,
equally intelligible. In particular, the fact that any theory about discrete propensi-
tons will postulate that there are intermittent, instantaneous probabilistic transitions
should not be regarded as calling into question the intelligibility of such a the-
ory. There is, from the propensiton perspective, nothing inherently mysterious or
inexplicable about such instantaneous probabilistic transitions. We may hope for a
deeper theory that explains such transitions, but we should not be dismayed if this
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deeper theory should also postulate such instantaneous probabilistic transitions. In
particular, to demand that, ultimately, there must be a deterministic explanation for
such apparently probabilistic transitions is just to refuse to accept the viability of
probabilism at a fundamental level in theoretical physics.

10.5 Guiding Principle: Stay Close to OQT

Ordinarily, in seeking to bring about a theoretical revolution in physics, one should
be prepared to develop a radically new kind of theory. But what is being attempted
here is rather different. The implication of the argument so far is that the authors of
OQT failed to formulate quantum theory properly because they failed to appreciate
that probabilism promises to provide a straightforward solution to the apparently
insoluble wave/particle paradox, and also failed to appreciate what ‘sort of risky
game they were playing with reality — reality as something independent of what is
experimentally established’ (Einstein, 1950, 39). This suggests that, in seeking to
develop QT as a fully micro realistic theory about propensitons, we should stick as
close as possible to the existing structure of OQT, modifying it just sufficiently to
eliminate all reference to observables and measurement from the basic postulates
so that the theory becomes fully micro-realistic. And there is another consideration
to back up this approach. OQT is an extraordinarily successful theory empirically.
Even though fatally defective, it must have got a lot right. This suggests we would
be wise, initially at least, to keep as close to the structure of OQT as possible.

If we adopt this approach then, granted we have to choose between the continu-
ous and discrete propensiton, the latter becomes overwhelmingly the better choice.
OQT postulates two kinds of evolutions: deterministic evolutions in accordance with
Schrodinger’s time-dependent equation in the absence of measurement, and prob-
abilistic evolutions associated with measurement. This mirrors the character of the
discrete propensiton as it has been characterized above.

We are led, then, to consider the following idea. The ¥ -function is to be inter-
preted as specifying the actual physical state of discrete propensitons from moment
to moment. Schrodinger’s equation specifies how these physical states evolve in
time as long as no probabilistic transition occurs. Measurement is a sufficient condi-
tion for a probabilistic transition to occur. Measurement is not, however, a necessary
condition. It is entirely to be expected, according to this approach, that probabilistic
transitions will occur in the absence of measurement. Nothing would be gained if
we had to appeal to the imprecise, macroscopic notion of measurement to specify
the physical conditions for propensitons to undergo probabilistic transitions: such a
propensiton version of QT would reproduce all the defects of OQT. And if the world
really is made up of discrete propensitons, and probabilistic transitions occur objec-
tively in nature, it would be very peculiar indeed if these transitions only occurred
when physicists make measurements. Propensiton quantum theory (PQT), in order
to be a satisfactory, fully micro realistic theory, must specify the conditions for
probabilistic transitions to occur in fully micro realistic, quantum mechanical terms.
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It is this requirement, incidentally, which ensures that any acceptable, fully micro
realistic version of PQT must differ experimentally from OQT. For PQT predicts
that probabilistic transitions occur even in the absence of measurement, something
which OQT denies. Crucial experiments are in principle possible to decide between
OQT and PQT.

Two kinds of problem now face the development of PQT. First, objections may be
raised to the possibility of interpreting the v-function as specifying the actual phys-
ical state of propensiton quantum entities. Second, precise propensiton, quantum
mechanical, necessary and sufficient conditions need to be specified for probabilis-
tic transitions to occur. These two kinds of problem are tackled and solved in the
next two sections.

10.6 Can the ¥ -Function be Interpreted as Specifying
the Actual Physical States of Propensitons?

The basic idea is that i is to be interpreted as specifying the actual physical state
of the propensiton system at any given instant by specifying the value of probabilis-
tic properties or propensities’ possessed by the propensitons at the given instant.
The notion of propensity is best understood as a probabilistic generalization of the
ordinary deterministic notion of dispositional physical property. Physical properties
such as mass, charge, rigidity, transparency and so on determine how something
changes (or does not change) in certain circumstances. Thus the mass of an object
determines how the object will accelerate when subject to a force. Inflammability
determines (roughly) that the inflammable object bursts into flames when subject
to a naked flame. A propensity is a probabilistic generalization of this deterministic
notion of dispositional physical property. Instead of there being just one outcome,
there are a number of possible outcomes (possibly infinitely many) and the value
of the propensity assigns probabilities to these possible outcomes. An example of a
propensity is what may be called the ‘bias’ of a die — the property of the die which
determines the probabilities of the outcomes 1-6 when the die is tossed onto a table.
A value of bias assigns a probability to each of the 6 possible outcomes. We can
even imagine that the value of the bias of the die itself changes: there is, perhaps,
a tiny magnet imbedded in the die and an electromagnet under the table. As the
strength of the magnet beneath the table varies, so the value of the bias of the die
will change.

7 Popper introduced the idea of propensities in connection with interpretative problems of QT,
see Popper (1957, 1967, 1982) although, as Popper (1982, 130-135) has pointed out, Born,
Heisenberg, Dirac, Jeans and Landé have all made remarks in this direction. The version of the
propensity idea employed here is, however, in a number of respects, different from and an improve-
ment over, the notion introduced by Popper: see Maxwell (1976, 284-286, 1985, 41-42). It is a
probabilistic generalization of the notion of deterministic dispositional or necessitating property
introduced in Maxwell (1968): see also Maxwell (1998, 141-155). For a discussion of Popper’s
contributions to the interpretative problems of quantum theory see Maxwell (2011, Section 6,
especially note 19).
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Precisely what propensities are attributed to quantum systems by the ir-function
of QT will depend on the precise nature of probabilistic transitions, to be discussed
in the next section. But the general idea can be illustrated as follows. Assume that
probabilistic transitions are localizations. The corresponding propensity attributed
to individual quantum systems by v would be position probability density. As ||
varies with the passage of time so the value of the propensity, position probability
density, varies too.

In order to establish empirically an attribution of a specific value of bias to the
die, a number of tests need to be performed (the die needs to be repeatedly tossed)
with conditions remaining unchanged. But a specific value of bias is nevertheless
a physical property possessed by an individual die. Similarly, ¢ attributes spe-
cific values of propensities to individual quantum systems; but in order to verify
such attributions, a great number of experiments need to be performed, with con-
ditions kept constant, to check up on the probabilistic predictions of the propensity
attribution.®

The following objections may now be made to the claim that the yr-function can
be interpreted as specifying the actual states of physical systems in physical space
at instants of time.

(a) The y-function is complex, and hence cannot be used to describe the physical
state of an actual physical system.

(b) Given a physical system of N quantum entangled systems, the v -function is
no longer a function of physical space, but of 3N dimensional configuration
space. This makes it impossible to interpret such a ¥ -function as specifying the
physical state of physical systems in physical space.

(c) The yr-function is highly non-local in character. This, again, makes a realistic
interpretation of it impossible.

(d) Interpreting the ¥ -function realistically would carry the consequence that when
a position measurement is made, and a quantum system that had a state spread
throughout a large volume of space, instantaneously collapses into a minute
region where the system is detected.

Here, briefly, are my replies.

(a) The complex v is equivalent to two interlinked real functions, which can be
regarded as specifying the propensity state of quantum systems. In any case, as
Penrose (2004, 539) reminds us, complex numbers are used in classical physics,
without this creating a problem concerning the reality of what is described. The
complex nature of ¢ has to do, in part, with the fact that the wave-like character
of 1 is not in physical space, except when interference leads to spatio-temporal
wave-like variations in the intensity of ¥, and thus in |y (x, t)|2 as well.

8 For a more detailed presentation of these features of PQT see Maxwell (1976, 1982, 1985, 1988).
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(b) ¥ (r1,r2...ry) can be regarded as assigning a complex number to any point
in 3N-dimensional configuration space. Equally, however, we can regard
Y(ri,ry ... ry) as assigning the complex number to N points in 3 dimensional
physical space. Suppose ¥ (r1,ry...ry) is the quantum entangled state of N
distinct kinds of particle. Then v (r1, 7> ... ry), in assigning a complex number
to a point in configuration space, is to be interpreted as assigning this num-
ber to N points in physical space, each point labelled by a different particle.
The quantum propensiton state in physical space will be multi-valued at any
point in physical space, and also highly non-local, in that its values at any given
point cannot be dissociated from values at N—1 other points. If we pick out N
distinct points in physical space, there will be, in general, N! points in config-
uration space which assign different values of i to these N physical points,
corresponding to the different ways the N particles can be reassigned to these
N points. If we pick out just one point in physical space (xo, Vo,Z20), the ¥-
function will in general assign infinitely many different complex numbers to this
point (x,, Yo, Zo), corresponding to different locations of the particles in physi-
cal space — there being infinitely many points in configuration space that assign
a complex number to this point (xo, Yo, Zo) in physical space. The N-particle,
quantum entangled propensiton is, in physical space, a complicated, non-local,
multi-valued object, very different from anything found in classical physics.
Its physical nature in 3-dimensional physical space is, nevertheless, precisely
specified by the single-valued ¥/ (r, r> ... ry) in 3N dimensional configuration
space.

(c) As my response to problem (b) indicates, quantum propensitons of the type
being considered here, made up of a number of quantum entangled ‘particles’,
are highly non-local in character, in that one cannot specify what exists at one
small region of physical space without simultaneously taking into account what
exists at other small regions. Propensitons of this type seem strange because
they are unfamiliar — but we must not confuse the unfamiliar with the inex-
plicable or impossible. Non-local features of the i-function do not prevent it
from specifying the actual physical states of propensitons; propensitons just are,
according to the version of PQT being developed here, highly non-local objects,
in the sense indicated.

(d) Instantaneous probabilistic collapse is a natural feature of the discrete propen-
siton. There is nothing inherently impossible or inexplicable about such prob-
abilistic transitions. To suppose otherwise is to be a victim of deterministic
prejudice, as we saw in the last paragraph of Section 10.4 above.'?

9 This solution to the problem was outlined in Maxwell (1976, 666—667; and 1982, 610). Albert
(1996) has proposed that the quantum state of an N-particle entangled system be interpreted to
exist physically in 3 N dimensional configuration space. But configuration space is a mathematical
fiction, not a physically real arena in which events occur. Albert’s proposal is untenable, and in any
case unnecessary.

10 Instantaneous probabilistic collapse is, however, highly problematic the moment one considers
developing a Lorentz-invariant version of the theory. This is discussed below, in Section 11.
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I conclude that there are no objections to interpreting i as specifying the actual
physical states of propensitons in physical space.

10.7 Precise Quantum Theoretic Conditions for Probabilistic
Transitions to Occur

In order to specify the precise nature of the quantum discrete propensitons under
consideration, and at the same time give precision to the version of PQT being
developed here, we need now to specify precisely, in quantum theoretic terms (a) the
precise quantum conditions for a probabilistic transition to occur in a quantum sys-
tem, (b) what the possible outcome quantum states are, given that the quantum state
at the instant of probabilistic transition is ¥, and (c) how i assigns probabilities to
the possible outcomes. No reference must be made to observables, measurement,
macroscopic system, classically described system or irreversible process.

One possibility is the proposal of Ghirardi, Rimini and Weber (1986) — see also
Ghirardi (2002) — according to which the quantum state of a system such as an elec-
tron collapses spontaneously, on average after the passage of a long period of time,
into a highly localized state. When a measurement is performed on the quantum
system, it becomes quantum entangled with millions upon millions of quantum sys-
tems that go to make up the measuring apparatus. In a very short time there is a high
probability that one of these quantum systems will spontaneously collapse, causing
all the other quantum entangled systems, including the electron, to collapse as well.
At the micro level, it is almost impossible to detect collapse, but at the macro level,
associated with measurement, collapse occurs very rapidly all the time.

Another possibility is the proposal of Penrose (1986, 2004, Chapter 30), accord-
ing to which collapse occurs when the state of a system evolves into a superposition
of two or more states, each state having, associated with it, a sufficiently large mass
located at a distinct region of space. The idea is that general relativity imposes
a restriction on the extent to which such superpositions can develop, in that it
does not permit such superpositions to evolve to such an extent that each state
of the superposition has a substantially distinct space-time curvature associated
with it.

The possibility that I favour, put forward before either Ghirardi, Rimini and
Weber’s proposal, or Penrose’s proposal, is that probabilistic transitions occur when-
ever, as a result of inelastic interactions between quantum systems, new ‘particles’,
new bound, stationary or decaying systems, are created (Maxwell, 1972, 1976, 1982,
1988, 1994). A little more precisely:

(I) Whenever, as a result of an inelastic interaction, a system of interacting ‘par-
ticles’ creates new ‘particles’, bound, stationary or decaying systems, so that the
state of the system goes into a superposition of states, each state having associated
with it different particles or bound, stationary or decaying systems, then, when the
interaction is nearly at an end, spontaneously and probabilistically, entirely in the
absence of measurement, the superposition collapses into one or other state.
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Two examples of the kind of interactions that are involved here are the following:
e +H
e”+H— e +H*
e +H+y
e +e +p

et +H

et +H— et +e +p
(et/e)+p
p+2y

(Here e~, ¢*, H, H*, vy, p and (et /e™) stand for electron, positron, hydrogen
atom, excited hydrogen atom, photon, proton and bound system of electron and
positron, respectively.)

What exactly does it mean to say that the ‘interaction is very nearly at an end’
in the above postulate? My suggestion, here, is that it means that forces between
the ‘particles’ are very nearly zero, except for forces holding bound or decaying
systems together. In order to indicate how this can be formulated precisely, consider
the toy interaction:

at+b+c (A
a+b+c—
a+(bc) (B)

Here, a, b and c are spinless particles, and (bc) is the bound system. Let the state
of the entire system be ®(7), and let the asymptotic states of the two channels (A)
and (B) be ¥ A (¥) and 5 (7) respectively. Asymptotic states associated with inelastic
interactions are fictional states towards which, according to OQT, the real state of
the system evolves as — +o0c. Each outcome channel has its associated asymptotic
state, which evolves as if forces between particles are zero, except where forces hold
bound systems together.

According to OQT, in connection with the toy interaction above, there are states
¢a(?) and ¢p(?) such that:

(1) For all 1, ®(t) = cada(r) + cpp (1), with [ca|* + |eg|> = 1;
(2) ast— +00, Pa() — Ya(t) and g(r) — V(1)

According to the version of PQT under consideration here, at the first instant ¢ for
which ¢ (?) is very nearly the same as the asymptotic state A (f), or ¢p(?) is very
nearly the same as {g(#), then the state of the system, ®(¢), collapses spontaneously
either into ¢ A () with probability |ca |2, or into ¢g (1) with probability |c |2. Or, more
precisely:

(II) At the first instant for which |(¥a ()| ¢a(0))|> > 1 — € or
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[(YB(D)] ¢>B(t))|2 > 1 — ¢, the state of the system collapses spontaneously into
@ a(r) with probability |ca |2, or into ¢p(#) with probability |cg |2, ¢ being a universal
constant, a positive real number very nearly equal to zero.!!

According to (I), if & = 0, probabilistic collapse occurs only when r = +00;
(and the corresponding version of PQT becomes equivalent to the many worlds, or
Everett, interpretation of quantum theory). As ¢ is chosen to be closer and closer to
1, so collapse occurs more and more rapidly, for smaller and smaller times ¢ — and,
of course, the corresponding versions of PQT become more and more falsifiable
experimentally.

The evolutions of the actual state of the system, ®(#), and the asymptotic states,
Y () and ¥p(7), are governed by the respective channel Hamiltonians, H, Ha and
Hg, where:-

H:—(11_2V§+h_2v§+h_2vcz)+vab+Vbc+Vac

2my 2my 2me

Hp = — (0% V2 +1° V2 +1° V2)

2m, 2my, 2me

Hp == —(h* V; + 1> V7 +1* V)) + Vi

2m, 2my, 2me

Here, my,, my, and m, are the masses of ‘particles’ a, b and c respectively, and
h = h/27 where h is Planck’s constant.

The condition for probabilistic collapse, formulated above, can readily be gen-
eralized to apply to more complicated and realistic inelastic interactions between
‘particles’.

According to this fully micro-realistic, fundamentally probabilistic version of
quantum theory, the state function, ®(#), describes the actual physical state of
the quantum system — the propensiton — from moment to moment. The physi-
cal (quantum) state of the propensiton evolves in accordance with Schrodinger’s
time-dependent equation as long as the condition for a probabilistic transition
to occur does not obtain. The moment it does obtain, the state jumps instanta-
neously and probabilistically, in the manner indicated above, into a new state. (All
but one of a superposition of states, each with distinct ‘particles’ associated with
them, vanish.) The new state then continues to evolve in accordance Schrodinger’s
equation until conditions for a new probabilistic transition arise. Quasi-classical
objects arise as a result of the occurrence of a sequence of many such probabilistic
transitions.

1 The basic idea of (II) is to be found in Maxwell (1982 and 1988). It was first formulated precisely
in Maxwell (1994).
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Another approach to specifying the quantum mechanical condition for a prob-
abilistic transition to occur would be to exploit Schrodinger’s time-independent
equation. Consider again the above toy rearrangement interaction, and let the state
of the system

q)(t) = CA(I)‘PA(Va, v, Tes t) + CB(t)(pB(ra, Tbes t)d)(rbC)

Here, ¢(ry) is the stationary state of the bound system (bc) as given by
Schrddinger’s time-independent equation, r,, 1, and r¢ are the spatial coordinates
of a, b and c, and rp. are the coordinates of the centre of mass of (bc). It is assumed
that, for any 7, ®(¢) has a unique form when expressed in this way, as long as
lcg(1)|? is a maximum. The state ®(7) jumps into the state @a (ra, v, ¢, t) With prob-
ability |cA(t)|2 or into the state @p(7a, 'be, 1)@ (rhe) With probability |c13(t)|2 when
1/|cB (t)|2 S ;| dr < 9, where j; is the probability current density at time ¢ into or
out of the state ¢p(ra, v, )P (1he), the integration being carried out over the relevant
configuration space, and d > 0 is a constant.

But this second proposal is not altogether satisfactory. It is possible that the prob-
ability current might be nearly zero only instantaneously, which would not seem to
suffice for the probabilistic transition to occur. One could demand that the acceler-
ation of the probability current is nearly zero as well, but the requirement for the
probabilistic transition to occur then begins to look somewhat implausibly cumber-
some. In what follows I adopt (I), the first condition for probabilistic transitions
to occur, and take PQT to refer to that specific version of propensiton quantum
theory.

10.8 PQT Recovers all the Empirical Success of OQT

The version of propensiton quantum theory (PQT) just indicated recovers — in prin-
ciple — all the empirical success of orthodox quantum theory (OQT). In order to
see this it is vital to take note of the distinction, already alluded to (see note 1),
between preparation and measurement (Popper, 1959, 225-226; Margenau, 1958,
1963). A preparation is some physical procedure which has the consequence that if
a quantum system exists (or is found) in some predetermined region of space then it
will have (or will have had) a definite quantum state. A measurement, by contrast,
actually detects a quantum system, and does so in such a way that a value can be
assigned to some quantum ‘observable’ (position, momentum, energy, spin, etc.).
A measurement need not be a preparation. Measurements of photons, for example,
far from preparing the photons to be in some quantum state, usually destroy the
photons measured! On the other hand, a preparation is not in itself a measurement,
because it does not defect what is prepared. It can be converted into a measurement
by a subsequent detection.

From the formalism of OQT, one might suppose that the various quantum observ-
ables are all on the same level, and have equal status. In fact this is not the case.
Position is fundamental, and measurements of all other observables are made up of
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a combination of preparations and position measurements.'”> PQT, in order to do
justice to quantum measurements, need only do justice to position measurements.

It might seem, to begin with, that PQT, based on the two postulates (I) and (II),
which say nothing about position or localization, cannot predict that unlocalized
systems become localized, necessary, it would seem, to predict the outcome of posi-
tion measurements. PQT does, however, predict that localizations occur. If a highly
localized system, Sy, interacts inelastically with a highly unlocalized system, S,, in
such a way that a probabilistic transition occurs, then Sy will localize S;. If an atom
or nucleus emits a photon or other ‘particle’ which travels outwards in a spherical
shell and which is subsequently absorbed by a localized third system, the localiza-
tion of the photon or ‘particle’ will localize the emitting atom or nucleus with which
it was quantum entangled.

That PQT recovers (in principle) all the empirical success of OQT is a conse-
quence of the following four points.'?

First, OQT and PQT use the same dynamical equation, namely Schrodinger’s
time-dependent equation.

Secondly, whenever a position measurement is made, and a quantum system
is detected, this invariably involves an inelastic interaction and the creation of a
new ‘particle’ (bound or stationary system, such as the ionisation of an atom or
the dissociation of a molecule, usually millions of these). This means that when-
ever a position measurement is made, the conditions for probabilistic transitions to
occur, according to PQT, are satisfied. PQT will reproduce the predictions of OQT
(given that PQT is provided with a specification of the quantum state of the mea-
suring apparatus). As an example of PQT predicting, probabilistically, the result of
a position measurement, consider the following. An electron in the form of a spa-
tially spread out wavepacket is directed towards a photographic plate. According to
PQT, the electron wavepacket (or propensiton) interacts with billions of silver bro-
mide molecules spread over the photographic plate: these evolve momentarily into
superpositions of the dissociated and undissociated states until the condition for
probabilistic collapse occurs, and just one silver bromide molecule is dissociated,
and all the others remain undissociated. When the plate is developed (a process
which merely makes the completed position measurement more visible), it will be
discovered that the electron has been detected as a dot in the photographic plate.

12 Popper distinguished preparation and measurement in part in order to make clear that
Heisenberg’s uncertainty relations prohibit the simultaneous preparation of systems in a precise
state of position and momentum, but place no restrictions whatsoever on the simultaneous mea-
surement of position and measurement. One needs, indeed, to measure position and momentum
simultaneously well within the Heisenberg uncertainty relations simply to check up experimentally
on the predictions of these relations: see Popper (1959, 223-236).

131n fact, from a formal point of view (ignoring questions of interpretation) PQT has exactly
the same structure as OQT with just one crucial difference: the generalized Born postulate of
OQT is replaced by postulate (II) of Section 10.7. (The generalized Born postulate specifies how
probabilistic information about the results of measurement is to be extracted from the {-function.)
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Thirdly, all other observables of OQT, such as momentum, energy, angular
momentum or spin, always involve (i) a preparation procedure which leads to dis-
tinct spatial locations being associated with distinct values of the observable to be
measured, and (ii) a position measurement in one or other spatial location. This
means that PQT can predict the outcome of measurements of all the observables
of OQT.

Fourthly, insofar as the predictions of OQT and PQT differ, the difference
is extraordinarily difficult to detect, and will not be detectable in any quantum
measurement so far performed.

10.9 Crucial Experiments

In principle, however, OQT and PQT yield predictions that differ for experi-
ments that are extraordinarily difficult to perform, and which have not yet, to my
knowledge, been performed. Consider the following evolution:

collision  superposition reverse collision

a+b+c
a+b+c — — a+b+c
a+ (bc)

) @) 3 “) ®)

Suppose the experimental arrangement is such that, if the superposition at stage
(3) persists, then interference effects will be detected at stage (5). Suppose, now,
that at stage (3) the condition for the superposition to collapse into one or other
state, according to PQT, obtains. In these circumstances, OQT predicts interference
at stage (5), whereas PQT predicts no interference at stage (5), (assuming the above
evolution is repeated many times). PQT predicts that in each individual case, at stage
(3), the superposition collapses probabilistically into one or other state. Hence there
can be no interference.

OQT and PQT make different predictions for decaying systems. Consider a
nucleus that decays by emitting an a-particle. OQT predicts that the decaying
system goes into a superposition of the decayed and undecayed state until a mea-
surement is performed, and the system is found either not to have decayed or to
have decayed. PQT, in appropriate circumstances, predicts a rather different mode
of decay. The nucleus goes into a superposition of decayed and undecayed states,
which persists for a time until, spontaneously and probabilistically, in accordance
with the postulate (IT) of Section 10.7, the superposition jumps into the undecayed or
decayed state entirely independent of measurement. The decaying system will con-
tinue to jump, spontaneously and probabilistically, into the undecayed state until,
eventually, it decays.

These two processes of decay are, on the face of it, very different. There is, how-
ever, just one circumstance in which these two processes yield the same answer,
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namely if the rate of decay is exponential. Unfortunately, the rate of decay of decay-
ing systems, according to quantum theory, is exponential. It almost looks as if nature
is here maliciously concealing the mode of her operations. It turns out, however, that
for long times quantum theory predicts departure from exponential decay (Fonda
et al., 1978). This provides the means for a crucial experiment. OQT predicts that
such long-time departure from exponential decay will, in appropriate circumstances,
obtain, while PQT predicts that there will be no such departure. The experiment is,
however, very difficult to perform because it requires that the environment does not
detect or ‘measure’ decay products during the decay process. For further suggestions
for crucial experiments see Maxwell (1988, 37-38).

There is a sense, it must be admitted, in which PQT is not falsifiable in these
crucial experiments. If OQT is corroborated, and PQT seems falsified, the latter can
always be salvaged by letting ¢, the undetermined constant of PQT, be sufficiently
minute. Experiments that confirm OQT only set an upper limit to €. There is always
the possibility, however, that OQT will be refuted and PQT will be confirmed.

It would be interesting to know what limit present experiments place on the upper
bound of e.

10.10 What PQT Achieves

PQT provides a very natural possible solution to the quantum wave/particle
dilemma. The theory is fully micro-realistic; it is a theory about ‘beables’ to use
John Bell’s term. It makes sense of the mysterious quantum world. There is no refer-
ence to observables, to measurement, to macroscopic, quasi-classical or irreversible
phenomena or processes, or to the environment, whatsoever. PQT does not suffer
from the eight defects, indicated in Sections 10.1 and 10.2, which beset OQT. The
theory is restricted, in the first instance, to specifying how quantum micro systems —
quantum propensitons — evolve and interact with one another deterministically and
probabilistically. But despite eschewing all reference to observables or measure-
ment in its basic postulates, the theory nevertheless in principle recovers all the
empirical success of OQT. At the same time it is empirically distinct from OQT for
experiments not yet performed, and difficult to perform.

10.11 The Problem of Developing a Relativistic Version of PQT

A major problem does, however, confront PQT: how can this version of quantum
theory be made Lorentz invariant? Instantaneous collapse does not seem to accord
well with special relativity!

I do not have a solution to this problem. There are, however, a number of points
I would like to make in connection with it.

To begin with, it is not the instantaneous, or faster-than-light, character of col-
lapse that violates special relativity. Tachyons — hypothetical particles that travel
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faster than light (and thus infinitely fast in some reference frame) — do not contradict
special relativity. Any such faster-than-light process must, however, be reversible
(i.e. such that it can be regarded as travelling in either direction) to be compatible
with special relativity. For, given special relativity, in some reference frames the
process will travel in one direction, and in others it will travel in the other direc-
tion. All these frames are only equally viable if both directions make equal sense
physically.

In the case of probabilistic collapse of propensitons, in general the collapse only
makes sense if it is instantaneous. Suppose a highly unlocalized system S; interacts
inelastically and probabilistically with a highly localized system S; in such a way
that S; is localized. In one set of frames, all at rest with respect to each other, the
spatial collapse of Sj is instantaneous. This, given the probabilistic character of the
process, makes physical sense. But in other reference frames moving with respect to
the first set, S begins to collapse towards S, before the probabilistic transition has
occurred, anticipating its occurrence, as it were. This hardly makes physical sense.
These reference frames are ruled out, on the grounds that they do not make physical
sense of what occurs. This clashes with special relativity, which demands that all
inertial frames are equally viable.

The only way known to me of reconciling instantaneous collapse and Lorentz
invariance is to adopt Gordon Fleming’s ‘hyperplane dependent’ theory: see
Fleming (1989). This entails a radical departure from Minkowskian space-time,
however, in that it requires that the basic space-time entity is the space-like hyper-
plane rather than the space-time point. According to the theory, what exists in any
small space-time region may depend on what hyperplane it is considered to lie
on. Reality is, according to the theory, highly non-local in character, a dramatic
departure from special relativity as ordinarily understood.

If we do not adopt Fleming’s speculative hyperplane dependent theory, we must
just accept, it seems to me, that any version of PQT that postulates instantaneous
probabilistic collapse as a real physical phenomenon must be incompatible with
special relativity — and general relativity too. Elsewhere I have argued that this does
not constitute grounds for rejecting such fundamentally probabilistic versions of
quantum theory (Maxwell, 1985, 2006). A successful theory of quantum gravity
will almost certainly reveal that both special and general relativity are not quite
correct (just as general relativity reveals that Newtonian theory is not correct, and
quantum theory reveals that classical physics is not correct). It is conceivable that
the inadequacies of special and general relativity lie in their failure to accommodate
instantaneous probabilistic collapse. Quantum gravity may require general relativ-
ity to be modified so as to accommodate instantaneous probabilistic transitions on
spacelike hypersurfaces. Furthermore, elsewhere I have given additional reasons for
doubting the spacetime ontology of special and general relativity (Maxwell, 1985,
2006).

It might be thought that if special and general relativity really are inadequate
in the way I have just indicated, then this inadequacy would have already revealed
itself experimentally. But this need not be correct at all. Fundamentally probabilistic
theories which successfully unify special relativity and PQT, and general relativity
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and PQT, might differ in their predictions from current theories for only very subtle
and difficult-to-perform experiments. In particular, a version of PQT that does jus-
tice to relativistic effects might only differ experimentally from existing Lorentz
invariant quantum electrodynamics for intractable experiments of the type indicated
in Section 10.9 above.

In order to develop such a ‘relativistic’ version of PQT, it is necessary, of course,
to specify reference frames with respect to which probabilistic collapse is instan-
taneous. As long as it is possible to specify unambiguously the quantum system
within which collapse occurs, these frames might be specified to be those in which
the expectation value for the momentum of the system as a whole is zero. It may be,
however, that there is a cosmic-wide universal ‘now’ at each instant, probabilistic
collapse occurring in such a way as to be instantaneous with respect to this cosmic

3 s

now .

10.12 PQT Has Its Roots in Old Quantum Theory

PQT has its roots deep in the history of quantum theory. This is an important point
to take into account when it comes to deciding how seriously to take PQT. Far from
being a recent, arbitrary, ad hoc modification of quantum theory, PQT is, on the
contrary, implicit in some of the earliest contributions to the theory, and this ought
to count in its favour.

A hint of the basic idea of PQT can even, perhaps, be discerned in Planck’s
original creation of quantum theory in 1900. In seeking to derive his law of black
body radiation from first principles, Planck was led to postulate that a black body,
in equilibrium with light, is made up of harmonic oscillators — atoms or molecules —
which absorb and emit light in discrete amounts E = hv, where E is energy, v is the
frequency of the oscillator, and 4 is what came to be called ‘Planck’s constant’ (see
Jammer, 1966, Chapter 1; Pais, 1982, Chapter 18).

It would have been too much to expect Planck or his contemporaries to have inter-
preted E = hv as a sign that the determinism of classical physics was to yield to
probabilism. However, if one had been looking for hints of probabilism, this would
have been one place to look. E = hv is in flagrant contradiction with basic princi-
ples of deterministic classical physics. It is not easy to see how the absorption and
emission of light, obeying this law, could be a smooth, continuous, deterministic
process. It would seem, rather, to have to be an abrupt, discrete and probabilistic
process.

One way in which it might be possible to preserve determinism would be to adopt
Einstein’s 1905 light quantum hypothesis (see Pais, 1982, Chapter 18). If the energy
of light is to be associated with ‘particles’ or photons, scattered at random in the
light, and oscillators jump from one energy level to another when they absorb or emit
a photon, then it is just about possible to see how determinism might be preserved.
Absorption of light is probabilistic, but this is due to the probabilistic distribution of
photons in the light: the laws may well be deterministic. (Deterministic emission,
however, poses more of a problem.)
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In the absence of Einstein’s postulate, it is not easy to see how absorption and
emission of light can be both deterministic and in accordance with E = hv.

Planck would not have entertained probabilism for a moment since he sought to
derive his law of black body radiation from classical, and therefore deterministic,
postulates.

As it happens, grounds did exist, around 1900, independently of Planck’s work,
for taking probabilism seriously. They arose in connection with radioactivity. In
1900 Rutherford put forward his exponential law of radioactive decay (see Pais,
1986, 120-123). If the instant at which an atom decays is only probabilistically
determined, the probability of decay being constant in time, then Rutherford’s expo-
nential law follows as an immediate consequence. Probabilism is thus strongly
suggested by Rutherford’s law. In order to salvage determinism one must suppose
that instants of decay are determined either by an appropriately varying environ-
ment, or by appropriate variations in the initial states of the decaying atoms. Both
possibilities were considered; neither is especially attractive.

Any temptation to interpret the new quantum theory of Planck and Einstein prob-
abilistically would have been considerably reinforced with the advent of Bohr’s
quantum theory of the hydrogen atom (Jammer, 1966, Chapter 2; Pais, 1986,
Chapter 9). According to this theory, the electron in orbit jumps instantaneously
from one semi-stable orbit to another, emitting or absorbing light in discrete
quantities of energy as it does so, in complete violation of classical physics.

Probabilism and the basic idea of PQT enter the arena quite explicitly, however,
with Einstein’s theory of spontaneous and stimulated emission of 1916 and 1917
(Pais, 405-412). What Einstein in effect did was to add probabilistic postulates to
Bohr’s quantum theory of the atom, thereby providing a probabilistic interpretation
of the theory. Einstein considered again atoms in equilibrium with radiation, and
postulated three probabilistic processes. First, an excited atom has a certain fixed
probability per unit time to jump down spontaneously to the lower energy state,
emitting light. Second, an atom at the lower energy, exposed to radiation, has a
certain probability per unit time to undergo induced absorption, jumping up to the
higher energy level. And third, an excited atom, exposed to radiation, has a certain
probability per unit time to undergo induced emission, jumping down to the lower
energy. For equilibrium, we require that these three processes do not change the
overall number of atoms at the two energy levels. From these elementary postulates,
Einstein rederived Planck’s radiation law.

Einstein’s contribution of 1916/1917 can be regarded as providing us with an
early version of PQT. It implies that probabilistic transitions occur when an atom
jumps from one stationary state to another. This view of the matter receives addi-
tional support from the fact that Einstein’s postulate for spontaneous emission is
entirely in accordance with Rutherford’s exponential law of radioactive decay, itself
so suggestive of an intrinsically probabilistic occurrence. Einstein himself drew
attention to the similarity, and remarked on the probabilistic implications of his con-
tribution at the time. Unfortunately, Einstein’s commitment to determinism meant
that he failed to support his own contribution regarded as a probabilistic interpreta-
tion of quantum theory. In a letter to Born in 1920, Einstein declared ‘That business
about causality causes me a lot of trouble, too. Can the quantum absorption and
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emission of light ever be understood in the sense of the complete causality require-
ment, or would a statistical residue remain? I must admit that there I lack the courage
of my convictions. But I would be very unhappy to renounce complete causality’
(Born, 1971, 23). And in 1924 Einstein expressed himself in even stronger terms:
‘I find the idea quite intolerable that an electron exposed to radiation should choose
of its own free will, not only its moment to jump off, but also its direction. In that
case, I would rather be a cobbler, or even an employee in a gaming-house, than a
physicist’ (Born, 1971, 82).14

This early, Einsteinian version of PQT (repudiated by its author) would have had
to have been modified, of course, once Schrédinger wave mechanics appeared on
the scene. One of the great successes of Schrodinger’s theory is that it predicts that
the frequency of light emitted from an atom is equal to the frequency of the beats
that arise because of the different frequencies of the electron in the higher and lower
orbit, which in turn means that the atom is in a superposition of the two energy
states during the process of emission. Such superpositions of energy levels have, in
any case, been detected experimentally. This means we must take the view that such
superpositions exist but do not persist. They collapse spontaneously and probabilis-
tically when the flow of position probability density between the two states is very
nearly zero — or, more precisely, when (II) of Section 10.7 obtains.

10.13 Why Has PQT been Ignored?

Given the important role that the Einsteinian version of PQT played in the his-
tory of quantum theory, given the power of PQT to make sense of the quantum
domain and solve outstanding problems associated with OQT, and given that PQT
may well be experimentally testable, the question naturally rises: Why has PQT
been so resoundingly ignored?

The answer is that the physics community has failed to take probabilism seri-
ously. Above all, the author of the first version of PQT abjured probabilism. If we
go back to 1926 and to the advent of the new quantum theory of Heisenberg and
Schrodinger, we find that those involved split into two camps. On the one hand there
was the camp of Einstein, Schrodinger, von Laue and de Broglie, which held that
both realism and determinism must be retained whatever the new quantum theory
might seem to suggest. On the other hand, there was the camp of Bohr, Heisenberg,
Born, Dirac, and most other physicists involved, which held that the new quantum
theory necessitated the abandonment of both realism and determinism. These were
the lines along which the great quantum battle of the time was drawn. What every-
one overlooked was a third option — the only one capable of really making sense
of the mysteries of the quantum domain: retain realism but abandon determinism

14 Subsequently, Einstein came to appreciate that the fundamental objection to OQT is its aban-
donment of realism rather than determinism: see Born (1971, 168—173), Einstein (1950, 39-40).
But Einstein never thought that probabilism might be the key to the solution to the basic problem
confronting quantum realism — namely the wave/particle problem. For a discussion of Einstein’s
attitude towards OQT see Maxwell (1993a, 289-296).
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and embrace probabilism instead. It is this third overlooked option that one needs
to adopt in order to see the desirability — the possibility — of developing Einsteinian
PQT so that it comes to provide a viable realistic and probabilistic version of post-
Schrodinger quantum theory.

10.14 Conclusions

There are two conclusions.

First, PQT deserves more attention than it has received so far — both the specific
version of PQT proposed here, and other, rival versions such as those of GRW and
Penrose. There are a host of questions that need answering. What limit do exist-
ing experiments place on the upper bound of £? What experiments are there to test
PQT that could realistically be performed? How can PQT be extended to include
relativistic quantum theory, QED and other quantum field theories? What are the
implications of the probabilism of PQT for quantum gravity? How does the prob-
abilism of PQT relate to the probabilism of theories, such as quantum electroweak
theory, that may be regarded as postulating a cosmological episode of probabilistic
spontaneous symmetry breaking? What implications does the probabilism of PQT
have for views about the nature of time?

Second, in order to solve the problems of quantum theory, what is needed is an
end to (usually rather bad) philosophizing about quantum theory, general recog-
nition of the profound defects of OQT, and a return to the customary methods of
physics in the search for a better theory: the twin activities of proposing testable
conjectures, and subjecting them to experimental tests.
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Chapter 11
Derivative Dispositions and Multiple
Generative Levels

Ian J. Thompson

11.1 Introduction

Recently, much philosophical work has emphasized the importance of dispositions
for realistic analyses of causal processes in both physics and psychology. This
is partly because of the attractiveness of the thesis of dispositional essentialism,
which holds that all existing things have irreducible causal powers, and such views
are advocated in (Bird, 2004; Cartwright, 1983; Chakravartty, 2003; Elder, 1994;
Ellis, 2000, 2001; Ellis and Lierse, 1994; Fetzer, 1977; Harré and Madden, 1975;
McKitrick, 2003; Molnar, 2004; Mumford, 1995, 1998; Shoemaker, 1984; Swoyer,
1982 and Thompson, 1988). The thesis opposes the views of (Ryle, 1949: ch. 5) who
sees dispositions as merely ‘inference tickets’ or ‘promises’, and (Armstrong, 1969)
who sees them as derived from universal laws combined with non-dispositional
properties. (Mumford, 2005) articulates a common aspect of dispositional essen-
tialism, to imagine how the concept of universal laws could be rather replaced by
talk of specific objects and their dispositions.

Recent critics of dispositional essentialism have pointed, for example, at Least
Action Principles (Katzav, 2004), and Gauge Invariance Principles (Psillos, 2006),
both of which principles appear to be independent laws that do not follow the pattern
of aggregations with dispositions of the constituents. It might therefore appear that
we have to move our understanding beyond that of simple dispositions. Related
complexities are described in the works of (Krause, 2005) and (Stachel, 2005); who
consider the difficulties arising from the identity of indistinguishable particles in
quantum mechanics.

Certainly in physics and elsewhere, there are a great number of dispositional
ideas such as force, potential, propensity that we should try to understand more sys-
tematically. There are other ideas of energy, probability and virtual fields that could
well be linked with concepts of dispositions. Maybe a more sophisticated theory of
dispositions will allow us to make headway in understanding least action principles
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and gauge invariance within the framework of dispositional essentialism. I therefore
continue the analysis of kinds of dispositions using suggestions from physics, to
consider the possibility of what I will call derivative dispositions, and later consider
whether these together may form a structure of what may be called multiple genera-
tive levels. This paper therefore consists of proposals for what those concepts might
mean, and analyses of examples in physics and psychology that appear to need such
concepts for their understanding. We will need to distinguish cases whereby new
dispositions come about from rearrangement of parts, from possible cases where
they are ‘derived’ or ‘generated’ in some more original way.

11.2 Beyond Simple Dispositions

11.2.1 Changing Dispositions

Most examples of dispositions in philosophical discussions are those, like fragility,
solubility, radioactive instability, whose effects (if manifested) are events. If a glass
exercises its fragility, it breaks. If salt shows its solubility, it dissolves, and the mani-
festation of radioactive instability would be a decay event detected say with a geiger
counter. However, physicists want to know not merely that these events occur, but
also how the dispositions themselves may change after the manifestation event. In
the cases here, the fragility of the parts or the stability of the nuclei may change as a
result of the manifestation events, and it is an important part of physics to describe
the new (changed) dispositions as accurately as possible. Such descriptions are part
of more comprehensive dynamical theories, as distinct from descriptive accounts of
events.

Sometimes, new dispositions may be ascribable after an event that could not
have been ascribed before the event. The fragments of a broken glass may be able
to refract light in a way that the intact glass could not, for example. The dissolved
salt may be to pass through a membrane, in contrast to the dispositions of the initial
salt crystals. The fragments arising from a nuclear decay may possibly decay by
emitting electrons in a way the parent nucleus could not.

In general, it often appears that new dispositions may be truthfully ascribed as
the result of a prior disposition’s operation. When this happens, as in the above
examples, it at least appears that new dispositions come into existence as the mani-
festation of previous dispositions. Since now one disposition leads to another, some
philosophical analysis is called for.

11.2.2 Rearrangement Dispositions

The existence of some of these new dispositions may perhaps be successfully
explained as the rearrangement of the internal structures of the objects under discus-
sion, when these are composite objects. The refraction by pieces of broken glass, in
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contrast to the original smooth glass, has obvious explanations in terms of the shapes
of the new fragments. Salt’s diffusion through a membrane, once dissolved, is pre-
sumably because of the greater mobility of salt ions in solution compared with the
crystal form.

Science is largely successful in explaining such dynamical evolutions of empir-
ical dispositions of natural objects. It bases the explanations in terms of changes
in their structural shapes and arrangements of their parts, along with the fixed
underlying dispositions or propensities of these parts. It is from the dispositions
of these parts that, according the structure, all their observed dispositions and causal
properties may be explained.

The existence of new dispositions by rearrangement of the parts of an object may
be taken as non-controversial within existing philosophical frameworks. It appears
that typical philosophical analyses can readily accommodate the way the deriva-
tive dispositions of an aggregate are explained in terms of recombinations of the
dispositions of its parts.

11.2.3 Derivative Dispositions

However, it appears that not all dynamical changes of dispositions occur by rear-
rangements of parts, and those that are not rearrangements are what in this paper I
want to call derivative dispositions. There are some cases, to be listed below, where
new dispositions come into existence, without there being any known parts whose
rearrangement could explain the changes. The next section gives some examples
from physics and psychology of what appear to be such derivative dispositions, and
this is followed by a more general analysis of how these might work.

11.3 Examples of Derivative Dispositions

11.3.1 Energy and Force

If we look at physics, and at what physics regards as part of its central understand-
ing, one extremely important idea is energy. Physics talks about kinetic energy as
energy to do with motion, and potential energy as to do with what would happen if
the circumstances were right. More specifically, if we look at definitions of force
and energy which are commonly used to introduce these concepts, we find defini-
tions like

e force: the tendency F to accelerate a mass m with acceleration F/m.

e energy: the capacity E to do work, which is the action of a force F over a
distance d,

e potential energy field: the field potential V(x) to exert a force F = —dV /dx if a
test particle is present.
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Furthermore, we may see a pattern here:

e potential energy field: the disposition to generate a force, and
e force: the disposition to accelerate a mass, and
e acceleration: the final result.

We cannot simply identify for example ‘force’ and ‘acceleration’, because, as
(Cartwright, 1983 points out, force is not identical to the product ma: it is only the
net force at a point which can have that effect. An individual force is only by itself
a tendency which may or may not be manifested. It is a disposition, as is energy
generically, as well as potential energy. It is generally acknowledged that ‘force’ is
a disposition: my new point is that it cannot be reduced either to ‘acceleration’ or
‘energy’.

I therefore take these as an example of two successive derivative dispositions,
where the effect of one disposition operating is the generation of another. An elec-
trostatic field potential is a disposition, for example, the manifestation of which —
when a charge is present — is not itself motion, but which is the presence now of a
derivative disposition, namely a force. The manifestation of a force — when acting
On a mass — may or may not occur as motion, as that depends on what other forces
are also operating on the mass. The production of a force by a field potential does
not appear to be something that occurs by means of the rearrangements of micro-
scopic parts, but appears to be more fundamental, and almost sui generis. It appears
that field potentials, force and action form a set of multiple generative levels, and
this situation is clearly in need of philosophical inspection.

Admittedly, many physicists and philosophers often manifest here a tendency to
say that only potential energy is ‘real’, or conversely perhaps that ‘only forces are
real’, or even that ‘only motion is real’, and that in each case the other physical
quantities are only ‘calculational devices’ for predicting whichever is declared to be
real. Please for a while apply a contrary tendency to resist this conclusion, at least to
the end of the paper. In Section 11.5 I will be explicitly evaluating such reductionist
strategies, along with a discussion of the comparative roles of mathematical laws
and dispositional properties within a possible dispositional essentialism.

11.3.2 Sequences, or Levels?

We normally think of energy, force and acceleration as the sequential stages of a
process. However, in nature, there is still energy even after a force has been pro-
duced, and forces continue to play their roles both during and after accelerations.
This means energy does not finish when force begins, and force does not finish
when acceleration begins, but, in a more complicated structure, all three continue to
exist even while producing their respective derivative dispositions. The best way I
can find to think better of this more complicated structure is that of a set of ‘multiple
generative levels’. In this way we can think of a ‘level of energy’ which persists even
while it produces forces, and is ‘level of forces’ even as they produce accelerations.
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Admittedly the idea of a ‘level’ is a spatial metaphor for what is not itself spatial,
but the metaphor still serves to illustrate my argument.

11.3.3 Hamiltonians, Wave Functions and Measurements

In quantum physics, energy (the total of the kinetic and potential energies) is rep-
resented by the Hamiltonian operator H. This operator enters into the Schrodinger
wave equation H Y(x,t) = ihdW(x,t)/dt, which governs all quantum wave forms
W(x,t). It thus generates all time evolution, and hence all fields of probabilities
|W(x, 1)|? for measurement outcomes. The principal dynamics in quantum physics
are specified by knowing what the initial state is, and what the Hamiltonian opera-
tor is. These remarks apply to quantum mechanics as it is practised, by using Born’s
statistical interpretation and then naively saying that the quantum state changes after
a measurement to one of the eigenstates of the measurement operator. (This is the
much discussed ‘reduction of the wave packet’, which we may agree at least appears
to occur.)

We may therefore consider quantum physics in the following ‘realistic’ way. We
have the Hamiltonian which is to do with total energy, which is somehow ‘active’
since it is an operator which operates on the wave function and changes it. The
Schrodinger equation is the rule for how the Hamiltonian operator produces the
wave function, which is a probabilistic disposition (a propensity) for action. This
wave function (in fact its squared modulus) gives a probability for different of
macroscopic outcomes of experiments, and the wave function changes according
to the specific outcome.

Such is the structure of quantum physics as it is practised, and we may observe a
sequence of derivative dispositions in operation:

e Hamiltonian operator: the fixed disposition to generate the wave function by
evolving it in time,

e wave function: the probabilistic disposition (a ‘propensity wave’) for selecting
measurement outcomes, and

o measurement outcome: the final result.

It appears again that we have multiple generative levels, with the set of
Hamiltonian, wave function and selection event. Note here also that the final result
is the weakest kind of ‘minimal’ disposition, which influences merely by selection,
because it is a selection. It appears as the last of a sequence of derivative disposi-
tions, as a kind of ‘bottom line’ if we want to include it within the framework of
multiple generative levels.

Admittedly again, reductionist tendencies may be applied. Most commonly,
it may be denied that there are distinct measurement outcomes in any ontolog-
ical sense, and that they may only be approximately defined within a coarse-
grained ‘decoherent history’. Advocates of the Many Worlds Interpretation, or of
Decoherence theories, take this view. Others such as Bohr take the opposite view:
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he holds that only the measurement outcome is real, and that the Hamiltonian and
wave function are calculational devices and nothing real. These views in tension
will be discussed in Section 11.5.

11.3.4 Virtual and Actual Processes

Taking a broader view of contemporary physics and its frontiers, we may further say
that the ‘Hamiltonians, wave functions and measurements’ of above describe just the
dispositions for a class of ‘actual processes’. The Hamiltonian is the operator for
the total energy, containing both kinetic and potential energy terms. However, we
know from Quantum Field Theory (QFT) that, for example, the Coulomb potential
is composed ‘in some way’ by the exchange of virtual photons. Similarly, we also
know from QFT that the mass in the kinetic energy part is not a ‘bare mass’, but is a
‘dressed mass’ arising (in some way) also from many virtual processes. This again
suggests the theme of my paper: that the Hamiltonian is not a ‘simple disposition’,
but in fact is itself derivative from some prior ‘generative level’. In this case the
needed generative level could be called that of “virtual processes’, in contrast to that
of ‘actual processes’.

The class of virtual processes, as described by QFT, have many properties that
are opposite to those of actual processes of measurement outcomes. Virtual events
are at points (not selections between macroscopic alternatives), are interactions (not
selections), are continuous (not discrete), are deterministic (not probabilistic), and
have intrinsic group structures (e.g. gauge invariance, renormalisation) as distinct
from the branching tree structure of actual outcomes. All these contrasts (which I
do not have the space to expound here) suggest that virtual processes should be dis-
tinguished from actual events. The guiding principles have different forms: virtual
processes are most commonly described by a Lagrangian subject to a variational
principle in a Fock space of variable particle numbers, whereas actual processes,
as discussed above, deal with the energies of specific observable objects leading to
definite measurement outcomes.

It is more certain that virtual processes form a simultaneous ‘level’ in addition to
the ‘level’ of Hamiltonians, propensities and measurements. This is because virtual
processes are clearly occurring perpetually and simultaneously with Hamiltonian
evolution, as they are necessary to continually ‘prepare and form’ the ‘dressed’
masses and potentials in the Hamiltonian. Dressed masses and potentials persist
during Hamiltonian evolution. In atoms and molecules, virtual processes such as
photon exchanges to generate the Coulomb potentials exist continuously as a kind
of background for observable processes.

11.3.5 Pregeometry and the Generation of Spacetime

Field theories such as QFT still use a geometric background of spacetime, and there
is currently much speculative work in quantum gravity research to determine how
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this spacetime might arise. Wheeler started interest in ‘pregeometry’: the attempt
to formulate theories of causal processes which do not presuppose a differentiable
manifold for spacetime. Rather, his aim was to encourage speculation as to how
spacetime might arise. Most commonly, the task has been taken as showing how
spacetime may turn out to be a ‘statistical approximation’ in some limit of large
numbers of hypothetical pregeometric processes. Proposals have involved spinors
by (Penrose, 1987); ‘loop quantum gravity’ as described for example in (Rovelli,
1998); and ‘causal sets’ according to (Brightwell et al., 2003).

If some pregeometry could be identified, I would speculate that a good way of
seeing this would be as a distinct pregeometric level within a structure of deriva-
tive dispositions. That is, instead of spacetime being a statistical approximation (in
the way thermodynamics is a statistical approximation to molecular gas theories),
it could be better imagined that spacetime is an aspect of derivative dispositions
that have been generated by ‘prior’ pregeometric dispositions. This is admittedly
speculative, but it does follow the pattern of some current research, so I use it as an
example of how the philosophical analysis of dispositions may yet interact fruitfully
with modern physics. This appears to be useful particularly since the very aim of
‘deriving spacetime’ has itself been called into question by (Meschini et al., 2005).

11.3.6 Psychology

There are many examples of apparent derivative dispositions in everyday life, in
psychology, in particular in cognitive processes. Such dispositions are involved
whenever the accomplishment of a given disposition requires the operation of suc-
cessive steps of kinds different from the overall step. The original disposition on its
operation therefore generates the ‘derived dispositions’ for the intermediate steps,
which are means to the original end. An original ‘disposition to learn’, for example,
can generate the derived ‘disposition to read books’, which can generate further ‘dis-
positions to search for books’. These dispositions would then generate dispositions
to move one’s body, which in turn lead ultimately to one’s limbs having (physical)
dispositions to move. These successively generated dispositions are all derived from
the original disposition to learn, according to the specific situations.

Another example of sequential and derivative dispositions is the ability to learn.
To say that someone is easy to teach, or that they are musical, for example, does
not mean that there is any specific action that they are capable of doing. Rather,
it means that they well disposed to learn new skills (whether of a musical or of a
general kind), and that it is these new skills which are the dispositions that lead to
specific actions.

In this I follow (Broad, 1925): that there are ‘levels’ of causal influence. We
might allow that particular dispositions or intentions are best regarded not as the
most fundamental causes, but as ‘intermediate stages’ in the operation of more
persistent ‘desires’ and ‘motivations’. The intention to find a book, for example,
could be the product or derivative of some more persistent ‘desire for reading’, and
need only be produced in the appropriate circumstances. Broad would say that the
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derived dispositions were the realisation of the underlying dispositions. These are
called ‘levels’ rather than simply ‘sequences’ because the underlying motivation
still exists during the production of later levels: it operates simultaneously with the
derivative dispositions. It is not the case that ‘desire for reading’ ceases during the
act of reading, for it is rather then at its strongest and in fulfilment.

11.4 Analytical Scheme

11.4.1 Generative Sequences

The first general idea is that ‘multiple generative levels’ are a sequence {A — B —
C — ..} in which A ‘generates’ or ‘produces’ new forms of B using the present form
of B as a precondition. We say that B derives from A as its manifestation. Then B
generates C in the same way. This sequence may perhaps continue until an end Z,
say, where the only activity is the ‘selection’ described below.

This rough scheme does not tell us, however, how A, B, etc might be changed
as a result of their operation. Presumably this occurs often, as for example in naive
quantum theory, when a wave function is changed after it generates a particular
measurement outcome. We want to consider the philosophy for a general scheme
which might explain the (apparently mysterious) logic of the ‘reduction of the wave
packet’. In order to formulate such a general scheme, let us extract some guide-
lines from our example derivative dispositions listed previously. To do this, we will
need to first distinguish the concepts of principal from instrumental and occasional
causes.

11.4.2 Principal, Instrumental and Occasional Causes

(Davidson, 1967) argues that causality is a two-place relation between individual
events. Thus causal relations are certainly not just implications from the description
of the first event to that of the second event, but are something more real. The reality
of causality, however, does not thereby automatically include such components as
dispositions and propensities, although (Steiner, 1986) wants to extend Davidson’s
ideas in this direction. In the present paper, I want to allow both dispositions and
previous events to be causes, although in different senses.

Thus I recommend that distinctions ought to be made between all of the
following:

e the ‘Principal Cause’: that disposition which operates,

e the ‘Occasional Cause’: that circumstance that selects which dispositions operate,

e the ‘Instrumental Cause’: the origin of the occasional cause, so is another cause
by means of which the Principal Cause operates.
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The overall pattern is therefore that ‘Principal causes operate according to
occasional causes, which arise from instrumental causes’.

All three kinds of causes appear to be necessary for any event in nature, for exam-
ple, when a stone is let fall: the principal cause is the earth’s gravitational attraction,
the occasional cause is our act of letting go, and instrumental cause is the muscle
movements in our finger releasing the stone. Its hitting the ground is thus caused by
our letting go, but only as an instrumental and then occasional cause. Many com-
mon uses of ‘cause’ (including that of (Davidson, 1967)) refer to occasional causes
rather than principal causes, as it is only in this ‘occasional’ sense that events can
be said to be causes. Previous events cannot be efficacious causes, (Emmet, 1984)
points out, in the sense of ‘producing’ or ‘giving rise to’ their effects, since events
per se are not themselves powers, but clearly they do make some difference whether
they happen or not. This is because events are the changes in powers, but change
itself is not a power but the property of powers. The instrumental cause is a genuine
causal contributor, and may be said to ‘set the stage’, by making suitable conditions
(namely, the occasional cause) for selecting the operation of the principal cause.

I acknowledge that using the phrase ‘occasional cause’ brings in perhaps an
unnecessary amount of philosophical debate, but I see essentially the same questions
occurring here as there. We need some generic concept to refer to the circumstances,
conditions, or occasions that must obtain in order for a disposition to manifest itself.

11.4.3 Causal Sequences in Physics

Consider now a electron of fixed charge and mass moving in an electrostatic poten-
tial, according to classical electrostatics. At a given place x, the derivative of the
potential V(x) gives the force, and the force gives acceleration which in turn changes
the velocity of electron, and it moves to a new place. In our framework of deriva-
tive dispositions, we see that the potential is a disposition which generates another,
namely the force. It does so, moreover, according to the place of the electron. The
electrostatic potential is therefore the principal cause of the force, and the place
of the electron is the occasional cause. A place or any other spatiotemporal prop-
erty by itself is never an efficacious cause, but it can be said to be the circumstance
by means of which the potential generates the force. In general, when we include
magnetism and radiation, such properties will include velocities and accelerations.
Perhaps these properties will themselves require further dispositional analyses as in
(Lange, 2005).

Note that we never have forces causing potentials to exist where they did not
before, nor can places. Let us generalise by surmising a set of generative levels
{Potential — Force — Places}, such that the principal causation is always in the
direction of the arrow, and the only ‘backward’ causation is by selection with an
occasional cause. The only feedback ‘back up the sequence’ is therefore with the
conditional aspect of certain occasions. The specific operation of prior dispositions
does not happen continually or indiscriminately, so needs to be selected, and thus
there is an essential role for ‘particular occasions’ as preconditions.
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Consider secondly the quantum mechanical evolution of a system from time
to that is subject to measurement selections at various later times 71, fp, etc. The
quantum mechanical story is as follows. The initial quantum state W (%) is evolved
according to the Schrodinger equation by the Hamiltonian H for t < t;. Consider
the measurement for operator A occurring at ¢ = f1, the operator having an eigen-
expansion Auy, = ayu;. In practical quantum mechanics, the quantum state changes
to \I!(tT) = u,,_ if the result of the measurement is the eigenvalue a;, which occurs
with probability p, = |< uy| V(t) >|2. The new state \ll(tfr) is then evolved
similarly for 7 < #,, the time of the next measurement.

Seen in terms of derivative dispositions, the Hamiltonian is the disposition to
evolve an initial state W(#p) to new times ¢, generating W (¢) = exp(—iI:It/h)\If(to).
The new W(r) are themselves another disposition, namely a propensity to produce
measurement outcomes with the various probabilities p; = | < u, |V (¢) > 2. The
final results are the discrete selection events at the times of measurement. These
discrete events have themselves only the minimal causal powers as they influence
the future evolutions of the wave function. In that sense, they are in our scheme
just the ‘occasional causes’ according to which other dispositions may operate. The
principal dispositions are first the Hamiltonian operator that starts the whole process,
and then the wave functions considered as fields of propensity for different selection
events.

Summarising the quantum mechanical case, we see that here again, the prin-
cipal causes act ‘forwards’ down a set of multiple generative levels, yet whose
range of actions at any time is selected from all those presently possible, as con-
strained by past events. Those events thereby become occasional causes. Because
the wave functions before a measurement event are the cause of that event, those
wave functions are thereby the instrumental cause of the new wave functions after
the measurement.

11.4.4 Conditional Forward Causation

From our examples, we may generalise that all the principal causation is ‘down’ the
sequence of multiple generative levels {A — B — ...}, and that the only effect back
up the sequence is the way principal causes depend on previous events or occasions
to select their range of operation. Let us adopt as universal this asymmetric rela-
tionship between multiple generative levels: that dispositions act forwards in a way
conditional on certain things already existing at the later levels. We regard this as a
simple initial hypothesis, and will have to observe whether all dispositions taken as
existing in nature can be interpreted as following this pattern.

We may therefore surmise that A, the first in the sequence, is the ‘deepest under-
lying principle’, ‘source’, or ‘power’ that is fixed through all the subsequent changes
to B, C, etc. Conditional Forward Causation, the pattern we saw from physics, would
imply that changes to B, for example, come from subsequent operations of A, and
not from C, D,.. acting in ‘reverse’ up the chain. We would surmise, rather, that the
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subsequent operations of A are now conditioned on the results in B, C, D, etc. The
operations of A are therefore the principal causes, whereas the dependence of those
operations on the previous state of B is via instrumental causation, and the depen-
dence on the results in C, D,... is via occasional causation. 1 would like to suggest
that this is a universal pattern for the operation of a class of dispositions in nature,
namely those that do not follow from the rearrangement of parts of an aggregate
object.

11.5 Reductionism and Dispositional Essentialism

In all the apparent examples of multiple generative levels given here, many physi-
cists and philosophers of physics will want to assert the particular ‘reality’ of one
of the levels, and say that the prior levels are ‘merely calculational devices’ for the
behaviour of their chosen real level.

For example, some assert in electromagnetic theory that only the field tensors
(incorporating the electric and magnetic vector fields) are ‘real’, and that the vec-
tor potential (incorporating the electrostatic potential) is a calculational device with
no reality. To this end, they note the gauge uncertainties in the vector potential,
which for electrostatics is the arbitrariness in setting the level of zero potential
energy. Against this, many have noticed that the scattering of electrons in the Bohm-
Aharonov experiment is most succinctly explained in terms of the vector potential,
not the field tensor. It turns out that, strictly speaking, it is loop integrals of the vec-
tor potential which carry physical significance. I conclude that there are non-trivial
physical and philosophical questions about the relative ‘reality’ of potentials and
forces which require not immediate preferences but considered responses.

We also saw how reductionist tendencies may be manifest in quantum theories.
‘Decoherent history’ accounts of quantum mechanics want to keep the wave func-
tion according to the Schrodinger equation, and deny that macroscopic outcomes
occur in a reality, and only allow them to be approximate appearances. The founders
of quantum theory such as Bohr and Wheeler, however, took the opposite view, that
an electron is only ‘real’ when it is being observed — when it makes the flash of
light at a particular place — not while it is travelling. In their opposite view, the
Hamiltonian and wave function are calculational devices and nothing real, having
only mathematical reality as portrayed by the mathematical name ‘wave function’.

The views which make prior or later levels into ‘mere’ calculational devices can
be critiqued from the point of view of dispositional essentialism. This view encour-
ages us in general to not invoke arbitrarily mathematical rules for the laws of nature,
but, as (Mumford, 2005) suggests, replace the role of laws by that of the disposi-
tional properties of particular objects. The question of simplicity, to be answered
in order to apply Occam’s criterion, is therefore whether it is simpler to have mul-
tiple kinds of objects existing (even within multiple generative levels) each with
simple dispositions, or simpler to have fewer kinds of existing objects, but with
more complicated laws governing their operation. The discussion in the literature
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about interpreting the Bohm-Aharonov effect is trying to answer precisely this
question, once it had been established that different approaches were both adequate
in explaining the phenomenon.

In the present paper, [ have shown many more apparent examples of multiple gen-
erative levels, each composed of derivative dispositions. The questions of simplicity,
and adequacy, will have to be examined in all of these cases as well. Nevertheless,
I believe that the concepts introduced here enable us to take a more comprehensive
and universal view of physical dispositions (such as those of potentials and forces,
or of Hamiltonians and wave functions) that otherwise appear to be ad hoc when
taken individually.
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