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Preface and Acknowledgements to
the Second Edition

Since the first edition of this book appeared in 2005, wireless communications research and tech-
nology continued its inexorable progress. This fact, together with the positive response to the first
edition, motivated a second edition that would cover the topics that have emerged in the last years.
Thus, the present edition aims to bring the book again in line with the breadth of topics relevant
to state-of-the-art wireless communications engineering.

There are more than 150 pages of new material, covering

e cognitive radio (new Chapter 21);
e cooperative communications, relays, and ad hoc networks (new Chapter 22);
e video coding (new Chapter 23);
e 3GPP Long-Term Evolution (new Chapter 27);
e WiMAX (new Chapter 28).
There are furthermore significant extensions and additions on the following:
e MIMO (in Chapter 20), in particular a new section on multi-user MIMO (Section 20.3).
e [EEE 802.11n (high-throughput WiFi) in Section 29.3.
e Coding (bit-interleaved coded modulation) in Section 14.5.
e Introduction to information theory in Sections 14.1, 14.9, and Appendix 17.
e Channel models: updates of standardized channel models in Appendix 7.
e A number of minor modifications and reformulations, partly based on feedback from instructors

and readers of the book.

These extensions are important for students (as well as researchers) to learn “up-to-date” skills,
Most of the additional material might be best suited for a graduate course on advanced wireless
concepts and techniques. However, the material on LTE (or WiMAX) is also well suited as an
example for standardized systems in a more elementary course (replacing, e.g., discussions of
GSM or WCDMA systems).

As for the first edition, presentation slides and a solutions manual are available for instructors
that adopt the textbook for their course. This material can also be obtained from the publisher or
from a new website, wides.usc.edu/teaching/textbook. This site will also contain important resources
for all readers of the book, including an “errata list,” updates, additional references, and similar
material.

The writing of the new material was a major endeavor, and was greatly helped by the sup-
port of Sandy Sawchuk, Chair of the Department of Electrical Engineering at the University of
Southern California. Particular thanks to Anthony Vetro, who wrote the new chapter on videocoding
(Chapter 23). I am also grateful to the experts that kindly agreed to review the new material, namely



xxiv Preface and Acknowledgements to the Second Edition

Honggang Zhang and Natasha Devroye (Chapter 21), Gerhard Kramer, Mike Neely, Bhaskar Krish-
namachari (Chapter 22), Erik Dahlman (Chapter 27), Yang-Seok Choi Hujun Jin, and V. Shashidar
(Chapter 28), Guiseppe Caire (new material in Chapters 14 and 17), Robert Heath and Claude
Oestges (new material of Chapter 20), and Eldad Perahia (Section 29.3). As always, responsibility
for any residual errors lies with me.

I also thank the students from my classes at USC, as well as readers and students from all
over the world, who provided suggestions for corrections and improvements. Exercises for the new
chapters were created by Junyang Shen, Hao Fang, and Christian Mehlfuehrer. Thanks to Neelesh
B. Mehta for providing me with several figures on LTE.

As for the first edition, Mark Hammond from J. Wiley acted as acquisition editor; Sarah
Tilley was the production editor. Special thanks to Dhanya Ramesh of Laserwords for her expert
typesetting.



Preface to the First Edition

When, in 1994, I wrote the very first draft of this book in the form of lecture notes for a wireless
course, the preface started by justifying the need for giving such a course at all. I explained at length
why it is important that communications engineers understand wireless systems, especially digital
cellular systems. Now, more than 10 years later, such a justification seems slightly quaint and out-
dated. Wireless industry has become the fastest growing sector of the telecommunications industry,
and there is hardly anybody in the world who is not a user of some form of wireless technology.
From the ubiquitous cellphones, to wireless LANs, to wireless sensors that are proliferating — we
are surrounded by wireless communications devices.

One of the key challenges in studying wireless communications is the amazing breadth of topics
that impacts this field. Traditionally, communications engineers have concentrated on, for example,
digital modulation and coding theory, while the world of antennas and propagation studies was
completely separate — “and never the twain shall meet.” However, such an approach does not work
for wireless communications. We need an understanding of all aspects that impact the performance
of systems, and make the whole system work. This book is an attempt to provide such an overview,
concentrating as it does on the physical layer of wireless communications.

Another challenge is that not only practical wireless systems, but also the science on which they
are based is constantly changing. It is often claimed that while wireless systems rapidly change,
the scientific basis of wireless communications stays the same, and thus engineers can rely on
knowledge acquired at a given time to get them through many cycles of system changes, with
just minor adjustments to their skill sets. This thought is comforting — and unfortunately false. For
example, 10 years ago, topics like multiple-antenna systems, OFDM, turbo codes and LDPC codes,
and multiuser detection, were mostly academic curiosities, and would at best be treated in PhD-
level courses; today, they dominate not only mainstream research and system development, but
represent vital, basic knowledge for students and practicing engineers. I hope that, by treating both
new aspects as well as more “classical” topics, my book will give today’s students and researchers
knowledge and tools that will prove useful for them in the future.

The book is written for advanced undergraduate and graduate students, as well as for practicing
engineers and researchers. Readers are assumed to have an understanding of elementary communi-
cation theory, like modulation/demodulation as well as of basic aspects of electromagnetic theory,
though a brief review of these fields is given at the beginning of the corresponding chapters of
the book. The core material of this book tries to get students to a stage where they can read more
advanced monographs, and even research papers; for all those readers who want to dig deeper, the
majority of chapters include a “further reading” section that cites the most important references.
The text includes both mathematical formulations, and intuitive explanations. I firmly believe that
such a dual approach leads to the deepest understanding of the material. In addition to being a
textbook, the text is also intended to serve as a reference tool for researchers and practitioners. For
this reason, I have tried to make it easier to read isolated chapters. All acronyms are explained the
first time they occur in each chapter (not just at their first occurrence in the book); a list of symbols
(see p. xlvii) explains the meaning of symbols used in the equations. Also, frequent cross-references
should help for this purpose.
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Synopsis

The book is divided into five parts. The first part, the introduction, gives a high-level overview of
wireless communications. Chapter 1 first gives a taxonomy of different wireless services, and then
describes the requirements for data rate, range, energy consumption, etc., that the various applica-
tions impose. This chapter also contains a brief history, and a discussion of the economic and social
aspects of wireless communications. Chapter 2 describes the basic challenges of wireless commu-
nications, like multipath propagation and limited spectrum resources. Chapter 3 then discusses how
noise and interference limit the capabilities of wireless systems, and how link budgets can serve as
simple system-planning tools that give a first idea about the achievable range and performance.

The second part describes the various aspects of wireless propagation channels and antennas. As
the propagation channel is the medium over which communication happens, understanding it is vital
to understanding the remainder of the book. Chapter 4 describes the basic propagation processes:
free space propagation, reflection, transmission, diffraction, diffuse scattering, and waveguiding.
We find that the signal can get from the transmitter to the receiver via many different propagation
paths that involve one or more of these processes, giving rise to many multipath components. It is
often convenient to give a statistical description of the effects of multipath propagation. Chapter 5
gives a statistical formulation for narrowband systems, explaining both small-scale (Rayleigh) and
large-scale fading. Chapter 6 then discusses formulations for wideband systems, and systems that
can distinguish the directions of multipath components at the transmitter and receiver. Chapter 7
then gives specific models for propagation channels in different environments, covering path loss
as well as wideband and directional models. Since all realistic channel models have to be based
on (or confirmed by) measurements, Chapter 8§ summarizes techniques that are used for measuring
channel impulse responses. Finally, Chapter 9 briefly discusses antennas for wireless applications,
especially with respect to different restrictions at base stations and mobile stations.

The third part of the book deals with the structure and theory of wireless transceivers. After a
short summary of the components of a RF transceiver in Chapter 10, Chapter 11 then describes
the different modulation formats that are used for wireless applications. The discussion not only
includes mathematical formulations and signal space representations, but also an assessment of
their advantages and disadvantages for various purposes. The performance of all these modems
in flat-fading as well as frequency-selective channels is then the topic of Chapter 12. One critical
observation we make here is the fact that fading leads to a drastic increase in error probability, and
that increasing the transmit power is not a suitable way of improving performance. This motivates
the next two Chapters, which deal with diversity and channel coding, respectively. We find that
both these measures are very effective in reducing error probabilities in a fading channel. The
coding chapter also includes a discussion of near-Shannon-limit-achieving codes (turbo codes and
low-density parity check codes), which have gained great popularity in recent years. Since voice
communication is still the most important application for cellphones and similar devices, Chapter 15
discusses the various ways of digitizing speech, and compressing information so that it can be
transmitted over wireless channels in an efficient way. Chapter 16 finally discusses equalizers,
which can be used to reduce the detrimental effect of frequency selectivity of wideband wireless
channels. All the chapters in this part deal with a single link — i.e., the link between one transmitter
and one receiver.

The fourth part then takes into account our desire to operate a number of wireless links simulta-
neously in a given area. This so-called multiple-access problem has a number of different solutions.
Chapter 17 discusses frequency domain multiple access (FDMA) and time domain multiple access
(TDMA), as well as packet radio, which has gained increasing importance for data transmission.
This chapter also discusses the cellular principle, and the concept of frequency reuse that forms
the basis not only for cellular, but also many other high-capacity wireless systems. Chapter 18
then describes spread spectrum techniques, in particular CDMA, where different users can be
distinguished by different spreading sequences. This chapter also discusses multiuser detection, a
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very advanced receiver scheme that can greatly decrease the impact of multiple-access interference.
Another topic of Part IV is “advanced transceiver techniques.” Chapter 19 describes OFDM (orthog-
onal frequency domain multiplexing), which is a modulation method that can sustain very high data
rates in channels with large delay spread. Chapter 20 finally discusses multiple-antenna techniques:
“smart antennas,” typically placed at the base station, are multiple-antenna elements with sophis-
ticated signal processing that can (among other benefits) reduce interference and thus increase the
capacity of cellular systems. MIMO (multiple-input-multiple-output) systems go one step further,
allowing the transmission of parallel data streams from multiple-antenna elements at the transmit-
ter, which are then received and demodulated by multiple-antenna elements at the receiver. These
systems achieve a dramatic capacity increase even for a single link.

The last part of the book describes standardized wireless systems. Standardization is critical
so that devices from different manufacturers can work together, and also systems can work
seamlessly across national borders. The book describes the most successful cellular wireless
standards — namely, GSM (Global System for Mobile communications), IS-95 and its advanced
form CDMA 2000, as well as Wideband CDMA (also known as UMTS) in Chapters 21, 22,
and 23, respectively. Furthermore, Chapter 24 describes the most important standard for wireless
LANs — namely, IEEE 802.11.

A companion website (www.wiley.com/go/molisch) contains some material that I deemed as
useful, but which would have made the printed version of the book overly bulky. In particular,
the appendices to the various chapters, as well as supplementary material on the DECT (Digital
Enhanced Cordless Telecommunications) system, the most important cordless phone standard, can
be found there.

Suggestions for Courses

The book contains more material than can be presented in a single-semester course, and spans the
gamut from very elementary to quite advanced topics. This gives the instructor the freedom to
tailor teaching to the level and the interests of students. The book contains worked examples in the
main text, and a large number of homework exercises at the end of the book. Solutions to these
exercises, as well as presentation slides, are available to instructors on the companion website of
this book.

A few examples for possible courses include:

Introductory course:

e Introduction (Chapters 1-3).
e Basic channel aspects (Sections 4.1-4.3, 5.1-5.4, 6.1, 6.2, 7.1-7.3):
o elementary signal processing (Chapters 10, 11, and Sections 12.1, 12.2.1, 12.3.1, 13.1, 13.2,
13.4, 14.1-14.3, 16.1-16.2);
o multiple access and system design (Chapters 17, 22 and Sections 18.2, 18.3, 21.1-21.7).
e Wireless propagation:
introduction (Chapter 2);
basic propagation effects (Chapter 4);
statistical channel description (Chapters 5 and 6);
channel modeling and measurement (Chapters 7 and 8);
antennas (Chapter 9).
This course can also be combined with more basic material on electromagnetic theory and
antennas.
e Advanced topics in wireless communications:
o introduction and refresher: should be chosen by the instructor according to audience;

O O O O O
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CDMA and multiuser detection (Sections 18.2, 18.3, 18.4);
OFDM (Chapter 19);
ultrawideband communications (Sections 6.6, 18.5);
multiantenna systems (Sections 6.7, 7.4, 8.5, 13.5, 13.6, and Chapter 20);
advanced coding (Sections 14.5, 14.6).
urrent wireless systems:
TDMA-based cellular systems (Chapter 21);
CDMA-based cellular systems (Chapters 22 and 23);
cordless systems (supplementary material on companion website);
wireless LANs (Chapter 24); and
selected material from previous chapters for the underlying theory, according to the knowledge
of the audience.

°
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Adaptive Differential Pulse Code Modulation
Adaptive Differential Pulse Modulation
Angular Delay Power Spectrum
Asymmetric Digital Subscriber Line
Amplify-and-Forward

Automatic Gain Control

Access Grant CHannel

Acquisition Indication CHannel
Arbitration Inter Frame Spacing
random access packet radio system
Advanced Mobile Phone System
Adaptive Multi Rate

Access Network

American National Standards Institute
Ad hoc On-Demand Distance Vector
Access Point

Angular Power Spectrum

Absolute Radio Frequency Channel Number



xxxii Abbreviations
ARIB Association of Radio Industries and Businesses (Japan)
ARQ Automatic Repeat reQuest

ASIC Application Specific Integrated Circuit

ASK Amplitude Shift Keying

ATDPICH Auxiliary forward Transmit Diversity Pllot CHannel
ATIS Alliance for Telecommunications Industry Solutions
ATM Asynchronous Transfer Mode

ATSC-M/H Advanced Television Systems Committee — Mobile/Handheld
AUC AUthentication Center

AV Audio and Video

AVC Advanced Video Coding

AWGN Additive White Gaussian Noise

BAM Binary Amplitude Modulation

BAN Body Area Network

BCC Base station Color Code

BCCH Broadcast Control CHannel

BCF Base Control Function

BCH Bose—Chaudhuri—Hocquenghem (code)

BCH Broadcast CHannel

BCIR Initials of the authors of Bahl et al. [1974]

BEC Backward Error Correction

BER Bit Error Rate

BFI Bad Frame Indicator

BFSK Binary Frequency Shift Keying

BICM Bit Interleaved Coded Modulation

BLAST Bell labs LAyered Space Time

Bm Traffic channel for full-rate voice coder

BN Bit Number

BNHO Barring all outgoing calls except those to Home PLMN
BPF BandPass Filter

BPPM Binary Pulse Position Modulation

BPSK Binary Phase Shift Keying

BS Base Station

BSC Base Station Controller

BSI Base Station Interface

BSIC Base Station Identity Code

BSS Base Station Subsystem

BSS Basic Service Set

BSSAP Base Station Application Part

BTS Base Transceiver Station

BU Bad Urban

BW Bandwidth

CA Cell Allocation

CAF Compute and Forward

CAP Controlled Access Period

CAZAC Constant Amplitude Zero AutoCorrelation

CB Citizens’ Band

CBCH Cell Broadcast CHannel

CC Country Code

CCBS Completion of Calls to Busy Subscribers



Abbreviations
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CCCH
CCF
CCI
CCITT
CCK
CCPCH
CCPE
CCSA
CCTrCH
cdf
CDG
CDMA
CELP
CEPT
CF
CF-Poll
CFB
CFP

CI

cn

CM
CMA
CMOS
CN
CND
CNG
CONP
COST
CP

CP
CPC
CPCH
CPFSK
CPICH
CRC
CRC
CS-ACELP
CSD
CSI
CSIR
CSIT
CSMA
CSMA/CA
CTS
CTT
CUG
CwW
D-BLAST
DAA
DAB

Common Control CHannel

Cross Correlation Function

Co Channel Interference

Commite’ Consultatif International de Telegraphique et Telephonique
Complementary Code Keying

Common Control Physical CHannel

Control Channel Protocol Entity

China Communications Standards Association

Coded Composite Traffic CHannel

cumulative distribution function

CDMA Development Group

Code Division Multiple Access

Code Excited Linear Prediction

European Conference of Postal and Telecommunications Administrations
Compress-and-Forward

Contention-Free Poll

Contention Free Burst

Contention Free Period

Cell Identify

Carrier-to-Interference ratio

Connection Management

Constant Modulus Algorithm

Complementary Metal Oxide Semiconductor

Core Network

Core Network Domain

Comfort Noise Generation

Connect Number Identification Presentation

European COoperation in the field of Scientific and Technical research
Contention Period

Cyclic Prefix

Cognitive Plot Channels

Common Packet CHannel

Continuous Phase Frequency Shift Keying

Common PIlot CHannel

Cyclic Redundancy Check

Cyclic Redundancy Code

Conjugate Structure-Algebraic Code Excited Linear Prediction
Cyclic Shift Diversity

Channel State Information

Channel State Information at the Receiver

Channel State Information at the Transmitter

Carrier Sense Multiple Access

Carrier Sense Multiple Access with Collision Avoidance
Clear To Send

Cellular Text Telephony

Closed User Group

Contention Window

Diagonal BLAST

Detect and Avoid

Digital Audio Broadcasting



XXXiV Abbreviations
DAC Digital to Analog Converter

DAF Diversity-Amplify-and-Forward

DAM Diagnostic Acceptability Measure

dB Decibel

DB Dummy Burst

DBPSK Differential Binary Phase Shift Keying
DC Direct Current

DCCH Dedicated Control CHannel

DCF Distributed Coordination Function

DCH Dedicated (transport) CHannel

DCM Directional Channel Model

DCS1800 Digital Cellular System at the 1800-MHz band
DCT Discrete Cosine Transform

DDF Diversity-Decode-and-Forward

DDIR Double Directional Impulse Response
DDDPS Double Directional Delay Power Spectrum
DECT Digital Enhanced Cordless Telecommunications (ETSI)
DF Decode-and-Forward

DFE Decision Feedback Equalizer

DFT Discrete Fourier Transform

DIFS Distributed Inter Frame Space

DL Downlink

DLL Data Link Layer

DLP Direct Link Protocol

DM Delta Modulation

DMC Discrete Memoryless Channel

DMT Discrete Multi Tone

DNS Domain Name Server

DOA Direction Of Arrival

DOD Direction Of Departure

DPCCH Dedicated Physical Control CHannel
DPDCH Dedicated Physical Data CHannel

DPSK Differential Phase Shift Keying

DQPSK Differential Quadrature-Phase Shift Keying
DRM Discontinuous Reception Mechanisms
DRT Diagnostic Rhyme Test

DRX Discontinuous Reception

DS Direct Sequence

DS-CDMA Direct Sequence—Code Division Multiple Access
DS-SS Direct Sequence—Spread Spectrum

DSA Dynamic Spectrum Access

DSCH Downlink Shared Channel

DSDF Destination-Sequenced Distance Vector
DSI Digital Speech Interpolation

DSL Digital Subscriber Line

DSMA Data Sense Multiple Access

DSP Digital Signal Processor

DSR Distributed Speech Recognition

DSR Dynamic Source Routing

DTAP Direct Transfer Application Part



Abbreviations

XXXV

DTE
DtFT
DTMF
DTX
DUT
DVB
DVB-H
DxF

EC

ECL
EDCA
EDCSD
EDGE
EDPRS
EFR

EGC

EIA

EIFS

EIR

EIRP
ELP

EMS

EN

ERLE
ESN
ESPRIT
ETS

ETSI
ETX
EV-DO
EVD
EVM
EVRC
F-APICH
F-BCCH
F-CACH
F-CCCH
F-CPCCH
F-DCCH
F-PDCCH
F-PDCH
F-QPCH
F-SCH
F-SYNC
F-TDPICH
FO

FAC
FACCH
FACCH/F
FACCH/H

Data Terminal Equipment

Discrete-time Fourier Transform

Dual Tone Multi Frequency (signalling)
Discontinuous Transmission

Device Under Test

Digital Video Broadcasting

Digital Video Broadcasting — Handheld
Diversity xF

European Commission

Emitter Coupled Logic

Enhanced Distributed Channel Access
Enhanced Data rate Circuit Switched Data
Enhanced Data rates for GSM Evolution
Enhanced Data rate GPRS

Enhanced Full Rate

Equal Gain Combining

Electronic Industries Alliance (U.S.A.)
Extended Inter Frame Space

Equipment Identity Register

Equivalent Isotropically Radiated Power
Equivalent Low Pass

Enhanced Messaging Service

European Norm

Echo Return Loss Enhancement
Electronic Serial Number

Estimation of Signal Parameters by Rotational Invariance Techniques
European Telecommunication Standard
European Telecommunications Standards Institute
Expected Number of Transmissions
EVolution-Data Optimized

Eigen Value Decomposition

Error Vector Magnitude

Enhanced Variable Rate Coder

Forward dedicated Auxiliary PIlot CHannel
Forward Broadcast Control CHannel
Forward Common Assignment CHannel
Forward Common Control CHannel
Forward Common Power Control CHannel
Forward Dedicated Control CHannel
Forward Packet Data Control CHannel
Forward Packet Data CHannel

Forward Quick Paging CHannel

Forward Supplemental CHannel

Forward SYNChronization channel
Forward Transmit Diversity PIlot CHannel
Fundamental frequency

Final Assembly Code

Fast Associated Control CHannel

Full-rate FACCH

Half-rate FACCH



XXXVi Abbreviations
FACH Forward Access CHannel

FB Frequency correction Burst

FBI Feed Back Information

FCC Federal Communications Commission
FCCH Frequency Correction CHannel

FCH Fundamental CHannel

FCH Frame Control Header

FCS Frame Check Sequence

FDD Frequency Domain Duplexing

FDMA Frequency Division Multiple Access
FDTD Finite Difference Time Domain

FEC Forward Error Correction

FEM Finite Element Method

FFT Fast Fourier Transform

FH Frequency Hopping

FHMA Frequency Hopping Multiple Access

FIR Finite Impulse Response

FM Frequency Modulation

FN Frame Number

FOMA Japanese version of the UMTS standard
FQI Frame Quality Indicator

FR Full Rate

FS Federal Standard

FSK Frequency Shift Keying

FT Fourier Transform

FTF Fast Transversal Filter

FWA Fixed Wireless Access

GF Galois Field

GGSN Gateway GPRS Support Node

GMSC Gateway Mobile Services Switching Center
GMSK Gaussian Minimum Shift Keying

GPRS General Packet Radio Service

GPS Global Positioning System

GSC Generalized Selection Combining

GSCM Geometry-based Stochastic Channel Model
GSM Global System for Mobile communications
GSM PLMN GSM Public Land Mobile Network

GSM 1800 Global System for Mobile communications at the 1800-MHz band
GTP GPRS Tunneling Protocol

H-BLAST Horizontal BLAST

H-S/MRC Hybrid Selection/Maximum Ratio Combining
HC Hybrid Coordinator

HCCA HCF (Hybrid Coordination Function) Controlled Channel Access
HCF Hybrid Coordination Function

HDLC High Level Data Link Control

HF High Frequency

HIPERLAN HIgh PERformance Local Area Network
HLR Home Location Register

HMSC Home Mobile-services Switching Center
HNM Harmonic + Noise Modeling



Abbreviations

XXXVii

hostid
HO
HPA
HR
HR/DS or HR/DSSS
HRTF
HSCSD
HSDPA
HSN
HSPA
HT

HT
HTTP
IAF
IAM
ICB

ICI

ID

1D
IDFT

L

1E

IEC
IEEE
IETF
IF

IFFT
IFS

iid

IIR
ILBC
IMBE
IMEI
IMSI
IMT
IMT-2000
INMARSAT
10

1/0

1P

IPO

IQ

IR
IRIDIUM
IRS
1S-95

ISDN
IST
ISM

host address

HandOver

High Power Amplifier

Half Rate

High Rate Direct Sequence PHY

Head Related Transfer Function

High Speed Circuit Switched Data

High Speed Downlink Packet Access

Hop Sequence Number

High-Speed Packet Access

High Throughput

Hilly Terrain

Hyper Text Transfer Protocol

InterSymbol Interference Amplify-and-Forward

Initial Address Message

Incoming Calls Barred

Inter Carrier Interference

Identification

Identifier

Inverse Discrete Fourier Transform

Equipment impairment factor

Information Element

International Electrotechnical Commission

Institute of Electrical and Electronics Engineers

Internet Engineering Task Force

Intermediate Frequency

Inverse Fast Fourier Transformation

Inter Frame Space

independent identically distributed

Infinite Impulse Response

Internet Low Bit-rate Codec

Improved Multi Band Excitation

International Mobile station Equipment Identity

International Mobile Subscriber Identity

International Mobile Telecommunications

International Mobile Telecommunications 2000

INternational MARitime SATellite System

Interacting Object

Input/Output

Internet Protocol

Initial Public Offering

In-Phase — Quadrature Phase

Impulse Radio

Project

Intermediate Reference System

Interim Standard 95 (the first CDMA system adopted by the American
TIA)

Integrated Services Digital Network

InterSymbol Interference

Industrial, Scientific, and Medical



XXxviii Abbreviations

ISO International Standards Organization
ISPP Interleaved Single Pulse Permutation
ITU International Telecommunications Union
IWF Inter Working Function

IwWu Inter Working Unit

IxF Interference xF

JD-TCDMA Joint Detection—Time/Code Division Multiple Access
IDC Japanese Digital Cellular

JPEG Joint Photographic Expert Group
VT Joint Video Team

Ke Cipher Key

Ki Key used to calculate SRES

Kl Location Key

Ks Session Key

KLT Karhunen Loeve Transform

LA Location Area

LAC Location Area Code

LAI Location Area Identity

LAN Local Area Network

LAP-Dm Link Access Protocol on Dm Channel
LAR Logarithmic Area Ratio

LBG Linde—Buzo—Gray algorithm

LCR Level Crossing Rate

LD-CELP Low Delay—Code Excited Linear Prediction
LDPC Low Density Parity Check

LEO Low Earth Orbit

LFSR Linear Feedback Shift Register

LLC Logical Link Control

LLR Log Likelihood Ratio

LMMSE Linear Minimum Mean Square Error
LMS Least Mean Square

LNA Low Noise Amplifier

LO Local Oscillator

LPF LowPass Filter

LOS Line Of Sight

LP Linear Prediction

LP Linear Predictor

LP Linear Program

LPC Linear Predictive Coding

LPC Linear Predictive voCoder

LR Location Register

LS Least Squares

LSF Line Spectral Frequency

LSP Line Spectrum Pair

LTE Long-Term Evolution

LTI Linear Time Invariant

LTP Long Term Prediction

LTP Long Term Predictor

LTV Linear Time Variant

M-QAM M-ary Quadrature Amplitude Modulation
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MA
MA
MAC
MACN
MAF
MAF
MAHO
MAI
MAIO
MAN
MAP
MAP
MB
MBE
MBOA
MC-CDMA
MCC
MCS
MDC
MDF
MDHO
ME
ME
MEA
MEF
MEG
MELP
MFEP
MIC
MIME
MIMO
MIPS
ML
MLSE
MMS
MMSE
MNC
MNRU
MOS
MoU
MP3
MPC
MPDU
MPEG
MPR
MPSK
MRC
MS
MS ISDN
MSC

Mobile Allocation

Multiple Access

Medium Access Control

Mobile Allocation Channel Number
Mobile Additional Function
Multi-hop Amplify-and-Forward
Mobile Assisted Hand Over
Multiple Access Interference
Mobile Allocation Index Offset
Metropolitan Area Network
Maximum A Posteriori

Mobile Application Part

Macroblock

Multi Band Excitation

Multi Band OFDM Alliance

Multi Carrier Code Division Multiple Access
Mobile Country Code

Modulation and Coding Scheme
Multiple Description Coding
Multi-hop Decode-and-Forward
Macro Diversity HandOver
Maintenance Entity

Mobile Equipment

Multiple Element Antenna
Maintenance Entity Function

Mean Effective Gain

Mixed Excitation Linear Prediction
Matched Front End Processor

Mobile Interface Controller
Multipurpose Internet Mail Extensions
Multiple Input Multiple Output system
Million Instructions Per Second
Maximum Likelihood

Maximum Likelihood Sequence Estimators (or Estimation)
Multimedia Messaging Service
Minimum Mean Square Error

Mobile Network Code

Modulated Noise Reference Unit
Mean Opinion Score

Memorandum of Understanding
Motion Picture Experts Group-1 layer 3
Multi Path Component

MAC Protocol Data Unit

Motion Picture Experts Group
Multi-Point Relay

M-ary Phase Shift Keying

Maximum Ratio Combining

Mobile Station

Mobile Station ISDN Number
Mobile Switching Center



x1

Abbreviations

MSCU
MSDU
MSE
MSIN
MSISDN
MSK
MSL
MSRN
MSS
MT
MT
MTP
MUMS
MUSIC
MUX
MVC
MVM
MxF
NAV
NB

NB
NBIN
NCELL
NDC
NDxF
netid
NF
NLOS
NLP
NM
NMC
NMSI
NMT
Node-B
NRZ
NSAP
NSS
NT
NTT
O&M
OACSU
OCB
OoDC
OEM
OFDM
OFDMA
OLSR
oMC
OOK
OPT

Mobile Station Control Unit

MAC Service Data Unit

Mean Square Error

Mobile Subscriber Identification Number
Mobile Station ISDN Number
Minimum Shift Keying

Main Signaling Link

Mobile Station Roaming Number
Mobile Satellite Service

Mobile Terminal

Mobile Termination

Message Transfer Part

Multi User Mobile Station

Multiple Signal Classification
Multiplexing

Multiview Video Coding

Minimum Variance Method
Multi-hop xF

Network Allocation Vector

Narrow Band

Normal Burst

A parameter in the hopping sequence
Neighboring (adjacent) Cell

National Destination Code
Nonorthogonal Diversity xF

network address

Network Function

Non Line Of Sight

Non Linear Processor

Network Management

Network Management Centre
National Mobile Station Identification number
Nordic Mobile Telephone

Base station

Non Return to Zero

Network Service Access Point
Network and Switching Subsystem
Network Termination

Nippon Telephone and Telegraph
Operations & Maintenance

Off Air Call Set Up

Outgoing Calls Barred

Ornithine DeCarboxylase

Original Equipment Manufacturer
Orthogonal Frequency Division Multiplexing
Orthogonal Frequency Division Multiple Access
Optimized Link State Routing
Operations & Maintenance Center
On Off Keying

Operator Perturbation Technique
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OQAM
OQPSK
oS

OsI
(O
OTD
OVSF
P/S
PABX
PACCH
PACS
PAD
PAGCH
PAM
PAN
PAPR
PAR
PARCOR
PBCCH
PC
PCCCH
PCF
PCG
PCH
PCM
PCPCH
PCS
PDA
PDC
PDCH
pdf
PDN
PDP
PDSCH
PDTCH
PDU
PESQ
PHS
PHY
PIC
PICH
PIFA
PIFS
PIN
PLCP
PLL
PLMN
PN
PNCH
POP

Offset Quadrature Amplitude Modulation
Offset Quadrature Phase Shift Keying
Operating Systems

Operator System Interface

Operation Support System

Orthogonal Transmit Diversity
Orthogonal Variable Spreading Factor
Parallel to Serial (conversion)

Private Automatic Branch eXchange
Packet Associated Control CHannel
Personal Access Communications System
Packet Assembly/Disassembly facility
Packet Access Grant CHannel

Pulse Amplitude Modulation

Personal Area Network
Peak-to-Average Power Ratio
Peak-to-Average Ratio

PARtial CORrelation

Packet Broadcast Control CHannel
Point Coordinator

Packet Common Control CHannel
Point Coordination Function

Power Control Group

Paging CHannel

Pulse Code Modulated

Physical Common Packet CHannel
Personal Communication System
Personal Digital Assistant

Pacific Digital Cellular (Japanese system)
Packet Data CHannel

probability density function

Public Data Network

Power Delay Profile

Physical Downlink Shared CHannel
Packet Data Traffic CHannel

Packet Data Unit

Perceptual Evaluation of Speech Quality
Personal Handyphone System
PHYsical layer

Parallel Interference Cancellation

Page Indication Channel

Planar Inverted F Antenna

Priority Inter Frame Space

Personal Identification Number
Physical Layer Convergence Procedure
Physical Link Layer

Public Land Mobile Network

Pseudo Noise

Packet Notification CHannel

Peak to Off Peak
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Abbreviations

POTS
PPCH
PPDU
PPM
PRACH
PRACH
PRake
PRB
PRMA
PSD
PSDU
PSK
PSMM
PSPDN
PSQM
PSTN
PTCCH-D
PTCCH-U
PTM
PTM-M
PTM-SC
PTO
PUSC
PUK
PWI
PWT
QAM
QAP
QCELP
QFGV
QOF
QoS
QPSK
QSTA
R-ACH
R-ACKCH
R-CCCH
R-CQICH
R-DCCH
R-EACH
R-FCH
R-PICH
R-SCH
RA

RA

RA

RA

RAB
RACH
RAN

Plain Old Telephone Service

Packet Paging CHannel

Physical Layer Protocol Data Unit

Pulse Position Modulation

Packet Random Access CHannel
Physical Random Access CHannel
Partial Rake

Physical Resource Block

Packet Reservation Multiple Access
Power Spectral Density

Physical Layer Service Data Unit

Phase Shift Keying

Pilot Strength Measurement Message
Packet Switched Public Data Network
Perceptual Speech Quality Measurement
Public Switched Telephone Network
Packet Timing advance Control CHannel-Downlink
Packet Timing advance Control CHannel-Uplink
Point To Multipoint

Point To Multipoint Multicast

Point To Multipoint Service Center
Public Telecommunications Operators
Partial Use of Subcarriers

Personal Unblocking Key

Prototype Waveform Interpolation
Personal Wireless Telephony

Quadrature Amplitude Modulation

QoS Access Point

Qualcomm Code Excited Linear Prediction
Quadratic Form Gaussian Variable

Quasi Orthogonal Function

Quality of Service

Quadrature-Phase Shift Keying

QoS STAtion

Reverse Access CHannel

Reverse ACKnowledgement CHannel
Reverse Common Control CHannel
Reverse Channel Quality Indicator CHannel
Reverse Dedicated Control CHannel
Reverse Enhanced Access CHannel
Reverse Fundamental CHannel

Reverse PIlot CHannel

Reverse Supplemental CHannel

Random Mode Request information field
Routing Area

Rural Area

Random Access

Random Access Burst

Random Access CHannel

Radio Access Network
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RC
RCDLA
RE

RF

RFC

RFC

RFL

RFN

RLC

RLP

RLS

RNC

RNS
RNTABLE
RPAR
RPE
RPE-LTP
RS

RS

RS

RSC

RSC
RSSI
RTSP
RTP

v

RVLC

RX
RXLEV
RXQUAL
S-CCPCH
SABM
SACCH
SAGE
SAP
SAPI
SAPI
SAR

SB
SC-CDMA
SC-FDMA
SCCP
SCH

SCN
SCxF
SDCCH
SDCCH/4
SDCCH/8
SDMA
SEGSNR

Raised Cosine

Radiation Coupled Dual L Antenna
Resource Element

Radio Frequency

Radio Frequency Channel

Request For Comments

Radio Frequency subLayer

Reduced TDMA Frame Number

Radio Link Control

Radio Link Protocol

Recursive Least Squares

Radio Network Controller

Radio Network Subsystem

Table of 128 integers in the hopping sequence
Relay PAth Routing

Regular Pulse Excitation (Voice Codec)
Regular Pulse Excited with Long Term Prediction
Reed—-Solomon (code)

Reference Signal

Relay Station

Recursive Systematic Convolutional
Radio Spectrum Committee

Received Signal Strength Indication
Real Time Streaming Protocol
Real-time Transport Protocol

random variable

Reversible Variable Length Code
Receiver

Received Signal Level

Received Signal Quality

Secondary Common Control Physical CHannel
Set Asynchronous Balanced Mode
Slow Associated Control CHannel

Space Alternating Generalized Expectation — maximization

Service Access Point

Service Access Point Identifier

Service Access Points Indicator

Specific Absorption Rate
Synchronization Burst

Single-Carrier CDMA

Single-Carrier FDMA

Signalling Connection Control Part
Synchronisation CHannel

Sub Channel Number

Split-Combine xF

Standalone Dedicated Control CHannel
Standalone Dedicated Control CHannel/4
Standalone Dedicated Control CHannel/8
Space Division Multiple Access
SEGmental Signal-to-Noise Ratio



xliv Abbreviations
SEP Symbol Error Probability

SER Symbol Error Rate

SFBC Space Frequency Block Coding

SFIR Spatial Filtering for Interference Reduction
SEN System Frame Number

SGSN Serving GPRS Support Node

SIC Successive Interference Cancellation
SID Sllence Descriptor

SIFS Short Infer Frame Space

SIM Subscriber Identity Module

SINR Signal-to-Interference-and-Noise Ratio
SIR Signal-to-Interference Ratio

SISO Soft Input Soft Output

SISO Single Input Single Output

SLNR Signal-to-Leakage and Noise Ratio
SM Spatial Multiplexing

SMS Short Message Service

SMTP Short Message Transfer Protocol

SN Serial Number

SNDCP Subnetwork Dependent Convergence Protocol
SNR Signal-to-Noise Ratio

SOLT Short Open Loss Termination

SON Self Organizing Network

SP Shortest Path

S/p Serial to Parallel (conversion)

SQNR Signal-to-Quantization Noise Ratio
SR Spatial Reference

SRake Selective Rake

SRMA Split-channel Reservation Multiple Access
SSA Small Scale Averaged

SSF Small-Scale Fading

ST Space — Time

STA STAtion

STBC Space Time Block Code

STC Sinusoidal Transform Coder

STDCC Swept Time Delay Cross Correlator
STP Short Term Prediction

STP Short Term Predictor

STS Space Time Spreading

STTC Space Time Trellis Code

SV Saleh—Valenzuela model

SVD Singular Value Decomposition

TA Terminal Adapter

TAC Type Approval Code

TAF Terminal Adapter Function

TBF Temporary Block Flow

TC Traffic Category

TC Topology Control

TCH Traffic CHannel

TCH/F

Full-rate Traffic CHannels
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TCH/H
TCM
TCP
TD-SCDMA
TDD
TDMA
TE

TE

TE

TE
TETRA
TFCI
TFI
TH-IR
TIA
™
TMSI
TPC
TR

TR

TR

TS

TS
TSPEC
TTA
TTC
TTS
TU

TX
TXOP
U-NII
UARFCN
UCPCH
UDP
UE
UE-ID
UED
UL
ULA
UMTS
UPpP

[N}
USB
USF
USIM
UTRA
UTRAN
UWB
UWC
VAD

Half-rate Traffic CHannels

Trellis Coded Modulation

Transmission Control Protocol

Time Division-Synchronous Code Division Multiple Access
Time Domain Duplexing

Time Division Multiple Access

Temporal Reference

Terminal Equipment

Transmitted Reference

Transversal Electric

TErrestrial Trunked RAdio

Transmit Format Combination Indicator
Transport Format Indicator

Time Hopping Impulse Radio
Telecommunications Industry Association (U.S.)
Transversal Magnetic

Temporary Mobile Subscriber Identity
Transmit Power Control

Technical Report (ETSI)

Temporal reference

Transmitted reference

Technical Specification

Time Slot

Traffic SPECifications

Telecommunications Technology Association of Korea
Telecommunications Technology Committee
Text To Speech synthesis

Typical Urban

Transmitter

Transmission OPportunity

Unlicensed National Information Infrastructure
UTRA Absolute Radio Frequency Channel Number
Uplink Common Packet CHannel

User Datagram Protocol

User Equipment

User Equipment in-band IDentification

User Equipment Domain

Uplink

Uniform Linear Array

Universal Mobile Telecommunications System
User Priority

Uncorrelated Scatterer

Universal Serial Bus

Uplink Status Flag

User Service Identity Module

UMTS Terrestrial Radio Access

UMTS Terrestrial Radio Access Network
Ultra Wide Bandwidth

Universal Wireless Communications

Voice Activity Detection/Detector



xlvi Abbreviations
VCDA Virtual Cell Deployment Area

VCEG Video Coding Expert Group

VCO Voltage Controlled Oscillator

VLC Variable Length Coding

VLR Visitor Location Register

VoIP Voice over Internet Protocol

VRB Virtual Resource Block

vVQ Vector Quantization/Quantizer

VSELP Vector Sum Excited Linear Prediction
WAP Wireless Application Protocol

WB Wide Band

WCDMA Wideband Code Division Multiple Access
WF Whitening Filter

WG Working Group

WH Walsh-Hadamard

WI Waveform Interpolation

WiFi Wireless Fidelity

WLAN Wireless Local Area Network

WLL Wireless Local Loop

WM Wireless Medium

WSS Wide Sense Stationary

WSSUS Wide Sense Stationary Uncorrelated Scatterer
ZF Zero-Forcing



Symbols

This list gives a brief overview of the use of variables in the text. Due to the large number of
quantities occurring, the same letter might be used in different chapters for different quantities.
For this reason, this will need checking as chapter numbers have changed in which the variable is
primarily used, though they can occur in other chapters as well. Those variables that are used only
locally, and explained directly at their occurrence, are not mentioned here.

Lowercase symbols:

ap, Ay, auxiliary variables 4
aj amplitudes of the MPCs 5,6,7,8
a(h,y,) auxiliary function 7
a(p) steering vector
An.m amplitudes of components from direction n, 13
delay m
b mth bit 11, 12, 13, 14, 16,
17
cdf cumulative distribution function 5
Cik amplitudes of resolvable MPCs; tap weights 7
for tapped delay lines
Co speed of light 5,13, 19
Cm complex transmit symbols 11, 12, 13, 16
d distance BS—-MS 4
d distance in signal space diagram 12, 13
dr Rayleigh distance 4
dyreak distance BS—breakpoint 4
ayer thickness of layer 4
dgirect direct pathlength 4
dreft length of reflected path 4
dy distance to previous screen 4
dy distance to subsequent screen 4
do distance to reference point 5
d, distance between antenna elements 8, 13
dy distance between turns of helix antenna 8
dim euclidean distance between signal points 11
with index k and m
d (;, ;) distance of codewords 14
dy Hamming distance 14
deoy coverage distance 3
dgiv diversity order 20

e basis of natural logarithm



xlviii Symbols
e(t) impulse response of equalizer 16
f frequency
fO) function
fe carrier frequency 57,8
frep repetition frequency 8
Sstip frequency slip 8
finst instantaneous frequency 12
Jx impulse response of discrete-time channel 16
Ja carrier frequencies in OFDM 19
/o modulation frequency in FSK 11
g network encoding vector 22
g() function
g(t) basis pulse 11, 12, 19
gr(?) rectangular basis pulse 11
g phase pulse 11
Im discrete impulse response of channel plus 16
feedforward filter
gN Nyquist raised cosine pulse 11
INR root Nyquist raised cosine pulse 11
h(t, 1) channel impulse response 2,6,7,8,12, 13,
18, 19, 20
hrx height of TX 4
hrx height of RX 4
hy height of screen 4
hy, height of BS 7
hm height of MS 7
hy.d complex channel gain from relay to 22
destination
Nroof height of rooftop 7
Nmeas (ti, T) measured impulse response 8
hs.d complex channel gain from source to 22
destination
hg complex channel gain from source to relay 22
hy, height of helix antenna 9
h(t, T, ®) directionally resolved impulse response 7
Nmod modulation index of CPFSK signal 11
hy vector of desired impulse responses 13, 20
i index counter
Jj index, imaginary unit 4
k, ko wavenumber 4,13
k index counter 8, 11, 13, 19, 20,
22,28
Kscale scaling factor for STDCC 8
kg Boltzmann constant 3
1 index counter 8, 19, 20
m Nakagami m-factor 5,13
m counter 11, 12, 13, 14, 16,
17
m index for parity check bits 14
n propagation exponent 4,7



Symbols xlix

ni refraction index for medium 4

n(t) noise signal 8, 12, 13, 14, 16,
18

nrp(t) low-pass noise 12

ngp(t) bandpass noise 12

n index counter 11

Ny sampled noise values 16, 19

ny, sampled noise values 14, 21

n vector of noise samples 20

7 sample values of colored noise

P transition probability 14

pdf probability density function 5

p(t) modulated pulse 8

p(t) pulse sequence 11

qm impulse response of channel + equalizer 16

r position vector 4

r absolute value of fieldstrength 5

r spectral efficiency 14

rip(t) low-pass representation of received signal 12

r received signal vector 12

r(t) received signal 14, 15, 16

s subcarrier channel index 28

s(t) sounding signal 8

s1(1) auxiliary signal 8

sLp,p(?) low-pass (bandpass) signal 11

SLP,BP signal vector in low-pass (bandpass) 11

Ssynd syndrome vector 14

S vector of signals at antenna array 8, 20, 27, 28

S transmit signal vector 14

t absolute time 2,11, 12, 13, 16,
17

t precoding vector 20

to start time 6

ts sampling time 12

u auxiliary variable 11

U sequence of sample values at equalizer input 16

u vector of information symbols 14

v velocity 5

v singlar vector 20

wy antenna weights 8, 13, 20

X x-coordinate 4

X general variable 5

X transmit signal 22

x(1) input signal 6

X code vector 14

X sequence of transmit signals 14

y y-coordinate 4

y decision variable 21

y received signal 22

y sequence of receive signals 14



Symbols

()
Z

Uppercase symbols:
A

A

ARrx

A(drx, drx)
ADF

A

A

B(vf)

Beon

B

BER

B,

T

o &

Egige
Einc
E{}
El, E2
Eq
Es
Eg
Ec
Es,k
E(f)
£ (vp)

F(z)

GRrx

output signal
z-coordinate

steering matrix

antenna mapping matrix
antenna area of receiver
amplitude factors for diffraction
average duration of fades
amplitude of dominant component
state in the trellis diagram
Doppler-variant transfer function
coherence bandwidth
bandwidth

bit error probability

noise bandwidth

receiver bandwidth

state in the trellis diagram
bandwidth of Gaussian filter
capacity

covariance matrix

crest factor

proportionality constant

state in the trellis diagram
diffraction coefficient
diameter of helix antenna
quadratic form

maximum distortion

state in the trellis diagram
unit delay

interleaver separation

antenna directivity

electric fieldstrength
fieldstrength of diffracted field
fieldstrength of incident field
expectation

fieldstrength of multipath components

normalization fieldstrength
Symbol energy

bit energy

chip energy

energy of kth signal

transfer function of equalizer
Fresnel integral

modified Fresnel integral
local mean of fieldstrength

factorization of the transfer function of the

equivalent time discrete channel
noise figure
antenna gain of receive antenna

8
27
4
4

7
14
6
6
11
12
12
12
14
11
14, 17, 20

8

14
5
8
12
16
14

, 13, 14, 18

[ e i

13

11, 12, 13
11, 12, 13
18

11, 18

16



Symbols

li

Grx

G(D)

G(y), G(p,0)
G(v, v, 12)
Gmax

K

[\®)
NRAR A
_|_

~ ® Q
S 2 g
" =%

e

symb

antenna gain transmit antenna

code polynomial

antenna pattern

Gaussian function

maximum gain

spectrum of rectangular pulse

spectrum of Nyquist pulse

spectrum of root Nyquist pulse

generator matrix

code gain

matrix with iid Gaussian entries

gain of an amplifier stage

transfer function of the channel

entropy

entropy of binary symmetric channel

transfer function of receive filter

parity check matrix

Hadamard matrix

in-phase component

link control action

mutual information

modified Bessel function

Jacobi determinant

Bessel function

Rice factor

kernel function

number of resolvable directions

system margin

number of bits in a symbol

number of information symbols in a
codeword

number of equalizer taps

scaling constant for STDCC

number of users

number of relays

number of clusters

multiscreenloss

diffraction loss

street orientation loss

antenna dimension

attenuation at the ith screen

correlation length

duration of the impulse response of the
equivalent time discrete channel f

number of cells in convolutional encoder

number of data streams

dimension of space-time code

truncation depth

number of symbols where two possible
sequences differ

4
27
5
7

11

11

11

14

14

20

3
5,6, 19, 20
14

14
12, 18
14
18, 19
5

22

14
5,12
5

—_— =) 00 O\ L

14
20
20
14
14



lii

Symbols

Ly

M(9.6)

Nreg
N;
Nsubchannel
Nt

N
Nps
Nuys
Nr
Prx
Prx
P
Pu.s.B
Pu(7)
P(t, 1)
Py
Ppair
Pinst
Pmax
Py

losses in feeder

number of RF chains in HS-MRC

array factor

number of elements in the alphabet

moment-generating function

number of screens

number of MPCs

size of the set of expansion functions

total number of symbols in the code

number of mod-2 adders in the
convolutional encoder

noise power-spectral density

noise spectrum

number of information bits/symbols in TCM

number of bits for convolutional encoder in
TCM

number of users in MA

length of shift register

number of receive antennas

number of subchannels

number of transmit antennas

number of significant scatterers

number of BS antennas

number of MS antennas

level crossing rate

transmit power

receive power

average power

cross-power spectral densities

PDP

instantaneous PDP

noise power

pairwise error probability

instantaneous received power

maximum TX power

false alarm probability

missed detection probability

transmit power of source

transmit power of relay

probability

outage probability

pathloss

signal power

Q-function

antenna quality

codebook size

queue backlog

quantization function

quadrature component

interference quotient

8
11
12, 13
4
57,8
12
14
14

12
6, 12
14
14

17

14

8, 13,20
28

13, 20
20

4,5
3,11
12, 13

20
22
23

(9]



Symbols

liii

Om
0(z)

TX
RX

PR
=

RX)C

Ry,

lSni

Ry, (t, 1)
SIR

S(f)
S(t)

S, 1)
St

SD (l), ‘L’)
Ste,p(f)
SER

SN

Marcum’s Q-function

transfer function of equivalent channel and

equalizer
radius of circle
cell size
transmission rate
threshold transmission rate
transmit correlation matrix
receive correlation matrix
autocorrelation function of x
correlation matrix of x
radiation resistance
symbol rate
bit rate
code rate
rank of error matrix
impulse response correlation function
noise and interference correlation matrix
autocovariance signal of received signal
signal-to-interference ratio
power spectrum
topology state
spreading function
delay spread
Doppler spectrum
power spectrum of LP (BP) signal
symbol error probability
noise power-spectral density
angular spread
bit duration
transmission factor
mean delay
instantaneous mean delay
repetition time of pulse signal
time bandwidth product
slip period
auxiliary matrix
transmit beamforming matrix
duration (general)
periodicity
sampling time
symbol duration
packet duration
duration of cyclic prefix
chip duration
temperature of environment
delay of pulse in PPM
coherence time
group delay
unitary matrix

12
16

6,7, 13

0 000NN B

11
11

11
17
19
18

11

12
8, 20



liv Symbols
w correlation spectrum 4
W, delay window 6
w system bandwidth
W unitary matrix 19
X complex Gaussian random variable 12
X(x) code polynomial 14
Y complex Gaussian random variable 12
V4 complex Gaussian random variable 12
Z virtual queue backlog 22
Lowercase Greek:

o dielectric length 4

o complex channel gain 12
o rolloff factor 11
o steering vector 8

B decay time constant 7

B amplification at relay 22
y SNR

2 mean SNR

YMRC SNR at output of maximum ratio combiner 13
VEGC SNR at output of equal gain combiner 13
y angle for Doppler shift 5
Vs Es/No 12
VB Ep/Ny 12, 13, 16, 17
3 complex dielectric constant 4
Sik Kronecker delta 13, 16, 19
8(t) Dirac function 12, 13, 16, 18
€ dielectric constant 4
Er relative dielectric constant 4
Eeff effective relative dielectric constant 4
Em error signal 16
£ error vector of a code symbol 14
7 orientation of a street 7

0] phase of an MPC 5

10 deterministic phaseshift 7
Om (1) base functions for expansion 11
103 azimuth angle of arrival 6,7
n(t) 9@ * h(1) 16
K auxiliary variable 13
A, Ao wavelength

Ap packet transmission rate 17
Ai ith eigenvalue

% metric 12
% stepwidth of LMS 16
u(t) transmission matrix 22
v Doppler shift 6
Vmax maximum Doppler shift 7
Vm mean Doppler shift 5
VR Fresnel parameter 5

w angular frequency 4



Symbols

Iv

Pkm

T

Tmax

xi (1)

¢

&

§n ()

& (1)
&, 1)
&n(t,T)

Uppercase Greek:
Ahy,

Ax;
ATmin

A fehip

Ay

At

Av

A

A

Ac

Ap

Sy
Deprsk (1)
A

Drx (1)

position vector

correlation coefficients between signals
conductivity

standard deviation of height

standard deviation

standard deviation of local mean
standard deviation of Gaussian pulse
noise standard deviation

power in symbol sequence

delay

group delay

delay of the ith MPC

maximum excess delay

distortion of the i-th pulse

ACF of n(t)

SNR loss for discrete precoding

noise correlation function

FT of the normalized Doppler spectrum
scattering function

FT of the scattering function

= hb - hroof

distance between measurement points
minimum resolvable ©

difference in chip frequency

angle difference of paths

runtime difference

Doppler shift

phaseshift between two antenna elements
Lyapunov drift

determinant of C

angular range

phase of the channel transfer function
phase of transmit signal for CPFSK signal
matrix of eigenvalues

phase of transmit signal

mean quadratic power Nakagami
direction of departure

nth moment of Doppler spectrum
queue backlog

angle of incidence

angle of reflection

angle of transmission

transmission phase of nth bit
diffraction angle

angle TX wedge

angle RX wedge

azimuth

nominal DOA

13
16
20
12
12
12

(S, B, I SN Clie SRNe SN |

oo

13
13
5,12
11

5,13
22

~N 3B



Ivi Symbols
i DOA of ith wave 13
v auxiliary angle 4,13
v angle of incidence 90 — ©, 4
X = E{x}
I =dr/dt
U’ Hermitian transpose
uT transpose
x* complex conjugate
) Fourier transform of ¢,
F Fourier transform
X transmit alphabet 14



Part 1

Introduction

In the first part of this book, we give an introduction to the basic applications of wireless com-
munications, as well as the technical problems inherent in this communication paradigm. After a
brief history of wireless, Chapter 1 describes the different types of wireless services, and works
out their fundamental differences. The subsequent Section 1.3 looks at the same problem from
a different angle: what data rates, ranges, etc., occur in practical systems, and especially, what
combination of performance measures are demanded (e.g., what data rates need to be transmitted
over short distances; what data rates are required over long distances?) Chapter 2 then describes
the technical challenges of communicating without wires, putting special emphasis on fading and
co-channel interference. Chapter 3 describes the most elementary problem of designing a wireless
system, namely to set up a link budget in either a noise-limited or an interference-limited system.

After studying this part of the book, the reader should have an overview of different types of
wireless services, and understand the technical challenges involved in each of them. The solutions
to those challenges are described in the later parts of this book.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0






Applications and Requirements
of Wireless Services

Wireless communications is one of the big engineering success stories of the last 25 years — not
only from a scientific point of view, where the progress has been phenomenal but also in terms of
market size and impact on society. Companies that were completely unknown 25 years ago are now
household names all over the world, due to their wireless products, and in several countries the
wireless industry is dominating the whole economy. Working habits, and even more generally the
ways we all communicate, have been changed by the possibility of talking “anywhere, anytime.”

For a long time, wireless communications has been associated with cellular telephony, as this
is the biggest market segment, and has had the highest impact on everyday lives. In recent times,
wireless computer networks have also led to a significant change in working habits and mobility
of workers — answering emails in a coffee shop has become an everyday occurrence. But besides
these widely publicized cases, a large number of less obvious applications have been developed,
and are starting to change our lives. Wireless sensor networks monitor factories, wireless links
replace the cables between computers and keyboards, and wireless positioning systems monitor the
location of trucks that have goods identified by wireless Radio Frequency (RF) tags. This variety
of new applications causes the technical challenges for the wireless engineers to become bigger
with each day. This book aims to give an overview of the solution methods for current as well as
future challenges.

Quite generally, there are two paths to developing new technical solutions: engineering driven
and market driven. In the first case, the engineers come up with a brilliant scientific idea — without
having an immediate application in mind. As time progresses, the market finds applications enabled
by this idea.! In the other approach, the market demands a specific product and the engineers try
to develop a technical solution that fulfills this demand. In this chapter, we describe these market
demands. We start out with a brief history of wireless communications, in order to convey a feeling
of how the science, as well as the market, has developed in the past 100 years. Then follows a
description of the types of services that constitute the majority of the wireless market today. Each
of these services makes specific demands in terms of data rate, range, number of users, energy
consumption, mobility, and so on. We discuss all these aspects in Section 1.3. We wrap up this
section with a description of the interaction between the engineering of wireless devices and the
behavioral changes induced by them in society.

' The second chapter gives a summary of the main technical challenges in wireless communications — i.e., the
basis for the engineering-driven solutions. Chapters 3—23 discuss the technical details of these challenges and the
scientific basis, while Chapters 24-29 expound specific systems that have been developed in recent years.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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1.1 History
1.1.1 How It All Started

When looking at the history of communications, we find that wireless communications is actually
the oldest form — shouts and jungle drums did not require any wires or cables to function. Even
the oldest “electromagnetic” (optical) communications are wireless: smoke signals are based on
propagation of optical signals along a line-of-sight connection. However, wireless communications
as we know it started only with the work of Maxwell and Hertz, who laid the basis for our under-
standing of the transmission of electromagnetic waves. It was not long after their groundbreaking
work that Tesla demonstrated the transmission of information via these waves — in essence, the
first wireless communications system. In 1898, Marconi made his well-publicized demonstration of
wireless communications from a boat to the Isle of Wight in the English Channel. It is noteworthy
that while Tesla was the first to succeed in this important endeavor, Marconi had the better public
relations, and is widely cited as the inventor of wireless communications, receiving a Nobel prize
in 1909.2

In the subsequent years, the use of radio (and later television) became widespread throughout
the world. While in the “normal” language, we usually do not think of radio or TV as “wireless
communications,” they certainly are, in a scientific sense, information transmission from one place
to another by means of electromagnetic waves. They can even constitute “mobile communications,”
as evidenced by car radios. A lot of basic research — especially concerning wireless propagation
channels — was done for entertainment broadcasting. By the late 1930s, a wide network of wireless
information transmission — though unidirectional — was in place.

1.1.2  The First Systems

At the same time, the need for bidirectional mobile communications emerged. Police departments
and the military had obvious applications for such two-way communications, and were the first
to use wireless systems with closed user groups. Military applications drove a lot of the research
during, and shortly after, the Second World War. This was also the time when much of the theoretical
foundations for communications in general were laid. Claude Shannon’s [1948] groundbreaking
work A Mathematical Theory of Communications appeared during that time, and established the
possibility of error-free transmission under restrictions for the data rate and the Signal-to-Noise
Ratio (SNR). Some of the suggestions in that work, like the use of optimum power allocation in
frequency-selective channels, are only now being introduced into wireless systems.

The 1940s and 1950s saw several important developments: the use of Citizens’ Band (CB)
radios became widespread, establishing a new way of communicating between cars on the road.
Communicating with these systems was useful for transferring vital traffic information and related
aspects within the closed community of the drivers owning such devices, but it lacked an interface
to the public telephone system, and the range was limited to some 100 km, depending on the power
of the (mobile) transmitters. In 1946, the first mobile telephone system was installed in the U.S.A.
(St. Louis). This system did have an interface to the Public Switched Telephone Network (PSTN),
the landline phone system, though this interface was not automated, but rather consisted of human
telephone operators. However, with a total of six speech channels for the whole city, the system
soon met its limits. This motivated investigations of how the number of users could be increased,
even though the allocated spectrum would remain limited. Researchers at AT&T’s Bell Labs found
the answer: the cellular principle, where the geographical area is divided into cells; different cells
might use the same frequencies. To this day, this principle forms the basis for the majority of
wireless communications.

2 Marconi’s patents were actually overturned in the 1940s.
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Despite the theoretical breakthrough, cellular telephony did not experience significant growth
during the 1960s. However, there were exciting developments on a different front: in 1957, the
Soviet Union launched the first satellite (Sputnik) and the U.S.A. soon followed. This development
fostered research in the new area of satellite communications.> Many basic questions had to be
solved, including the effects of propagation through the atmosphere, the impact of solar storms,
the design of solar panels and other long-lasting energy sources for the satellites, and so on. To
this day, satellite communications is an important area of wireless communications (though not
one that we address specifically in this book). The most widespread application lies in satellite
TV transmission.

1.1.3 Analog Cellular Systems

The 1970s saw a revived interest in cellular communications. In scientific research, these years saw
the formulation of models for path loss, Doppler spectra, fading statistics, and other quantities that
determine the performance of analog telephone systems. A highlight of that work was Jakes’ book
Microwave Mobile Radio that summed up the state of the art in this area [Jakes 1974]. The 1960s
and 1970s also saw a lot of basic research that was originally intended for landline communications,
but later also proved to be instrumental for wireless communications. For example, the basics of
adaptive equalizers, as well as multicarrier communications, were developed during that time.

For the practical use of wireless telephony, the progress in device miniaturization made the vision
of “portable” devices more realistic. Companies like Motorola and AT&T vied for leadership in this
area and made vital contributions. Nippon Telephone and Telegraph (NTT) established a commercial
cellphone system in Tokyo in 1979. However, it was a Swedish company that built up the first
system with large coverage and automated switching: up to that point, Ericsson AB had been
mostly known for telephone switches while radio communications was of limited interest to them.
However, it was just that expertise in switching technology and the (for that time, daring) decision
to use digital switching technology that allowed them to combine different cells in a large area into
a single network, and establish the Nordic Mobile Telephone (NMT) system [Meurling and Jeans
1994]. Note that while the switching technology was digital, the radio transmission technology
was still analog, and the systems became therefore known as analog systems. Subsequently, other
countries developed their own analog phone standards. The system in the U.S.A., e.g., was called
Advanced Mobile Phone System (AMPS).

An investigation of NMT also established an interesting method for estimating market size: busi-
ness consultants equated the possible number of mobile phone users with the number of Mercedes
600 (the top-of-the-line luxury car at that time) in Sweden. Obviously, mobile telephony could
never become a mass market, could it? Similar thoughts must have occurred to the management of
the inventor of cellular telephony, AT&T. Upon advice from a consulting company, they decided
that mobile telephony could never attract a significant number of participants and stopped business
activities in cellular communications.*

The analog systems paved the way for the wireless revolution. During the 1980s, they grew
at a frenetic pace and reached market penetrations of up to 10% in Europe, though their impact
was somewhat less in the U.S.A. In the beginning of the 1980s, the phones were “portable,” but
definitely not handheld. In most languages, they were just called “carphones,” because the battery
and transmitter were stored in the trunk of the car and were too heavy to be carried around. But
at the end of the 1980s, handheld phones with good speech quality and quite acceptable battery

3 Satellite communications — specifically by geostationary satellites — had already been suggested by science fiction
writer Arthur C. Clark in the 1940s.

4 These activities were restarted in the early 1990s, when the folly of the original decision became clear. AT&T
then paid more than 10 billion dollars to acquire McCaw, which it renamed “AT&T Wireless.”
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lifetime abounded. The quality had become so good that in some markets digital phones had
difficulty establishing themselves — there just did not seem to be a need for further improvements.

1.1.4 GSM and the Worldwide Cellular Revolution

Even though the public did not see a need for changing from analog to digital, the network operators
knew better. Analog phones have a bad spectral efficiency (we will see why in Chapter 3), and
due to the rapid growth of the cellular market, operators had a high interest in making room
for more customers. Also, research in communications had started its inexorable turn to digital
communications, and that included digital wireless communications as well. In the late 1970s and
the 1980s, research into spectrally efficient modulation formats, the impact of channel distortions,
and temporal variations on digital signals, as well as multiple access schemes and much more, were
explored in research labs throughout the world. It thus became clear to the cognoscenti that the
real-world systems would soon follow the research.

Again, it was Europe that led the way. The European Telecommunications Standards Institute
(ETSI) group started the development of a digital cellular standard that would become mandatory
throughout Europe and was later adopted in most parts of the world: Global System for Mobile
communications (GSM). The system was developed throughout the 1980s; deployment started in
the early 1990s and user acceptance was swift. Due to additional features, better speech quality, and
the possibility for secure communications, GSM-based services overtook analog services typically
within 2 years of their introduction. In the U.S.A., the change to digital systems was somewhat
slower, but by the end of the 1990s, this country also was overwhelmingly digital.

Digital phones turned cellular communications, which was already on the road to success, into a
blockbuster. By the year 2000, market penetration in Western Europe and Japan had exceeded 50%,
and though the U.S.A. showed a somewhat delayed development, growth rates were spectacular
as well.

The development of wireless systems also made clear the necessity of standards. Devices can only
communicate if they are compatible, and each receiver can “understand” each transmitter — i.e., if
they follow the same standard. But how should these standards be set? Different countries developed
different approaches. The approach in the U.S.A. is “hands-off”: allow a wide variety of standards
and let the market establish the winner (or several winners). When frequencies for digital cellular
communications were auctioned off in the 1990s, the buyers of the spectrum licences could choose
the system standard they would use. For this reason, three different standards are now being used
in the U.S.A. A similar approach was used by Japan, where two different systems fought for the
market of Second Generation (2G) cellular systems. In both Japan and the U.S.A., the networks
based on different standards work in the same geographical regions, allowing consumers to choose
between different technical standards.

The situation was different in Europe. When digital communications were introduced, usually
only one operator per country (typically, the incumbent public telephone operators) existed. If each
of these operators would adopt a different standard, the result would be high market fragmentation
(i.e., a small market for each standard), without the benefit of competition between operators.
Furthermore, roaming from country to country, which for obvious geographical regions is much
more frequent in Europe than in the U.S.A. or Japan, would be impossible. It was thus logical to
establish a single common standard for all of Europe. This decision proved to be beneficial for
wireless communications in general, as it provided the economy of scales that decreased cost and
thus increased the popularity of the new services.
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1.1.5 New Wireless Systems and the Burst of the Bubble

Though cellular communications defined the picture of wireless communications in the general
population, a whole range of new services was introduced in the 1990s. Cordless telephones started
to replace the “normal” telephones in many homes. The first versions of these phones used analog
technology; however, also for this application, digital technology proved to be superior. Among
other aspects, the possibility of listening in to analog conversations, and the possibility for neighbors
to “highjack” an analog cordless Base Station (BS) and make calls at other people’s expense, led
to a shift to digital communications. While cordless phones never achieved the spectacular market
size of cellphones, they constitute a solid market.

Another market that seemed to have great promise in the 1990s was fixed wireless access and
Wireless Local Loop (WLL) — in other words, replacing the copper lines to the homes of the users
by wireless links, but without the specific benefit of mobility. A number of technical solutions were
developed, but all of them ultimately failed. The reasons were as much economical and political as
they were technical. The original motivation for WLL was to give access to customers for alternative
providers of phone services, bypassing the copper lines that belonged to the incumbents. However,
regulators throughout the world ruled in the mid-1990s that the incumbents have to lease their
lines to the alternative providers, often at favorable prices. This eliminated much of the economic
basis for WLL. Similarly, fixed wireless access was touted as the scheme to provide broadband
data access at competitive prices. However, the price war between Digital Subscriber Line (DSL)
technology and cable TV has greatly dimmed the economic attractiveness of this approach.

The biggest treasure thus seemed to lie in a further development of cellular systems, establishing
the Third Generation (3G) (after the analog systems and 2G systems like GSM) [Bi et al. 2001]. 2G
systems were essentially pure voice transmission systems (though some simple data services, like
the Short Message Service — SMS — were included as well). The new 3G systems were to provide
data transmission at rates comparable with the ill-fated Integrated Services Digital Network (ISDN)
(144 kbit/s), and even up to 2 Mbit/s, at speeds of up to 500 km/h. After long deliberations, two
standards were established: Third Generation Partnership Project (3GPP) (supported by Europe,
Japan, and some American companies) and 3GPP2 (supported by another faction of American
companies). The new standards also required a new spectrum allocation in most of the world, and
the selling of this spectrum became a bonanza for the treasuries of several countries.

The development of 3GPP, and the earlier introduction of the IS-95 CDMA (Code Division Mul-
tiple Access) system in the U.S.A., sparked a lot of research into CDMA and other spread spectrum
techniques (see Chapter 18) for wireless communications; by the end of the decade, multicarrier
techniques (Chapter 19) had also gained a strong footing in the research community. Multiuser
detection — i.e., the fact that the effect of interference can be greatly mitigated by exploiting its
structure — was another area that many researchers concentrated on, particularly in the early 1990s.
Finally, the field of multiantenna systems (Chapter 20) saw an enormous growth since 1995, and
for some time accounted for almost half of all published research in the area of the physical layer
design of wireless communications.

The spectrum sales for 3G cellular systems and the Initial Public Offerings (IPOs) of some wire-
less start-up companies represented the peak of the “telecom bubble” of the 1990s. In 2000/2001,
the market collapsed with a spectacular crash. Developments on many of the new wireless systems
(like fixed wireless) were stopped as their proponents went bankrupt, while the deployment of
other systems, including 3G cellular systems, was slowed down considerably. Most worrisome,
many companies slowed or completely stopped research, and the general economic malaise led to
decreased funding of academic research as well.
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1.1.6 Wireless Revival

Since 2003, several developments have led to a renewed interest in wireless communications. The
first one is a continued growth of 2G and 2.5G cellular communications, stimulated by new markets
as well as new applications. To give just one example, in 2008, China had more than 500 million
cellphone users — even before the first 3G networks became operative. Worldwide, about 3.5 billion
cellphones were in use in 2008, most of them based on 2G and 2.5G standards.

Furthermore, 3G networks have become widely available and popular — especially in Japan,
Europe, and the U.S.A. — (in 2008, overall cellphone market penetration of cellphones in Western
Europe was more than 100% and was approaching 90% in the U.S.A.). Data transmission speeds
comparable to cable (5 Mbit/s) are available. This development has, in turn, spurred the proliferation
of devices that not only allow voice calls but also Internet browsing and reception of streaming audio
and video. One such device, called iPhone, received enormous attention among the general public
when first introduced, but there exist actually dozens of cellphones with similar capabilities — these
so-called “smartphones” account for 20% of the cellphone market in the U.S.A. As a consequence
of all these developments, transmission of data to and from cellphones has become a large market.

Even while 3G networks are still being deployed, the next generation (sometimes called 4G or
3.9G) has been developed. Most infrastructure manufacturers are concentrating on the Long-Term
Evolution (LTE) of the dominating 3G standard. An alternative standard, whose roots are based in
fixed wireless access systems, is also under deployment. In addition, access to TV programming
(either live TV or prerecorded episodes) from cellphones is becoming more and more popular.
For 4G networks as well as TV transmission, Multiple Input Multiple Output system-Orthogonal
Frequency Division Multiplexing (MIMO-OFDM) (see Chapters 19 and 20) is the modulation
method of choice, which has spurred research in this area.

A second important development was the unexpected success of wireless computer networks
(wireless Local Area Networks (LANSs)). Devices following the Institute of Electrical and Elec-
tronics Engineers (IEEE) 802.11 standard (Chapter 29) have enabled computers to be used in a
way that is almost as versatile and mobile as cellphones. The standardization process had already
started in the mid-1990s, but it took several versions, and the impact of intense competition from
manufacturers, to turn this into a mass product. Currently, wireless access points are widely avail-
able not only at homes and offices but also at airports, coffee shops, and similar locations. As a
consequence, many people who depend on laptops and Internet connections to do their work now
have more freedom to choose when and where to work.

Thirdly, wireless sensor networks offer new possibilities of monitoring and controlling factories
and even homes from remote sites, and also find applications for military and surveillance purposes.
The interest in sensor networks has also spurred a wave of research into ad hoc and peer-to-peer
networks. Such networks do not use a dedicated infrastructure. If the distance between source
and destination is too large, other nodes of the network help in forwarding the information to the
final destination. Since the structure of those networks is significantly different from the traditional
cellular networks, a lot of new research is required.

Summarizing, the “wireless revival” is based on three tendencies: (i) a much broader range of
products, (ii) data transmission with a higher rate for already existing products, and (iii) higher user
densities. These trends determine the directions of research in the field and provide a motivation
for many of the more recent scientific developments.

1.2 Types of Services
1.2.1 Broadcast

The first wireless service was broadcast radio. In this application, information is transmitted to
different, possibly mobile, users (see Figure 1.1). Four properties differentiate broadcast radio
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Broadcast

Transmitter

Figure 1.1 Principle of broadcast transmission.

from, e.g., cellular telephony:

1. The information is only sent in one direction. It is only the broadcast station that sends infor-
mation to the radio or TV receivers; the listeners (or viewers) do not transmit any information
back to the broadcast station.

2. The transmitted information is the same for all users.

. The information is transmitted continuously.

4. In many cases, multiple transmitters send the same information. This is especially true in Europe,
where national broadcast networks cover a whole country and broadcast the same program in
every part of that country.’

w

The above properties led to a great many simplifications in the design of broadcast radio networks.
The transmitter does not need to have any knowledge or consideration about the receivers. There is
no requirement to provide for duplex channels (i.e., for bringing information from the receiver to the
transmitter). The number of possible users of the service does not influence the transmitter structure
either — irrespective of whether there are millions of users, or just a single one, the transmitter sends
out the same information.

The above description has been mainly true for traditional broadcast TV and radio. Satellite TV
and radio differ in the fact that often the transmissions are intended only for a subset of all possible
users (pay-TV or pay-per-view customers), and therefore, encryption of the content is required in
order to prevent unauthorized viewing. Note, however, that this “privacy” problem is different from
regular cellphones: for pay-TV, the content should be accessible to all members of the authorized
user group, (“multicast”) while for cellphones, each call should be accessible only for the single
person it is intended for (“unicast”) and not to all customers of a network provider.

Despite their undisputed economic importance, broadcast networks are not at the center of interest
for this book — space restrictions prevent a more detailed discussion. Still, it is useful to keep in
mind that they are a specific case of wireless information transmission, and recent developments,
like simulcast digital TV, interactive TV, and especially streaming TV to computers and cellphones,
tend to obscure the distinction from cellular telephony even more.

1.2.2 Paging

Similar to broadcast, paging systems are unidirectional wireless communications systems. They are
characterized by the following properties (see also Figure 1.2):

3 The situation is slightly different in the U.S.A., where a “local station” usually covers only a single metropolitan
area, often with a single transmitter.
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1. The user can only receive information, but cannot transmit. Consequently, a “call” (message)
can only be initiated by the call center, not by the user.

2. The information is intended for, and received by, only a single user.

3. The amount of transmitted information is very small. Originally, the received information con-
sisted of a single bit of information, which indicated to the user that “somebody has sent you a
message.” The user then had to make a phone call (usually from a payphone) to the call center,
where a human operator repeated the content of the waiting message. Later, paging systems
became more sophisticated, allowing the transmission of short messages (e.g., a different phone
number that should be called, or the nature of an emergency). Still, the amount of information
was rather limited.

Pager

MS

Call X
center

Figure 1.2 Principle of a pager.

Due to the unidirectional nature of the communications, and the small amount of information,
the bandwidth required for this service is small. This in turn allows the service to operate at lower
carrier frequencies — e.g., 150 MHz — where only small amounts of spectrum are available. As we
will see later on, such lower carrier frequencies make it much easier to achieve good coverage of
a large area with just a few transmitters.

Pagers were very popular during the 1980s and early 1990s. For some professional groups, like
doctors, they were essential tools of the trade, allowing them to react to emergencies in shorter
time. However, the success of cellular telephony has considerably reduced their appeal. Cellphones
allow provision of all the services of a pager, plus many other features as well. The main appeal
of paging systems, after the year 2000, lies in the better area coverage that they can achieve.

1.2.3  Cellular Telephony

Cellular telephony is the economically most important form of wireless communications. It is
characterized by the following properties:

1. The information flow is bidirectional. A user can transmit and receive information at the
same time.
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Due to this reason, this book often draws its examples from cellular telephony, even though the
general principles are applicable to other wireless systems as well. Chapters 24-28 give a detailed
description of the most popular cellular systems.

1.2.4  Trunking Radio

Trunking radio systems are an important variant of cellular phones, where there is no connection
between the wireless system and the PSTN; therefore, it allows the communications of closed
user groups. Obvious applications include police departments, fire departments, taxis, and similar
services. The closed user group allows implementation of several technical innovations that are not
possible (or more difficult) in normal cellular systems:

1. Group calls: a communication can be sent to several users simultaneously, or several users can
set up a conference call between multiple users of the system.

2. Call priorities: a normal cellular system operates on a “first-come, first-serve” basis. Once a
call is established, it cannot be interrupted.® This is reasonable for cellphone systems, where
the network operator cannot ascertain the importance or urgency of a call. However, for the
trunk radio system of, e.g., a fire department, this is not an acceptable procedure. Notifications
of emergencies have to go through to the affected parties, even if that means interrupting an
existing, lower priority call. A trunking radio system thus has to enable the prioritization of calls
and has to allow dropping a low-priority call in favor of a high-priority one.

3. Relay networks: the range of the network can be extended by using each Mobile Station (MS)
as a relay station for other MSs. Thus, an MS that is out of the coverage region of the BS might
send its information to another MS that is within the coverage region, and that MS will forward
the message to the BS; the system can even use multiple relays to finally reach the BS. Such
an approach increases the effective coverage area and the reliability of the network. However, it
can only be used in a trunking radio system and not in a cellular system — normal cellular users
would not want to have to spend “their” battery power on relaying messages for other users.

1.2.5 Cordless Telephony

Cordless telephony describes a wireless link between a handset and a BS that is directly connected
to the public telephone system. The main difference from a cellphone is that the cordless telephone
is associated with, and can communicate with, only a single BS (see Figure 1.4). There is thus
no mobile switching center; rather, the BS is directly connected to the PSTN. This has several
important consequences:

1. The BS does not need to have any network functionality. When a call is coming in from the
PSTN, there is no need to find out the location of the MS. Similarly, there is no need to provide
for handover between different BSs.

2. There is no central system. A user typically has one BS for his/her apartment or business
under control, but no influence on any other BSs. For that reason, there is no need for (and no
possibility for) frequency planning.

3. The fact that the cordless phone is under the control of the user also implies a different pricing
structure: there are no network operators that can charge fees for connections from the MS to
the BS; rather, the only occurring fees are the fees from the BS into the PSTN.

6 Except for interrupts due to technical problems, like the user moving outside the coverage region.
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Cordless phone

PSTN
< > BS

Figure 1.4 Principle of a simple cordless phone.

Wireless PABX

PSTN
» PABX

Figure 1.5 Principle of a wireless private automatic branch exchange.

In many other respects, the cordless phone is similar to the cellular phone: it allows mobility
within the cell area; the information flow is bidirectional; calls can originate from either the PSTN
or the mobile user, and there have to be provisions such that calls cannot be intercepted or listened
to by unauthorized users and no unauthorized calls can be made.

Cordless systems have also evolved into wireless Private Automatic Branch eXchanges (PABXs)
(see Figure 1.5). In its most simple form, a PABX has a single BS that can serve several handsets
simultaneously — either connecting them to the PSTN or establishing a connection between them
(for calls within the same company or house). In its more advanced form, the PABX contains
several BSs that are connected to a central control station. Such a system has essentially the same
functionality as a cellular system; it is only the size of the coverage area that distinguishes such a
full functionality wireless PABX from a cellular network.

The first cordless phone systems were analog systems that just established a simple wireless link
between a handset and a BS; often, they did not even provide rudimentary security (i.e., stopping
unauthorized calls). Current systems are digital and provide more sophisticated functionality. In
Europe, the Digital Enhanced Cordless Telecommunications (DECT) system (see the companion
website at www.wiley.com/go/molisch) is the dominant standard; Japan has a similar system called
the Personal Handyphone System (PHS) that provides both the possibility for cordless telephony
and an alternative cellular system (a full functionality PABX system that covers most of Japan
and provides the possibility of public access). Both systems operate in the 1,800-MHz band, using
a spectrum specifically dedicated to cordless applications. In the U.S.A., digital cordless phones
mainly operate in the 2.45-GHz Industrial, Scientific, and Medical (ISM) band, which they share
with many other wireless services.
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1.2.6 Wireless Local Area Networks

The functionality of Wireless Local Area Networks (WLANSs) is very similar to that of cordless
phones — connecting a single mobile user device to a public landline system. The “mobile user
device” in this case is usually a laptop computer and the public landline system is the Internet. As in
the cordless phone case, the main advantage is convenience for the user, allowing mobility. Wireless
LANSs can even be useful for connecting fixed-location computers (desktops) to the Internet, as they
save the costs for laying cables to the desired location of the computer.

A major difference between wireless LANs and cordless phones is the required data rate. While
cordless phones need to transmit (digitized) speech, which requires at most 64 kbit/s, wireless
LANSs should be at least as fast as the Internet that they are connected to. For consumer (home)
applications, this means between 700kbit/s (the speed of DSLs in the U.S.A.) and 3-5 Mbit/s
(speed of cable providers in the U.S.A. and Europe) to >20 Mbit/s (speed of DSLs in Japan). For
companies that have faster Internet connections, the requirements are proportionately higher. In
order to satisfy the need for these high data rates, a number of standards have been developed, all
of which carry the identifier IEEE 802.11. The original IEEE 802.11 standard enabled transmission
with 1 Mbit/s, the very popular 802.11b standard (also known under the name WiFi) allows up to
11 Mbit/s and the 802.11a standard extends that to 55 Mbit/s. Even higher rates are realized by the
802.11n standard that was introduced in 2008/2009.

WLAN devices can, in principle, connect to any BS (access point) that uses the same
standard. However, the owner of the access point can restrict the access — e.g., by appropriate
security settings.

1.2.7 Personal Area Networks

When the coverage area becomes even smaller than that of WLANSs, we speak of Personal Area
Networks (PANs). Such networks are mostly intended for simple “cable replacement” duties. For
example, devices following the Bluetooth standard allow to connect a hands-free headset to a phone
without requiring a cable; in that case, the distance between the two devices is less than a meter.
In such applications, data rates are fairly low (<1Mbit/s). Recently, wireless communications
between components in an entertainment system (DVD player to TV), between computer and
peripheral devices (printer, mouse), and similar applications have gained importance, and a number
of standards for PANs have been developed by the IEEE 802.15 group. For these applications, data
rates in excess of 100 Mbit/s are used.

Networks for even smaller distances are called Body Area Networks (BANs), which enable
communications between devices located on various parts of a user’s body. Such BANs play
an increasingly important role in the monitoring of patients’ health and of medical devices
(e.g., pacemakers).

We note finally that PANs and BANs can either have a network structure similar to a cellular
approach or they can be ad hoc networks as discussed in Section 1.2.9.

1.2.8 Fixed Wireless Access

Fixed wireless access systems can also be considered as a derivative of cordless phones or WLANS,
essentially replacing a dedicated cable connection between the user and the public landline system.
The main difference from a cordless system is that (i) there is no mobility of the user devices
and (ii) the BS almost always serves multiple users. Furthermore, the distances bridged by fixed
wireless access devices are much larger (between 100 m and several tens of kilometers) than those
bridged by cordless telephones.
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The purpose of fixed wireless access lies in providing users with telephone and data connections
without having to lay cables from a central switching office to the office or apartment the user is
in. Considering the high cost of labor for the cable-laying operations, this can be an economical
approach. However, it is worth keeping in mind that most buildings, especially in the urban areas of
developed countries, are already supplied by some form of cable — regular telephone cable, cable
TV, or even optical fiber. Rulings of the telecom regulators in various countries have stressed
that incumbent operators (owners of these lines) have to allow competing companies to use these
lines. As a consequence, fixed wireless access has its main market for covering rural areas, and for
establishing connections in developing countries that do not have any wired infrastructure in place.
In general, the business cases for fixed wireless has been disappointing (see “Burst of the Bubble”
in Section 1.1.5). The IEEE 802.16 (WiMAX) standard tries to alleviate that problem by allowing
some limited mobility in the system, and thus blurs the distinction from cellular telephony.

1.2.9 Ad hoc Networks and Sensor Networks

Up to now, we have dealt with “infrastructure-based” wireless communications, where certain
components (base stations, TV transmitters, etc.) are intended by design to be in a fixed location, to
exercise control over the network and interface with other networks. The size of the networks may
differ (from LANSs covering just one apartment to cellular networks covering whole countries), but
the central principle of distinguishing between “infrastructure” and “user equipment” is common
to them all. There is, however, an alternative in which there is only one type of equipment, and
those devices, all of which may be mobile, organize themselves into a network according to their
location and according to necessity. Such networks are called ad hoc networks (see Figure 1.6).
There can still be “controllers” in an ad hoc network, but the choice of which device acts as master
and which as slave is done opportunistically whenever a network is formed. There are also ad
hoc networks without any hierarchy. While the actual transmission of the data (i.e., physical layer
communication) is almost identical to that of the infrastructure-based networks, the medium access
and the networking functionalities are very different.

=
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Figure 1.6 Principle of an ad hoc network.
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The advantages of ad hoc networks lie in their low costs (because no infrastructure is required)
and high flexibility. The drawbacks include reduced efficiency, smaller communication range, and
restrictions on the number of devices that can be included in a network. Ad hoc networks play
a major role in the recent proliferation of sensor networks, which allow communications between
machines for the purpose of building control (controlling air conditioning, lighting, etc., based
on sensor data), factory automation, surveillance, etc. Ad hoc networks also play a role in emer-
gency communications (when infrastructure was destroyed, e.g., by an earthquake) as well as
military communications.
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1.2.10 Satellite Cellular Communications

Besides TV, which creates the biggest revenues in the satellite market, cellular communications
are a second important application of satellites. Satellite cellular communications mostly have
the same operating principles as land-based cellular communications. However, there are some
key differences.

The distance between the “BS” (i.e., the satellite) and the MS is much larger: for geostationary
satellites, that distance is 36,000 km; for Low Earth Orbit (LEO) satellites, it is several hundred
kilometers. Consequently, the transmit powers need to be larger, high-gain antennas need to be used
on the satellite (and in many cases also on the MS), and communications from within buildings is
almost impossible.

Another important difference from the land-based cellular system lies in the cell size: due to the
large distance between the satellite and the Earth, it is impossible to have cells with diameters less
than 100 km even with LEO satellites; for geostationary satellites, the cell areas are even larger. This
large cell size is the biggest advantage as well as the biggest drawback of the satellite systems. On
the positive side, it makes it easy to have good coverage even of large, sparsely populated areas — a
single cell might cover most of the Sahara region. On the other hand, the area spectral efficiency is
very low, which means that (given the limited spectrum assigned to this service) only a few people
can communicate at the same time.

The costs of setting up a “BS” — i.e., a satellite — are much higher than for a land-based system.
Not only is the launching of a communications satellite very expensive but it is also necessary to
build up an appropriate infrastructure of ground stations for linking the satellites to the PSTN.

As a consequence of all these issues, the business case for satellite communications systems
is quite different: it is based on supplying a small number of users with vital communications
at a much higher price. Emergency workers and journalists in disaster and war areas, ship-based
communications, and workers on offshore oil drilling platforms are typical users for such systems.
The INMARSAT system is the leading provider for such communications. In the late 1990s, the
IRIDIUM project attempted to provide lower priced satellite communications services by means of
some 60 LEO satellites, but ended in bankruptcy.

1.3 Requirements for the Services

A key to understanding wireless design is to realize that different applications have different require-
ments in terms of data rate, range, mobility, energy consumption, and so on. It is not necessary to
design a system that can sustain gigabit per second data rates over a 100-km range when the user
is moving at 500 km/h. We stress this fact because there is a tendency among engineers to design a
system that “does everything but wash the dishes”; while appealing from a scientific point of view,
such systems tend to have a high price and low spectral efficiency. In the following, we list the
range of requirements encountered in system design and we enumerate which requirements occur
in which applications.

1.3.1 Data Rate

Data rates for wireless services span the gamut from a few bits per second to several gigabit per
second, depending on the application:

e Sensor networks usually require data rates from a few bits per second to about 1 kbit/s. Typically,
a sensor measures some critical parameter, like temperature, speed, etc., and transmits the current
value (which corresponds to just a few bits) at intervals that can range from milliseconds to several
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hours. Higher data rates are often required for the central nodes of sensor networks that collect
the information from a large number of sensors and forward it for further processing. In that
case, data rates of up to 10 Mbit/s can be required. These “central nodes” show more similarity
to WLANSs or fixed wireless access.

e Speech communications usually require between 5 and 64 kbit/s depending on the required quality
and the amount of compression. For cellular systems, which require higher spectral efficiency,
source data rates of about 10 kbit/s are standard. For cordless systems, less elaborate compression
and therefore higher data rates (32 kbit/s) are used.

e Elementary data services require between 10 and 100 kbit/s. One category of these services uses
the display of the cellphone to provide Internet-like information. Since the displays are smaller,
the required data rates are often smaller than for conventional Internet applications. Another
type of data service provides a wireless mobile connection to laptop computers. In this case,
speeds that are at least comparable with dial-up (around 50 kbit/s) are demanded by most users,
though elementary services with 10 kbit/s (exploiting the same type of communications channels
foreseen for speech) are sometimes used as well. Elementary data services are mostly replaced
by high-speed data services in the U.S.A., Europe, and Japan, but still play an important role in
other parts of the world.

o Communications between computer peripherals and similar devices: for the replacement of cables
that link computer peripherals, like mouse and keyboard, to the computer (or similarly for
cellphones), wireless links with data rates around 1 Mbit/s are used. The functionality of these
links is similar to the previously popular infrared links, but usually provides higher reliability.

e High-speed data services: WLANs and 3G cellular systems are used to provide fast Internet
access, with speeds that range from 0.5 to 100 Mbit/s (currently under development).

e Personal Area Networks (PANs) is a newly coined term that refers mostly to the range of
a wireless network (up to 10m), but often also has the connotation of high data rates (over
100 Mbit/s), mostly for linking the components of consumer entertainment systems (streaming
video from computer or DVD player to a TV) or high-speed computer connections (wireless
Universal Serial Bus (USB)).

1.3.2 Range and Number of Users

Another distinction among the different networks is the range and the number of users that they
serve. By “range,” we mean here the distance between one transmitter and receiver. The coverage
area of a system can be made almost independent of the range, by just combining a larger number
of BSs into one big network.

e Body Area Networks (BANs) cover the communication between different devices attached to one
body — e.g., from a cellphone in a hip holster to a headset attached to the ear. The range is thus
on the order of 1 m. BANs are often subsumed into PANs.

e Personal Area Networks include networks that achieve distances of up to or about 10 m, covering
the “personal space” of one user. Examples are networks linking components of computers and
home entertainment systems. Due to the small range, the number of devices within a PAN is
small, and all are associated with a single “owner.” Also, the number of overlapping PANs (i.e.,
sharing the same space or room) is small — usually less than five. That makes cell planning and
multiple access much simpler.

e WLANs, as well as cordless telephones cover still larger ranges of up to 100 m. The number of
users is usually limited to about 10. When much larger numbers occur (e.g., at conferences or
meetings), the data rates for each user decrease. Similarly, cordless phones have a range of up to
300m and the number of users connected to one BS is of the same order as for WLANSs. Note,
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however, that wireless PABXs can have much larger ranges and user numbers — as mentioned
before, they can be seen essentially as small private cellular systems.

e Cellular systems have a range that is larger than, e.g., the range of WLANs. Microcells typically
cover cells with 500 m radius, while macrocells can have a radius of 10 or even 30 km. Depending
on the available bandwidth and the multiple access scheme, the number of active users in a cell
is usually between 5 and 50. If the system is providing high-speed data services to one user, the
number of active users usually shrinks.

e Fixed wireless access services cover a range that is similar to that of cellphones — namely,
between 100 m and several tens of kilometers. Also, the number of users is of a similar order as
for cellular systems.

e Satellite systems provide even larger cell sizes, often covering whole countries and even con-
tinents. Cell size depends critically on the orbit of the satellite: geostationary satellites provide
larger cell sizes (1,000-km radius) than LEOs.

Figure 1.7 gives a graphical representation of the link between data rate and range. Obviously,
higher data rates are easier to achieve if the required range is smaller. One exception is fixed
wireless access, which demands a high data rate at rather large distances.
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Figure 1.7 Data rate versus range for various applications.

1.3.3  Mobility

Wireless systems also differ in the amount of mobility that they have to allow for the users. The
ability to move around while communicating is one of the main charms of wireless communication
for the user. Still, within that requirement of mobility, different grades exist:

e Fixed devices are placed only once, and after that time communicate with their BS, or with
each other, always from the same location. The main motivation for using wireless transmission
techniques for such devices lies in avoiding the laying of cables. Even though the devices are
not mobile, the propagation channel they transmit over can change with time: both due to people
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walking by and due to changes in the environment (rearranging of machinery, furniture, etc.).
Fixed wireless access is a typical case in point. Note also that all wired communications (e.g.,
the PSTN) fall into this category.

Nomadic devices: nomadic devices are placed at a certain location for a limited duration of time
(minutes to hours) and then moved to a different location. This means that during one “drop”
(placing of the device), the device is similar to a fixed device. However, from one drop to the
next, the environment can change radically. Laptops are typical examples: people do not operate
their laptops while walking around, but place them on a desk to work with them. Minutes or
hours later, they might bring them to a different location and operate them there.

Low mobility: many communications devices are operated at pedestrian speeds. Cordless phones,
as well as cellphones operated by walking human users are typical examples. The effect of the low
mobility is a channel that changes rather slowly, and — in a system with multiple BSs — handover
from one cell to another is a rare event.

High mobility usually describes speed ranges from about 30 to 150 km/h. Cellphones operated
by people in moving cars are one typical example.

Extremely high mobility is represented by high-speed trains and planes, which cover speeds
between 300 and 1000 km/h. These speeds pose unique challenges both for the design of the
physical layer (Doppler shift, see Chapter 5) and for the handover between cells.

Figure 1.8 shows the relationship between mobility and data rate.
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Figure 1.8 Data rate versus mobility for various applications.

1.3.4 Energy Consumption

Energy consumption is a critical aspect for wireless devices. Most wireless devices use (one-way or

rechargeable) batteries, as they should be free of any wires — both the ones used for communication
and the ones providing the power supply.

e Rechargeable batteries: nomadic and mobile devices, like laptops, cellphones, and cordless
phones, are usually operated with rechargeable batteries. Standby times as well as operating
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times are one of the determining factors for customer satisfaction. Energy consumption is deter-
mined on one hand by the distance over which the data have to be transmitted (remember that a
minimum SNR has to be maintained), and on the other hand, by the amount of data that are to be
transmitted (the SNR is proportional to the energy per bit). The energy density of batteries has
increased slowly over the past 100 years, so that the main improvements in terms of operating
and standby time stem from reduced energy consumption of the devices. For cellphones, talk
times of more than 2 hours and standby times of more than 48 hours are minimum requirements.
For laptops, power consumption is not mainly determined by the wireless transmitter, but rather
by other factors like hard drive usage and processor speed. For smartphones, the energy con-
sumption of the processor and of the wireless connection is of the same order, and both have to
be considered for maximizing battery lifetime.

o One-way batteries: sensor network nodes often use one-way batteries, which offer higher energy
density at lower prices. Furthermore, changing the battery is often not an option; rather, the sensor
including the battery and the wireless transceiver is often discarded after the battery has run out.
It is obvious that in this case energy-efficient operation is even more important than for devices
with rechargeable batteries.

e Power mains: BSs and other fixed devices can be connected to the power mains. Therefore,
energy efficiency is not a major concern for them. It is thus desirable, if possible, to shift as
much functionality (and thus energy consumption) from the MS to the BS.

User requirements concerning batteries are also important sales issues, especially in the market
for cellular handsets:

e The weight of an MS is determined mostly (70-80%) by the battery. Weight and size of a
handset are critical sales issues. It was in the mid-1980s that cellphones were commonly called
“carphones,” because the MS could only be transported in the trunk of a car and was powered
by the car battery. By the end of the 1980s, the weight and dimensions of the batteries had
decreased to about 2kg, so that it could be carried by the user in a backpack. By the year
2000, the battery weight had decreased to about 200 g. Part of this improvement stems from
more efficient battery technology, but to a large part, it is caused by the decrease of the power
consumption of the handsets.

e Also, the costs of a cellphone (raw materials) are determined to a considerable degree by
the battery.

e Users require standby times of several days, as well as talk times of at least 2 hours
before recharging.

These “commercial” aspects determine the maximum size (and thus energy content) of the
battery, and consequently, the admissible energy consumption of the phone during standby and talk
operation.

1.3.5 Use of Spectrum

Spectrum can be assigned on an exclusive basis, or on a shared basis. That determines to a large
degree the multiple access scheme and the interference resistance that the system has to provide:

e Spectrum dedicated to service and operator: in this case, a certain part of the electromagnetic
spectrum is assigned, on an exclusive basis, to a service provider. A prime point in case is cellular
telephony, where the network operators buy or lease the spectrum on an exclusive basis (often
for a very high price). Due to this arrangement, the operator has control over the spectrum and
can plan the use of different parts of this spectrum in different geographical regions, in order to
minimize interference.
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e Spectrum allowing multiple operators:

o Spectrum dedicated to a service: in this case, the spectrum can be used only for a certain
service (e.g., cordless telephones in Europe and Japan), but is not assigned to a specific
operator. Rather, users can set up qualified equipment without a license. Such an approach
does not require (or allow) interference planning. Rather, the system must be designed in such
a way that it avoids interfering with other users in the same region. Since the only interfer-
ence can come from equipment of the same type, coordination between different devices is
relatively simple. Limits on transmit power (identical for all users) are a key component of
this approach — without them, each user would just increase the transmit power to drown out
interferers, leading essentially to an “arms race” between users.

o Free spectrum: is assigned for different services as well as for different operators. The ISM
band at 2.45GHz is the best known example — it is allowed to operate microwave ovens,
WiFi LANs, and Bluetooth wireless links, among others, in this band. Also for this case,
each user has to adhere to strict emission limits, in order not to interfere too much with other
systems and users. However, coordination between users (in order to minimize interference)
becomes almost impossible — different systems cannot exchange coordination messages with
each other, and often even have problems determining the exact characteristics (bandwidth,
duty cycle) of the interferers.

After 2000, two new approaches have been promulgated, but are not yet in widespread use:

e Ultra Wide Bandwidth systems (UWB) spread their information over a very large bandwidth,
while at the same time keeping a very low-power spectral density. Therefore, the transmit band
can include frequency bands that have already been assigned to other services, without creating
significant interference. UWB is discussed in more detail in Chapter 17.

e Adaptive spectral usage: another approach relies on first determining the current spectrum usage
at a certain location and then employing unused parts of the spectrum. This approach, also known
as cognitive radio, is described in detail in Chapter 21.

1.3.6 Direction of Transmission

Not all wireless services need to convey information in both directions.

e Simplex systems send the information only in one direction — e.g., broadcast systems and pagers.

e Semi-duplex systems can transmit information in both directions. However, only one direction is
allowed at any time. Walkie-talkies, which require the user to push a button in order to talk, are
a typical example. Note that one user must signify (e.g., by using the word “over”) that (s)he
has finished his/her transmission; then the other user knows that now (s)he can transmit.

e Full-duplex systems allow simultaneous transmission in both directions — e.g., cellphones and
cordless phones.

e Asymmetric duplex systems: for data transmission, we often find that the required data rate in
one direction (usually the downlink) is higher than in the other direction. However, even in this
case, full duplex capability is maintained.

1.3.7 Service Quality

The requirements for service quality also differ vastly for different wireless services. The first main
indicator for service quality is speech quality for speech services and file transfer speed for data
services. Speech quality is usually measured by the Mean Opinion Score (MOS). It represents the
average of a large number of (subjective) human judgments (on a scale from 1 to 5) about the
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quality of received speech (see also Chapter 15). The speed of data transmission is simply measured
in bit/s — obviously, a higher speed is better.

An even more important factor is the availability of a service. For cellphones and other speech
services, the service quality is often computed as the complement of “fraction of blocked calls’
plus 10 times the fraction of dropped calls.” This formula takes into account that the dropping of
an active call is more annoying to the user than the inability to make a call at all. For cellular
systems in Europe and Japan, this service quality measure usually exceeds 95%; in the U.S.A., the
rate is considerably lower.?

For emergency services and military applications, service quality is better measured as the com-
plement of “fraction of blocked calls plus fraction of dropped calls.” In emergency situations, the
inability to make a call is as annoying as the situation of having a call interrupted. Also, the systems
must be planned in a much more robust way, as service qualities better than 99% are required.
“Ultrareliable systems,” which are required, e.g., for factory automation systems, require service
quality in excess of 99.99%.

A related aspect is the admissible delay (latency) of the communication. For voice communica-
tions, the delay between the time when one person speaks and the other hears the message must
not be larger than about 100 ms. For streaming video and music, delays can be larger, as buffering
of the streams (up to several tens of seconds) is deemed acceptable by most users. In both voice
and streaming video communications, it is important that the data transmitted first are also the ones
made available to the receiving user first. For data files, the acceptable delays can be usually larger
and the sequence with which the data arrive at the receiver is not critical (e.g., when downloading
email from a server, it is not important whether the first or the seventh of the emails is the first to
arrive). However, there are some data applications where small latency is vital — e.g., for control
applications, security and safety monitoring, etc.

1.4 Economic and Social Aspects

1.4.1 Economic Requirements for Building Wireless Communications
Systems

The design of wireless systems not only aims to optimize performance for specific applications
but also to do that at a reasonable cost. As economic factors impact the design, scientists and
engineers have to have at least a basic understanding of the constraints imposed by marketing and
sales divisions. Some of the guidelines for the design of wireless devices are as follows:

e Move as much functionality as possible from the (more expensive) analog components to
digital circuitry. The costs for digital circuits decrease much faster with time than those of
analog components.

e For mass-market applications, try to integrate as many components onto one chip as possible.
Most systems strive to use only two chips; one for analog RF circuitry and one for digital
(baseband) processing. Further integration into a single chip (system on a chip) is desirable.
Exceptions are niche market products, which typically try to use general-purpose processors,
Application Specific Integrated Circuits (ASICs), or off-the-shelf components, as the number of
sold units does not justify the cost of designing more highly integrated chips.

e As human labor is very expensive, any circuit that requires human intervention (e.g., tuning of
RF elements) is to be avoided. Again, this aspect is more important for mass-market products.

7 Here, “blocked calls” encompasses all failed call attempts, including those that are caused by insufficient signal
strength, as well as insufficient network capacity.
8 The reason for this discrepancy is partly historical and economical, and partly geographical.
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e In order to increase the efficiency of the development process and production, the same chips
should be used in as many systems as possible.

When it comes to the design of wireless systems and services, we have to distinguish between
two different categories:

e Systems where the mobility is of value of itself — e.g., in cellular telephony. Such services can
charge a premium to the customer — i.e., be more expensive than equivalent, wired systems.
Cellular telephony is a case in point: the per-minute price has been higher than that of landline
telephony in the past, and is expected to remain so (especially when compared, e.g., with Voice
over Internet Protocol (VoIP) telephone services). Despite this fact, the services might compete
(and ultimately edge out) traditional wired services if the price difference is not too large. The
years since 1990 have certainly seen such a trend, with many consumers (and even companies)
canceling wired services and relying on cellular telephony alone.

e Services where wireless access is only intended as a cheap cable replacement, without
enabling additional features — e.g., fixed wireless access. Such systems have to be especially
cost-conscious, as the buildup of the infrastructure has to remain cheaper than the laying of new
wired connections, or buying access to existing ones.

1.4.2 The Market for Wireless Communications

Cellphones are a highly dynamic market that has grown tremendously. Still, different countries
show different market penetrations. Some of the factors influencing this penetration are:

e Price of the offered services: the price of the services is in turn influenced by the amount of
competition, the willingness of the operators to accept losses in order to gain greater market
penetration, and the external costs of the operators (especially, the cost of spectrum licenses).
However, the price of the services is not always the decisive factor for market penetration:
Scandinavia, with its relatively high prices, has the highest market penetration in the world.

e Price of the MSs: the MSs are usually subsidized by the operators and are either free or sold at a
nominal price, if the consumer agrees to a long-term contract. Exceptions are “prepaid” services,
where a user buys a certain number of minutes of service usage (in that case, the handsets are
sold to the consumer at full cost); at the other end of the market spectrum, high-end devices
usually require a significant co-payment by the consumer.

e Attractiveness of the offered services: in many markets, the price of the services offered by
different network operators is almost identical. Operators try to distinguish themselves by dif-
ferent features, like better coverage, text and picture message service, etc. The offering of these
improved features also helps to increase the market size in general, as it allows customers to
find services tailored to their needs.

e General economic situation: obviously, a good general economic situation allows the general
population to spend more money on such “non-essential” things as mobile communications
services. In countries where a very large percentage of the income goes to basic necessities like
food and housing, the market for cellular telephony is obviously more limited.

e FExisting telecom infrastructure: in countries or areas with a bad existing landline-based telecom
infrastructure, cellular telephony and other wireless services can be the only way of communicat-
ing. This would enable high market penetration. Unfortunately, these areas are usually also the
ones that have the bad economic situation mentioned above (large percentage of income goes to
basic necessities). This fact has hindered especially the development of fixed wireless services.’

9 To put it succinctly: “the market for this product is the people who cannot afford to pay for it.”
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e Predisposition of the population: there are several social factors that can increase the cellu-
lar market: (i) people have a positive attitude to new technology (gadgets) — e.g., Japan and
Scandinavia; (ii) people consider communication as an essential part of their lives — e.g., China;
and (iii) high mobility of the population, with people being absent from their offices or homes
for a significant part of the day — e.g., the U.S.A.

Wireless communications has become such a huge market that most of the companies in this
business are not even known to most of the consumers. Consumers tend to know network operators
and handset manufacturers. However, component suppliers and other auxiliary industries abound:

e [Infrastructure manufacturers for cellular telephony: most of the major handset manufacturers
also provide infrastructure (BSs, switches, etc.) to the network operators.

o Component manufacturers: most handset manufacturers buy chips, batteries, antennas, etc., from
external suppliers. This trend was accelerated by the fact that many manufacturers and system
integrators spun off their semiconductor divisions. There are even handset companies that do not
manufacture anything, but are just design and marketing operations.

e Software suppliers: software and applications are becoming an increasingly important part of the
market. For example, ringtones for cellphones have become a multibillion dollar (Euro) market.
Similarly, operating systems and applications software for cellphones have become increasingly
important with the proliferation of smartphones, i.e., as cellphones acquire more and more of the
functionalities of Personal Digital Assistants (PDAS).

e Systems integrators: WLANs and sensor networks need to be integrated either into larger net-
works or combined with other hardware (e.g., sensor networks have to be integrated into a factory
automation system). This offers new fields of business for OEMs and system integrators.

1.4.3 Behavioral Impact

Engineering does not happen in a vacuum — the demands of people change what the engineers
develop and the products of their labor influences how people behave. Cellphones have enabled us
to communicate anytime — something that most people think of as desirable. But we have to be
aware that it changes our lifestyle. In former times, one did not call a person, but rather a location.
That meant a rather clean separation between professional or personal life. Due to the cellphone,
anybody can be reached at any time — somebody from work can call in the evening; a private
acquaintance can call in the middle of a meeting; in other words, professional and private lives get
intermingled. On the positive side, this also allows new and more convenient forms of working
and increased flexibility.

Another important behavioral impact is the development of (or lack of) cellphone etiquette. Most
people tend to agree that hearing a cellphone ring during an opera performance is exasperating — and
still there is a significant number of people who are not willing to turn their phones to the “silent”
mode during such occasions. There also seems to be an innate reluctance in humans to just ignore
a ringing cellphone. People are willing to interrupt whatever they are doing in order to answer a
ringing phone. Caller identification, automatic callback features, etc., are solutions that engineers
can provide to alleviate these problems.

On a more serious note, wireless devices, and especially cellphones, can be a matter of life and
death. Being able to call for help in the middle of the wilderness after a mountaineering accident is
definitely a lifesaving feature. Location devices for victims of avalanches have a similar beneficial
role. On the downside, drivers who are distracted by their cellphone conversations or text messages
constitute a serious hazard on the roads. Recent studies at Virginia Technological University showed
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that talking on a cellphone while driving — even when using hands-free equipment — constitutes a
hazard similar to being drunk. Text messaging while driving is even worse! While the author of this
book hopes that the readers will remember many of the technical facts presented throughout the
text, the by far most important message to remember from this book is: Do not text or phone while
driving !!! The problem is, again, not purely a technical one, as a multitude of solutions (including
the “off”” button) have already been developed to solve this issue. Rather, it is a matter of behavioral
changes by the users and the question of what the engineers can do to further these changes.

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook
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Technical Challenges of Wireless
Communications

In the previous chapter, we described the requirements for wireless communications systems stem-
ming from the applications and user demands. In this chapter, we give a high-level description of
the technical challenges to wireless communications systems. Most notably, they are as follows:

e multipath propagation: i.e., the fact that a transmit signal can reach the receiver via different
paths (e.g., reflections from different houses or mountains);

e spectrum limitations;

e energy limitations;

e user mobility.

This sets the stage for the rest of the book, where these challenges, as well as remedies, are
discussed in more detail.

As a first step, it is useful to investigate the differences between wired and wireless communica-
tions. Let us first repeat some important properties of wired and wireless systems, as summarized
in Table 2.1.

2.1 Multipath Propagation

For wireless communications, the transmission medium is the radio channel between transmitter
TX and receiver RX. The signal can get from the TX to the RX via a number of different propa-
gation paths. In some cases, a Line Of Sight (LOS) connection might exist between TX and RX.
Furthermore, the signal can get from the TX to the RX by being reflected at or diffracted by differ-
ent Interacting Objects (I0s) in the environment: houses, mountains (for outdoor environments),
windows, walls, etc. The number of these possible propagation paths is very large. As shown in
Figure 2.1, each of the paths has a distinct amplitude, delay (runtime of the signal), direction of
departure from the TX, and direction of arrival; most importantly, the components have different
phase shifts with respect to each other. In the following, we discuss some implications of the
multipath propagation for system design.

2.1.1 Fading

A simple RX cannot distinguish between the different Multi Path Components (MPCs); it just adds
them up, so that they interfere with each other. The interference between them can be constructive

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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Table 2.1 Wired and wireless communications

Wired communications

Wireless communications

The communication takes place over a more or less
stable medium like copper wires or optical fibers.
The properties of the medium are well defined and
time-invariant.

Increasing the transmission capacity can be achieved
by using a different frequency on an existing cable,
and/or by stringing new cables.

The range over which communications can be
performed without repeater stations is mostly
limited by attenuation by the medium (and thus
noise); for optical fibers, the distortion of
transmitted pulses can also limit the speed of data
transmission.

Interference and crosstalk from other users either do
not happen or the properties of the interference are
stationary.

The delay in the transmission process is also constant,
determined by the length of the cable and the group
delay of possible repeater amplifiers.

The Bit Error Rate (BER) decreases strongly
(approximately exponentially) with increasing
Signal-to-Noise Ratio (SNR). This means that a
relatively small increase in transmit power can
greatly decrease the error rate.

Due to the well-behaved transmission medium, the
quality of wired transmission is generally high.

Jamming and interception of dedicated links with
wired transmission is almost impossible without
consent by the network operator.?

Establishing a link is location based. In other words, a
link is established from one outlet to another,
independent of which person is connected to the
outlet.

Power is either provided through the communications
network itself (e.g., for traditional landline
telephones), or from traditional power mains (e.g.,
fax). In neither case is energy consumption a major
concern for the designer of the device.

Due to user mobility as well as multipath propagation,
the transmission medium varies strongly with time.

Increasing the transmit capacity must be achieved by
more sophisticated transceiver concepts and smaller
cell sizes (in cellular systems), as the amount of
available spectrum is limited.

The range that can be covered is limited both by the
transmission medium (attenuation, fading, and
signal distortion) and by the requirements of
spectral efficiency (cell size).

Interference and crosstalk from other users are inherent
in the principle of cellular communications. Due to
the mobility of the users, they also are time-variant.

The delay of the transmission depends partly on the
distance between base station and Mobile Station
(MS), and is thus time-variant.

For simple systems, the average BER decreases only
slowly (linearly) with increasing average SNR.
Increasing the transmit power usually does not lead
to a significant reduction in BER. However, more
sophisticated signal processing helps.

Due to the difficult medium, transmission quality is
generally low unless special measures are used.

Jamming a wireless link is straightforward, unless
special measures are taken. Interception of the on-air
signal is possible. Encryption is therefore necessary
to prevent unauthorized use of the information.

Establishing a connection is based on the (mobile)
equipment, usually associated with a specific
person. The connection is not associated with a
fixed location.

MSs use rechargeable or one-way batteries. Energy
efficiency is thus a major concern.

4Note, though, that interception of wired Internet communication is simple due to the design of this particular communication

protocol.

or destructive, depending on the phases of the MPCs, (see Figure 2.2). The phases, in turn, depend
mostly on the run length of the MPC, and thus on the position of the Mobile Station (MS) and
the IOs. For this reason, the interference, and thus the amplitude of the total signal, changes with
time if either TX, RX, or IOs is moving. This effect — namely, the changing of the total signal
amplitude due to interference of the different MPCs — is called small-scale fading. At 2-GHz
carrier frequency, a movement by less than 10 cm can already effect a change from constructive to
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destructive interference and vice versa. In other words, even a small movement can result in a large
change in signal amplitude. A similar effect is known to all owners of car radios — moving the car
by less than 1 m (e.g., in stop-and-go traffic) can greatly affect the quality of the received signal.
For cellphones, it can often be sufficient to move one step in order to improve signal quality.

As an additional effect, the amplitudes of each separate MPC change with time (or with location).
Obstacles can lead to a shadowing of one or several MPCs. Imagine, e.g., the MS in Figure 2.3 that
at first (at position A) has LOS to the Base Station (BS). As the MS moves behind the high-rise
building (at position B), the amplitude of the component that propagates along the direct connection
(LOS) between BS and MS greatly decreases. This is due to the fact that the MS is now in the
radio shadow of the high-rise building, and any wave going through or around that building is
greatly attenuated — an effect called shadowing. Of course, shadowing can occur not only for an
LOS component but also for any MPC. Note also that obstacles do not throw “sharp” shadows:
the transition from the “light” (i.e., LOS) zone to the “dark” (shadowed) zone is gradual.! The MS

! This is due to (i) diffraction effects, as also explained in more detail in Chapter 4 and (ii) the fact that secondary
radiation sources like houses are spatially extended (compare how a long fluorescent tube never throws a sharp
shadow).
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Figure 2.3 The principle of shadowing.

has to move over large distances (from a few meters up to several hundreds of meters) to move
from the light to the dark zone. For this reason, shadowing gives rise to large-scale fading.

Large-scale and small-scale fading overlap, so that the received signal amplitude can look like
the one depicted in Figure 2.4. Obviously, the transmission quality is low at the times (or places)
with low signal amplitude. This can lead to bad speech quality (for voice telephony), high Bit
Error Rate (BER) and low data rate (for data transmission), and — if the quality is too low for an
extended period of time — to termination of the connection.

ot |

Field strength (dB)

Location of the MS

Figure 2.4 Typical example of fading. The thin line is the (normalized) instantaneous field strength; the thick
line is the average over a 1-m distance.

It is well known from conventional digital communications that for nonfading communications
links, the BER decreases approximately exponentially with increasing Signal-to-Noise Ratio (SNR)
if no special measures are taken. However, in a fading channel, the SNR is not constant; rather, the
probability that the link is in a fading dip (i.e., location with low SNR) dominates the behavior of
the BER. For this reason, the average BER decreases only linearly with increasing average SNR.
Consequently, improving the BER often cannot be achieved by simply increasing the transmit
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power. Rather more sophisticated transmission and reception schemes have to be used. Most of the
third and fourth parts of this book (Chapters 13, 14, 16, 18-22) are devoted to such techniques.

Due to fading, it is almost impossible to exactly predict the received signal amplitude at specific
locations. For many aspects of system development and deployment, it is considered sufficient
to predict the mean amplitude and the statistics of fluctuations around that mean. Completely
deterministic predictions of the signal amplitude — e.g., by solving approximations to Maxwell’s
equations” in a given environment — usually show errors of between 3 and 10dB (for the total
amplitude), and are even less reliable for the properties of individual MPCs. More details on fading
can be found in Chapters 5 to 7.

2.1.2 Intersymbol Interference

The runtimes for different MPCs are different. We have already mentioned above that this can lead
to different phases of MPCs, which lead to interference in narrowband systems. In a system with
large bandwidth, and thus good resolution in the time domain,? the major consequence is signal
dispersion: in other words, the impulse response of the channel is not a single delta pulse but rather
a sequence of pulses (corresponding to different MPCs), each of which has a distinct arrival time
in addition to having a different amplitude and phase (see Figure 2.5). This signal dispersion leads
to InterSymbol Interference (ISI) at the RX. MPCs with long runtimes, carrying information from
bit k£, and MPCs with short runtimes, carrying contributions from bit £ + 1 arrive at the RX at the
same time, and interfere with each other (see Figure 2.6). Assuming that no special measures* are
taken, this ISI leads to errors that cannot be eliminated by simply increasing the transmit power,
and are therefore often called irreducible errors.

I‘ “.II ! \
>

Multi path components with different runtimes Channel impulse response

Figure 2.5 Multipath propagation and resulting impulse response.

2 The most popular of these deterministic prediction tools are “ray tracing” and “ray launching,” which are discussed
in Chapter 7.

3 Strictly speaking, we refer here to resolution in the delay domain. An explanation for the difference between the
time domain and delay domain is given in Chapters 5 and 6.

4 Special measures include equalizers (Chapter 16), Rake receivers (Chapter 18), and Orthogonal Frequency Divi-
sion Multiplexing (OFDM) (Chapter 19).
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ISI is essentially determined by the ratio between symbol duration and the duration of the impulse
response of the channel. This implies that ISI is not only more important for higher data rates but
also for multiple access methods that lead to an increase in transmitted peak data rate (e.g., time
division multiple access, see Chapter 17). Finally, it is also noteworthy that ISI can even play a
role when the duration of the impulse response is shorter (but not much shorter) than bit duration
(see Chapters 12 and 16).

2.2 Spectrum Limitations

The spectrum available for wireless communications services is limited, and regulated by interna-
tional agreements. For this reason, the spectrum has to be used in a highly efficient manner. Two
approaches are used: regulated spectrum usage, where a single network operator has control over the
usage of the spectrum, and unregulated spectrum, where each user can transmit without additional
control, as long as (s)he complies with certain restrictions on the emission power and bandwidth. In
the following, we first review the frequency ranges assigned to different communications services.
We then discuss the basic principle of frequency reuse for both regulated and unregulated access.

2.2.1 Assigned Frequencies

The frequency assignment for different wireless services is regulated by the International Telecom-
munications Union (ITU), a suborganization of the United Nations. In its tri-annual conferences
(World Radio Conferences), it establishes worldwide guidelines for the usage of spectrum in differ-
ent regions and countries. Further regulations are issued by the frequency regulators of individual
countries, including the Federal Communications Commission (FCC) in the U.S.A., the Association
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of Radio Industries and Businesses (ARIB) in Japan, and the European Conference of Postal and
Telecommunications Administrations (CEPT) in Europe. While the exact frequency assignments
differ, similar services tend to use the same frequency ranges all over the world:

e Below 100MHz: at these frequencies, we find Citizens’ Band (CB) radio, pagers, and analog
cordless phones.

e 100—800 MHz: these frequencies are mainly used for broadcast (radio and TV) applications.

e 400-500 MHz: a number of cellular and trunking radio systems make use of this band. It is
mostly systems that need good coverage, but show low user density.

e 800—1000 MHz: several cellular systems use this band (analog systems as well as second-
generation cellular). Also some emergency communications systems (trunking radio) make use
of this band.

e 1.8-2.1 GHz: this is the main frequency band for cellular communications. The current (second-
generation) cellular systems operate in this band, as do most of the third-generation systems.
Many cordless systems also operate in this band.

e 2.4-2.5 GHz: the Industrial, Scientific, and Medical (ISM) band. Cordless phones, Wireless Local
Area Networks (WLANs) and wireless Personal Area Networks (PANs) operate in this band;
they share it with many other devices, including microwave ovens.

e 3.3-3.8 GHz: is envisioned for fixed wireless access systems.

e 4.8-5.8GHz: in this range, most WLANs can be found. Also, the frequency range between
5.7 and 5.8 GHz can be used for fixed wireless access, complementing the 3-GHz band. Also
car-to-car communications are working in this band.

e 11-15GHz: in this range we can find the most popular satellite TV services, which use
14.0—-14.5 GHz for the uplink, and 11.7-12.2 GHz for the downlink.

More details about the exact frequencies for specific services can be obtained from the national
frequency regulators, as well as from the ITU.

Different frequency ranges are optimum for different applications. Low carrier frequencies usu-
ally propagate more easily (see also Chapter 4), so that a single BS can cover a large area. On the
other hand, absolute bandwidths are smaller, and also the frequency reuse is not as efficient as it is
at higher frequencies.’ For this reason, low frequency bands are best for services that require good
coverage, but have a small aggregate rate of information that has to be exchanged. Typical cases
in point are paging services and television; paging is suitable because the amount of information
transmitted to each user is small, while in the latter case, only a single information stream is sent
to all users. For cellular systems, low carrier frequencies are ideal for covering large regions with
low user density (rural areas in the Midwest of the U.S.A. and in Russia, Northern Scandinavia,
Alpine regions, etc.). For cellular systems with high user densities, as well as for WLANSs, higher
carrier frequencies are usually more desirable.®

The amount of spectrum assigned to the different services does not always follow technical
necessities, but rather historical developments. For example, for many years, the amount of pre-
cious low-frequency spectrum assigned to TV stations was much higher than would be justified
by technical requirements. Using appropriate frequency planning and different transmission tech-
niques (including simulcast), a considerable part of the spectrum below 1 GHz could be freed up for
alternative usage — a process that took place in U.S.A. and Europe around 2008/2009, but might
take longer in other countries. Broadcast stations tend to fight such a development, as it would

5 As we will see in the next subsection, frequency reuse requires that a signal is attenuated strongly outside the
cell it is assigned to. However, low carrier frequency results in good propagation so that the signal can remain
strong far outside its assigned cell.

© However, the carrier frequency should not become roo high: at extremely high frequencies, it becomes difficult
to cover even small areas.
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require modifications in their transmitters. As these stations have a considerable influence on pub-
lic opinion as well as lobbying power, frequency regulators are hesitant to enforce appropriate
rule changes.

It is also noticeable that the financial terms on which spectrum is assigned to different services
differ vastly — from country to country, from service to service, and even depending on the time at
which the spectrum is assigned. Obviously, spectrum is assigned to public safety services (police,
fire department, military) without monetary compensation. Even television stations usually get the
spectrum assigned for free. In the 1980s, spectrum for cellular telephony was often assigned for a
rather small fee, in order to encourage the development of this then-new service. In the mid- and
late-1990s, spectrum auctions were seen by some countries as a method to increase the country’s
revenues (consider the frequency auctions for the PCS band in the U.S.A. in 1995, and the auctions
of the Universal Mobile Telecommunications System (UMTS) bands in the United Kingdom and
Germany around 2000). Other countries chose to assign spectrum based on a “beauty contest,”
where the applicant had to guarantee a certain service quality, coverage etc., in order to obtain a
license. Unregulated services, like WLANS, are assigned spectrum without fees.

2.2.2 Frequency Reuse in Regulated Spectrum

Since spectrum is limited, the same spectrum has to be used for different wireless connections in
different locations. To simplify the discussion, let us consider in the following a cellular system
where different connections (different users) are distinguished by the frequency channel (band
around a certain carrier frequency) that they employ. If an area is served by a single BS, then the
available spectrum can be divided into N frequency channels that can serve N users simultaneously.
If more than N users are to be served, multiple BSs are required, and frequency channels have to
be reused in different locations.

For this purpose, we divide the area (a region, a country, or a whole continent) into a number of
cells; we also divide the available frequency channels into several groups. The channel groups are
now assigned to the cells. The important thing is that channel groups can be used in multiple cells.
The only requirement is that cells that use the same frequency group do not interfere with each
other significantly.” Tt is fairly obvious that the same carrier frequency can be used for different
connections in, say, Rome and Stockholm, at the same time. The large distance between the two
cities makes sure that a signal from the MS in Stockholm does not reach the BS in Rome, and
can therefore not cause any interference at all. But in order to achieve high efficiency, frequencies
must actually be reused much more often — typically, several times within each city. Consequently,
intercell interference (also known as co-channel interference) becomes a dominant factor that limits
transmission quality. More details on co-channel interference can be found in Part IV.

Spectral efficiency describes the effectiveness of reuse — i.e., the traffic density that can be
achieved per unit bandwidth and unit area. It is therefore given in units of Erland/(Hz m?) for voice
traffic and bit/(s Hzm?) for data. Since the area covered by a network provider, as well as the
bandwidth that it can use, are fixed, increasing the spectral efficiency is the only way to increase
the number of customers that can be served, and thus revenue. Methods for increasing this spectral
efficiency are thus at the center of wireless communications research.

Since a network operator buys a license for a spectrum, it can use that spectrum according to
its own planning — i.e., network planning can make sure that the users in different cells do not
interfere with each other significantly. The network operator is allowed to use as much transmit
power as it desires; it can also dictate limits on the emission power of the MSs of different

7 The threshold for significant interference (i.e., the admissible signal-to-interference ratio) is determined by mod-
ulation and reception schemes, as well as by propagation conditions.
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users.® The operator can also be sure that the only interference in the network is created by its
own network and users.

2.2.3 Frequency Reuse in Unregulated Spectrum

In contrast to regulated spectrum, several services use frequency bands that are available to the
general public. For example, some WLANSs operate in the 2.45-GHz band, which has been assigned
to “ISM” services. Anybody is allowed to transmit in these bands, as long as they (i) limit the
emission power to a prescribed value, (ii) follow certain rules for the signal shape and band-
width, and (iii) use the band according to the (rather broadly defined) purposes stipulated by the
frequency regulators.

As a consequence, a WLAN receiver can be faced with a large amount of interference. This
interference can either stem from other WLAN transmitters or from microwave ovens, cordless
phones, and other devices that operate in the ISM band. For this reason, a WLAN link must have
the capability to deal with interference. That can be achieved by selecting a frequency band within
the ISM band at which there is little interference, by using spread spectrum techniques (see Chapter
18), or some other appropriate technique.

There are also cases where the spectrum is assigned to a specific service (e.g., DECT), but not
to a specific operator. In that case, receivers might still have to deal with strong interference, but
the structure of this interference is known. This allows the use of special interference mitigation
techniques like dynamic frequency assignment, see the material on DECT on the companion website
(www.wiley.com/go/molisch).

Dynamic frequency assignment can be seen as a special case of cognitive radio (see Chapter 21),
where a transmitter senses which part of the spectrum is currently unused in the location of interest,
and dynamically moves the transmit frequency accordingly.

2.3 Limited Energy

Truly wireless communications requires not only that the information is sent over the air (not
via cables) but also that the MS is powered by one-way or rechargeable batteries. Otherwise, an
MS would be tied to the “wire” of the power supply, batteries in turn impose restrictions on the
power consumption of the devices. The requirement for small energy consumption results in several
technical imperatives:

e The power amplifiers in the transmitter have to have high efficiency. As power amplifiers account
for a considerable fraction of the power consumption in an MS, mainly amplifiers with an effi-
ciency above 50% should be used in MSs. Such amplifiers — specifically, class-C or class-F
amplifiers — are highly nonlinear.” As a consequence, wireless communications tend to use mod-
ulation formats that are insensitive to nonlinear distortions. For example, constant envelope
signals are preferred (see Chapter 11).

e Signal processing must be done in an energy-saving manner. This implies that the digital logic
should be implemented using power-saving semiconductor technology like Complementary Metal
Oxide Semiconductor (CMOS), while the faster but more power-hungry approaches like Emitter
Coupled Logic (ECL) do not seem suitable for MSs. This restriction has important consequences
for the algorithms that can be used for interference suppression, combating of ISI, etc.

8 There are some exceptions to that rule — e.g., emission limits dictated by health concerns, as well as limits
imposed by the standard of the system used by the operator (e.g., GSM).
9 Linear amplifiers, like class A, class B, or class AB, have efficiencies of less than 30%.
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e The RX (especially at the BS) needs to have high sensitivity. For example, Global System for
Mobile Communications (GSM) is specified so that even a received signal power of —100dBm
leads to an acceptable transmission quality. Such an RX is several orders of magnitude more
sensitive than a TV RX. If the GSM standard had defined —80 dBm instead, then the transmit
power would have to be higher by a factor of 100 in order to achieve the same coverage. This
in turn would mean that — for identical talktime — the battery would have to be 100 times as
large — i.e., 20 kg instead of the current 200 g. But the high requirements on RX sensitivity have
important consequences for the construction of the RX (low-noise amplifiers, sophisticated signal
processing to fully exploit the received signal) as well as for network planning.

e Maximum transmit power should be used only when required. In other words, transmit power
should be adapted to the channel state, which in turn depends on the distance between TX
and RX (power control). If the MS is close to the BS, and thus the channel has only a small
attenuation, transmit power should be kept low. Furthermore, for voice transmission, the MS
should only transmit if the user at the MS actually talks, which is the case only about 50% of
the time (Discontinuous Voice Transmission (DTX)).

e For cellular phones, and even more so for sensor networks, an energy-efficient “standby” or
“sleep” mode has to be defined.

Several of the mentioned requirements are contradictory. For example, the requirement to build an
RX with high sensitivity (and thus, sophisticated signal processing) is in contrast to the requirement
of having energy-saving (and thus slow) signal processing. Engineering tradeoffs are thus called for.

2.4 User Mobility

Mobility is an inherent feature of most wireless systems, and has important consequences for system
design. Fading was already discussed in Section 2.1.1. A second important effect is particular to

mobile users in cellular systems: the system has to know at any time which cell a user is in:'°

e If there is an incoming call for a certain MS (user), the network has to know in which cell the
user is located. The first requirement is that an MS emits a signal at regular intervals, informing
nearby BSs that it is “in the neighborhood.” Two databanks then employ this information: the
Home Location Register (HLR) and the Visitor Location Register (VLR). The HLR is a central
database that keeps track of the location a user is currently at; the VLR is a database associated
with a certain BS that notes all the users who are currently within the coverage area of this
specific BS. Consider user A, who is registered in San Francisco, but is currently located in Los
Angeles. It informs the nearest BS (in Los Angeles) that it is now within its coverage area;
the BS enters that information into its VLR. At the same time, the information is forwarded to
the central HLR (located, e.g., in New York). If now somebody calls user A, an enquiry is sent
to the HLR to find out the current location of the user. After receiving the answer, the call is
rerouted to Los Angeles. For the Los Angeles BS, user A is just a “regular” user, whose data
are all stored in the VLR.

e If an MS moves across a cell boundary, a different BS becomes the serving BS; in other words,
the MS is handed over from one BS to another. Such a handover has to be performed without
interrupting the call; as a matter of fact, it should not be noticeable at all to the user. This
requires complicated signaling. Different forms of handover are described in Chapter 18 for
code-division-multiple-access-based systems, and in Chapter 24 for GSM.

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook

10 This effect is not relevant, e.g., for simple cordless systems: either a user is within the coverage region of the
(one and only) BS, or (s)he is not.
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Noise- and Interference-Limited
Systems

3.1 Introduction

This chapter explains the principles of link budgets, and the planning of wireless systems with one
or multiple users. In Section 3.2, we set up link budgets for noise-limited systems and compute the
minimum transmit power (or maximum range) that can be achieved in the absence of interference.
Such computations give a first insight into the basic capabilities of wireless systems and also have
practical applications. For example, Wireless Local Area Networks (WLANSs) and cordless phones
often operate in a noise-limited mode, if no other Base Station (BS) is in the vicinity. Even cellular
systems sometimes operate in that mode if the user density is low (this happens, e.g., during the
build-up phase of a network).

In Section 3.3, we discuss interference-limited systems. As we described in the first two
chapters, the unregulated use of spectrum leads to interference that cannot be controlled by the
user. When the spectrum is regulated, the network operator can determine the location of BSs, and
thus impact the Signal-to-Interference Ratio (SIR). For either case, it is important to set up the
link budgets that take the presence of interference into account; Section 3.3 describes these link
budgets. In Chapter 17, we then see how these calculations are related to the cellular principle
and the reuse of frequencies in different cells.

3.2 Noise-Limited Systems

Wireless systems are required to provide a certain minimum transmission quality (see Section 1.3).
This transmission quality in turn requires a minimum Signal-to-Noise Ratio (SNR) at the receiver
(RX). Consider now a situation where only a single BS transmits, and a Mobile Station (MS)
receives; thus, the performance of the system is determined only by the strength of the (useful)
signal and the noise. As the MS moves further away from the BS, the received signal power
decreases, and at a certain distance, the SNR does not achieve the required threshold for reliable
communications. Therefore, the range of the system is noise limited; equivalently, we can call it
signal power limited . Depending on the interpretation, it is too much noise or too little signal power
that leads to bad link quality.

Wireless Communications, Second Edition Andreas F. Molisch
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Let us assume for the moment that the received power decreases with d2, the square of the
distance between BS and MS. More precisely, let the received power Prx be

2
Prx = PrxGrxGrx <L> (3.1)
4rd
where Grx and Grx are the gains of the receive and transmit antennas, respectively,l A is the
wavelength, and Prx is the transmit power (see Chapter 4 for a derivation of this equation and for
more details).
The noise that disturbs the signal can consist of several components, as follows:

1. Thermal noise: The power spectral density of thermal noise depends on the environmental
temperature 7, that the antenna “sees.” The temperature of the Earth is around 300 K, while
the temperature of the (cold) sky is approximately 7, ~ 4K (the temperature in the direction
of the Sun is of course much higher). As a first approximation, it is usually assumed that the
environmental temperature is isotropically 300 K. Noise power spectral density is then

Ny = kg T, (3.2)
where kg is Boltzmann’s constant, kg = 1.38 - 1023 J/K, and the noise power is
P, = NyB 3.3)

where B is RX bandwidth (in units of Hz). It is common to write Eq. (3.2) using logarithmic
units (power P expressed in units of dBm is 10log;, (P/1 mW)):

Ny = —174 dBm/Hz (3.4)

This means that the noise power contained in a 1-Hz bandwidth is —174 dBm. The noise power
contained in bandwidth B is

—174 4 101log;,(B) dBm (3.5)

The logarithm of bandwidth B, specifically 10 log,,(B), has the units dBHz.
2. Man-made noise: We can distinguish two types of man-made noise:

(a) Spurious emissions: Many electrical appliances as well as radio transmitters (TXs) designed
for other frequency bands have spurious emissions over a large bandwidth that includes
the frequency range in which wireless communications systems operate. For urban outdoor
environments, car ignitions and other impulse sources are especially significant sources of
noise. In contrast to thermal noise, the noise created by impulse sources decreases with
frequency (see Figure 3.1). At 150MHz, it can be 20dB stronger than thermal noise; at
900 MHz, it is typically 10dB stronger. At Universal Mobile Telecommunications System
(UMTS) frequencies, Neubauer et al. [2001] measured 5-dB noise enhancement by man-
made noise in urban environments and about 1 dB in rural environments. Note that frequency
regulators in most countries impose limits on “spurious” or “out-of-band” emissions for
all electrical devices. Furthermore, for communications operating in licensed bands, such
spurious emissions are the only source of man-made noise. It lies in the nature of the license
(for which the license holder usually has paid) that no other intentional emitters are allowed
to operate in this band. In contrast to thermal noise, man-made noise is not necessarily
Gaussian distributed. However, as a matter of convenience, most system-planning tools, as
well as theoretical designs, assume Gaussianity anyway.

' Roughly speaking, “receive antenna gain” is a measure of how much more power we can receive (from a certain
direction) by using a specific antenna, compared with the use of an isotropic antenna; the definition for transmit
antennas is similar. See Chapter 9 and/or Stutzman and Thiele [1997] for details.
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Figure 3.1 Noise as a function of frequency.
Reproduced with permission from Jakes [1974] © IEEE.

(b) Other intentional emission sources: Several wireless communications systems operate in
unlicensed bands. In these bands, everybody is allowed to operate (emit electromagnetic
radiation) as long as certain restrictions with respect to transmit power, etc. are fulfilled. The
most important of these bands is the 2.45-GHz Industrial, Scientific, and Medical (ISM) band.
The amount of interference in these bands can be considerable.

3. Receiver noise: The amplifiers and mixers in the RX are noisy, and thus increase the total noise
power. This effect is described by the noise figure F, which is defined as the SNR at the RX
input (typically after downconversion to baseband) divided by the SNR at the RX output. As
the amplifiers have gain, noise added in the later stages does not have as much of an impact as
noise added in the first stage of the RX. Mathematically, the total noise figure Feq of a cascade
of components is

F2—1+F3—1

Foq = F,
“ L Gy G1G2+

(3.6)
where F; and G, are noise figures and noise gains of the individual stages in absolute units (not
in decibels (dB)). Note that for this equation, passive components, like attenuators with gain
m < 1, can be interpreted as either having a noise figure of F = 1/m and unit gain of G = 1,
or unit noise figure F = 1, and gain G = m.

For a digital system, the transmission quality is often described in terms of the Bit Error Rate
(BER) probability. Depending on the modulation scheme, coding, and a range of other factors
(discussed in Part III of this book), there is a relationship between SNR and BER for each digital
communications systems. A minimum transmission quality can thus be linked to the minimum
SNR, SNRpuin, by this mapping (see Figure 3.2). Thus, the planning methods of all analog and
digital links in noise-limited environments are the same; the goal is to determine the minimum
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signal power Ps:
Ps = SNRyin + Py (3.7

where all quantities are in dB. However, note that the actual values will be different for differ-
ent systems.

3.2.1 Link Budget

A link budget is the clearest and most intuitive way of computing the required TX power. It tab-
ulates all equations that connect the TX power to the received SNR. As most factors influencing
the SNR enter in a multiplicative way, it is convenient to write all the equations in a logarithmic
form — specifically, in dB. It has to be noted, however, that the link budget gives only an approxi-
mation (often a worst case estimate) for the total SNR, because some interactions between different
effects are not taken into account.

Before showing some examples, the following points should be stressed:

e Chapters 4 and 7 provide extensive discussions of path loss, i.e., the attenuation due to prop-
agation effects, between TX and RX. For the purpose of this chapter, we use a simple model,
the so-called “breakpoint” model. For distances d < dpreqk, the received power is proportional
to d2, according to Eq. (3.1). Beyond that point, the power is proportional to d~", where n
typically lies between 3.5 and 4.5. The received power is thus

d
Prx(d) = Prx (dpreak) < 7

—n
) for d > dbreak (3.8)
break

e Wireless systems, especially mobile systems, suffer from temporal and spatial variations of
the transmission channel (fading) (see Section 2.1). In other words, even if the distance is
approximately constant, the received power can change significantly with small movements of the
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TX and/or RX. The power computed from Eq. (3.8) is only a mean value; the ratio of the transmit
power to this mean received power is also known as the path loss (inverse of the path gain).

If the mean received power is used as the basis for the link budget, then the transmission

quality will be above the threshold only in approximately 50% of the times and locations.? This
is completely unacceptable quality of service. Therefore, we have to add a fading margin, which
makes sure that the minimum received power is exceeded in at least, e.g., 90% of all cases (see
Figure 3.3). The value of the fading margin depends on the amplitude statistics of the fading and
is discussed in more detail in Chapter 5.
Uplink (MS to BS) and downlink (BS to MS) are reciprocal, in the sense that the voltage and
currents at the antenna ports are reciprocal (as long as uplink and downlink use the same carrier
frequency). However, the noise figures of BSs and MSs are typically quite different. As MSs
have to be produced in quantity, it is desirable to use low-cost components, which typically have
higher noise figures. Furthermore, battery lifetime considerations dictate that BSs can emit more
power than MSs. Finally, BSs and MSs differ with respect to antenna diversity, how close they
are to interferers, etc. Thus, the link budgets of uplinks and downlinks are different.

Example 3.1 Link budget

Consider the downlink of a GSM system (see also Chapter 24). The carrier frequency is 950 MHz
and the RX sensitivity is (according to GSM specifications) —102 dBm. The output power of the
TX amplifier is 30 W. The antenna gain of the TX antenna is 10 dB and the aggregate attenuation
of connectors, combiners, etc. is 5dB. The fading margin is 12dB and the breakpoint dpreax 1S
at a distance of 100 m. What distance can be covered?

TX side:
TX power Prx 30W 45 dBm
Antenna gain Grx 10 10dB
Losses (combiner, connector, etc.) Ly —5dB
EIRP (Equivalent Isotropically Radiated Power) 50dBm
RX side:
RX sensitivity Prim —102dBm
Fading margin 12dB
Minimum RX power (mean) —90dBm
Admissible path loss (difference EIRP and min. RX power)  140dB
Path loss at dpreax = 100 m [)\/(47[d)]2 72dB
Path loss beyond breakpoint ocd™" 68 dB

21t would lie above the threshold in exactly 50% of the cases if Eq. (3.8) represented the median power.
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Depending on the path loss exponent,

n=15...2.5 (line-of-sight)*
n =3.5...4.5 (non-line-of-sight)

we obtain the coverage distance,
deoy = 100 - 10%8 /00y (3.9)

If, e.g., n = 3.5, then the coverage distance is 8.8 km.

This example was particularly easy, because RX sensitivity was prescribed by the system
specifications. If it is not available, the computations at the RX become more complicated, as
shown in the next example.

Example 3.2 Link budget

Consider a mobile radio system at 900-MHz carrier frequency, and with 25-kHz bandwidth, that
is affected only by thermal noise (temperature of the environment 7. = 300 K). Antenna gains
at the TX and RX sides are 8 dB and —2 dB,* respectively. Losses in cables, combiners, etc. at
the TX are 2dB. The noise figure of the RX is 7dB and the 3-dB bandwidth of the signal is
25kHz. The required operating SNR is 18 dB and the desired range of coverage is 2km. The
breakpoint is at 10-m distance; beyond that point, the path loss exponent is 3.8, and the fading
margin is 10dB. What is the minimum TX power?

The way this problem is formulated makes working our way backward from the RX to the
TX advantageous.

Noise spectral density kg T —174 dBm/Hz
Bandwidth 44 dBHz
Thermal noise power at the RX —130dBm
RX excess noise 7dB
Required SNR 18dB
Required RX power —105dBm
Path loss from 10 m to 2-km distance  (200%%) 87dB
Path loss from TX to breakpoint at [A/(4rd))? 52dB
10m
Antenna gain at the MS Ggrx (2-dB loss) —(—2)dB
Fading margin 10dB
Required EIRP 46 dBm

3 Note that the Line-Of-Sight (LOS) cannot exist beyond a certain distance even in environments that have no
buildings or hills. The curvature of the earth cuts off the LOS at a distance that depends on the heights of the BS
and the MS.

4In most link budgets, the antenna gain for the MS is assumed to be 0 dB. However, recent measurements have
shown that absorption and reflection by the head and body of the user reduce the antenna gain, leading to losses
up to 10dB. This is discussed in more detail in Chapter 9.
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TX antenna gain Gtx (8-dB gain) —8dB
Losses in cables, combiners, etc. at TX Ly 2dB
Required TX power (amplifier output) 40dBm

The required TX power is thus 40dBm, or 10 W. The link budget is also represented in
Figure 3.4.
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Figure 3.4 Link budget of Example 3.2. 1 = 10% decile; 2 = median; 3 = MOS; 4 = SNR; 5 = detector.

3.3 Interference-Limited Systems

Consider now the case that the interference is so strong that it completely dominates the perfor-
mance, so that the noise can be neglected. Let a BS cover an area (cell) that is approximately
described by a circle with radius R and center at the location of the BS. Furthermore, there is an
interfering TX at distance D from the “desired” BS, which operates at the same frequency, and
with the same transmit power. How large does D have to be in order to guarantee satisfactory
transmission quality 90% of the time, assuming that the MS is at the cell boundary (worst case)?
The computations follow the link budget computations of the previous section. As a first approxi-
mation, we treat the interference as Gaussian. This allows us to treat the interference as equivalent
noise, and the minimum SIR, SIR;,, takes on the same values as SNRy,;, in the noise-limited case.
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One difference between interference and noise lies in the fact that interference suffers from fading,
while the noise power is typically constant (averaged over a short time interval). For determination
of the fading margin, we thus have to account for the fact that (i) the desired signal is weaker than
its median value during 50% of the time and (ii) the interfering signal is stronger than its median
value 50% of the time. Mathematically speaking, the cumulative distribution function of the SIR
is the probability that the ratio of two random variables is larger than a certain value in x% of
all cases (where x is the percentage of locations in which transmission quality is satisfactory), see
Chapter 5. As a first approximation, we can add the fading margin for the desired signal (i.e., the
additional power we have to transmit to make sure that the desired signal level exceeds a certain
value, x %, of the time, instead of 50%) and the fading margin of the interference —i.e., the power
reduction to make sure that the interference exceeds a certain value only (100 — x)% of the time,
instead of 50% of the time (see Figure 3.5). This results in an overestimation of the true fading
margin. Therefore, if we use that value in system planning, we are on the safe side.

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook



Part 11

Wireless
Propagation
Channels

A wireless propagation channel is the medium linking the transmitter and the receiver. Its properties
determine the information-theoretic capacity, i.e., the ultimate performance limit of wireless com-
munications, and also determine how specific wireless systems behave. It is thus essential that we
know and understand the wireless propagation channel and apply this knowledge to system design.
Part II of this book, consisting of Chapters 4-9, is intended to provide such an understanding.

Wireless channels differ from wired channels by multipath propagation (see also Chapter 2),
i.e., the existence of a multitude of propagation paths from transmitter and receiver, where the
signal can be reflected, diffracted, or scattered along its way. One way to understand the channel
is to consider all those different propagation phenomena, and how they impact each Multi Path
Component (MPC). The propagation phenomena will be at the center of Chapter 4; Section 7.5 will
explain how to apply this knowledge to deterministic channel models and prediction (ray tracing).

The alternative is a more phenomenological view. We consider important channel parameters,
like received power, and analyze their statistics. In other words, we do not care how the channel
looks in a specific location, or how it is influenced by specific MPCs. Rather, we are interested in
describing the probability that a channel parameter attains a certain value. The parameter of highest
interest is the received power or field strength; it determines the behavior of narrowband systems
in both noise- and interference-limited systems (see Chapter 3). We will find that the received
power on average decreases with distance. The physical reasons for this decrease are described
in Sections 4.1 and 4.2; models are detailed in Section 7.1. However, there are variations around
that mean that can be modeled stochastically. These stochastic variations are described in detail in
Chapter 5.

The interference of the different MPCs creates not only fading (i.e., variations of the received
power with time and/or place), but also delay dispersion. Delay dispersion means that if we transmit
a signal of duration T, the received signal has a longer duration 7’. Naturally, this leads to
Inter Symbol Interference (ISI). While this effect was not relevant for earlier, analog, systems,
it is very important for digital systems like Global System for Mobile communications (GSM).
Third- and fourth-generation cellular systems and wireless LANs are even more influenced by the
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delay dispersion, and possibly also by angular dispersion, of the wireless channel. This requires
the introduction of new parameters and description methods to quantify those characteristics, as
described in Chapter 6. Sections 7.3 and 7.4 describe typical values for those parameters in outdoor
and indoor environments.

For both the understanding of the propagation phenomena, and for the stochastic description of
the channel, we need measurements. Chapter 8 describes the measurement equipment, and how the
output from that equipment needs to be processed. While measuring the received power is fairly
straightforward, finding the delay dispersion and angular characteristics of the channel is much
more involved. Finally, Chapter 9 describes antennas for wireless channels. The antennas represent
the interface between the transceivers and the propagation channel, and determine how the signal
is sent out into the propagation channel, and collected from it.



Propagation Mechanisms

In this chapter, we describe the basic mechanisms that govern the propagation of electromagnetic
waves, emphasizing those aspects that are relevant for wireless communications. The simplest case
is free space propagation — in other words, one transmit and one receive antenna in free space. In
a more realistic scenario, there are dielectric and conducting obstacles (Interacting Objects (10s)).
If these 10s have a smooth surface, waves are reflected and a part of the energy penetrates the 10
(transmission). If the surfaces are rough, the waves are diffusely scattered. Finally, waves can also
be diffracted at the edges of the I0s. These effects will now be discussed one after the other.!

4.1 Free Space Attenuation

We start with the simplest possible scenario: a transmit and a receive antenna in free space, and
derive the received power as a function of distance.

Energy conservation dictates that the integral of the power density over any closed surface
surrounding the transmit antenna must be equal to the transmitted power. If the closed surface
is a sphere of radius d, centered at the transmitter (TX) antenna, and if the TX antenna radiates
isotropically, then the power density on the surface is Prx /(47'rd2). The receiver (RX) antenna has
an “effective area” Arx. We can envision that all power impinging on that area is collected by the
RX antenna [Stutzman and Thiele 1997]. Then the received power is given by:

1
Prx(d) = Prx——A
rx (d) TX 13 ARX

If the transmit antenna is not isotropic, then the energy density has to be multiplied with the antenna
gain Gx in the direction of the receive antenna.?

Prx(d) = PTXGTX47T17ARX 4.1
The product of transmit power and gain in the considered direction is also known as Equivalent
Isotropically Radiated Power (EIRP).

The effective antenna area is proportional to the power that can be extracted from the antenna
connectors for a given energy density. For a parabolic antenna, e.g., the effective antenna area
is roughly the geometrical area of the surface. However, antennas with very small geometrical
area — e.g., dipole antennas — can also have a considerable effective area.

'In the literature, the IOs are often called “scatterers,” even if the interaction process is not scattering.
21f not stated otherwise, this book always defines the antenna gain as the gain over an isotropic radiator. For
further discussions of antenna properties, see Chapter 9.

Wireless Communications, Second Edition Andreas F. Molisch
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It can be shown that there is a simple relationship between effective area and antenna gain
[Stutzman and Thiele 1997]:

4

7z ARrx (4.2)

Grx =
Most noteworthy in this equation is the fact that — for a fixed antenna area — the antenna gain
increases with frequency. This is also intuitive, as the directivity of an antenna is determined by
its size in terms of wavelengths.
Substituting Eq. (4.2) into (4.1) gives the received power Prx as a function of the distance d in
free space, also known as Friis’ law:

5\2
Prx(d) = PrxGrxGrx | — 4.3)
4d

The factor (A/47d)? is also known as the free space loss factor.

Friis’ law seems to indicate that the “attenuation” in free space increases with frequency. This
is counterintuitive, as the energy is not lost, but rather redistributed over a sphere surface of area
47 d?. This mechanism has to be independent of the wavelength. This seeming contradiction is
caused by the fact that we assume the antenna gain to be independent of the wavelength. If we
assume, on the other hand, that the effective antenna area of the RX antenna is independent of
frequency, then the received power becomes independent of the frequency (see Eq. (4.1)). For
wireless systems, it is often useful to assume constant gain, as different systems (e.g., operating at
900 and 1800 MHz) use the same antenna type (e.g., A/2 dipole or monopole), and not the same
antenna size.

The validity of Friis’ law is restricted to the far field of the antenna — i.e., the TX and RX
antennas have to be at least one Rayleigh distance apart. The Rayleigh distance (also known as the
Fraunhofer distance) is defined as:

_2L

d
R=7

4.4)

where L, is the largest dimension of the antenna; furthermore, the far field requires d > A and
d>L,.

Example 4.1 Compute the Rayleigh distance of a square antenna with 20-dB gain.
The gain is 100 on a linear scale. In that case, the effective area is approximately
}"2
Arx = —Ggrx = 87 4.5)
4m

For a square-shaped antenna with Arx = Lg, the Rayleigh distance is given by:

22
dr =

= 16X (4.6)

For setting up link budgets, it is advantageous to write Friis’ law on a logarithmic scale.
Equation (4.3) then reads

A
Prx|aBm = Prxldasm + G1xlas + Grxlas + 20log (m) 4.7
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where |gg means “in units of dB.” In order to better point out the distance dependence, it is
advantageous to first compute the received power at 1-m distance:

Al
Prx(1m) = Prx|aBm + GrxlaB + Grxla + 201log (47;?1) (4.8)
The last term on the r.h.s. of Eq. (4.8) is about —32dB at 900 MHz and —38 dB at 1800 MHz. The
actual received power at a distance d (in meters) is then:

Prx(d) = Prx(1m) — 201og(d|m) (4.9)

4.2 Reflection and Transmission
4.2.1 Snell’s Law

Electromagnetic waves are often reflected at one or more IOs before arriving at the RX. The
reflection coefficient of the IO, as well as the direction into which this reflection occurs, determines
the power that arrives at the RX position. In this section, we deal with specular reflections. This type
of reflection occurs when waves are incident onto smooth, large (compared with the wavelength)
objects. A related mechanism is the transmission of waves — i.e., the penetration of waves into and
through an IO. Transmission is especially important for wave propagation inside buildings. If the
Base Station (BS) is either outside the building, or in a different room, then the waves have to
penetrate a wall (dielectric layer) in order to get to the RX.

We now derive the reflection and transmission coefficients of a homogeneous plane wave incident
onto a dielectric halfspace. The dielectric material is characterized by its dielectric constant € = gpé&;
(where &g is the vacuum dielectric constant 8.854 - 10~!2 Farad/m, and &, is the relative dielectric
constant of the material) and conductivity o.. Furthermore, we assume that the material is isotropic
and has a relative permeability u, = 1.3 The dielectric constant and conductivity can be merged
into a single parameter, the complex dielectric constant:

Oe
27 fe

where f, is the carrier frequency, and j is the imaginary unit. Though this definition is strictly
valid only for a single frequency, it can actually be used for all narrowband systems, where the
bandwidth is much smaller than the carrier frequency, as well as much smaller than the bandwidth
over which the quantities o, and ¢ vary significantly.*

The plane wave is incident on the halfspace at an angle ®., which is defined as the angle between
the wave vector k and the unit vector that is orthogonal to the dielectric boundary. We have to
distinguish between the Transversal Magnetic (TM) case, where the magnetic field component is
parallel to the boundary between the two dielectrics, and the Transversal Electric (TE) case, where
the electric field component is parallel (see Figure 4.1).

The reflection and transmission coefficients can now be computed from postulating inci-
dent, reflected, and transmitted plane waves, and enforcing the continuity conditions at the
boundary — see, e.g., Ramo et al. [1967]. From these considerations, we obtain Snell’s law: the
angle of incidence is the same as the reflected angle:

d=¢e0dr=6—] (4.10)

O, = 0, (4.11)

3 This is approximately true for most materials influencing mobile radio wave propagation.
4Note that this means “narrowband” in the Radio Frequency (RF) sense. We will later encounter a different
definition for narrowband that is related to delay dispersion in wireless channels.
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TE ™

Figure 4.1 Reflection and transmission.

and the angle of the transmitted wave is given by:

sin® \/_E @12)

sin®. /5,
where subscripts 1 and 2 index the considered medium.
The reflection and transmission coefficients are different for TE and for TM waves. For TM
polarization:

/85 cos O — /81 cos(O,)

= 4.13
o /87 c08 O¢ + /81 cos(®,) “.13)
2./6 ®
Try = /51 c03(O.) (4.14)

/83 cos O + /81 cos(Oy)

and for TE polarization:

/81 c08(0.) — /8 cos(Oy)

PIE = V81 cos(Oe) + /85 cos(By) e
- 2./51 cos(®e) (4.16)

T /81 c0s(Op) + /3, cos(@))

where prv = E;/Ee, and Tty = E/E. (and similarly for prg and T7g). Note that the reflection
coefficient has both an amplitude and a phase. Figure 4.2 shows both for a dielectric material
with complex dielectric constant § = 4 — 0.25;. It is noteworthy that for both TE and TM waves,
the reflection coefficient becomes —1 (magnitude 1, phase shift of 180°) at grazing incidence
(®. — 90°). This is the same reflection coefficient that would occur for reflection on an ideally
conducting surface. We will see later on that this has important consequences for the impact of
ground-reflected waves in wireless systems.
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Figure 4.2 Reflection coefficient for a dielectric material with complex dielectricity constant § = (4 — 0.25;)so.

In highly lossy materials, the transmitted wave is not a homogeneous plane wave, so that Snell’s
law is not applicable anymore. Instead, there is a guided wave at the dielectric boundary. However,
these considerations have more theoretical than practical use.

4.2.2  Reflection and Transmission for Layered Dielectric Structures

The previous section discussed the reflection and transmission in a dielectric halfspace. This is of
interest, e.g., for ground reflections and reflections by terrain features, like mountains. A related
problem is the problem of transmission through a dielectric layer. It occurs when a user inside a
building is communicating with an outdoor BS, or in a picocell where the Mobile Station (MS) and
the BS are in different rooms. In that case, we are interested in the attenuation and phase shift of a
wave transmitted through a wall. Fortunately, the basic problem of dielectric layers is well known
from other areas of electrical engineering — e.g., optical thin film technology [Heavens 1965], and
the results can be easily applied to wireless communications.

The most simple, and practically most important, case occurs when a dielectric layer is surrounded
on both sides by air. The reflection and transmission coefficients can be determined by summation
of the partial waves, resulting in a total transmission coefficient:

T Tre @

T T e i
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and a reflection coefficient:

_ pi+ pre i

_ _ 4.18
P [prapp—rr (4.18)

where 77 is the transmission coefficient of a wave from air into a dielectric halfspace (with the same
dielectric properties as the considered layer) and 75 is the transmission coefficient from dielectric
into air; they can be computed from the results of Section 4.2.1. The quantity « is the electrical
length of the dielectric as seen by waves that are at an angle ®; with the layer:

2
a = T«/ 8/‘,2dlayer cos(®y) (4.19)

where djayer is the geometrical length of the layer. Note also that there is a waveguiding effect in
lossy materials (see discussion in the previous section), so that the results of this section are not
strictly applicable for dielectrics with losses.

In multilayer structures, the problem becomes considerably more complicated [Heavens 1965].
However, in practice, even multilayer structures are described by “effective” dielectric constants
or reflection/transmission constants. These are measured directly for the composite structure. The
alternative of measuring the dielectric properties for each layer separately and computing the result-
ing effective dielectric constant is prone to errors, as the measurement errors for the different layers
add up.

Example 4.2 Compute the effective p and T for a 50-cm-thick brick wall at 4-GHz carrier
frequency for perpendicularly incident waves.

Since ©. = 0, Egs. (4.11) and (4.12) imply that also, ®; = ®; = 0. At f =4GHz (A = 7.5cm),
brick has a relative permittivity e, of 4.44 [Rappaport 1996]; we neglect the conductivity. With
the air having e,; = ] = &9, Egs. (4.13)—(4.16) give the reflection and transmission coefficients
for the surface between air and brick as:

Je1 — JE
PLTM = N2V 036
Ve + el

JE — A/
P1,TE = MLV 036
€2 + /€1

5 (4.20)
Ti1vm = _2E 0.64
NCRING)
2
Tire = —L*1_ _ 064
NCEG
and between brick and air as:
P2,TM = P1,TE
P2, TE = P1,TM
(4.21)

Trrm = T11E - Ve2/61 = 1.36
Trre = Ti,tm - /€2/€1 = 1.36
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Note that the transmission coefficient can become larger than unity (e.g., 7> g). This is not
a violation of energy conservation: the transmission coefficient is defined as the ratio of the
amplitudes of the incident and reflected field. Energy conservation only dictates that the flux
(energy) density of a reflected and transmitted field equals that of the incident field.

The electrical length of the wall, «, is determined using Eq. (4.19) as:

27 27
= Jed=-""_\344.05=8826 422
“= S VELY= 0075 (4.22)

Finally, the total reflection and transmission coefficients can be determined using Eqs. (4.17),
(4.18), which gives:

T T eI 0.64 - 1.356¢ /8826
e —— e . =0.90 — 0.36
1+ prompz e 2 1 —0.36%2¢/17633
+ e 2% 0.36(1 — eI
oy = Lot pamae ™ DI T2 g g6 10,02
14 primpeatme 2@ 1 —0.362¢4176.
Ty, teT>,tE€ ™ T, omTi rve
TTE = —2ja = Dija = TTM
L+ p1,1EP2, TEE L + p2, tmp1, TIME
p PLTE + po e P21 + priive H* —piv — parme” Y p
TE = — = — = = M
Il < pl,TEPZ,TEeizfa 1+ ,OleMp],TMefzf"‘ 1+ :02,TM,01,TM€72101
(4.23)

It is easily verified that in both cases ol +|T> = 1.

4.2.3 The d=* Power Law

One of the “folk laws” of wireless communications says that the received signal power is inversely
proportional to the fourth power of the distance between TX and RX. This law is often justified
by computing the received power for the case that only a direct (Line Of Sight, LOS) wave,
plus a ground-reflected wave, exists. For this specific case, the following equation is derived in
Appendix 4.A (see www.wiley.com/go/molisch):

hrxhrx )2 @24)

Prx(d) ~ PrxGrxGrx < 7

where htx and hrx are the height of the transmit and the receive antenna, respectively; it is valid
for distances larger than:

4htxh
dbreak Z % (425)

This equation, which replaces the standard Friis’ law, implies that the received power becomes
independent of frequency. Furthermore, it follows from Eq. (4.24) that the received power increases
with the square of the height of both BS and MS. For distances d < dpreax, Friis’ law remains
approximately valid.

For the link budget, it is useful to rewrite the power law on a logarithmic scale. Assuming that
the power decays as d ~2 until a breakpoint dpreax, and from there with d =", then the received power
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is given by (see also Chapter 3):
PRX(d) = Prx(Im) — 20 log(dbreaklm) —nl0 log(d/dbreak) (426)

Figure 4.3 shows the received power when there is a direct wave and a ground-reflected wave, both
from the exact formulation (see Appendix 4.A) and from Eq. (4.24). We find that the transition
between the attenuation coefficient n = 2 and n = 4 is actually not a sharp breakpoint, but rather
smooth. According to Eq. (4.25), the breakpoint is at d = 90 m; this seems to be approximated
reasonably well in the plot.

The equations derived above (and in Appendix 4.A) are self-consistent, but it has to be empha-
sized that they are not a universal description of wireless channels. After all, propagation does not
always happen over a flat Earth. Rather, multiple propagation paths are possible, LOS connections
are often shadowed by IOs, etc. Thus the derived theory does not agree with the measurement
results in realistic channels in several respects:

1. n =4 is not a universally valid decay exponent at larger distances. Rather, values between
1.5 < n < 5.5 have been measured, and the actual value strongly depends on the surrounding
environment. The value of n = 4 is, at best, a mean value of various environments.

2. The transition between n = 2 and n = 4 almost never occurs at dyeax predicted by Eq. (4.25).

3. Measurements also show that there is a second breakpoint, beyond which an n > 6 exponent is
valid. This effect is not predicted at all by the above model. For some situations, the effect can
be explained by the radio horizon (i.e., the curvature of the Earth), which is not included in the
model above [Parsons 1992].
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Figure 4.3 Propagation over an ideally reflecting ground. Height of BS: 5 m. Height of MS: 1.5 m.

4.3 Diffraction

All the equations derived up to now deal with infinitely extended IOs. However, real IOs like
buildings, cars, etc. have a finite extent. A finite-sized object does not create sharp shadows (the
way geometrical optics would have it), but rather there is diffraction due to the wave nature
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of electromagnetic radiation. Only in the limit of very small wavelength (large frequency) does
geometrical optics become exact.

In the following, we first treat two canonical diffraction problems: diffraction of a homogeneous
plane wave (i) by a knife edge or screen and (ii) by a wedge, and derive the diffraction coefficients
that tell us how much power can be received in the shadow region behind an obstacle. Subsequently,
we consider the effect of a concatenation of several screens.

4.3.1 Diffraction by a Single Screen or Wedge
The Diffraction Coefficient

The simplest diffraction problem is the diffraction of a homogeneous plane wave by a semi-infinite
screen, as sketched in Figure 4.4. Diffraction can be understood from Huygen’s principle that each
point of a wavefront can be considered the source of a spherical wave. For a homogeneous plane
wave, the superposition of these spherical waves results in another homogeneous plane wave, see
transition from plane A’ to B’. If, however, the screen eliminates parts of the point sources (and
their associated spherical waves), the resulting wavefront is not plane anymore, see the transition
from plane B’ to C'. Constructive and destructive interferences occur in different directions.’

9

j —>
C

)
<}
»

Shadow zone

Ao

Screen

Figure 4.4 Huygen’s principle.

The electric field at any point to the right of the screen (x > 0) can be expressed in a form
that involves only a standard integral, the Fresnel integral. With the incident field represented as
exp(—jkox), the total field becomes [Vaughan and Andersen 2003]:

_exp(in/4)
2

5 For more accurate considerations, it is noteworthy that Huygen’s principle is not exact. A derivation from
Maxwell’s equations, which also includes a discussion of the necessary assumptions, is given, e.g., in Marcuse
[1991].

1 ~
Eioral = exp(—jkox) (5 F(VF)> = exp(—jkox) F (vg) (4.27)
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where vg = —2y/+/Ax and the Fresnel integral F(vg) is defined as:
VE t2
F(vp) = f exp (—jn E) dt (4.28)
0

Figure 4.5 plots this function. It is interesting that F(vg) can become larger than unity for some
values of vg. This implies that the received power at a specific location can actually be increased
by the presence of screen. Huygen’s principle again provides the explanation: some spherical waves
that would normally interfere destructively in a specific location are blocked off. However, note
that the rotal energy (integrated over the whole wavefront) cannot be increased by the screen.

Consider now the more general geometry of Figure 4.6. The TX is at height htx, the RX at
hrx, and the screen extends from —oo to k. The diffraction angle 6y is thus:

hs—h hs—h
fq = arctan (SiTX) + arctan (SiRX) (4.29)
de dRX
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Figure 4.5 Fresnel integral.
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S LI

Figure 4.6 Geometry for the computation of the Fresnel parameters.

and the Fresnel parameter vp can be obtained from 64 as:

[ 2drxdrx
V=04 | ———2 4.30
BT Y K(drx + dry) *-30)

The field strength can again be computed from Eq. (4.27), just using the Fresnel parameter from
Eq. (4.30).

Note that the result given above is approximate in the sense that it neglects the polarization
of the incident field. More accurate equations for both the TE and the TM case can be found in
Bowman et al. [1987].

Example 4.3 Consider diffraction by a screen with drx = 200m, drx = 50m, htx = 20m,
hrx = 1.5m, hy = 40m, at a center frequency of 900 MHz. Compute the diffraction coefficient.

A center frequency of 900 MHz implies a wavelength A = 1/3 m. Computing the diffraction
angle 64 from Eq. (4.29) gives:

hg — h hs —h
64 = arctan (%) + arctan (%)

TX RX
40 — 20 40— 1.5
= arctan + arctan | ————— ) = 0.756rad (4.31)
200 50

Then, the Fresnel parameter is given by Eq. (4.30) as:

2 200
) _2dxdrx (g6 | 2:200-30 4, oy (4.32)
Mdrx + drx) 1/3 - (200 + 50)

Evaluation of Eq. (4.28), with MATLAB or Abramowitz and Stegun [1965], yields

vF l2
F(11.71) = f exp (—jn E) dt ~ 0.527 — j0.505 (4.33)
0
Finally, Eq. (4.27) gives the total received field as:
. 1 exp(jm/4)
Eroal = exp(— jkox) (5 = I”Tz/ml.m)
_exp(jn/4)

1
= exp(—jkox) (5 (0.527 — j0.505)>

V2

= (—0.016 — j0.011) exp(— jkox) (4.34)
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Fresnel Zones

The impact of an obstacle can also be assessed qualitatively, and intuitively, by the concept of
Fresnel zones. Figure 4.7 shows the basic principle. Draw an ellipsoid whose foci are the BS and
the MS locations. According to the definition of an ellipsoid, all rays that are reflected at points
on this ellipsoid have the same run length (equivalent to runtime). The eccentricity of the ellipsoid
determines the extra run length compared with the LOS - i.e., the direct connection between the
two foci. Ellipsoids where this extra distance is an integer multiple of A/2 are called “Fresnel
ellipsoids.” Now extra run length also leads to an additional phase shift, so that the ellipsoids can
be described by the phase shift that they cause. More specifically, the ith Fresnel ellipsoid is the
one that results in a phase shift of i - .

# X o % e VE< 0
ol X RX —
v o * l)F - O

Il
TX diy ’\ e RXg VE> 0

Figure 4.7 The principle of Fresnel ellipsoids.

Fresnel zones can also be used for explanation of the d~* law. The propagation follows a free
space law up to the distance where the first Fresnel ellipsoid touches the ground. At this distance,
which is the breakpoint distance, the phase difference between the direct and the reflected ray
becomes 7.

Diffraction by a Wedge

The semi-infinite absorbing screen is a useful tool for the explanation of diffraction, since it is
the simplest possible configuration. However, many obstacles especially in urban environments
are much better represented by a wedge structure, as sketched in Figure 4.8. The problem of
diffraction by a wedge has been treated for some 100 years, and is still an area of active research.
Depending on the boundary conditions, solutions can be derived that are either valid at arbitrary
observation points or approximate solutions that are only valid in the far field (i.e., far away
from the wedge). These latter solutions are usually much simpler, and will thus be the only ones
considered here.
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The part of the field that is created by diffraction can be written as the product of the incident
field with a phase factor exp(— jkodrx), a geometry factor A(drx, drx) that depends only on the
distance of TX and RX from the wedge, and the diffraction coefficient D(¢rx, ¢rx) that depends
on the diffraction angles [Vaughan and Andersen 2003]:

Egitt = Einc,0 D (P, drX) A(d1x, dRX) €Xp(— jkodRrX) (4.35)

The diffracted field has to be added to the field as computed by geometrical optics.®
The definition of the geometry parameters is shown in Figure 4.8. The geometry factor is
given by:

Aldry, dix) = | —2% (4.36)

drx (drx + drx)
The diffraction coefficient D depends on the boundary conditions — namely, the reflection coeffi-
cients prx and prx. Explicit equations are given in Appendix 4.B (see www.wiley.com/go/molisch).

Figure 4.8 Geometry for wedge diffraction.

4.3.2 Diffraction by Multiple Screens

Diffraction by a single screen is a problem that has been widely studied, because it is amenable
to closed-form mathematical treatment, and forms the basis for the treatment of more complex
problems. However, in practice, we usually encounter situations where multiple 10s are located
between TX and RX. Such a situation occurs, e.g., for propagation over the rooftops of an urban
environment. As we see in Figure 4.9, such a situation can be well approximated by diffraction
by multiple screens. Unfortunately, diffraction by multiple screens is an extremely challenging
mathematical problem, and — except for a few special cases — no exact solutions are available.
Still, a wealth of approximate methods has been proposed in the literature, of which we give an
overview in the remainder of this section.

Bullington’s Method

Bullington’s method replaces the multiple screens by a single, “equivalent” screen. This equivalent
screen is derived in the following way: put a tangential straight line from the TX to the real obstacles,
and select the steepest one (i.e., the one with the largest elevation angle), so that all obstacles either
touch this tangent, or lie below it. Similarly, take the tangents from the RX to the obstacles, and
select the steepest one. The equivalent screen is then determined by the intersection of the steepest
TX tangent and the steepest RX tangent (see Figure 4.10). The field resulting from diffraction at
this single screen can be computed according to Section 4.3.1.

O If the field incident on the wedge can be written as Einc,0 = Eo exp(—jkodTx)/drx, the above equations become
completely symmetrical with respect to drx and drx.
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Figure 4.9 Approximation of multiple buildings by a series of screens.

Equivalent screen

Figure 4.10 Equivalent screen after Bullington.
Reproduced with permission from Parsons [1992] © J. Wiley & Sons, Ltd.

The major attraction of Bullington’s method is its simplicity. However, this simplicity also leads
to considerable inaccuracies. Most of the physically existing screens do not impact the location of
the equivalent screen. Even the highest obstacle might not have an impact. Consider Figure 4.10:
if the highest obstacle lies between screens 01 and 02, it could lie below the tangential lines,
and thus not influence the “equivalent” screen, even though it is higher than either screen 01
or screen 02. In reality, these high obstacles do have an effect on propagation loss, and cause
an additional attenuation. The Bullington method thus tends to give optimistic predictions of the
received power.

The Epstein—Petersen Method

The low accuracy of the Bullington method is due to the fact that only two obstacles determine
the equivalent screen, and thus the total diffraction coefficient. This problem can be somewhat
mitigated by the Epstein—Petersen method [Epstein and Peterson 1953]. This approach computes
the diffraction losses for each screen separately. The attenuation of a specific screen is computed
by putting a virtual “TX” and “RX” on the tips of the screens to the left and right of this considered
screen (see Figure 4.11). The diffraction coefficient, and the attenuation, of this one screen can be
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Figure 4.11 The Epstein—Petersen method.
Reproduced with permission from Parsons [1992] © J. Wiley & Sons, Ltd.

easily computed from the principles of Section 4.3.1. Attenuations by the different screens are then
added up (on a logarithmic scale). The method thus includes the effects of all screens.

Despite this more refined modeling, the method is still only approximate. It uses the diffraction
attenuation (Eq. 4.27) that is based on the assumption that the RX is in the far field of the screen.
If, however, two of the screens are close together, this assumption is violated, and significant errors
can occur.

The inaccuracies caused by this “far-field assumption” can be reduced considerably by the slope
diffraction method. In this approach, the field is expanded into a Taylor series. In addition to
the zeroth-order term (far field), which enforces continuity of the electrical field at the screen, also
the first-order term is taken into account, and used to enforce continuity of the first derivative of the
field. This results in modified coefficients A and D, which are determined by recursion equations
[Andersen 1997].

Deygout’s Method

The philosophy of Deygout’s method is similar to that of the Epstein—Petersen method, as it also
adds up the attenuations caused by each screen [Deygout 1966]. However, the diffraction angles
are defined in the Deygout method by a different algorithm:

e In the first step, determine the attenuation between TX and RX if only the ith screen is present
(for all 7).

e The screen that causes the largest attenuation is defined as the “main screen” — its index is
defined as ip;.

e Compute the attenuation between the TX and the tip of the main screen caused by the jth screen
(with j running now from 1 to iy). The screen resulting in the largest attenuation is called the
“subsidiary main screen.” Similarly, compute the attenuation between the main screen and the
RX, caused by the jth screen (j >ims + 1).

e Optionally, repeat that procedure to create “subsidiary screens,” etc.

e Add up the losses (in dB) from all considered screens.

The Deygout method works well if there is actually one dominant screen that creates most of
the losses. Otherwise, it can create considerable errors.
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Example 4.4 There are three screens, 20 m apart from each other and 30, 40, and 25 m high.
The first screen is 30 m from the TX, the last screen is 100m from the RX. The TX is 1.5 m high, the
RX is 30 m high. Compute the attenuation due to diffraction at 900 MHz by the Deygout method.

The attenuation L caused by a certain screen is given as:
L = —201log F(vg) (4.37)
where F(vF) as defined in Eq. (4.27) is given by:

1 exp(jm/4)
- =" F
2 V2
First, determine the attenuation caused by screen 1. The diffraction angle 64, Fresnel parameter
Vg, and attenuation L are given by:

F(vp) = (ve) (4.38)

30— 1.5 30 — 30
04 = arctan (*30 ) + arctan ( 120 ) = 0.760rad
2730 140
—0.760, | —— " _ 905
o 1/3 - (30 + 140)
(4.39)
I exp(jn/4) D
L = —20log ( |z — 2PV £(9.25)
: . (‘ 2 2
1 i /4
~ —20log (’— _ XU/ 6500 - j0.527)D —32.28dB
27 A

where the Fresnel integral F'(vg) is numerically evaluated. Similarly, the attenuation caused by
screens 2 and 3 is L, = 33.59dB and L3 = 25.64 dB, respectively. Hence, the main attenuation
is caused by screen 2, which therefore becomes the “main screen.”

Next, the attenuation from the TX to the tip of screen 2, as caused by screen 1, is determined.
The diffraction angle 4, Fresnel parameter vg, and attenuation L become:

_1 —4
64 = arctan (%) + arctan <3020 O) = 0.296 rad
7302
vp = 0296 23920 5
1/3 - (30 + 20)
(4.40)
1 _jn/4
Ls = —201log (— . MF(Z.SI))
2 V2
1 —jn/4
~ —20log (— _ SXPEITD  ag6 - j0.614)> —21.01dB
2 V2

Similarly, the attenuation from the tip of screen 2 to the RX, as caused by screen 3, is
Ls = 0.17dB. The total attenuation caused by diffraction is then determined as the sum of all
attenuations — i.e.:

Liota = Lo + L4 + Ls
= 33.59 4+ 21.01 + 0.17 = 54.77dB
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Empirical Models

The International Telecommunications Union (ITU) proposed an extremely simple, semi-empirical
model for diffraction losses (i.e., losses in addition to free space attenuation):

N
Liotar = Z L; +20log Cx (4.41)

i=1

where L; is the diffraction loss from each separate screen (in dB), and Cy is defined as:

CN=,]— (4.42)

where

N N
Py =dp [[ dui | dpi + D dyj
i1 =1

(4.43)
N

Py = dplan l—I (dpi + dyi)

i=1

Here, d,; is the (geometrical) distance to the preceding screen tip, and d,; is the distance to the
following one. Li et al. [1997] showed that this equation leads to large errors and proposed a
modified definition:

Cn=—2 (4.44)

Comparison of the Different Methods

The only special case where an exact solution can be easily computed is the case when all screens
have the same height, and are at the same height as the TX and RX antennas. In that case, diffraction
loss (on a linear scale!) is proportional to the number of screens, 1/(Ngcreen + 1). Let us now check
whether the above approximation methods give this result (see Figure 4.12):

e The Bullington method is independent of the number of screens, and thus obviously gives a
wrong functional dependence.

e The Epstein—Petersen method adds the attenuations on a logarithmic scale and thus leads to an
exponential increase of the total attenuation on a linear scale.

e Similarly, the Deygout method and the ITU-R method predict an exponential increase of the
total attenuation as the number of screens increases.

e The slope diffraction method (up to 15 screens) and the modified ITU method lead to a linear
increase in total attenuation, and thus predict the trend correctly.

However, note that the above comparison considers a specific, limiting case. For a small number
of screens of different height, both the Deygout and the Epstein—Petersen method can be used
successfully.

4.4 Scattering by Rough Surfaces

Scattering on rough surfaces (Figure 4.13) is a process that is very important for wireless com-
munications. Scattering theory usually assumes roughness to be random. However, in wireless
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Figure 4.12 Comparison of different computation methods for multiple-screen diffraction.
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Figure 4.13 Scattering by a rough surface.

communications it is common to also describe deterministic, possibly periodic, structures (e.g.,
bookshelves or windowsills) as rough. For ray-tracing predictions (see Section 7.5), “roughness”
thus describes all (physically present) objects that are not included in the used maps and building
plans. The justifications for this approach are rather heuristic: (i) the errors made are smaller than
some other error sources in ray-tracing predictions and (ii) there is no better alternative.

That being said, the remainder of this section will consider the mathematical treatment of gen-
uinely rough surfaces. This area has been investigated extensively in the last 30 years, mostly due
to its great importance in radar technology. Two main theories have evolved: the Kirchhoff theory
and the perturbation theory.

4.4.1 The Kirchhoff Theory

The Kirchhoff theory is conceptually very simple and requires only a small amount of
information — namely, the probability density function of surface amplitude (height). The theory
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assumes that height variations are so small that different scattering points on the surface
do not influence each other — in other words, that one point of the surface does not “cast a
shadow” onto other points of the surface. This assumption is actually not fulfilled very well in
wireless communications.

Assuming that the above condition is actually fulfilled, surface roughness leads to a reduction
in power of the specularly reflected ray, as radiation is also scattered in other directions (see r.h.s.
of Figure 4.13). This power reduction can be described by an effective reflection coefficient prougn-
In the case of Gaussian height distribution, this reflection factor becomes:

Provgh = Psmooth €XP [—2(koon sin ¥)°] (4.45)

where oy, is the standard deviation of the height distribution, k¢ is the wavenumber 27 /A, and ¥
is the angle of incidence (defined as the angle between the wave vector and the surface). The term
2koon sinyr is also known as Rayleigh roughness. Note that for grazing incidence (¥ =~ 0), the
effect of the roughness vanishes, and the reflection becomes specular again.

4.4.2 Perturbation Theory

The perturbation theory generalizes the Kirchhoff theory, using not only the probability density
function of the surface height but also its spatial correlation function. In other words, it takes
into account the question “how fast does the height vary if we move a certain distance along the
surface?” (see Figure 4.14).

r Ar
Figure 4.14 Geometry for perturbation theory of rough scattering.

Mathematically, the spatial correlation function is defined as:
ath(Ar) = E{h(m)h(r+ Ay} (4.46)

where r and A, are (two-dimensional) location vectors, and E| is expectation with respect to r. We
need this information to find whether one point on the surface can “cast a shadow” onto another point
of the surface. If extremely fast amplitude variations are allowed, shadowing situations are much
more common. The above definition enforces spatial statistical stationarity — i.e., the correlation is
independent of the absolute location r. The correlation length L. is defined as the distance so that
W(Le) =0.5-W(0).]

The effect of surface roughness on the amplitude of a specularly reflected wave can be described
by an “effective” (complex) dielectric constant Ser, Which in turn gives rise to an “effective”
reflection coefficient, as computed from Snell’s law.® For vertical polarization, the 8. is given by

7 A more extensive discussion of expectation values and correlation functions will be given in Chapter 6.
8 We assume here that the material is not conductive, o, = 0. The imaginary contribution arises from surface
roughness.
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Vaughan and Andersen [2003]:
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where W(x) = W(x/L.), while for horizontal polarization, it is
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Comparing these results to the Kirchhoff theory, we find that there is good agreement in the case
koL > 1, ¥ > 1/s/koL.. This agrees with our above discussion of the limits of the Kirchhoff
theory: by assuming that the coherence length is long compared with the wavelength, there cannot
be diffraction by a sudden “spike” in the surface. And by fulfilling ¥ > 1//koL., it is assured
that a wave incident under angle i cannot cast a shadow onto other points of the surface.

4.5 Waveguiding

Another important process is propagation in (dielectric) waveguides. This process models propa-
gation in street canyons, corridors, and tunnels. The basic equations of dielectric waveguides are
well established [Collin 1991], [Marcuse 1991]. However, those waveguides occurring in wireless
communications deviate from the idealized assumptions of theoretical work:

e The materials are lossy.

e Street canyons (and most corridors) do not have continuous walls, but are interrupted at more
or less regular intervals by cross-streets. Furthermore, street canyons lack the “upper” wall of
the waveguide.

e The surfaces are rough (window sills, etc.).

e The waveguides are not empty, but filled with metallic (cars) and dielectric (pedestrian) 10s.

Propagation prediction can be done either by computing the waveguide modes, or by a geometric
optics approximation. If the waveguide cross-section as well as the 1Os in it are much larger than
the wavelength, the latter method gives good results [Klemenschits and Bonek 1994].

Conventional waveguide theory predicts a propagation loss that increases exponentially with
distance. Some measurements in corridors observed a similar behavior. The majority of measure-
ments, however, fitted a d~" law, where n varies between 1.5 and 5. Note that a loss exponent
smaller than 2 does not contradict energy conservation or any other laws of physics. The d~2 law
in free space propagation just stems from the fact that energy is spread out over a larger surface
as distance is increased. If energy is guided, even d° becomes theoretically possible.
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4.6 Appendices

Please go to www.wiley.com/go/molisch

Further Reading

Several books on wireless propagation processes give an overview of all the phenomena dis-
cussed in this chapter: [Bertoni 2000, Blaunstein 1999, Parsons 1992, Vaughan and Andersen 2003,
Haslett 2008, and Barclay 2002]; MATLAB programs for simulating them are described in Fontan
and Espineira [2008]. The basic propagation processes, especially reflection and transmission, are
described in any number of classic textbooks on electromagnetics — e.g., Ramo et al. [1967], which
is a personal favorite — but also in many others. More involved results can be found in Bowman
et al. [1987] and Felsen and Marcuvitz [1973]. The description of transmission through multilayer
dielectric films can be read in Heavens [1965]. The geometric theory of diffraction was originally
invented by Keller [1962], extended to the uniform theory of diffraction in Kouyoumjian and Pathak
[1974], and summarized in McNamara et al. [1990]. The different theories for multiple knife edge
diffraction are nicely summarized in Parsons [1992]; however, continuous research is being done on
that topic, and further solutions are constantly being published (e.g., Bergljung [1994]). Scattering
by rough surfaces, mostly inspired by radar problems, is described in Bass and Fuks [1979], de
Santo and Brown [1986], Ogilvie [1991]; an excellent summary is given in Vaughan and Andersen
[2003]. The theory of dielectric waveguides is described in Collin [1991], Marcuse [1991], and
Ramo et al. [1967].

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook






Statistical Description of the
Wireless Channel

5.1 Introduction

In many circumstances, it is too complicated to describe all reflection, diffraction, and scattering
processes that determine the different Multi Path Components (MPCs). Rather, it is preferable
to describe the probability that a channel parameter attains a certain value. The most important
parameter is channel gain, as it determines received power or field strength; it will be at the center
of our interest in this chapter.!

In order to arrive at a better understanding of the channel, let us first look at a typical plot
depicting received power as a function of distance (Figure 5.1). The first thing we notice is that
received power can vary strongly — by 100dB or more. We also see that variations happen on
different spatial scales:

e On a very-short-distance scale, power fluctuates around a (local) mean value, as can be seen
from the insert in Figure 5.1. These fluctuations happen on a scale that is comparable with
one wavelength, and are therefore called small-scale fading. The reason for these fluctuations is
interference between different MPCs, as mentioned in Chapter 2. Fluctuations in field strength
can be well described statistically — namely, by the (local) mean value of the power and the
statistics of the fluctuations around this mean.

e Mean power, averaged over about 10 wavelengths, itself shows fluctuations. These fluctuations
occur on a larger scale — typically a few hundred wavelengths. These variations can be seen
most clearly when moving on a circle around the transmitter (TX) (Figure 5.2). The reason for
these variations is shadowing by large objects (Chapter 2), and is thus fundamentally different
from the interference that causes small-scale fading. However, this large-scale fading can also
be described by a mean and the statistics of fluctuations around this mean.

e The large-scale mean itself depends monotonically on the distance between TX and receiver
(RX). This effect is related to free space path loss or some variation thereof. This effect is
usually described in a deterministic manner, and was already treated in Chapter 4 (further details
and models can be found in Chapter 7).

"'Note that we talk of channel gain (and not attenuation) because it is directly proportional to receive power
(receive power is transmit power times channel gain); of course, this gain is smaller than unity. In the following,
we often assume unit transmit power and use “receive power’” and “channel gain” interchangeably.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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Figure 5.1 Received power as a function of distance from the transmitter.

(a) Path loss

N

e (D) Large-scale fading N Large-scale
(Log-normal) \

/_/ average

N

e [101...40,\

(c) Small-scale fading R
(Rayleigh, Rice) L
o Small scale
average

Figure 5.2 Types of received power variations.

Chapter 5 only concentrates on the statistical variations of the channel gain; delay dispersion and
other effects will be treated later. It is thus sufficient for this chapter to consider channel gain for
an unmodulated (sinusoidal) carrier signal, though the considerations are also valid for narrowband
systems (as defined in Section 6.1). Sections 5.2 and 5.3 explain the two-path model — it is the
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most simple model explaining small-scale fading effects. Sections 5.4 and 5.5 generalize these
considerations to more realistic channel models, and give statistics of the received field strength
for various scenarios. The next two sections describe the statistics of fading dips (instances of very
low received power), the frequency of their occurrence, and their average duration. Finally, the
statistical variations due to shadowing effects are described in Section 5.8.

5.2 The Time-Invariant Two-Path Model

As an introduction to the rather involved subject of multipath propagation and fading, we consider
the simplest possible case — time-invariant propagation along two paths. We transmit a sinusoidal
waveform and determine the (complex) transfer function at the location of the RX.

First, consider a single wave. Let the transmit signal be a sinusoidal wave:

Erx(t) o< cos2m fet) 5.1

Let the received signal be approximated as a homogeneous plane wave. If the run length between
TX and RX is d, the received signal can be described as:

E(t) = Eo - cosQm fet —kod) (5.2)
where kg is the wavenumber 277 /A. Using complex baseband notation,? this reads
E = Epexp(—jkod) (5.3)

Note that the real part of the field in complex representation, Re{E} is equal to the instantaneous
value of the field strength at time r = 0.

Now consider the case that the transmit signal gets to the RX via two different propagation
paths, created by two different Interacting Objects (IOs, see Figure 5.3). These paths have differ-
ent runtimes:

T = dl/(,‘o, and T = dz/C() (54)

Scatterer 2

Distance d,
/—\ k1

080 Receiver

Transmitter o \/
Distance d,

Scatterer 1
Figure 5.3 Geometry of the time-invariant two-path model.

2 The bandpass signal — i.e., the physically existing signal — is related to the complex baseband (lowpass) repre-
sentation as sgp(f) = Re{spp(¢)exp[j2nf.t]} (see also Section 11.1).
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The RX is in the far field of the IOs, so that the arriving waves are homogeneous planewaves.
We assume furthermore that both waves are vertically polarized, and have amplitudes E1 and E2
at the reference position (origin of the coordinate system) r = 0. We get the following expression
for the superposition of two planewaves:

E(r) = E1 exp(—jkir) + E2 exp(—jkor) (5.5)

where k; is the vector-valued wavenumber (i.e., has the absolute magnitude kg, and is pointing
into the direction of wave 1).

We assume here that the two waves arriving at the RX position r are two plane waves whose
absolute amplitudes do not vary as a function of RX position (we vary RX positions only within
an area that has less than about 10 A diameter).

The upper part of Figure 5.4 depicts the real part of E(r), and the lower part shows the magnitude,
which is proportional to the square root of received power. We see locations of both constructive
and destructive interference — i.e., location-dependent fading. There are fading dips where the phase
differences due to the different runtimes are exactly 180°. If the RX is at a point of destructive
interference, it sees a signal whose total amplitude is the difference of the amplitudes of the
constituting waves. If the amplitudes of the constituting waves are equal, destructive interference
can be complete. In the points of constructive interference, the total amplitude is the sum of the
amplitudes of the constituting waves. This phenomenon can be seen in the lower right part of
Figure 5.4.
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Figure 5.4 Interference of two planewaves with E1 = E2 =1 and arg (k;, kp) = 30°.

5.3 The Time-Variant Two-Path Model

In general, the runtime (path length) difference between the different propagation paths changes with
time. This change can be due to movements of the TX, the RX, the IOs, or any combination thereof;
to simplify discussion, we henceforth assume only movement of the RX. The RX then “sees” a
time-varying interference pattern; we can imagine that the RX moves through the “mountains and
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valleys” of the field strength plot. Spatially varying fading thus becomes time-varying fading.
Since fading dips are approximately half a wavelength apart (corresponding to 16cm at a carrier
frequency of 900 MHz), this fading is called small-scale fading, also known as short-term fading,
or fast fading.’ The fading rate (number of fading dips per second) depends on the speed of
the RX.

The movement of the RX also leads to a shift of the received frequency, called the Doppler
shift. In order to explain this phenomenon, let us first revert to the case of a single sinusoidal wave
reaching the RX, and also revert to real passband notation. If the RX moves away from the TX
with speed v, then the distance d between TX and RX increases with that speed. Thus:

E(t) = Eo - cos2m ft — koldy + vt])
=:E0-cos<2nt[f;—-%]——kmk) (5.6)

where d is the distance at time + = 0. The frequency of the received oscillation is thus decreased
by v/A — in other words, the Doppler shift is given by:

veest=—p. Y (5.7)

A co
Note that the Doppler shift is negative when the TX and RX move away from each other. Since
the speed of the movement is always small compared with the speed of light, the Doppler shifts
are relatively small.

In the above example, we had assumed that the direction of RX movement is aligned with the
direction of wave propagation. If that is not the case, the Doppler shift is determined by the speed
of movement in the direction of wave propagation, v cos(y) (see Figure 5.5). The Doppler shift
is then:

V= —XCOS(V) =—Jfe- 1005(7/) = —VmaxCos(y) (5.8
A ()

The maximum Doppler shift vy, typically lies between 1 Hz and 1kHz. Note that in general, the
relationship v, = fe - V/co is based on several assumptions — e.g., static IOs, no double reflections
on moving objects, etc.

Instantaneous value

y

Figure 5.5 Projection of velocity vector |v| onto the direction of propagation k.

3 Unfortunately, the expression fast fading is often used for two completely different phenomena. On one hand, it
is used as a synonym for small-scale fading, independent of the actual temporal scale of the fading (which depends
on the movement speed of the TX, RX, and 10s). On the other hand, it is used to denote channel variations within
the duration of a symbol length (in contrast to the “quasi-static” channel). It is thus preferable to call the fading
due to interference effects small-scale fading, as this is unambiguous.
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Since the Doppler shifts are so small, it seems natural to ask whether they have a significant
influence on the radio link. If all constituent waves were Doppler shifted by the same amount — e.g.,
100 Hz — the effect on radio link performance would really be negligible — the local oscillator in
the RX could easily compensate for such a shift. The important point is, however, that the different
MPCs have different Doppler shifts. The superposition of several Doppler-shifted waves creates
the sequence of fading dips. Again, this can be demonstrated using the two-path model. As the RX
moves, it receives two waves that are each Doppler shifted, but by different amounts. By Fourier
transformation to the time domain, we get the well-known effect of beating of two oscillations with
slightly different frequencies (see Figure 5.6). The frequency of this beating envelope is equal to
the frequency difference between the two carriers — i.e., the difference of the two Doppler shifts.
The RX thus sees a signal whose amplitude undergoes periodic variations — this is exactly the
fast fading that is created by traversing the “mountains and valleys” of the field strength plot of
Figure 5.4.

E(f)| Et) 1
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Figure 5.6 Superposition of two carriers with different frequencies (beating).

Summarizing, we can obtain the fading rate in the two-path model by two equivalent consider-
ations:

1. We superimpose two incident waves, plot the resulting interference pattern (field strength “moun-
tains and valleys”), and count the number of fading dips per second that an RX sees when moving
through that pattern.

2. Alternatively, we can think of superimposing two signals with different Doppler shifts at the
receive antenna, and determine the fading rate from the beat frequency — i.e., the difference of
the Doppler shifts of the two waves.

Doppler frequency is thus an important parameter of the channel, even though it is so small.

e Doppler frequency is a measure for the rate of change of the channel, as we have discussed above.

e Furthermore, the superposition of many slightly Doppler-shifted signals leads to phase shifts of
the total received signal that can impair the reception of angle-modulated signals (Chapters 11
and 12). These phase shifts lead to a random Frequency Modulation (FM) of the received signal
(see Section 5.7), and are especially important for signals with low bit rates.

5.4 Small-Scale Fading without a Dominant Component

Following these basic considerations utilizing the two-path model, we now investigate a more
general case of multipath propagation. We consider a radio channel with many IOs and a moving
RX. Due to the large number of 10s, a deterministic description of the radio channel is not efficient
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any more, which is why we take refuge in stochastic description methods. This stochastic description
is essential for the whole field of wireless communications, and is thus explained in considerable
detail. We start out with a computer experiment in Section 5.4.1, followed by a more general
mathematical derivation in Section 5.4.2.

5.4.1 A Computer Experiment

Consider the following simple computer experiment. The signals from several 10s are incident
onto an RX that moves over a small area. The IOs are distributed approximately uniformly around
the receiving area. They are also assumed to be sufficiently far away so that all received waves
are homogeneous plane waves, and that movements of the RX within the considered area do not
change the amplitudes of these waves. The different distances and strength of the interactions are
taken into account by assigning a random phase and a random amplitude to each wave. We are
then creating eight constituting waves E; with absolute amplitudes |a;|, angle of incidence (with
respect to the x-axis) ¢; and phase ¢;:

|ai| bi @i
E(x,y) = 1.0 exp[— jko(x cos(169°) + y sin(169°))] exp(j311°) 1.0 169° 311°
E>(x,y) = 0.8 exp[—jko(x cos(213°) 4+ y sin(213°))] exp(j32°) 0.8 213° 32°
E3(x,y) = 1.1 exp[— jko(x cos(87°) + y sin(87°))] exp(j161°) 1.1 87° 161°
E4(x,y) = 1.3 exp[— jko(x cos(256°) + y sin(256°))] exp(j356°) 1.3 256° 356°
Es(x,y) = 0.9 exp[—jko(x cos(17°) + y sin(17°))] exp(j191°) 0.9 17° 191°
Eg¢(x,y) = 0.5 exp[— jko(x cos(126°) + y sin(126°))] exp(j56°) 0.5 126° 56°
E7(x,y) = 0.7 exp[— jko(x cos(343°) 4+ y sin(343°))] exp(j268°) 0.7 343° 268°
Eg(x,y) = 0.9 exp[—jko(x cos(297°) + y sin(297°))] exp(j131°) 0.9 297° 131°

We now superimpose the constituting waves, using the complex baseband notation again. The
total complex field strength E thus results from the sum of the complex field strengths of the
constituting waves. We can also interpret this as adding up complex random phasors. Figure 5.7
shows the instantaneous value of the total field strength at time ¢ = 0 — i.e., Re{E}, in an area of
size 5A - SA.

Let us now consider the statistics of the field strengths occurring in that area. As can be seen
from the histogram (Figure 5.8), the values Re{E} follow, to a good approximation, a zero-mean
Gaussian distribution. This is a consequence of the central limit theorem: when superimposing N
statistically independent random variables, none of which is dominant, the associated probabil-
ity density function (pdf) approaches a normal distribution for N — oo (see Appendix 5.A — at
www.wiley.com/go/molisch — for a more exact formulation of this statement). The conditions for
the validity of the central limit theorem are fulfilled approximately: the eight constituting waves
have random angles of incidence and phases, and none of the amplitudes a; is dominant. Figures 5.9
and 5.10 show that the imaginary part of the field strength, Im{E}, is also normally distributed.*

The behavior of most RXs is determined by the received (absolute) amplitude (magnitude). We
thus need to investigate the distribution of the envelope of the received signal, corresponding to
the magnitude of the (complex) field strength phasor. Figure 5.11 shows the field strength seen by
an RX that moves along the y-axis of Figure 5.7 or 5.8. The left diagram of Figure 5.12 shows the
complex field strength phasor, and the right side the absolute amplitude of the received signal.

Figures 5.11 and 5.13 show a three-dimensional representation of the amplitudes and the statistics
of the amplitude over that area, respectively. Figure 5.13 also exhibits a plot of a Rayleigh pdf.

4 The imaginary part represents the instantaneous value of the field strength at a time that corresponds to a quarter
period of the radio frequency oscillation, wt = /2.
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Figure 5.7 Instantaneous value of the field strength at time r =0 —i.e., Re{E}. Superposition of the eight
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Figure 5.13 Pdf of the received amplitude.
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Figure 5.14 Pdf of the received phase.

A Rayleigh distribution describes the magnitude of a complex stochastic variable whose real and
imaginary parts are independent and normally distributed; more details are given below. Figure 5.14
shows that the phase is approximately uniformly distributed.

5.4.2 Mathematical Derivation of the Statistics of Amplitude and Phase

After these pseudo-experimental considerations, we now turn to a more detailed, and more math-
ematically sound, derivation of Rayleigh distribution. Consider a scenario where N homogeneous
plane waves (MPCs) have been created by reflection/scattering from different 10s. The I0s and
the TX do not move, and the RX moves with a velocity v. As above, we assume that the absolute
amplitudes of the MPCs do not change over the region of observation. The sum of the squared
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amplitudes is thus:

N
D lail> = Cp (5.9)
i=1

where Cp is a constant. However, the phases ¢; vary strongly, and are thus approximated as
random variables that are uniformly distributed in the range [0, 27 ]. The real part of the received
field strength due to the ith MPC is thus |a;| cos(¢;), the imaginary part is |a;| sin(¢;).

Furthermore, we need to consider the Doppler shift for computation of the total field strength
E(t). If we look at an unmodulated carrier, we get (in real passband notation):

N
E(t) = Z |a;i| COS[27T fat — 27 Vmax cOS(¥V)E + @;] (5.10)

i=1

Rewriting this in terms of in-phase and quadrature-phase components in real passband notation,
we obtain

Egp(t) = 1(t) - cosm fot) — Q(t) - sin(2m f.1) (5.11)
with
N
I(t) =) |aj| cos[ 27 vinay cOS(yi)1 + 1] (5.12)
i=1
N
Q1) =Y lay] sin[—27 vmax cOs (1)1 + 1] (5.13)

i=1

Both the in-phase and the quadrature-phase component are the sum of many random variables,
none of which dominate (i.e., |a;| < C)p). It follows from the central limit theorem that the pdf
of such a sum is a normal (Gaussian) distribution, regardless of the exact pdf of the constituent
amplitudes — i.e., we do not need knowledge of the a; or their distributions!!! (see Appendix
5.A — at www.wiley.com/go/molisch — for more details). A zero-mean Gaussian random variable
has the pdf:

1 2
pdfi(x) = Toro exp (—%) (5.14)

where o2 denotes the variance.

Starting with the statistics of the real and imaginary parts, Appendix 5.B derives the statistics
of amplitude and phase of the received signal. The pdf is a product of a pdf for ¥ — namely, a
uniform distribution:

1
pafy () = (5.15)

and a pdf for r — namely, a Rayleigh distribution:
72

pdf,(r) = é - exp [—ﬁ] 0<r<oo (5.16)

For r < 0 the pdf is zero, as absolute amplitudes are by definition positive.
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5.4.3 Properties of the Rayleigh Distribution

A Rayleigh distribution has the following properties, which are also shown in Figure 5.15:

S

Mean value r = o

[

Mean square value r2 =20
Variance r2 — (F)? =202 — 02% = 0.42902 (5-17)
Median value rs) = o+/2-In2 =1.18c

Location of maximum max{pdf(r)} occurs at r = o

where the bar denotes expected value (we deviate here from our usual notation E{} in order to
avoid confusion with the field strength E).

paf(r)
o
Median
s
N Mean
rms-value
0
0 1 2 3 rlo

Figure 5.15 Pdf of a Rayleigh distribution.

The cumulative distribution function, cdf (x), is defined as the probability that the realization of
the random variable has a value smaller than x. The cdf is thus the integral of the pdf:

cdf(r) = / pdf(u)du (5.18)
—00
Applying this equation to the Rayleigh pdf, we get

2
cdf(r) = 1 — exp (—#) (5.19)

For small values of r this can be approximated as:

r2

It is straightforward to check whether a measured ensemble of field strength values follows a
Rayleigh distribution: its empirical cdf is plotted on the so-called Weibull paper (see Figure 5.16).
The cdf of the Rayleigh distribution is a straight line on it. For small values of r, an increase of
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Figure 5.16 Measured cdf of the (normalized) receive power of an indoor non-line of sight scenario [Gahleitner
1993].

r by 10dB has to increase the value of the cdf by 10dB. By transformation of variables, we can
easily see that the squared amplitude, and by extension the power, has an exponential distribution
pdfp(P) = éexp(—P/ﬁ), where € is the mean power.’

The Rayleigh distribution is widely used in wireless communications. This is due to several
reasons:

e It is an excellent approximation in a large number of practical scenarios, as confirmed by a
multitude of measurements. However, it is noteworthy that there are scenarios where it is not
valid. These can occur, e.g., in Line Of Sight (LOS) scenarios, some indoor scenarios, and in
(ultra) wideband scenarios (see Chapters 6 and 7).

e It describes a worst case scenario in the sense that there is no dominant signal component, and
thus there is a large number of fading dips. Such a worst case assumption is useful for the design
of robust systems.5

e It depends only on a single parameter, the mean received power — once this parameter is known,
the complete signal statistics are known. It is easier, and less error-prone, to obtain this sin-
gle parameter either from measurements or deterministic prediction methods than to obtain the
multiple parameters of more involved channel models.

e Mathematical convenience: computations of error probabilities and other parameters can often
be done in closed form when the field strength distribution is Rayleigh.

3 To simplify discussion, we do not distinguish in this chapter between the squared absolute amplitude and the
power, though they are actually related by a proportionality constant.

© As we will see later on, there are some fading distributions that show a larger number of fading dips — e.g.,
Nakagami distributions with m < 1; furthermore, the large number of MPCs can also be an advantage for specific
systems, see Section 20.2.
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5.4.4 Fading Margin for Rayleigh-Distributed Field Strength

Knowledge of the fading statistics is extremely important for the design of wireless systems. We saw
in Chapter 3 that for noise-limited systems the received field strength determines the performance.
As field strength is a random variable, even a large mean field strength does not guarantee successful
communications at all times. Rather, the field strength exceeds a minimum value only in a certain
percentage of situations. The task is therefore to answer the following question: “Given a minimum
receive power or field strength required for successful communications, how large does the mean
power have to be in order to ensure that communication is successful in x% of all situations?” In
other words, how large does the fading margin have to be?

The cdf gives by definition the probability that a certain field strength level is not exceeded. In
order to achieve an x % outage probability, it follows that:

2

x = cdf (rn) ~ 522 (5.21)

where the r.h.s follows from Eq. (5.20). From this, we can immediately compute the mean square
value of field strength 202 as 202 = rliin /x.

Example 5.1 For a signal with Rayleigh-distributed amplitude, what is the probability that the
received signal power is at least 20, 6, 3dB below the mean power. Compare the exact result
and the result from the approximate formulation of Eq. (5.20).

From a Rayleigh-distributed signal envelope r:

r2 = 2072 (5.22)

Tmin _ _1 .
A power level 20dB below the mean power corresponds to = T
Pr{ J=1 1) —995.107 (5.23)
tfr < rmin} =1— — =995 :
min €xXp 100

Similarly, the exact results for 6 and 3 dB are 0.221 and 0.393, respectively.
2

The approximate formulation of Eq. (5.20) gives ;‘:‘7—‘3 = 0.01, 0.25, and 0.5, respectively. It
is thus reasonably accurate for power levels 6 dB below the mean power, but breaks down for
higher values of rpy;y.

For the interference-limited case, the situation is somewhat more complicated: not only does
the desired signal fade but so do the interferers. For the computation of the statistics of the
amplitude ratio of signal and interference, we note that both the desired signal and the interference
are Rayleigh-fading; we thus need the pdf of the ratio of two random variables, each of which is
Rayleigh-distributed [Molisch et al. 1996]:

262r

pdf(r) = GIro7 (5.24)

where 62 = 012 /022 is the ratio of mean signal power to mean interference power. The associated

cdf is given by:

5.2

Cdf(r):l—m

(5.25)

This formulation is essential for computation of the reuse distance (see Chapters 3 and 17).



Statistical Description of the Wireless Channel 83

5.5 Small-Scale Fading with a Dominant Component

5.5.1 A Computer Experiment

Fading statistics change when a dominant MPC — e.g., an LOS component or a dominant specu-
lar component — is present. We can gain some insights by repeating the computer experiment of
Section 5.4.1, but now adding an additional wave with the (dominant) amplitude 5:

|ay é9 @9

Eq(x,y) = 5.0exp[—jko(x cos(0°) + ysin(0°))] exp(j0°) 5.0 0° 0°

Figure 5.17 shows the real part of E, and the contribution from the dominant component is
visible; while Figure 5.18 shows the absolute value. The histogram of the absolute value of the
field strength is shown in Figure 5.19. It is clear that the probability of deep fades is much smaller

than in the Rayleigh-fading case.
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Figure 5.17 Re(E) — i.e., the instantaneous value at t = 0, in the presence of a dominant MPC.

5.5.2 Derivation of the Amplitude and Phase Distribution

The pdf of the amplitude can be computed in a way that is similar to our derivation of the Rayleigh
distribution (Appendix 5.B — see www.wiley.com/go/molisch). Without restriction of generality, we
assume that the LOS component has zero phase, so that it is purely real. The real part thus has a non-
zero-mean Gaussian distribution, while the imaginary part has a zero-mean Gaussian distribution.
Performing the variable transformation as in Appendix 5.B, we get the joint pdf of amplitude r and

phase ¥ [Rice 1947]:
r r*+ A* = 2rAcos(y)
pAfry(ry) = o exp| - 557 (5.26)

where A is the amplitude of the dominant component. In contrast to the Rayleigh case, this distri-
bution is not separable. Rather, we have to integrate over the phases to get the amplitude pdf, and

vice versa.
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Figure 5.18 Magnitude of the electric field strength, |E|, in an example area, in the presence of a dominant
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Figure 5.19 Histogram of the amplitudes in the presence of a dominant MPC.

The pdf of the amplitude is given by the Rice distribution (solid line in Figure 5.19):

r r24 A2 rA
pdfr(r)=— -exp| ———— | -lo|{ =5 )0 <r <oo (5.27)
o? 202 o?
Ip(x) is the modified Bessel function of the first kind, zero order [Abramowitz and Stegun 1965].
The mean square value of a Rice-distributed random variable r is given by:

72 =202 + A2 (5.28)

The ratio of the power in the LOS component to the power in the diffuse component, A%/(252),

is called the Rice factor K.
Figure 5.20 shows the Rice distribution for three different values of the Rice factor. The stronger
the LOS component, the rarer the occurrence of deep fades. For K; — 0, the Rice distribution
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pdf(r) Rice factor K, = A%/202
K =10
0 o A _—

Figure 5.20 Rice distribution for three different values of K, — i.e., the ratio between the power of the LOS
component and the diffuse components.

becomes a Rayleigh distribution, while for large K, it approximates a Gaussian distribution with
mean value A.

Example 5.2 Compute the fading margin for a Rice distribution with K, = 0.3, 3 and 20dB so
that the outage probability is less than 5%.

Recall that the outage probability can be expressed in terms of the cdf of the Rician envelope:
Pouy = cdf (rmin) (5.29)

For the Rician distribution the cdf is given as:

"min r 4+ A2 rA
df (rin) = — . ——— |- —=)dr 0<
cdf(rmin) /0 52 exp[ 752 ] 0(02> r <r<oo
A T
=1-0m (—, rm") (5.30)

where Qwi(a, b) is Marcum’s Q-function (see also Chapter 12) given by:

Om(a, b) = e~ @+ (4 " I, (ab) (531)
M r; (b)

I, () is the modified Bessel function of the first kind, order n. The fading margin is given by:

2 2021+ K,

';_ — w (5.32)
min min

The Rice power cdf is plotted in Figure 5.21. The required fading margins at different K.
can be found from that figure: they are 11.5, 9.7, and 1.1dB, for Rice factors of 0.3, 3, and

20dB, respectively.

The presence of a dominant component also changes the phase distribution. This becomes
intuitively clear by recalling that for a very strong dominant component, the phase of the total
signal must be very close to the phase of the dominant component — in other words, the phase
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Figure 5.21 The Rice power cdf, o = 1.

distribution converges to a delta function. For the general case (remember that we define the phase
of the LOS component as ¥ = 0), the pdf of the phase can be computed from the joint pdf of r
and ¥ and becomes [Lustmann and Porrat 2010]:

1 + VT KreKreos W) cos(yr) (1 + erf [V/Krcos(y)])

2mekr

pdf(y) = (5.33)

where erf (x) is the error function [Abramowitz and Stegun 1965]:

erf(x) = (2/y/7) / Cexp(—)di
0

Figure 5.22 shows the phase distribution for o = 1 and different values of A.
The pdf of the power is given as

pdfp(P) = ! %Kr exp (—Kr - %) Iy (2‘/w> for P>0  (5.34)

From a historical perspective, it is interesting to note that all the work about Rice distributions
was performed without the slightest regard for wireless channels. The classical paper of Rice [Rice
1947] considered the problem of a sinusoidal wave in additive white Gaussian noise. However,
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Figure 5.22 Pdf of the phase of a non-zero-mean complex Gaussian distribution, with o =1, A =0, 1, 3, 10.

from a mathematical point of view, this is just the problem of a deterministic phasor (giving rise to
a non-zero-mean) added to a zero-mean complex Gaussian distribution — exactly the same problem
as in the field strength computation. Existing results thus just had to be reinterpreted by wireless
engineers. This fact is so interesting because there are probably other wireless problems that can
be solved by such “reinterpretation” methods.

5.5.3 Nakagami Distribution

Another probability distribution for field strength that is in widespread use is the Nakagami m-
distribution. The pdf is given as:

2 (m\" m
df.(r) = — [ = p2m=l oy (—:rz) 5.35
pdf:(r) IYm)(Q) Pl—35 (5.35)
for r =0 and m > 1/2;T'(m) is Euler’s Gamma function [Abramowitz and Stegun 1965]. The
parameter Q2 is the mean square value Q = r2, and the parameter m is

Q?
m=———-s (5.36)
)
It is straightforward to extract these parameters from measured values. If the amplitude is Nakagami-
fading, then the power follows a Gamma distribution:

dfp(P) = = (£>ml X <—£> (5.37)
PR =arm\a /) “PU % '
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Nakagami and Rice distribution have a quite similar shape, and one can be used to approximate
the other. For m > 1 the m-factor can be computed from K, by Stueber [1996]:

(K: + 1)?
m= -t 5.38
2K+ 1) >-38)
while
K = _Ymi—m (5.39)
T m—VmI—m .

While Nakagami and Rice pdfs show good “general” agreement, they have different slopes close
to r = 0. This in turn has an important impact on the achievable diversity order (see Chapter 13).
The main difference between the two pdfs is that the Rice distribution gives the exact distribution
of the amplitude of a non-zero-mean complex Gaussian distribution — this implies the presence
of one dominant component, and a large number of non-dominant components. The Nakagami
distribution describes in an approximate way the amplitude distribution of a vector process where
the central limit theorem is not necessarily valid (e.g., ultrawideband channels — see Chapter 7).

5.6 Doppler Spectra and Temporal Channel Variations
5.6.1 Temporal Variations for Moving MS

Section 5.3 showed us the physical interpretation of the frequency shift by movement — i.e., the
Doppler effect. If the Mobile Station (MS) is moving, then different directions of the MPCs arriving
at the MS give rise to different frequency shifts. This leads to a broadening of the received spectrum.
The goal of this section is to derive this spectrum, assuming that the transmit signal is a sinusoidal
signal (i.e., the narrowband case). The more general case of a wideband transmit signal is treated
in Chapter 6.

Let us first repeat the expressions for Doppler shift when a wave only comes from a single
direction. Let y denote the angle between the velocity vector v of the MS and the direction of the
wave at the location of the MS. As shown in Eq. (5.8), the Doppler effect leads to a shift of the
received frequency f by the amount v, so that the received frequency is given by:

f=r [1 - Clcos(y)} =fe—v (5.40)
0

where v = |v|. Obviously, the frequency shift depends on the direction of the wave, and must lie
in the range f: — Vmax - - - fc + Vmax, Where vpax = fev/co.

If there are multiple MPCs, we need to know the distribution of power of the incident waves
as a function of y. As we are interested in the statistical distribution of the received signal, we
consider the pdf of the received power; in a slight abuse of notation, we call it the pdf of the
incident waves pdf, (y). The MPCs arriving at the RX are also weighted by the antenna pattern
of the MS; therefore, an MPC arriving in the direction y has to be multiplied by the pattern G(y).
The received power spectrum as a function of direction is thus:

S(y) = Q[pdf,(¥)G(y) + pdf,(—y)G(—y)] (5.41)

where € is the mean power of the arriving field. In Eq. (5.41), we have also exploited the fact
that waves from the direction y and —y lead to the same Doppler shift, and thus need not be
distinguished for the purpose of deriving a Doppler spectrum.
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In a final step, we have to perform the variable transformation y — v. The Jacobian can be
determined as:

d 1 1 1 1
'ﬁ NIRRT 2 e 0%
v - v2o—v
dy co /€ \/(fc%) —(f - fc)2 ‘max
so that the Doppler spectrum becomes:
Qlpdf, V)G y) + pdf, (—y)G(—y)]—=— for — vpmax < V < v,
So(v) pdfy(¥)G(y) + pdf, (—y 7= max max (5.43)
otherwise
For further use, we also define
VUmax
Q, = Q2n)" / Sp(v)v" dv (5.44)

—Umax

as the nth moment of the Doppler spectrum.

More specific equations can be obtained for specific angular distributions and antenna patterns.
A very popular model for the angular spectrum at the MS is that the waves are incident uniformly
from all azimuthal directions, and all arrive in the horizontal plane, so that:

1
pdf,(y) = - (5.45)

This situation corresponds to the case when there is no LOS connection, and a large number
of IOs are distributed uniformly around the MS (see also Chapter 7). Assuming furthermore that
the antenna is a vertical dipole, with an antenna pattern G(y) = 1.5 (see Chapter 9), the Doppler
spectrum becomes

1.5Q
T/ v%ax - U2

This spectrum, known as the classical or Jakes spectrum, is depicted in Figure 5.23. It has
the characteristic “bathtub” shape — i.e., (integrable) singularities at the minimum and maximum
Doppler frequencies v = v, = % fcv/co. These singularities thus correspond to the direction of

Sp(v) = (5.46)

Sp(v)

A

v

v
“Ymax 0 Vmax

Figure 5.23 Classical Doppler spectrum.
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the movement of the MS, or its opposite. It is remarkable that a uniform azimuthal distribution can
lead to a highly nonuniform Doppler spectrum.

Naturally, measured Doppler spectra do not show singularities; even if the model and underlying
assumptions would be strictly valid, it would require an infinite number of measurement samples
to arrive at a singularity. Despite this fact, the classical Doppler spectrum is the most widely used
model. Alternative models include the following:

e Aulin’s model [see Parsons 1992], which limits the amplitude of the Jakes spectrum at and near
its singularities;

e Gaussian spectrum;

e uniform spectrum (this corresponds to the case when all waves are incident uniformly in all three
dimensions, and the antenna has an isotropic pattern).

As already mentioned in Section 5.2, the Doppler spectrum has two important interpretations:

1. It describes frequency dispersion. For narrowband systems, as well as Orthogonal Frequency
Division Multiplexing (OFDM), such frequency dispersion can lead to transmission errors. This
is discussed in more detail in Chapters 12 and 19. It has, however, no direct impact on most
other wideband systems (like single-carrier Time Division Multiple Access (TDMA) or Code
Division Multiple Access (CDMA) systems).

2. Itis a measure for the temporal variability of the channel. As such, it is important for all systems.

The temporal dependence of fading is best described by the autocorrelation function of fading.
The normalized correlation between the in-phase component at time 7, and the in-phase component

at time ¢ + At can be shown to be:
1) (t + At
IOICH AD o v AN (5.47)
1(1)?

which is proportional to the inverse Fourier transform of the Doppler spectrum Sp(v), while the
correlation 1(¢)Q(t + At) =0 for all values of Ar. The normalized covariance function of the
envelope is thus:

FOrG T AD -0
r(1)?

More details about the autocorrelation function can be found in Chapters 6 and 13.

= J Qv Al) (5.48)

Example 5.3 Assume that an MS is located in a fading dip. On average, what minimum distance
should the MS move so that it is no longer influenced by this fading dip?

As a first step, we plot the envelope correlation function (Eq. 5.48) in Figure 5.24. If we now
define “no longer influenced” as “envelope correlation coefficient equals 0.5,” then we see that
(on average) the RX has to move through 0.18 A. If we want complete decorrelation from the
fading dip, then moving through 0.38 A is required.

5.6.2 Temporal Variations in Fixed Wireless Systems

In a fixed wireless system (i.e., a system where the MS does not move, see Anderson [2003]),
temporal variations can arise only from movement of the 10s. The resulting fading leads to a
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Figure 5.24 Amplitude correlation as a function of displacement of the receiver.

different way of thinking about, and modeling of, the temporal channel changes. In a mobile link,
an MS tracks the spatial fading (i.e., the fading “landscape” of Figure 5.11) as it moves. The spatial
and temporal fading can thus be mapped onto each other, the scaling factor being the mobile speed
v. In a fixed wireless link, the variation is due instead to the fact that some scattering objects are
moving, a prime example being cars, or windblown leaves.

Measurements have shown that in many cases, the amplitude statistics of the fading (taken over
the ensemble of values observed at different times) are Rician. However, the Rice factor now
represents the ratio of the power in the time-invariant MPCs vs. the power in the time-variant
MPCs. In other words, the temporal Rice factor has nothing to do with LOS (or other dominant)
components: in a pure NLOS situation with many equally strong components the temporal Rice
factor can approach infinity if all MPCs are time invariant.

The Doppler spectrum of such a system consists of a delta pulse at v =0, and a continuous
spectrum that depends on the movement and location of the moving 10s. Various measurement
campaigns have shown that the shape of this diffuse spectrum is approximately Gaussian.

5.7 Temporal Dependence of Fading
5.7.1 Level Crossing Rate

The Doppler spectrum is a complete characterization of the temporal statistics of fading. However,
it is often desirable to have a different formulation that allows more direct insights into system
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behavior. A quantity that allows immediate interpretation is the occurrence rate of fading dips — this
occurrence rate is known as the Level Crossing Rate (LCR). Obviously, it depends on which level
we are considering (i.e., how a fading dip is defined): falling below a level that is 30 dB below the
mean happens more rarely than falling 3 dB below this mean. As the admissible depth of fading
dips depends on the mean field strength, as well as on the considered system, we want to derive
the LCR for arbitrary levels (i.e., depth of fading dips).

Providing a mathematical formulation, the LCR is defined as the expected value of the rate at
which the received field strength crosses a certain level r in the positive direction. This can also
be written as:

o0
Nr(r) = / i pdfei(r,i)di forr >0 (5.49)
0

where 7 = dr/dt is the temporal derivative, and pdf, ; is the joint pdf of r and 7.
In Appendix 5.C (see www.wiley.com/go/molisch), we derive the LCR as:

Ne(r)= |2 Ll (5.50)
= €. — .
RET 72 V2o P\ T2,

Note that /2 is the root-mean-square value of amplitude. Figure 5.25 shows the LCR for a
Rayleigh-fading amplitude and Jakes Doppler spectrum.
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Figure 5.25 Level crossing rate normalized to the maximum Doppler frequency as a function of the normalized
level r/rms, for a Rayleigh-fading amplitude and Jakes spectrum.

5.7.2 Average Duration of Fades

Another parameter of interest is the Average Duration of Fades (ADF). In the previous sections,
we have already derived the rate at which the field strength goes below the considered threshold
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(i.e., the LCR), and the total percentage of time the field strength is lower than this threshold (i.e.,
the cdf of the field strength). The ADFs can be simply computed as the quotient of these two
quantities:

cdfi(r) (5.51)

ADF(r) = Ne(r)

A plot of the ADF is shown in Figure 5.26.
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Figure 5.26 Average duration of fades normalized to the maximum Doppler frequency as a function of the
normalized level r/r,,, for a Rayliegh-fading amplitude and Jakes spectrum.

Example 5.4 Assume a multipath environment where the received signal has a Rayleigh distri-
bution and the Doppler spectrum has the classical bathtub (Jakes) shape. Compute the LCR and
the ADF for a maximum Doppler frequency vm.,x = 50 Hz, and amplitude thresholds:

V220 /22
Fmin = 0 > 0 V28
10 2
The LCR is computed from Eq. (5.50). For a Jakes scenario the second moment of the Doppler
spectrum is given as:

1
Q= 5 Q0 (27 Umax)? (5.52)
therefore,
N (min) = V27 - Umay - o exp (——r‘%‘i“> ©22)
R \/'min max m 290 .

The ADF is computed from Eq. (5.51) where:

N
cdf (rmin) = 1 — exp (— (\;%) ) (5.54)
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These expressions are evaluated for different values of the threshold, ryi,. The results are
tabulated in Table 5.1.

Table 5.1 Effect of threshold on ADF and LCR

T'min NR (Fmin) cd f (Fmin) ADF (msec)

T

2Q0

12.4 0.01 0.8

g2

2290 48.8 0.22 45

V2820 46.1 0.63 13.7

5.7.3 Random Frequency Modulation

A random channel leads to a random phase shift of the received signal; in a time-variant channel,
these phase shifts are time variant as well. By definition, a temporally varying phase shift is an
FM. In this section, we compute this random FM .

The pdf of the instantaneous frequency i can be computed from the joint pdf pd Sriwy Of

Appendix 5.C (see www.wiley.com/go/molisch). We now have to integrate over the variables r, T,
and . This results in:

2 LR (), R0\
paf; =3\ & (1 oV ) (5.55)

See Figure 5.27.
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Figure 5.27 Normalized pdf (a) and cdf (b) of a random FM.

This is a “student’s ¢-distribution” with two degrees of freedom [Mardia et al. 1979]. The cumu-
lative distribution is given as:

. 1 Q Q ..\
cdfy () =5 | 1+ Q—zw 1+Q—2¢ (5.56)
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It is remarkable that all instantaneous frequencies in a range —oo to oo can occur — they are not
restricted to the range of possible Doppler frequencies!

Strong FM most likely occurs in fading dips: if the signal level is low, very strong relative
changes can occur. This intuitively pleasing result can be shown mathematically by considering the
pdf of the instantaneous frequency conditioned on the amplitude level ry [Jakes 1974]:

df (§|rp) = ———— ex (—r2ﬁ> (5.57)
14 0) = s, p 0292 .

This is a zero-mean Gaussian distribution with variance €2,/ rg. The variance is the smaller the
larger the signal level is.

We thus see that fading dips can create errors in two ways: on one hand, the lower signal level
leads to higher susceptibility to noise. On the other hand, they increase the probability of strong
random FMs, which introduces errors in any system that conveys information by means of the
phase of the transmitted signal. In addition, we find in Chapter 12 that fading dips are also related
to intersymbol interference.

5.8 Large-Scale Fading

Small-scale fading, created by the superposition of different MPCs, changes rapidly over the spatial
scale of a few wavelengths. If the field strength is averaged over a small area (e.g., ten by ten
wavelengths), we obtain the Small Scale Averaged (SSA) field strength.” In the previous sections,
we treated the SSA field strength as a constant. However, as explained in the introduction, it varies
when considered on a larger spatial scale, due to shadowing of the MPCs by IOs.

Many experimental investigations have shown that the SSA field strength F, plotted on a log-
arithmic scale, shows a Gaussian distribution around a mean w. Such a distribution is known as
lognormal, and its pdf is given by:

20/In(10) - [_ (201og,o(F) — MdB)2j|
FUF\/E

where of is the standard deviation of F, and pgp is the mean of the values of F expressed
in dB. Also, power is distributed lognormally. However, there is an important fine point: when
fitting the logarithm of SSA power to a normal distribution, we find that the median value of
this distribution, up, ¢g, is related to the median of the field strength distribution ftgg as pup, ag =
ap + 101log(4/m) dB. The pdf for the power thus reads

10/In(10) [_ (101og,o(P) — pp, dB))Z]
Pop/2T 208

where op = op. Typical values of o are 4 to 10dB.

Another interesting property of the lognormal distribution is that the sum of lognormally dis-
tributed values is also approximately lognormally distributed. A variety of methods exist for
computing the mean and variance of the sum from the parameters of the composite distributions.
Methods suitable for various special cases are described in Stueber [1996]; a general, flexible,
method was recently derived in Mehta et al. [2007].

The lognormal variations of F have commonly been attributed to shadowing effects. Consider
the situation in Figure 5.28. If the MS moves, it changes the angle y, and thus the diffraction

pdfe(F) = (5.58)

2
2. 0f

pdfe(F) = (5.59)

7 Strictly speaking, this is only an approximation to the SSA field strength, as there can only be a finite number
of statistically independent sample values within the finite area over which we average.
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Figure 5.28 Shadowing by a building.

parameter vg. If the distance between the edge and the MS is now large, the MS must move over
a large distance (e.g., several tens of wavelengths) for the field strength to change noticeably. Note
that this effect changes the absolute amplitude of the MPC, |a|, and has nothing to do with an
interference effect. Consider now the situation where an MPC undergoes several of these or similar
processes on its way from the TX and RX, each of which contributes a certain attenuation. The
received field strength then depends on the product of the attenuations; on a logarithmic scale,
these attenuations add up. We can thus model the effect as the sum of random variables on a dB
scale —i.e., a lognormal distribution. However, the mechanism just described is not necessarily
valid in all physical situations.®

Consider now the statistics of the field strength based on samples taken from a large area (i.e.,
including both lognormal fading and interference effects). The pdf of these samples is given by
the so-called Suzuki distribution, which follows in a straightforward manner from the laws of
conditional statistics. The mean value of the field strength, taken over a small area, is 7 = o /7/2,
and the distribution of the local value of the field strength conditioned on o is

_ Tr r?

The local mean (i.e., the expected value used above) is distributed according to lognormal statistics.
Unconditioning results in the pdf of the field strength:

< mZ) 2-101In(10) < (201log(F) — pap)?

) Y e (=
47 ) Fopdim ¥ 203

This pdf is also known as the Suzuki distribution, an example is shown in Figure 5.29. A similar

function can be defined if the small-scale statistics are Rician or Nakagami.
The pdf for the power reads

pdf.(r) = foo 7 exp ) dF (5.61)
0

272

P\ 10/1n(10) _ (101og,((£2) — pp, dB)z) Jo. (5.62)

oo
1
d (P):/—ex (——) ex; (
pdfe J g &Pl g Qondon P 202

Since both large-scale and small-scale fading occurs in practical situations, the fading margin
must account for the combination of the two effects (see also Chapter 3). One possibility is to
just add up the fading margin for the Rayleigh distribution and the fading margin for a lognormal

8 An alternative explanation, based on double-scattering processes, was proposed by Andersen [2002]. But, inde-
pendently of the mechanism that leads to its creation, many measurements have confirmed that the pdf of F is
well-approximated by a lognormal function.
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Figure 5.29 Suzuki distribution with or = 5.6dB, © = 1.4dB.

distribution. This method is commonly used because of its simplicity, but overestimates the required
fading margin. The more accurate method is based on the cdf of the Suzuki distribution, which
can be obtained by integrating Eq. (5.61) from —oo to x. This then allows computation of the
necessary mean field strength ro for a given admissible outage probability (e.g., 0.05), as shown in

the following example.

Example 5.5 Consider a channel with op = 6 dB and @ = 0dB. Compute the fading margin
for a Suzuki distribution relative to the mean-dB value of the shadowing so that the outage
probability is smaller than 5%. Also compute the fading margin for Rayleigh fading and shadow

fading separately.

For the Suzuki distribution:

Pow = cdf (rmin) = / pdf,(r)dr
0

o 2.\ 20/In(1 201og;o7 — Hap)?
:/ (1 — exp (—ﬂrf’z'">> 0/1n(10) exp <—( 0 Oglorz i) ) dr
0 4r roRN/ 21 207,

Inserting op = 6dB and g = 0, the cdf is expressed as:

20/In10 [ 1 (201og 7 — 0)2 T r2 _
d Go)) = — e -, I — = d
LR m.afo 7‘”‘"( 236 P\Ta e )

The fading margin is defined as:

(5.63)

(5.64)

(5.65)
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The cdf plot is obtained by evaluating Eq. (5.65) for different values of rp;,, the result is shown
in Figure 5.30. A fading margin of 15.5dB is required to get an outage probability of 5%.
The outage probability for Rayleigh fading only is evaluated as:

r2.
Pout = cdf (rmin) = 1 —exp | =527 (5.66)
202
=1—exp(—1/M)
After some manipulation, we get:

MRayleigh, aB = —1010go(— In(1 — Pour)) (5.67)
= 12.9dB

For shadow fading, the pdf of the field strength values in dB is a standard Gaussian distribution.
The complementary cdf (i.e., unity minus the cdf) is thus given by a Q-function defined as:

Q(a)—L/wex (—x—2> dx
~ V). P2

The outage probability is given as:

Miare.-
Pow =0 <7'a’ge ScaledB> (5.68)
OF
Inserting op = 6dB and P,y = 0.05 into Eq. (5.68) we get:
Migrge-scalegy = 6+ Q' (0.05) (5.69)
=9.9dB

When computing the fading margin as the sum of the margin for Rayleigh fading and shadowing,
we obtain

Mgg =129 +9.9dB = 22.8dB (5.70)

Compared with the fading margin obtained from the Suzuki distribution, this is a more conser-
vative estimate.

It turns out that a Suzuki distribution can be approximated reasonably well by a lognormal distri-
bution, where the parameters of approximating lognormal distribution are related to the parameters
of the shadowing alone (i.e., without the Rayleigh fading) by

Mapprox, dB = Mshadow, dB — L.5 (5.71)
adzB = aszlladow, dB + 13 (572)

We finally turn to the spatial correlation of the shadowing alone (without small-scale fading).
The value of the shadowing changes only slowly with the location of the MS. Thus, realizations
of the shadowing field strength (or power) that are measured at a distance Ax apart are corre-
lated. The most common model is that of an exponential correlation, i.e., E.{F(x)F(x + Ax)} =
exp(—Ax/x), where the decorrelation distance X is typically on the order of 5—50 m, depending on
the environment.
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Figure 5.30 The Suzuki cdf, op = 6dB and g = 0.

5.9 Appendices

Please see companion website www.wiley.com/go/molisch

Further Reading

The mathematical basis for the derivations in this chapter is described in a number of standard
textbooks on statistics and random processes, especially the classical book of Papoulis [1991].
The statistical model for the amplitude distribution and the Doppler spectrum was first described in
Clarke [1968]. A comprehensive exposition of the statistics of the channel, derivation of the Doppler
spectrum, LCR, and ADFs, for the Rayleigh case, can be found in Jakes [1974]. Since Rayleigh
fading is based on Gaussian fading of the I- and Q-component, the rich literature on Gaussian
multivariate analysis is applicable [Muirhead 1982]. Derivation of the Nakagami distribution, and
many of its statistical properties, can be found in Nakagami [1960]; a physical interpretation is
given in Braun and Dersch [1991]; the Rice distribution is derived in Rice [1947]. The Suzuki
distribution is derived in Suzuki [1977]. More details about the lognormal distribution, especially
the summing of several lognormally distributed variables, can be found in Stueber [1996], Cardieri
and Rappaport [2001], and Mehta et al. [2007]. The combination of Nakagami small-scale fading
and lognormal shadowing is treated in Thjung and Chai [1999]. The fading statistics, including
ADF and LCR, of the Nakagami and Rice distributions are summarized in Abdi et al. [2000].
Another important aspect of statistical channel descriptions is the generation of random variables
according to a prescribed Doppler spectrum. An extensive description of this area can be found in
Paetzold [2002].

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook
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Wideband and Directional Channel
Characterization

6.1 Introduction

In the previous chapter, we considered the effect of multipath propagation on the received field
strength and the temporal variations if the transmit signal is a pure sinusoid. These considerations
are also valid for all systems where the bandwidth of the transmitted signal is “very small” (see
below for a more precise definition). However, most current and future wireless systems use a large
bandwidth, either because they are intended for high data rates or because of their multiple access
scheme (see Chapters 17—19). We therefore have to describe variations of the channel over a large
bandwidth as well. These description methods are the topic of the current chapter.

The impact of multipath propagation in wideband systems can be interpreted in two different
ways: (i) the transfer function of the channel varies over the bandwidth of interest (this is called
the frequency selectivity of the channel) or (ii) the impulse response of the channel is not a delta
function; in other words, the arriving signal has a longer duration than the transmitted signal (this is
called delay dispersion). These two interpretations are equivalent, as can be shown by performing
Fourier transformations between the delay (time) domain and the frequency domain.

In this chapter, we first explain the basic concepts of wideband channels using again the most
simple channel — namely, the two-path channel. We then formulate the most general statistical
description methods for wideband, time-variant channels (Section 6.3), and discuss its most common
special form, the WSSUS — Wide Sense Stationary Uncorrelated Scatterer — model (Section 6.4).
Since these description methods are rather complicated, condensed parameters are often used for
a more compact description (Section 6.5). Section 6.6 considers the case when the channel is
not only wide enough to show appreciable variations of the transfer function but even so wide
that the bandwidth becomes comparable with the carrier frequency — this case is called “ultra
wideband.”

Systems operating in wideband channels have some important properties:

e They suffer from InterSymbol Interference (ISI). This can be most easily understood from the
interpretation of delay dispersion. If we transmit a symbol of length Tg, the arriving signal
corresponding to that symbol has a longer duration, and therefore interferes with the subsequent
symbol (Chapter 2). Section 12.3 describes the effect of this ISI on the Bit Error Rate (BER) if

Wireless Communications, Second Edition Andreas F. Molisch
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no further measures are taken; Chapter 16 describes equalizer structures that can actively combat
the detrimental effect of the ISI.

e They can reduce the detrimental effect of fading. This effect can be most easily understood in the
frequency domain: even if some part of the transmit spectrum is strongly attenuated, there are
other frequencies that do not suffer from attenuation. Appropriate coding and signal processing
can exploit this fact, as explained in Chapters 16, 18, and 19.

The properties of the channel can vary not only depending on the frequency at which we
consider it but also depending on the location. This latter effect is related to the directional prop-
erties of the channel — i.e., the directions from which the Multi Path Components (MPCs) are
incident. Section 6.7 discusses the stochastic description methods for these directional proper-
ties; they are especially important for antenna diversity (Chapter 13) and multielement antennas
(Chapter 20).

6.2 The Causes of Delay Dispersion
6.2.1 The Two-Path Model

Why does a channel exhibit delay dispersion — or, equivalently, why are there variations of the
channel over a given frequency range? The most simple picture arises again from the two-path
model, as introduced in the beginning of Chapter 5. The transmit signal gets to the receiver (RX)
via two different propagation paths with different runtimes:

T1=d1/C0 and ‘L'2=d2/6‘0 (6.1)

We assume now that runtimes do not change with time (this occurs when neither transmitter (TX),
RX, nor Interacting Objects (IOs) move). Consequently, the channel is linear and time invariant,
and has an impulse response:

h(t) =aié(t — 1)) + a26(t — 1) (6.2)

where again the complex amplitude a = |a| exp(j¢). Clearly, such a channel exhibits delay disper-
sion; the support (duration) of the impulse response has a finite extent, namely , — 7.
A Fourier transformation of the impulse response gives the transfer function H (jw):

H(f) = / h(t)expl—j2rnftldt = a)exp[—j2rnft1] + az exp[—j27 f12] (6.3)

o0

The magnitude of the transfer function is

|H()| = Va1 + |a2? + 2lailaz| cos2rf - AT — Ap)
with At =10 — 1) and A = ¢y — ¢ (6.4)

Figure 6.1 shows the transfer function for a typical case. We observe first that the transfer function
depends on the frequency, so that we have frequency-selective fading. We also see that there are
dips (notches) in the transfer function at the so-called notch frequencies. In the two-path model,
the notch frequencies are those frequencies where the phase difference of the two arriving waves
becomes 180°. The frequency difference between two adjacent notch frequencies is

1
AfNotch = E (65)
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Figure 6.1 Normalized transfer function for |a;| = 1.0, |az] = 0.95, Ap =0, 71 = 4us, 7o = 6us at the 900-
MHz carrier frequency.

The destructive interference between the two waves is stronger the more similar the amplitudes of
the two waves are.

Channels with fading dips distort not only the amplitude but also the phase of the signal. This
can be best seen by considering the group delay, which is defined as the derivative of the phase of
the channel transfer function ¢y = arg(H (f)):

_lddu
Tor =5 ar (6.6)

As can be seen in Figure 6.2, group delay can become very large in fading dips. As we will see
later, this group delay can be related to ISIL.

10

Group delay (us)

40
900.0 900.2 900.4 900.6 900.8 901.0

Frequency (MHz)

Figure 6.2 Group delay as a function of frequency (same parameters as in Figure 6.1).
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6.2.2 The General Case

After the simple two-path model, we now progress to the more general case where IOs can be at
any place in the plane. Again, the scenario is static, so that neither TX, RX, nor IOs move. We
now draw the ellipses that are defined by their focal points — TX and RX — and the eccentricity
determining the runtime.! All rays that undergo a single interaction with an object on a specific
ellipse arrive at the RX at the same time. Signals that interact with objects on different ellipses
arrive at different times. Thus, the channels are delay-dispersive if the 1Os in the environment are
not all located on a single ellipse.

It is immediately obvious that in a realistic environment, IOs never lie exactly on a single ellipse.
The next question is thus: How strict must this “single ellipse” condition be fulfilled so that the
channel is still “effectively” nondispersive? The answer depends on the system bandwidth. An RX
with bandwidth W cannot distinguish between echoes arriving at 7 and t + A7, if At < 1/ W (for
many qualitative considerations, it is sufficient to consider the above condition with At = 1/W).
Thus echoes that are reflected in the donut-shaped region corresponding to runtimes between t and
(t + Av) arrive at “effectively” the same time (see Figure 6.3).

IOs on ellipses 10s in annular rings

oS

=
‘\\,‘
<0 g
“Impulse
response”

0 At 2At 3At 4AT Delgyin excess
of direct path

Figure 6.3 Scatterers located on the same ellipses lead to the same delays.

A time-discrete approximation to the impulse response of a wideband channel can thus be
obtained by dividing the impulse response into bins of width At and then computing the sum
of echoes within each bin. If enough nondominant IOs are in each donut-shaped region, then the
MPCs falling into each delay bin fulfill the central limit theorem. In that case, the amplitude of
each bin can be described statistically, and the probability density function (pdf) of this amplitude
is Rayleigh or Rician. Thus, all the equations of Chapter 5 are still valid; but now they apply for
the field strength within one delay bin. We furthermore define the minimum delay as the runtime
of the direct path between the Base Station (BS) and the Mobile Station (MS) d/c, and we define
the maximum delay as the runtime from the BS to the MS via the farthest “significant” 10 — i.e.,
the farthest IO that gives a measurable contribution to the impulse response.” The maximum excess
delay tmax is then defined as the difference between minimum and maximum delay.

! These ellipses are thus quite similar to the Fresnel ellipses described in Chapter 4. The difference is that in
Chapter 4 we were interested in excess runtimes that introduce a phase shift of i - 7, while here we are interested
in delays that are typically much larger.

2We see from this definition that the maximum delay is a quantity that is extremely difficult to measure, and
depends on the measurement system.
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The above considerations also lead us to a mathematical formulation for narrowband and wide-
band from a time domain point of view: a system is narrowband if the inverse of the system
bandwidth 1/W is much larger than the maximum excess delay tm.x. In that case, all echoes fall
into a single delay bin, and the amplitude of this delay bin is «a(f). A system is wideband in all
other cases. In a wideband system, the shape and duration of the arriving signal is different from
the shape of the transmitted signal; in a narrowband system, they stay the same.

If the impulse response has a finite extent in the delay domain, it follows from the theory
of Fourier transforms (FTs) that the transfer function F{h(t)} = H(f) is frequency dependent.
Delay dispersion is thus equivalent to frequency selectivity. A frequency-selective channel cannot
be described by a simple attenuation coefficient, but rather the details of the transfer function must
be modeled. Note that any real channel is frequency selective if analyzed over a large enough
bandwidth; in practice, the question is whether this is true over the bandwidth of the considered
system. This is equivalent to comparing the maximum excess delay of the channel impulse response
with the inverse system bandwidth. Figure 6.4 sketches these relationships, demonstrating the
variations of wideband systems in the delay and frequency domain.

We stress that the definition of a wideband wireless system is fundamentally different from
the definition of “wideband” in the usage of Radio Frequency (RF) engineers. The RF definition

Wideband system
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Figure 6.4 Narrowband and wideband systems. Hc(f), channel transfer function; /ic(t), channel impulse
response.
Reproduced with permission from Molisch [2000] © Prentice Hall.
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of wideband implies that the system bandwidth becomes comparable with carrier frequency.’ In
wireless communications, on the other hand, we compare the properties of the channel with the
properties of the system. It is thus possible that the same system is wideband in one channel, but
narrowband for another.

6.3 System-Theoretic Description of Wireless Channels

As we have seen in the previous section, a wireless channel can be described by an impulse response;
it thus can be interpreted as a linear filter. If the BS, MS, and IOs are all static, then the channel
is time invariant, with an impulse response 4(7). In that case, the well-known theory of Linear
Time Invariant (LTI) systems [Oppenheim and Schafer 2009] is applicable. In general, however,
wireless channels are time variant, with an impulse response /(z, T) that changes with time; we
have to distinguish between the absolute time ¢ and the delay r. Thus, the theory of the Linear
Time Variant (LTV) system must be used. This is not just a trivial extension of the LTI theory,
but gives rise to considerable theoretical challenges and causes the breakdown of many intuitive
concepts. Fortunately, most wireless channels can be classified as slowly time-variant systems, also
known as quasi-static. In that case, many of the concepts of LTI systems can be retained with only
minor modifications.

6.3.1 Characterization of Deterministic Linear Time Variant Systems

As the impulse response of a time-variant system, /4 (¢, 7), depends on two variables, 7 and ¢, we
can perform Fourier transformations with respect to either (or both) of them. This results in four
different, but equivalent, representations. In this section, we investigate these representations, their
advantages, and drawbacks.

From a system-theoretic point of view, it is most straightforward to write the relationship between
the system input (transmit signal) x(¢) and the system output (received signal) y(z) as:

oo
y(t) = / x(T)K(t, ) dt (6.7)
—0Q
where K (¢, 7) is the kernel of the integral equation, which can be related to the impulse response.
For LTI systems, the well-known relationship K (¢, 7) = h(t — t) holds. Generally, we define the
time-variant impulse response as:

h(t,t) =K, t —1) (6.8)
so that
y(t) = /00 x(t —t)h(t,t)dT (6.9)

An intuitive interpretation is possible if the impulse response changes only slowly with time — more
exactly, the duration of the impulse response (and the signal) should be much shorter than the time
over which the channel changes significantly. Then we can consider the behavior of the system at
one time ¢ like that of an LTI system. The variable 7 can thus be viewed as “absolute” time that

3 In wireless communications, it has become common to denote systems whose bandwidth is larger than 20% of
the carrier frequency as Ultra Wide Bandwidth (UWB) systems (see Section 6.6). This definition is similar to the
RF definition of wideband.
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parameterizes the impulse response, i.e., tells us which (out of a large ensemble) impulse response
h(t) is currently valid. Such a system is also called quasi-static.

Fourier transforming the impulse response with respect to the variable 7 results in the time-variant
transfer function H (t, f):

H(, f) = fm h(t, 7) exp(—j2nfr)dr (6.10)

o0

The input—output relationship is given by:

Y1) = f X(NH(, f) exp(j2rfn) df ©.11)

The interpretation is straightforward for the case of the quasi-static system — the spectrum of
the input signal is multiplied by the spectrum of the “currently valid” transfer function, to
give the spectrum of the output signal. If, however, the channel is quickly time varying, then
Eq. (6.11) is a purely mathematical relationship. The spectrum of the output signal is given by a
double integral

Y(f) = / / X(fYH (. f) exp(2mf1) exp(—j2m fr)df di 6.12)

which does not reduce to Y (f) = H(f)X(f) [Matz and Hlawatsch 1998].

A Fourier transformation of the impulse response with respect to ¢ results in a different
representation — namely, the Doppler-variant impulse response, better known as spreading function
s(v, T):

s(v, 1) = /00 h(t, t) exp(—j2mvt)dt (6.13)

o0

This function describes the spreading of the input signal in the delay and Doppler domains.
Finally, the function s(v, T) can be transformed with respect to the variable 7, resulting in the
Doppler-variant transfer function B(v, f):

o0
B, f) = f $(v.7) exp(—j2n 1) d 6.14)
—00
A summary of the interrelations between the system functions is given in Figure 6.5. Figure 6.6

shows an example of a measured impulse response; Figure 6.7 shows the spreading function com-
puted from it.

Figure 6.5 Interrelation between deterministic system functions.

6.3.2 Stochastic System Functions

We now return to the stochastic description of wireless channels. Interpreting them as time-
variant stochastic systems, a complete description requires the multidimensional pdf of the impulse
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Figure 6.6 Squared magnitude of the impulse response |/i(f, 7)|> measured in hilly terrain near Darmstadt,

Germany. Measurement duration 140s; center frequency 900 MHz. t denotes the excess delay.

Reproduced with permission from Liebenow and Kuhlmann [1993] © U. Liebenow.
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Figure 6.7 Spreading function computed from the data of Figure 6.6.

Reproduced with permission from U. Liebenow.

response — i.e., the joint pdf of the complex amplitudes at all possible values of delay and time.
However, this is usually much too complicated in practice. Instead,

second-order description — namely,

we restrict our attention to a

the AutoCorrelation Function (ACF).

dimensional stochastic processes (i.e.,

Let us first repeat some facts about the ACFs of one-
processes that depend on a single parameter ¢). The ACF of a stochastic process y is defined as:

(6.15)

E{y*(t)y())}

Ryy(t,1")
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where the expectation is taken over the ensemble of possible realizations (for the definition of this
ensemble see Appendix 6.A at www.wiley.com/go/molisch). The ACF describes the relationship
between the second-order moments of the amplitude pdf of the signal y at different times. If the
pdf is zero-mean Gaussian, then the second-order description contains all the required information.
If the pdf is non-zero-mean Gaussian, the mean

y(@) = E{y(®)} (6.16)
together with the auto covariance function
Ry (t,1) = E{ly() = ¥OF[y(") = (1) 6.17)

constitutes a complete description. If the channel is non-Gaussian, then the first- and second-order
statistics are not a complete description of the channel. In the following, we mainly concentrate on
zero-mean Gaussian channels.

Let us now revert to the problem of giving a stochastic description of the channel. Inserting the
input—output relationship into Eq. (6.15), we obtain the following expression for the ACF of the
received signal:

o0 o0

Ry, (1,1 =E {/ X't —o)h*(t, 1) dr/ x(t' — Hh(', t’)dr’] (6.18)
—00 —00

The system is linear, so that expectation can be interchanged with integration. Furthermore, the

transmit signal can be interpreted as a stochastic process that is independent of the channel, so that

expectations over the transmit signal and over the channel can be performed independently. Thus,

the ACF of the received signal is given by:

Ryy(1,1")

/oo /oo E{x*(t — D)x(t’ — T)E{h*(t, (', T)} dT dT’

o0 o0
/ / Rt —1,t' =Ry, t', 1, 7)drdt’ (6.19)
—00 J —00

i.e., a combination of the ACF of the transmit signal and the ACF of the channel:
Ru(t,t', 7, 7)) = E{h*(t, D)h({’, 1))} (6.20)

Note that the ACF of the channel depends on four variables since the underlying stochastic process
is two dimensional.

We observe a formal similarity of the channel ACF to the impulse response of a determinis-
tic channel: we can form stochastic system functions by Fourier transformations. In contrast to
the deterministic case, we now have to perform a double Fourier transformation, with respect to
the pair of variables ¢, ¢ and/or 7, ’. From that, we obtain in an elementary way the relation-
ships between the different formulations of the ACFs of input and output — e.g., Ry(v,V', 7, 7/) =
E{s*(v, D)s(V, )} = [ [ Ra(t, 1/, T, T) - exp(+j2mvr) exp(—j2mv't )dr dt'.

6.4 The WSSUS Model

The correlation functions depend on four variables, and are thus a rather complicated form for the
characterization of the channel. Further assumptions about the physics of the channel can lead to a
simplification of the correlation function. The most frequently used assumptions are the so-called
Wide-Sense Stationary (WSS) assumption and the Uncorrelated Scatterers (US) assumption. A
model using both assumptions simultaneously is called a WSSUS model.
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6.4.1 Wide-Sense Stationarity

The mathematical definition of wide-sense stationarity is that the ACF depends not on the two
variables ¢, 1’ separately, but only on their difference r — ¢'. Consequently, second-order amplitude
statistics do not change with time.* We can thus write

Ru(t, ', 7, 7)) = Ru(t,t + At, 7, 7") = Ry(At, T, T') 6.21)

Physically speaking, WSS means that the statistical properties of the channel do not change
with time. This must not be confused with a static channel, where fading realizations do not
change with time. For the simple case of a flat Rayleigh-fading channel, WSS means that the
mean power and the Doppler spectrum do not change with time, while the instantaneous amplitude
can change.

According to the mathematical definition, WSS has to be fulfilled for any arbitrary time, ¢. In
practice, this is not possible: as the MS moves over larger distances, the mean received power
changes because of shadowing and variations in path loss. Rather, WSS is typically fulfilled over
an area of about 101 diameter (compare also Section 5.1). We can thus define quasi-stationarity
over a finite time interval (associated with a movement distance of the MS), over which statistics
do not change noticeably.

WSS also implies that components with different Doppler shifts undergo independent fading. This
can be shown by considering the Doppler-variant impulse response s(v, 7). Inserting Eq. (6.21)
into the definition of R, we get

o0 [o¢]
R, v, 1,7) = / / Ru(t,t + At, T, T')exp[2mj (vt — V' (t + A1) dt dt’ (6.22)
—00 J —00
which can be rewritten as:

o0 o0
R,V 1,7) = f exp[2mjt(v — )] dt f Riy(At, T, ") exp[—2mjv' At]d At (6.23)
o0

—00

The first integral is an integral representation of the delta function §(v — v’). Thus, R can be
factored as:

R, V. 7.7) = P(v, 7, )6 (v — ) (6.24)

This implies that contributions undergo uncorrelated fading if they have different Doppler shifts.

The function lgs (), which is implicitly defined by Eq. (6.24), is discussed below in more detail.
Analogously, we can write Rp as:

Ry, V', f, f)) = Pg(v, f. f)8(v =) (6.25)

6.4.2 Uncorrelated Scatterers

The US assumption is defined as “contributions with different delays are uncorrelated,” which is
written mathematically as:

Ru(t, ¢, 7, 7)) = Py(t.t', 0)8(r — 7)) (6.26)
or for Ry as:

RV, 7, 7)) = Py(v,v, 0)8(t — 1) 6.27)

4 Strict sense stationarity means that fading statistics of arbitrary order do not change with time. For Gaussian
channels, WSS implies strict sense stationarity.
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The US condition is fulfilled if the phase of an MPC does not contain any information about the
phase of another MPC with a different delay. If scatterers are distributed randomly in space, phases
change in an uncorrelated way even when the MS moves only a small distance.

For the transfer function, the US condition means that Ry does not depend on the absolute
frequency, but only on the frequency difference:

Ru(t,t', f, f + Af) = Ru(t, 1, Af) (6.28)

6.4.3 WSSUS Assumption

The US and WSS assumptions are duals: US defines contributions with different delays as uncorre-
lated, while WSS defines contributions with different Doppler shifts as uncorrelated. Alternatively,
we can state that US means that Ry depends only on the frequency difference, while WSS means
that Ry depends only on the time difference.

It is thus natural to combine these two definitions in the WSSUS condition, so that the ACF has
to fulfill the following conditions:

Ru(t,t+ At,1,7) = Pu(At,T) §(t — 1) (6.29)

Ru(t, i + At f, f + Af) = Ru(At, Af) (6.30)
R(w,v,7,7) = P(v, 1) (v — V) 8(t — ) 6.31)

Rg(w, V', f, f+ Af) = Pg(v, Af)s(v =) (6.32)

In contrast to the ACFs, which depend on four variables, the P-functions on the r.h.s. depend only
on two variables. This greatly simplifies their formal description, parameterization, and application
in further derivations. Because of their importance, they have been given distinct names. Following
Kattenbach [1997], we define

Py (At, 1) as delay cross power spectral density;
Ru(At, Af) as time frequency correlation function;
Ps(v, T) as scattering function;

Pg(v, Af) as Doppler cross power spectral density .

The scattering function has special importance because it can be easily interpreted physically. If
only single interactions occur, then each differential element of the scattering function corresponds
to a physically existing 10. From the Doppler shift, we can determine the Direction Of Arrival
(DOA); the delay determines the radii of the ellipse on which the scatterer lies.

The WSSUS assumption is very popular, but not always fulfilled in practice. Appendix 6.A (see
www.wiley.com/go/molisch) gives a more detailed discussion of the assumptions and their validity.

6.4.4 Tapped Delay Line Models

A WSSUS channel can be represented as a tapped delay line, where the coefficients multiplying
the output from each tap vary with time. The impulse response is then written as:

N

h(t,t) = Zci ")8(t — 1) (6.33)

i=1

where N is the number of taps, c¢;(¢) are the time-dependent complex coefficients for the taps,
and t; is the delay of the ith tap. For each tap, a Doppler spectrum determines the changes of the

5 Proof is left as an exercise for the reader.
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coefficients with time. This spectrum can be different for each tap, though many models assume
the same spectrum for each tap, see also Chapter 7.

One interpretation of a tapped delay line is as a physical representation of the multipath prop-
agation in the channel. Each of the N components corresponds to one group of closely spaced
MPCs: the model would be purely deterministic only if the arriving signals consisted of completely
resolvable echoes from discrete 10s. However, in most practical cases, the resolution of the RX is
not sufficient to resolve all MPCs. We thus write the impulse response as:

N

N
h(t,T) =Y > ai®)s(t — ) =Y _ci()8(r — 1) (6.34)
i=l k

i=1

Note that the second part of this equation makes sense only in a band-limited system. In that case,
each complex amplitude c;(¢) represents the sum of several MPCs, which fades. WSSUS implies
that all the taps are fading independently, and that their average power does not depend on time.

Another interpretation of the tapped delay line is based on the sampling theorem. Any wire-
less system, and thus the channel we are interested in, is band limited. Therefore, the impulse
response can be represented by a sampled version of the continuous impulse response hoi(r, 7) =
> Ay(1)8(r — 1¢); similarly, the scattering function, correlation functions, etc., can be represented
by their sampled versions. Commonly, the samples are spaced equidistantly, 7, = £ - AT, where
the distance between the taps AT is determined by the Nyquist theorem. The continuous version
of the impulse response can be recovered by interpolation:

hy(t,T) = Z Ay(t) sinc (W(t — 10)) (6.35)
¢

where W is the bandwidth. Note that if the physical 10s fulfill the WSSUS condition, but are not
equidistantly spaced, then the tap weights A, (¢) are not necessarily WSSUS.

Many of the standard models for wireless channels (see Chapter 7) were developed with a specific
system and thus a specific system bandwidth in mind. It is often necessary to adjust the tap locations
to a different sampling grid for a discrete simulation: in other words, a discrete simulation requires
a channel representation h(f, T) = Y A¢(1)8(t — £T5), but T;/ Ty is a non-integer. The following
methods are in widespread use:

1. Rounding to the nearest integer: This method leads to errors, which are smaller the higher the
new sampling rate is.

2. Splitting the tap energy: The energy is divided between the two adjacent taps k75 < 1 < (k +
1) T, possibly weighted by the distance to the original tap.

3. Resampling: This can be done by using the interpolation formula — i.e., resampling /i (¢, )
in Eq. (6.35) at the desired rate. Alternatively, we can describe the channel in the frequency
domain and transform it back (with a discrete Fourier transform) with the desired tap spacing.

6.5 Condensed Parameters

The correlation functions are a somewhat cumbersome way of describing wireless channels. Even
when the WSSUS assumption is used, they are still functions of two variables. A preferable rep-
resentation would be a function of one variable, or even better, just a single parameter. Obviously,
such a representation implies a serious loss of information, but this is a sometimes acceptable price
for a compact representation.



Wideband and Directional Channel Characterization 113

6.5.1 |Integrals of the Correlation Functions

A straightforward way of getting from two variables to one is to integrate over one of them.
Integrating the scattering function over the Doppler shift v gives the delay power spectral density
Py (t), more popularly known as the Power Delay Profile (PDP). The PDP contains information
about how much power (from a transmitted delta pulse with unit energy) arrives at the RX with a
delay between (7, T + d7), irrespective of a possible Doppler shift. The PDP can be obtained from
the complex impulse responses (¢, T) as:

1T 2
Py(t) = Thf;o T /4 |h(t, T)|"dt (6.36)
if ergodicity holds. Note that in practice the integral will not extend over infinite time, but rather
over the time span during which quasi-stationarity is valid (see above).

Analogously, integrating the scattering function over t results in the Doppler power spectral
density Pg(v).

The frequency correlation function can be obtained from the time frequency correlation func-
tion by setting Ar =0 —i.e., Rg(Af) = Ruy(0, Af). It is noteworthy that this frequency correla-
tion function is the Fourier transform of the PDP. The temporal correlation function Ry(At) =
Ru(At, 0) is the inverse Fourier transform of the Doppler power spectral density.

6.5.2 Moments of the Power Delay Profile

The PDP is a function, but for obtaining a quick overview of measurement results, it is preferable
to have each measurement campaign described by a single parameter. While there are a large
number of possible parameters, normalized moments of the PDP are the most popular.

We start out by computing the zeroth-order moment — i.e., time-integrated power:

o0
Py = / Py(r)dr (6.37)
—00
The normalized first-order moment, the mean delay, is given by:

B f_oooo Py(v)tdt

P (6.38)

m

The normalized second-order central moment is known as rms delay spread and is defined as:

* Pu(r)t2d
Stz\/%_p (6.39)

m

The rms delay spread has obtained a special stature among all parameters. It has been shown that
under some specific circumstances, the error probability due to delay dispersion is proportional
to the rms delay spread only (see Chapter 12), while the actual shape of the PDP does not have
a significant influence. In that case, S; is all we need to know about the channel. It cannot be
stressed enough, however, that this is true only under specific circumstances, and that the rms
delay spread is not a “solve-it-all.” It is also noteworthy that S; does not attain finite values for all
physically reasonable signals. A channel with P, (7) o< 1/(1 4 £2) is physically possible, and does
not contradict energy conservation, but ffooo Py (7)T%dt does not converge.
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Example 6.1 Compute the rms delay spread of a two-spike profile
Py(t) =8(r — 10us) + 0.36(r — 17 us).
The time-integrated power is given by Eq. (6.37):
oo
By = / (8(t —107°) +0.38(r — 1.7-107%)) dt
—0Q
= 1.30 (6.40)

and the mean delay is given by Eq. (6.38):

T = /00(8(1 —107) +0.38(x — 1.7 - 107 d7/ Py

o

=1072403-17-107)/1.3=1.16-10"s (6.41)

Finally, the rms delay spread is computed according to Eq. (6.39):

I (8(r — 1075 + 0.38(z — 1.7 10-%)72 dt
S, = 5 - T3
m

_5\2 L 10-5)2
:\/(10 PH+O03AT-107992 (50 _ gy (6.42)

1.3

6.5.3 Moments of the Doppler Spectra
Moments of the Doppler spectra can be computed in complete analogy to the moments of the PDP.

The integrated power is

PB,m = /OO PB(U) dl) (643)

o0

where obviously Pgm = Pn. The mean Doppler shift is

B ffooo Pg(v)v dv

6.44
Vm Psm ( )
The rms Doppler spread is
[e.¢]
Pg(v)v2dv
S, = AOL _ v% (6.45)
PB,m

6.5.4 Coherence Bandwidth and Coherence Time

In a frequency-selective channel, different frequency components fade differently. Obviously, the
correlation between fading at two different frequencies is the smaller the more these two frequencies
are apart. The coherence bandwidth B.o, defines the frequency difference that is required so that
the correlation coefficient is smaller than a given threshold.
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A mathematically exact definition starts out with the frequency correlation function Ry (0, Af),
assuming WSSUS (see Figure 6.8a for an example). The coherence bandwidth can then be

defined as:

1 Ry (0, A . Ry (0, A
Beoh = = | arg max (M = 0.5) — arg min (M = 0.5> (6.46)
21 Af>o0 Ry (0,0) Af<0 Ru(0,0)
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Figure 6.8 Typical frequency correlation function.
Reproduced with permission from Kattenbach [1997] © Shaker Verlag.
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This is essentially the half-width half-maximum bandwidth of the correlation function. The some-
what complicated formulation stems from the fact that the correlation function need not decay
monotonically. Rather, there can be local maxima that exceed the threshold. A precise defini-
tion thus uses the bandwidth that encompasses all parts of the correlation function exceeding
the threshold.®

The rms delay spread S; and the coherence bandwidth B, are obviously related: S; is derived
from the PDP Py(tr) while By, is obtained from the frequency correlation function, which is
the Fourier transform of the PDP. Based on this insight, Fleury [1996] derived an “uncertainty
relationship:” |

2w S,

Beon Z (6'47)

Equation (6.47) is an inequality and therefore does not offer the possibility to obtain one parame-
ter from the other. The question thus arises whether B o or S; better reflects the channel properties.
An answer to that question can only be given for a specific system. For a Frequency Division Mul-
tiple Access (FDMA) or Time Division Multiple Access (TDMA) system without an equalizer, the
rms delay spread is the quantity of interest, as it is related to the BER (see Chapter 12), though
generally it overemphasizes long-delayed echoes. For Orthogonal Frequency Division Multiplexing
(OFDM) systems (Chapter 19), where the information is transmitted on many parallel carriers, the
coherence bandwidth is obviously a better measure.

The temporal correlation function is a measure of how fast a channel changes. The definition of
the coherence time T¢op is thus analogous to the coherence bandwidth; it also has an uncertainty
relationship with the rms Doppler spread.

Figure 6.9 summarizes the relationships between system functions, correlation functions, and
special parameters. Ergodicity is assumed throughout this figure.

6.5.5 Window Parameters

Another useful set of parameters are the so-called window parameters [de Weck 1992], more
precisely the interference quotient Qt and the delay window Wq. They are a measure for the
percentage of energy of the average PDP arriving within a certain delay interval. In contrast to the
delay spread and coherence bandwidth, the window parameters need to be defined in the context
of specific systems.

The interference quotient Qr is the ratio between the signal power arriving within a time window
of duration T, relative to the power arriving outside that window. The delay window characterizes
the self-interference due to delay dispersion. If, e.g., a system has an equalizer that can process
MPCs with a delay up to T, then every MCP within the window is “useful,” while energy outside
the window creates interference — these components carry information about bits that cannot be
processed, and thus act as independent interferers.” For the Global System for Mobile communi-
cations (GSM) (see Chapter 24), an equalizer length of four-symbol duration, corresponding to a
16-us delay, is required by the specifications. It is thus common to define a parameter Q6 — i.e.,
the interference quotient for 7 = 16 us.

© An alternative definition would define the coherence bandwidth as the second central moment of the correlation
function; this would circumvent all problems with local maxima. Unfortunately, this second moment becomes
infinite in the practically important case that the squared correlation function is Lorentzian 1/(1 + Af?), which
corresponds to an exponential PDP.

7 The interpretation is only an approximate one. There is no sharp “jump” from “useful” to “interference” when
the delay of an MPC exceeds the equalizer length. Rather, there is a smooth transition, similar to the effect of
delay dispersion in unequalized systems, see Chapter 12.
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Reproduced with permission from Kattenbach [1997] © Shaker Verlag.

A mathematical definition of the interference quotient is given as:

[0+ py(e) de

0

Or =
P — f,;°+T Pu(t)dt

(6.48)

This quotient depends not only on the PDP and the duration 7 but also on the starting delay
of the window fy. This latter dependence is often eliminated by either setting the starting
delay to the minimum excess delay (i.e., the first MPC determines the start of the window)
to = Tmin. Alternatively, the 7y can be chosen to maximize Qr:

T
S Po(r) dr

Ot = max (6.49)
o0 | P, — /,;‘)” Pu(t)dt

This definition makes sense because an RX can often adapt equalizer timing to optimize
performance.
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Figure 6.10 Definition of window parameters.
Reproduced with permission from Molisch [2000] © Prentice Hall.

A related parameter is the delay window Wq (see Figure 6.10). This defines how long a window
has to be so that the power within that window is a factor of Q larger than the power outside the
window. The defining equations are the same as for the interference quotient. The difference is just
that now 7 is considered as variable, and Q as fixed.

Example 6.2 For an exponential PDP, P,(t) = exp(—1/2 us), compute the delay window so
that the interference quotient becomes 10 and 20dB, respectively — i.e., so that 91% and 99%
of the energy are contained in the window. Do the same of the two-spike profile §(t — 10 us) +
0.386(t — 17 ps).

Let the starting delay be equal to the minimum excess delay. For an exponential PDP, the
interference quotient, given by Eq. (6.48), is
foT efr/2-]0’6 dr

—6 T —6
2 em/21078 g — [T g=7/21070 g

Or =

Solving for T yields
T=2-10"%n(Q7 + 1)

and the 91% and 99% windows are thus To;9, = 4.8 Uus and To9q, = 9.2 Us, respectively. For the
two-spike profile, the starting delay is 7o = 10~> and the energy within the window is

1, 0<T <T7uys

T+107°

/ 6t —107°) +038(t —1.7-107))dr = { 1.3, T >7ps

10-5 .
0, otherwise

Hence, the interference quotient is greater than 10dB and/or 20dB for 7' > 7 us.

6.6 Ultra Wideband Channels
6.6.1 UWB Signals with Large Relative Bandwidth

The above models are wideband in the sense that they model the delay dispersion caused by
multipath propagation. However, they are still based on the following two assumptions.
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1. The reflection, transmission, and diffraction coefficients of the IOs are constant over the con-
sidered bandwidth.

2. The relative bandwidth of the system (bandwidth divided by carrier frequency) is much smaller
than unity.

Note that these conditions are met for the bandwidth of most currently used wireless systems.
However, in recent years, a technique called Ultra Wide Band (UWB) transmission (see also Chapter
18) has gained increased interest. UWB systems have a relative bandwidth of more than 20%. In
that case, the different frequency components contained in the transmitted signal “see” different
propagation environments. For example, the diffraction coefficient of a building corner is different
at 100 MHz compared with 1 GHz; similarly, the reflection coefficients of walls and furniture can
vary over the bandwidth of interest. Channel impulse realization is then given by:

N

() =) aixi(n) ®8(t — 1) (6.50)

i=1

where y;(t) denotes the distortion of the ith MPC by the frequency selectivity of 10s. Expressions
for these distortions are given, e.g., in Molisch [2005] and Qiu [2002]; one example for a distortion
of a short pulse by diffraction by a screen is shown in Figure 6.11.
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Figure 6.11 UWB pulse diffracted by a semi-infinite screen.
Reproduced with permission from Qiu [2002] © IEEE.

For UWB systems, propagation effects can also show frequency dependence. As explained in
Chapter 4, path loss is a function of frequency if the antennas have constant gain. Similarly,
diffraction and reflection are frequency dependent. Thus, the higher frequency components of the
transmitted signal are usually attenuated more strongly by the combination of antenna and channel.
Also, this effect leads to a distortion of individual MPCs since any frequency dependence of the
transfer function leads to delay dispersion, and thus distortion of an MPC.

As a consequence of the distortion of the frequency dependence, statistical channel mod-
els also change. First of all, the path loss has to be redefined according to G (d, f) =
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E([ fffAAf’.‘/; |H(f,d)|*df}, where the expectation is taken over both small-scale and large-scale

and A is a bandwidth that is sufficiently small so that all propagation effects stay constant within
it. Furthermore, when representing the impulse response as a tapped delay line, the fading at the
different taps becomes correlated. The MPC distortion makes each multipath contribution influence
several subsequent taps. From that, it follows that the fading of one component influences the
amplitudes of several taps, and therefore causes correlation.

6.6.2 UWB Channels with Large Absolute Bandwidth

Another definition of UWB signals is that they have more than 500 MHz absolute bandwidth.
Despite the high temporal resolution of UWB systems, there is still an appreciable probability
that several MPCs fall into one resolvable delay bin, and add up there; in other words, there is
fading even in UWB. The difference to conventional system lies mainly in the number of MPCs
that fall into one bin. This number is influenced by the environment: the more objects are in
the environments, the more MPCs can occur. For example, residential environments tend to have
fewer MPCs than industrial environments. Furthermore, the delay of the considered bin plays a
role: for larger excess delays, there are more feasible paths causing this particular delay. Thus,
fading depth increases with increasing delay. Depending on these factors, a Rayleigh distribution
of the amplitudes might or might not be suitable. Nakagami, Rice, or lognormal distributions have
been suggested.

At a high absolute bandwidth, not every resolvable delay bin contains MPCs, so that delay
bins containing MPCs are interspersed with “empty” delay bins, i.e., not containing any discrete
(plane wave) MPCs. The resulting PDP is called “sparse.” The bandwidth required for these phe-
nomena to occur depends on the environment. Such impulse responses are often described by the
Saleh—Valenzuela model that will be described in detail in Section 7.3.3.

6.7 Directional Description

We now turn to channel descriptions that take the directions of the MPCs into account (in addition
to their amplitude and delay). Such a directional description is useful for two reasons.

e The directional properties are important for spatial diversity (Chapter 13) and multielement
antennas (Chapter 20).

e It allows to separate the propagation effects from the impact of the antenna. Note that in a
conventional wideband representation, as used in the previous sections, the impulse response
contains the sum of the weighted MPCs, where the weighting depends on the specific antenna
used; consequently, changing the antenna changes the impulse response, even though the true
propagation channel remains unchanged.

For these reasons, it is useful to employ the Double-Directional Impulse Response (DDIR)3,
which consists of the sum of contributions from MPCs:

N(t)
hit, 7, Q, W) = th, 7,Q, W) 6.51)
=1

8 To be completely general, we would have to include a description of polarization as well. To avoid the cumbersome
matrix notation, we omit this case here and only briefly discuss it in Section 7.4.4.
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The DDIR depends on the time ¢, delay 7, the Direction Of Departure (DOD) 2, the DOA W, and
the number of MPCs, N(t), for the specific time; dependence on location is not written explicitly.
The hy(t, T, 2, V) is the contribution of the £th MPC, modeled as:

he(t, T, Q, W) = lagle’ 8(r — 7)8(Q — Q)8 (¥ — W) (6.52)

which essentially just adds the directional properties to the tapped delay line model. Besides the
absolute amplitude |a| and the delay, the DOA and DOD also vary slowly (over many wavelengths),
while again phase ¢ varies quickly.

The single-directional impulse response can be obtained by integrating the DDIR (weighted by
the transmit antenna pattern) over the DODs. Integrating the single-directional impulse response
(weighted by the RX antenna pattern) over the DOAs results in the conventional impulse response.

The stochastic description of directional channels is analogous to the nondirectional case. The
ACF of the impulse response can be generalized to include directional dependence so that it
depends on six or eight variables. We can also introduce a “generalized WSSUS condition” so that
contributions coming from different directions fade independently. Note that the directions of the
MPCs at the MS, on one hand, and Doppler spreading, on the other hand, are linked, and thus v
and W are not independent variables anymore (we assume in the following that W are the directions
at the MS).

Analogously to the nondirectional case, we can then define condensed descriptions of the wireless
channel. We first define

E{s*(Q, ¥, 7,v)s(Q, W, t/,V)} = P(Q, ¥, 7,1)8(Q2 — )V — W)S§(x — )8 — )
(6.53)

from which the Double Directional Delay Power Spectrum (DDDPS) is derived as:
DDDPS(2, ¥, 1) = / P(W, 2, 7,v)dv (6.54)

From this, we can establish the Angular Delay Power Spectrum (ADPS) as seen from the BS
antenna:

ADPS(Q, 1) = /DDDPS(\I/, Q, 7)Gus (V) dW (6.55)
where Gys is the antenna power pattern of the MS. The ADPS is usually normalized as:
f/ADPS(T, Q)drdQ =1 (6.56)
The Angular Power Spectrum (APS) is given by:
APS(2) = /APDS(Q, 1) dt (6.57)

Note also that an integration of the ADPS over Q2 recovers the PDP.

The azimuthal spread is defined as the second central moment of the APS if all MPCs are
incident in the horizontal plane, so that &2 = ¢. In many papers, it is defined in a form analogous
to Eq. (6.39) — namely:

> 2
_ [[APS($)p*de ( JAPS(¢p)¢ d¢>> (6.58)

o= [ APS(¢) do [APS(¢) d¢
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However, this definition is ambiguous because of the periodicity of the azimuthal angle: by
this definition. APS = 8(¢p — 7/10) + 5(¢ — 197 /10) would have a different angular spread from
APS =6(¢p —37/10) 4+ §(¢p — 7 /10), even though physical intuition tells us that they should be
the same, since the two APSs differ just by a constant offset. A better definition is given in
Fleury [2000]:

S lexp(jd) — nyl?APS(¢) d¢

o 6.59
¢ [APS(¢)d¢ (022
with
_ [ exp(j#)APS(p)d (6.60)
JAPS(¢)do

Example 6.3 Consider the APS defined as APS = 1 for 0° < ¢ < 90° and 340° < ¢ < 360°,
compute the angular spread according to the definitions of Egs. (6.58) and (6.59),
respectively.

According to Eq. (6.58), we have

n/2 ¢2d¢’+f17n/9 ¢*d B f”/2¢d¢+f7n/9¢d¢>
2 2
o2 de + f17n/9 0/t dg+ f77r/9 d¢
=2.09rad = 119.7° (6.61)

Sp =

In contrast, Egs. (6.59) and (6.60) yield

18 e
My = —— exp(j¢) dep = 0.7+ 0.49]
—/9

(6.62)
S¢=\/ = f (cos(® — Re(u1))? + (sin(d) — Im(uy))®) do
T J_7/9

= 0.521rad = 29.9°

The values obtained from the two methods differ radically. We can easily see that the second
value — namely, 29.9°, makes more sense: the APS extends continuously from —20° to 90°. The
angular spread should thus be the same as for an APS that extends from 0° to 111°. Inserting this
modified APS in Eq. (6.58), we obtain an angular spread of 32°, while the value from Eq. (6.59)
remains at 29.9°. It is also interesting that this value is close to (Pmax — Pmin)/ (2/~/3) — and
remember that for a rectangular PDP, the relationship between rms delay spread and maximum
excess delay is also S; = (Tmax — rmin)/(Z\/g).

Similar to delay spread, angular spread also is only a partial description of angular dispersion.
It has been shown that the correlation of signals at the elements of a uniform linear array depends
only on the rms angular spread and not on the shape of the APS; however, this is valid only under
some very specific assumptions.

Directional channel descriptions are especially valuable in the context of multiantenna systems
(Chapter 20). In that case, we are often interested in obtaining joint impulse responses at the
different antenna elements. The impulse response thus becomes a matrix if we have antenna arrays
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at both link ends, and a vector if there is an array at one link end. We denote the transmit and
receive element coordinates as r(&, r(TZ;(, R r(TJ;](‘), and rl%)(, rl%)(, R rl(g{), respectively, so that the

impulse response from the jth transmit to the ith receive element becomes
() LG
hij = h (v v )

=3 e (e 1 7 R0 W) Grx(R0Grx (W) exp (j(k(R0), ¢ — )
¢

x exp (= (k(Wo), (i — 1)) 6.63)

Here we have explicitly written the dependence of the impulse responses on the location, and
exploited the fact that the contribution from the ¢-th MPC at location r(T’)é is related to the impulse

response at the reference antenna element location r(Tl))( by a phase shift. Furthermore, we let hy

depend on the location of the reference antenna elements r%)( and rf& instead of on absolute time
t. Here GTX and GRX are the complex (amplitude) patterns of the transmit and receive antenna
elements, respectively, {k} is the unit wave vector in the direction of the £th DOD or DOA, and
(., .) denotes the dot product. We thus see that it is always possible to obtain the impulse response
matrix from a DDIR.

If the receive arrays are uniform linear arrays, we can write Eq. (6.63) as:
H= / / h(t, Q, ¥)Grx(Q)Grx (W)arx (W)t ()dWdQ (6.64)

where we used the steering vectors:

1 dy . dy . ’
arx(R2) = ﬁ [1, exp(—j2n7 sin(€2)), ..., exp(—j2m (Ny — 1)7 sm(Q))]
t

and analogously defined arx(¥). 2 and W are measured from the antenna broadside.

6.8 Appendices

Please see companion website www.wiley.com/go/molisch

Further Reading

The theory of linear time-variant systems is described in the classical paper of Bello [1963]; further
details are discussed in Kozek [1997] and Matz and Hlawatsch [1998]. The theory of WSSUS
systems was established in Bello [1963], and further investigated in Hoeher [1992], Kattenbach
[1997], Molnar et al. [1996], Paetzold [2002]; more considerations about the validity of WSSUS
in wireless communications can be found in Fleury [1990], Kattenbach [1997], Kozek [1997],
Molisch and Steinbauer [1999]. A method for characterizing non-WSSUS channels is described in
Matz [2003]. An overview of condensed parameters, including delay spread, is given in Molisch and
Steinbauer [1999]. Generic descriptions of UWB channels can be found in Molisch [2005], Molisch
[2009], Qiu [2004]. Description methods for spatial channels are discussed in Durgin [2003], Ertel
et al. [1998], Molisch [2002], Yu and Ottersten [2002]. Generalizations of the WSSUS approach
to directional models are discussed in Fleury [2000], Kattenbach [2002].

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook






Channel Models

7.1 Introduction

For the design, simulation, and planning of wireless systems, we need models for the propagation
channels. In the previous chapters, we have discussed some basic properties of wireless channels,
and how they can be described mathematically — amplitude-fading statistics, scattering function,
delay spread, etc. In this chapter, we discuss in a more concrete way how these mathematical
description methods can be converted into generic simulation models, and how to parameterize
these models.

There are two main applications for channel models:

1. For the design, testing, and type approval of wireless systems, we need simple channel models
that reflect the important properties of propagation channels — i.e., properties that have an impact
on system performance. This is usually achieved by simplified channel models that describe the
statistics of the impulse response in parametric form. The number of parameters is small and
independent of specific locations. Such models sometimes lead to insights due to closed-form
relationships between channel parameters and system performance. Furthermore, they can easily
be implemented by system designers for testing purposes.

2. The designers of wireless networks are interested in optimizing a given system in a certain
geographical region. Locations of Base Stations (BSs) and other network design parameters
should be optimized on the computer, and not by field tests, and trial and error. For such
applications, location-specific channel models that make good use of available geographical and
morphological information are desirable. However, the models should be robust with respect to
small errors in geographical databases.

The following three modeling methods are in use for these applications:

1. Stored channel impulse responses: a channel sounder (see Chapter 8) measures, digitizes, and
stores impulse responses /i (f, 7). The main advantage of this approach is that the resulting
impulse responses are realistic. Furthermore, system simulations using the stored data are repro-
ducible, as the data remain available and can be reused indefinitely, even for simulations of
different systems. This is an important distinction from field trials of whole systems, where
there can be no guarantee that the impulse response remains constant over time. The disadvan-
tages of using stored impulse responses are (i) the large effort in acquiring and storing the data
and (ii) the fact that the data characterize only a certain area, and need not be typical for a
propagation environment.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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2. Deterministic channel models: these models use the geographical and morphological information
from a database for a deterministic solution of Maxwell’s equation or some approximation
thereof. The basic philosophy is the same as for stored impulse responses: determining the
impulse response in a certain geographic location. Both of these methods are therefore often
subsumed as site-specific models. The drawbacks of deterministic (computed) channel models
compared with stored (measured) impulse responses are (i) the large computational effort and
(i) the fact that the results are inherently less accurate, due to inaccuracies in the underlying
databases and the approximate nature of numerical computation methods. The main advantage
is that computer simulations are easier to perform than measurement campaigns. Furthermore,
certain types of computation methods (e.g., ray tracing, see Section 7.5) allow the effects of
different propagation mechanisms to be isolated.

3. Stochastic channel models: these model the probability density function (pdf) of the channel
impulse response (or equivalent functions). These methods do not attempt to correctly predict
the impulse response in one specific location, but rather to predict the pdf over a large area. The
simplest example of this approach is the Rayleigh-fading model: it does not attempt to correctly
predict the field strength at each location, but rather attempts to correctly describe the pdf of the
field strength over a large area. Stochastic wideband models can be created in the same spirit.

Generally speaking, stochastic models are used more for the design and comparison of systems,
while site-specific models are preferable for network planning and system deployment. Furthermore,
deterministic and stochastic approaches can be combined to enhance the efficiency of a model: e.g.,
large-scale averaged power can be obtained from deterministic models, while the variations within
an averaging area are modeled stochastically.

It is obvious that none of the above models can achieve perfect accuracy. Establishing a criterion
for “satisfactory accuracy” is thus important:

e From a purely scientific point of view, any inaccuracy is unsatisfactory. From an engineering
point of view, however, there is no point in increasing modeling accuracy (and thus effort)
beyond a certain point.!

e For deterministic modeling methods, inaccuracies in the underlying databases lead to unavoidable
errors. For stochastic models that are derived from measurements, the finite number of underlying
measurement points, as well as measurement errors, limit the possible accuracy. Ideally, errors due
to a specific modeling method should be smaller than errors due to these unavoidable inaccuracies.

e Requirements on modeling accuracy can be relaxed even more by the following pragmatic crite-
rion: the inaccuracies in the model should not “significantly” alter a system design or deployment
plan. For this definition, the system designer has to determine what “significant” is.

7.2 Narrowband Models
7.2.1 Modeling of Small-Scale and Large-Scale Fading

For a narrowband channel, the impulse response is a delta function with a time-varying attenuation,
so that for slowly time-varying channels:

h(t, ) = a(t)é(r) (7.1)

! Many research papers use the words “satisfactory accuracy” as a rhetorical tool to emphasize the value of a new
modeling method. If a method decreases the deviation between theory and measurement from 12 to 9dB, it will
consider 9dB as “satisfactory.” A subsequent paper that decreases the error to 6 dB will consider the same 9 dB
as “unsatisfactory.”
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As mentioned in Chapter 5, the variations in amplitude over a small area are typically modeled as a
random process, with an autocorrelation function that is determined by the Doppler spectrum. The
complex amplitude is modeled as a zero-mean, circularly symmetric complex Gaussian random
variable. As this gives rise to a Rayleigh distribution of the absolute amplitude, we henceforth refer
to this case simply as “Rayleigh fading.”

When considering variations in a somewhat larger area, the small-scale averaged amplitude F'
obeys a lognormal distribution, with standard deviation of; typically, values of of are 4 to 10dB.
The spatial autocorrelation function of lognormal shadowing is usually assumed to be a double-sided
exponential, with correlation distances between 5 and 100 m, depending on the environment.

7.2.2 Path Loss Models

Next, we consider models for the received field strength, averaged over both small-scale and the
large-scale fading. This quantity is modeled completely deterministically. The most simple models
of that kind are the free space path loss model, and the “breakpoint” model (with n = 2 valid for
distances up to d < dpreak, and n = 4 beyond that, as described in Chapter 4). In more sophisticated
models, described below, path loss depends not only on distance but also on some additional external
parameters like building height, measurement environment (e.g., suburban environment), etc.

The Okumura—Hata Model

The Okumura—Hata model is by far the most popular model in that category. Path loss (in dB) is
written as

PL = A+ Blog(d) +C (7.2)

where A, B, and C are factors that depend on frequency and antenna height. Factor A increases with
carrier frequency and decreases with increasing height of the BS and Mobile Station (MS). Also,
the path loss exponent (proportional to B) decreases with increasing height of the BS. Appendix
7.A — see www.wiley.com/go/molisch — gives details of these correction factors. The model is only
intended for large cells, with the BS being placed higher than the surrounding rooftops.

The COST? 231-Walfish-Ikegami Model

The COST 231—-Walfish—Ikegami model is also suitable for microcells and small macrocells, as it
has fewer restrictions on the distance between the BS and MS and the antenna height.

In this model, total path loss consists of the free space path loss PLy, multiscreen loss Lysq
along the propagation path, and attenuation from the last roof-edge to the MS, L. (rooftop-to-
street diffraction and scatter loss) (Figure 7.1). Free space loss depends on carrier frequency and
distance, while the rooftop-to-street diffraction loss depends on frequency, the width of the street,
and the height of the MS, as well as on the orientation of the street with respect to the connection
line BS—MS. Multiscreen loss depends on the distance between buildings and the distance between
the BS and MS, as well as on carrier frequency, BS height, and rooftop height. The model assumes a
Manbhatten street grid (streets intersecting at right angles), constant building height, and flat terrain.
Furthermore, the model does not include the effect of waveguiding through street canyons, which
can lead to an underestimation of the received field strength. Details of the model can be found in
Appendix 7.B (see companion website www.wiley.com/go/molisch).

2 European COoperation in the field of Scientific and Technical research.
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Figure 7.1 Parameters in the COST 231-Walfish—Ikegami model.

Reproduced with permission from Damosso and Correia [1999] © European Union.

The Motley—Keenan Model

For indoor environments, wall attenuation plays an important role. Based on this consideration,
the Motley—Keenan model suggests that path loss (expressed in decibel (dB)) can be written as
[Motley and Keenan 1988]

PL =PLy+ 10n log(d /dO) + Fyan + Frioor

where Fyay is the sum of attenuations by the walls that a Multi Path Component (MPC) has to
penetrate on its way from the transmitter (TX) to the receiver (RX); similarly, Fqoor describes the
summed-up attenuation of the floors that are located between the BS and MS. Depending on the
building material, attenuation by one wall can lie between 1 and 20dB in the 300 MHz-5 GHz
range, and can be much higher at higher frequencies.

The Motley—Keenan model is a site-specific model, in the sense that it requires knowledge
of the location of the BS and MS, and the building plan. It is, however, not very accurate, as
it neglects propagation paths that “go around” the walls. For example, propagation between two
widely separated offices can occur either through many walls (quasi-Line Of Sight — LOS), or
through a corridor (signal leaves the office, propagates down a corridor, and enters from there into
the office of the RX). The latter type of propagation path can often be more efficient, but is not
taken into account by the Motley—Keenan model.

7.3 Wideband Models
7.3.1 Tapped Delay Line Models

The most commonly used wideband model is an N-tap Rayleigh-fading model. This is a fairly
generic structure, and is basically just the tapped delay line structure of Chapter 6, with the added
restriction that the amplitudes of all taps are subject to Rayleigh fading. Adding an LOS component
does not pose any difficulties; the impulse response then just becomes

N
h(t, 7) = apd(r —0) + ) _ ¢ (N8(r — 1) (7.3)
i=1

where the LOS component ¢ does not vary with time, while the ¢; (¢) are zero-mean complex Gaus-
sian random processes, whose autocorrelation function is determined by their associated Doppler
spectra (e.g., Jakes spectra). In most cases, 19 = 11, so the amplitude distribution of the first tap
is Rician.



Channel Models 129

The model is further simplified when the number of taps is limited to N =2, and no LOS
component is allowed. This is the simplest stochastic fading channel exhibiting delay dispersion,’®
and thus very popular for theoretical analysis. it is alternatively called the two-path channel, two-
delay channel, or two-spike channel.

Another popular channel model consists of a purely deterministic LOS component plus one
fading tap (N = 1) whose delay 79 can differ from 7;. This model is widely used for satellite
channels — in these channels, there is almost always an LOS connection, and the reflections from
buildings near the RX give rise to a delayed fading component. The channel reduces to a flat-fading
Rician channel when 1y = 7.

7.3.2  Models for the Power Delay Profile

It has been observed in many measurements that the Power Delay Profile (PDP) can be approximated
by a one-sided exponential function:

exp(—t/S;) >0

Ph(f) = Psc(r) = { 0 otherwise (74)

In a more general model (see also Section 7.3.3), the PDP is the sum of several delayed exponential
functions, corresponding to multiple clusters of Interacting Objects (10s):

PC
Py(1) =) Pt —15) (7.5)

c
¢ S‘L’,l

where pj, 75,, S7, are the power, delay, and delay spread of the /th cluster, respectively. The sum
of all cluster powers has to add up to the narrowband power described in Section 7.2.

For a PDP in the form of Eq. (7.4), the rms delay spread characterizes delay dispersion. In the
case of multiple clusters, Eq. (7.5), the rms delay spread is defined mathematically, but often has
a limited physical meaning. Still, the vast majority of measurement campaigns available in the
literature use just this parameter for characterization of delay dispersion.

Typical values of the delay spread for different environments are (see Molisch and Tufvesson
[2004] for more details and extensive references) as follows:

e [ndoor residential buildings: 5—10ns are typical; but up to 30 ns have been measured.

e [ndoor office environments: these show typical delay spreads of between 10 and 100 ns, but even
300ns have been measured. Room size has a clear influence on delay spread. Building size and
shape have an impact as well.

e Factories and airport halls: these have delay spreads that range from 50 to 200 ns.

e Microcells: in microcells, delay spreads range from around 5-100ns (for LOS situations) to
100-500ns (for non-LOS).

e Tunnels and mines: empty tunnels typically show a very small delay spread (on the order of
20ns), while car-filled tunnels exhibit larger values (up to 100 ns).

e Typical urban and suburban environments: these show delay spreads between 100 and 800 ns,
although values up to 3 us have also been observed.

e Bad Urban (BU) and Hilly Terrain (HT) environments: these show clear examples of multiple
clusters that lead to much larger delay spreads. Delay spreads up to 18 us, with cluster delays
of up to 50 us, have been measured in various European cities, while American cities show
somewhat smaller values. Cluster delays of up to 100 s occur in mountainous terrain.

3 Note that each of the taps of this channel exhibits Rayleigh fading; the channel is thus different from the two-path
model used in Chapters 5 and 6 for purely didactic reasons.
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The delay spread is a function of the distance BS—MS, increasing with distance approximately
as d®, where ¢ = 0.5 in urban and suburban environments, and ¢ = 1 in mountainous regions.
The delay spread also shows considerable large-scale variations. Several papers find that the delay
spread has a lognormal distribution with a variance of typically 2—3dB in suburban and urban
environments. A comprehensive model containing all these effects was first proposed by Greenstein
et al. [1997].

7.3.3  Models for the Arrival Times of Rays and Clusters

In the previous section, we described models for the PDP. The modeled PDPs were continuous
functions of the delay; this implies that the RX bandwidth was so small that different discrete
MPCs could not be resolved, and were “smeared” into a continuous PDP. For systems with higher
bandwidth, MPCs can be resolved. In that case, it is advantageous to describe the PDP by the
arrival times of the MPCs, plus an “envelope” function that describes the power of the MPCs as a
function of delay.

In order to statistically model the arrival times of MPCs, a first-order approximation assumes
that objects that cause reflections in an urban area are located randomly in space, giving rise to
a Poisson distribution for excess delays. However, measurements have shown that MPCs tend to
arrive in groups (“clusters”). Two models have been developed to reflect this fact: the A — K
model, and the Saleh—Valenzuela (SV) model.

The A — K model has two states: S|, where the mean arrival rate is Ao(t), and S,, where the
mean arrival rate is KXo(¢). The process starts in S;. If an MPC arrives at time ¢, a transition is
made to S, for the interval [z, ¢ + A]. If no further paths arrive in this interval, a transition is made
back to S at the end of the interval. Note that for K = 1 or A = 0, the above-mentioned process
reverts to a standard Poisson process.

The SV model takes a slightly different approach. It assumes a priori the existence of cluster.
Within each cluster, the MPCs are arriving according to a Poisson distribution, and the arrival times
of the clusters themselves are Poisson distributed (but with a different interarrival time constant).
Furthermore, the powers of the MPCs within a cluster decrease exponentially with delay, and the
power of the clusters follows a (different) exponential distribution (see Figure 7.2).

Mathematically, the following discrete time impulse response is used:

L K
h(1) =YY (08t = T) — 7ip)

=0 k=0

Power /dB

Delay

1/A

Figure 7.2 The Saleh—Valenzuela model.
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where the distribution of cluster arrival time and the ray arrival time is described (with a slight
abuse of notation) as

pdf(7;|T—1) = Aexpl[—A(T; — Ti-1)], >0
pdf (i 1 Tk—1),1) = Aexp[—A(T,; — To—1).)], k>0

where 7; is the arrival time of the first path of the /th cluster, t;; is the delay of the kth path

within the /th cluster relative to the first path arrival time of this (by definition, 79; = 0), A is the

cluster arrival rate, and A is the ray arrival rate — i.e., the arrival rate of paths within each cluster.

All dependences of the parameters on absolute time have been suppressed in the above equations.
The PDP within each cluster is

Eflcii|*} o Pfexp(—Ti1/y) (7.6)

where Pf is the energy of the /th cluster, and y is the intracluster decay time constant. Cluster
power decreases exponentially as well:

Pf xcexp(—T;/T) (7.7)

7.3.4 Standardized Channel Model

A special case of the tapped delay line model is the COST 207 model, which specifies the PDPs
or tap weights and Doppler spectra for four typical environments. These PDPs were derived from
numerous measurement campaigns in Europe. The model distinguishes between four different types
of macrocellular environments — namely, typical urban (TU), bad urban (BU), rural area (RA), and
hilly terrain (HT). Depending on the environment, the PDP has a single-exponential decay, or it
consists of two single-exponential functions (clusters) that are delayed with respect to each other (see
Figure 7.3). The second cluster corresponds to groups of faraway high-rise buildings or mountains
that act as efficient 10s, and thus give rise to a group of delayed MPCs with considerable power.
More details can be found in Appendix 7.C (see companion website www.wiley.com/go/molisch).

The COST 207 models are based on measurements with a rather low bandwidth, and are appli-
cable only for systems with 200-kHz bandwidth or less. For simulation of third-generation cellular
systems, which have a bandwidth of 5 MHz, the International Telecommunications Union (ITU)
specified another set of models that accounts for the larger bandwidth. This model distinguishes
between pedestrian, vehicular, and indoor environments. Details can be found in Appendix 7.D
(see www.wiley.com/go/molisch). Additional tapped delay line models were also derived for indoor
wireless Local Area Network (LAN) systems and Personal Area Networks (PANs); for an overview,
see Molisch and Tufvesson [2004].

7.4 Directional Models

7.4.1 General Model Structure and Factorization

As discussed in Chapter 6, a fairly general model is based on the Double Directional Delay Power
Spectrum (DDDPS), which depends on the three variables Direction Of Departure (DOD), Direction
Of Arrival (DOA), and delay. An important simplification is obtained if the DDDPS can be factored
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Figure 7.3 COST 207 power delay profiles.
Reprinted with permission from Molisch [2000] © Prentice Hall.

into three functions, each of which depends on just a single parameter:
DDDPS(Q2, W, 1) = APSBS(Q)APS™S (W) Py (1) (7.8)

This implies that the Angular Power Spectrum (APS) at the BS is independent of delay, as is the
APS at the MS. Furthermore, the APS at the MS is independent of the direction in which the BS
transmits, and vice versa.

Such a factorization greatly simplifies theoretical computations, and also the parameterization of
channel models. However, it does not always correspond to physical reality. A more general model
assumes that the DDDPS consists of several clusters, each of which has a separable DDDPS:

DDDPS(Q, W, 1) = Z PFAPS; S (APSTMS (W) PE (1) (7.9)
I
where superscript ¢ stands for “cluster” and / indexes the clusters. Obviously, this model reduces
to Eq. (7.8) only if a single cluster exists.
In the remainder of this section, we assume that factorization is possible and describe only

models for the angular spectra APSIC BS and APS? ’MS(\IJ) — i.e., the components in this factorization
(the PDP has already been discussed in Section 7.3).

7.4.2 Angular Dispersion at the Base Station

The most common model for the APS at the BS is a Laplacian distribution in azimuth [Pedersen
et al. 1997]:

APS($) o exp [—ﬁkp;ﬂ} (7.10)
s
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where ¢ is the mean azimuthal angle. The elevation spectrum is usually modeled as a delta
function (i.e., all radiation is incident in the horizontal plane) so that 2 = ¢; alternatively, it has
been modeled as a Laplacian function.

The following range of rms angular spreads (see Section 6.7) and cluster angular spreads can be
considered typical [Molisch and Tufvesson 2004]:

e [ndoor office environments: rms cluster angular spreads between 10° and 20° for non-LOS sit-
uations, and typically around 5° for LOS.

e [ndustrial environments: rms angular spreads between 20° and 30° for non-LOS situations.

e Microcells: rms angular spreads between 5° and 20° for LOS, and 10°-40° for non-LOS.

e Typical urban and suburban environments: measured rms angular spreads on the order of 3°—-20°
in dense urban environments. In suburban environments, the angular spread is smaller, due to
the frequent occurrence of LOS.

e Bad urban and hilly terrain environments: rms angular spreads of 20° or larger, due to the
existence of multiple clusters.

e Rural environments: rms angular spreads between 1° and 5° have been observed.

In outdoor environments, the distribution of the angular spread over large areas has also been
found to be lognormal and correlated with the delay spread. This permits the logarithms of the
spreads to be treated as correlated Gaussian random variables. The dependence of angular spread
on distance is still a matter of discussion.

7.4.3 Angular Dispersion at the Mobile Station

For outdoor environments, it is commonly assumed that radiation is incident from all azimuthal
directions onto the MS, because the MS is surrounded by “local 10s” (cars, people, houses, etc.).
This model dates back to the 1970s. However, recent studies indicate that the azimuthal spread
can be considerably smaller, especially in street canyons. The APS is then again approximated
as Laplacian; cluster angular spreads on the order of 20° have been suggested. Furthermore, the
angular distribution is a function of delay. For MSs located in street canyons without LOS, small
delays are related to over-the-rooftop propagation, which results in large angular spreads, while
later components are waveguided through the streets and thus confined to a smaller angular range.
In indoor environments with (quasi-) LOS, early components have a very small angular spread,
while components with larger delay have an almost uniform APS.

For the outdoor elevation spectrum, MPCs that propagate over the rooftops have an eleva-
tion distribution that is uniform between 0 and the angle under which the rooftops are seen;
later-arriving components, which have propagated through the street canyons, show a Laplacian
elevation distribution.

7.4.4 Polarization

Most channel models analyze only the propagation of vertical polarization, corresponding to trans-
mission and reception using vertically polarized antennas. However, there is increased interest in
polarization diversity — i.e., antennas that are colocated, but receive waves with different polariza-
tions. In order to simulate such systems, models for the propagation of dual-polarized radiation
are required.

Transmission from a vertically polarized antenna will undergo interactions that result in energy
being leaked into the horizontal polarization component before reaching the RX antenna (and vice
versa). The fading coefficients for MPCs thus have to be written as a polarimetric 2 x 2 matrix, so



134 Wireless Communications

that the complex amplitude a, becomes
alV al"
a; = (7.11)
(v o)

where V and H denote vertical and horizontal polarization, respectively.

The most common polarimetric channel model assumes that the entries in the matrix are statis-
tically independent, complex Gaussian fading variables. The mean powers of the VV and the HH
components are assumed to be identical; similarly, the mean powers of the VH and HV compo-
nents are the same. The cross-polarization ratio, XPD, which is the ratio (expressed in dB) of the
mean powers in VV and VH, is modeled as a Gaussian random variable. The mean and variance
of the XPD can depend on the propagation environment, and even on the delay of the considered
components. Typical values for the mean of the XPD lie between O and 12dB; for the variance,
around 3—-6dB [Shafi et al. 2006].

7.4.5 Model Implementations

The above sections have discussed a continuous model for the angular spectra. For a computer
implementation, we usually need a discretized version. One way of implementing a Directional
Channel Model (DCM) is a generalized tapped delay line. In this approach, the DDDPS is dis-
cretized, according to the same principles as described in Section 6.4.

An alternative is the so-called Geometry-based Stochastic Channel Model (GSCM). In this
approach, it is not the strength and direction of the MPCs that is modeled stochastically but rather
the location of IOs and the strength of the interaction processes (see Figure 7.4). Additionally,
it is assumed that only single interaction processes can occur. The directionally resolved impulse
response is then obtained in two steps:

1. Assign locations to the 10s, according to the pdf of their position.

2. Based on the assumption of single interaction only, determine the contributions of the 1Os to the
double-directional impulse response. Each MPC (corresponding to one 10) has a unique DOA,
DOD, amplitude delay, and phase shift.

The simplest model is based on the assumption that all relevant 1Os are close to the MS. This
case occurs, e.g., in macrocells with regular building structures like suburban environments. In this

Figure 7.4 Principle of geometry-based stochastic channel model.
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case, radiation from the MS interacts with IOs around the MS, but can proceed without further
interaction from those objects to the BS. Different models exist for the distribution of the IOs
around the MS:

e Some papers place all IOs on a circle around the MS, see Lee [1973].

e Other papers suggest a uniform distribution within a disk. When the MS moves, the disk around
the MS also moves. Some IOs thus “fall out” of the IO disk, while new IOs enter (see Figure 7.5).
This corresponds to the physical reality that IOs that are far away from the MS do not make
significant contributions (although naturally they still “exist” physically).

e A one-sided Gaussian distribution pdf(r) = exp(—r?/20?), r > 0, has also been suggested.
Computing the PDP and the APS from this distribution gives the results shown in Figures 7.6
and 7.7. We see that these results are fairly similar to an exponential PDP and Laplacian APS.

The case when all 10s are close to the MS is the “single-cluster” case, with an Angular Delay
Power Spectrum (ADPS) that is approximately given as

ADPS(t, ¢) o exp(—1/S) exp(—~/2¢ — ol /Sp)

The generalization includes the so-called far IOs (also known as far scatterers), which correspond
to high-rise buildings or mountains. Such a far IO can be modeled either as a single specular
reflector (corresponding, e.g., to a high-rise building with a smooth glass front) or a cluster of
I0s. In contrast to the IOs around the MS, the location of far IOs stays constant during a whole
simulation process.

Geometric channel models have advantages especially when movement is to be simulated. When-
ever the MS moves, adjustments to the parameters of the MPCs are automatically made. Thus, the
correct fading correlation results automatically from movement; also the correlation between the
DOAs at the MS and the Doppler shift is taken into account. Any changes in the mean DOAs,
DODs, and delays due to large-scale movement of the MS are automatically included, while they
would be difficult to model in tapped delay line models.

MS at time t,

BS

'

Figure 7.5 “Vanishing” and “appearing” of I0s when the MS moves. It is assumed that all the IOs are in a disk
around the MS. Scatterers that are active only at time #;(f) are shown as black (empty) circles; scatterers that are
active at both time instants are shown in grey.
Reproduced with permission from Fuhl et al. [1998] © IEE.
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7.4.6 Standardized Directional Models

The European research initiative COST 259 developed a DCM that has gained widespread accep-
tance. It is very realistic, incorporating a wealth of effects and their interplay, for a number of
different environments. As the model is rather involved, this section only points out some basic
features. A more detailed description of the first version of the model is described in Steinbauer
and Molisch [2001], and a full account is found in Asplund et al. [2006] and Molisch et al. [2006].

The COST 259 DCM includes small-scale as well as continuous large-scale changes of the
channel. This is achieved efficiently by distinguishing between three different layers:

1. At the top layer, there is a distinction between different Radio Environments (REs) — i.e., envi-
ronmental classes with similar propagation characteristics (e.g., “TU”). All in all, there are 13
REs: four macrocellular REs (i.e., BS height above rooftop), four microcellular REs (outdoor,
BS height below rooftop), and five picocellular REs (indoor).

2. Large-scale effects are described by their pdfs, whose parameters differ for different REs. For
example, delay spread, angular spread, shadowing, and the Rice factor change as the MS moves
over large distances. Each realization of large-scale fading parameters determines a DDDPS.

3. On a third layer, double-directional impulse responses are realizations of the DDDPS, created
by the small-scale fading .

Large-scale effects are described in a mixed geometrical—stochastic fashion, applying the concept
of IO clusters as described above. At the beginning of a simulation, IO clusters (one local cluster
around the MS and several far IO clusters) are distributed at random in the coverage area; this
is the stochastic component. During the simulation, the delays and angles between the clusters
are obtained deterministically from their position and the positions of the BS and MS; this is the
geometrical component. Each of the clusters has a small-scale averaged DDDPS that is exponential
in delay, Laplacian in azimuth and elevation at the BS, and uniform or Laplacian in azimuth and
elevation at the MS. Double-directional complex impulse responses are then obtained from the
average ADPS either directly, or by mapping it onto an IO distribution and obtaining impulse
responses in a geometrical way.

In macrocells the positions of clusters are random. In micro- and picocells, the positions are
deterministic, using the concept of Virtual Cell Deployment Areas (VCDAs). A VCDA is a map of
a virtual town or office building, with the route of the MS prescribed in it. This approach is similar
to the ray-tracing approach but differs in two important respects: (i) the “city maps” need not reflect
an actual city and can thus be made to be “typical” for many cities; (ii) only the cluster positions
are determined by ray tracing, while the behavior within one cluster is treated stochastically.

Other standardized models are described in the “Further Reading” section and the appendices.

7.4.7 Multiple-Input Multiple-Output Matrix Models

The previous sections have described models that include the directional information of MPCs.
An alternative concept that is popular in the context of multiantenna systems is to stochastically
model the impulse response matrix (see Section 6.7) of a Multiple Input Multiple Output (MIMO)
channel. In this case, the channel is characterized not only by the amplitude statistics of each matrix
entry (which is usually Rayleigh or Rician) but also by the correlation between these entries.
The correlation matrix (for each delay tap) is defined by first “stacking” all the entries of the
channel matrix in one vector hyack = [h1,1, h2.1, -+ -5 AN, s h12s oy th_N‘]T and then computing
the correlation matrix as R = E{hmackhzmck}, where superscript ¥ denotes the Hermitian transpose.
One popular simplified model assumes that the correlation matrix can be written as a Kronecker
product R = Rrx X Rrx, where Rrx = E {H'H} and Rgx = E {HH*}. This model implies that
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the correlation matrix at the RX is independent of the direction of transmission; this is equivalent
to assuming that the DDDPS can be factored into independent APSs at the BS and at the MS. In
that case, the channel transfer function matrix can be generated as
1
H=——+—
E{tr(HH")}

where Gg is a matrix with independent identically distributed (iid) complex Gaussian entries.

RS GGRIY (7.12)

7.5 Deterministic Channel-Modeling Methods

In principle, a wireless propagation channel can be viewed as a deterministic channel. Maxwell’s
equations, together with electromagnetic boundary conditions (location, shape, and dielectric and
conductive properties of all objects in the environment), allow determination of the field strength
at all points and times. For outdoor environments, such purely deterministic channel models have
to take into account all the geographical and morphological features of a propagation environment;
for indoor environments, the building structure, wall properties, and even furniture should be taken
into consideration. In this section, we outline the basic principles of channel models based on such
a deterministic point of view.

To make deterministic modeling a viable option, two major challenges had to be overcome:
(i) the high amount of required computer time and (ii) the need for exact knowledge of
boundary conditions.

e Computer time and storage were prohibitive up to about 1990. However, this has changed since
then. On one hand, computers have become so much faster that tasks that seemed unfeasible
even with supercomputers in the 1990s are realistic options on a personal computer nowadays.
On the other hand, the development of more efficient deterministic algorithms has improved the
situation as well.

e Exact knowledge of boundary conditions is required for the successful application of deterministic
models. This implies that the position and the electromagnetic properties of the whole “relevant”
environment have to be known (we will discuss later what “relevant” means in this context).
The creation of digital terrain maps and city plans, based on satellite images or building plans,
has also made considerable progress in the last few years.

The most accurate solution (given an environment database) is a “brute force” solution of
Maxwell’s equations, employing either integral or differential equation formulations. Integral
equations are most often variations of the well-known Method of Moments, where the unknown
currents induced in the I0s are represented by a set of basis functions. In their most simple form,
basis functions are rectangular functions, extending over a fraction of a wavelength. Differential
equation formulations include the Finite Element Method (FEM) or the increasingly popular Finite
Difference Time Domain (FDTD) method.

All these methods are highly accurate, but the computational requirements are prohibitive in
most environments. It is thus much more common to use approximations to Maxwell’s equations
as a basis for solution. The most widespread approximation is the high-frequency approximation
(also known as ray approximation).* In this approximation, electromagnetic waves are modeled
as rays that follow the laws of geometrical optics (Snell’s laws for reflection and transmission);
further refinements allow inclusion of diffraction and diffuse scattering in an approximate way. In
the remainder of this section, we will concentrate on various implementations of ray-based schemes.

41In the literature, such methods are often generally known as ray tracing. However, the expression “ray tracing”
is also used for one specific implementation method (described below). We will thus stick with the name “high-
frequency approximation” for the general class of algorithms.
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7.5.1 Ray Launching

In the ray-launching approach, the transmit antenna sends out (launches) rays into different direc-
tions. Typically, the total spatial angle 47 is divided into N units of equal magnitude, and each ray
is sent in the direction of the center of one such unit (i.e., uniform sampling of the spatial angle)
(see Figure 7.8). The number of launched rays is a tradeoff between accuracy of the method and
computation time.

Figure 7.8 Principle of ray launching.

Reproduced with permission from Damosso and Correia [1999] © European Union.

The algorithm follows the propagation of each ray until it either hits the RX or becomes too
weak to be significant (e.g., drops below the noise level). When following a ray, a number of effects
have to be taken into account:

e Free space attenuation: as each ray represents a certain spatial angle, the energy per unit area
decreases d~2 along the path of the ray.

e Reflections change the direction of a ray and cause an additional attenuation. Reflection coeffi-
cients can be computed from Snell’s laws (see Chapter 4) depending on the angle of incidence
and possibly the polarization of the incident ray.

e Diffraction and diffuse scattering are included in more advanced models. In those cases, a ray that
is incident on an IO gives rise to several new rays. The amplitudes of diffracted rays are usually
computed from the geometrical or uniform theory of diffraction, as discussed in Chapter 4.

The ray-splitting algorithm is an important improvement in the accuracy of the method. The
algorithm is based on the premise that the effective cross-section of the ray should never exceed
a certain size (e.g., the size of a typical 10). Thus, if a ray has propagated too far from the TX,
it is subdivided into two rays. Let us explain that principle in more detail using Figure 7.9. To
simplify the discussion, we consider only the two-dimensional case. Each ray represents not only
a certain angle but rather an angular range of width ¢ — corresponding to the angle between two
launched rays. The intersection of such an angular range with a circle of radius d has a length of
approximately ¢d (for the three-dimensional case, think “cross-section” instead of “length”). Thus,
the farther we get away from the TX, the larger the length that is covered by the ray. In order to
maintain high accuracy of the simulation, this length should not become too large. As soon as it
reaches a length L, the ray is split (thus reducing the length to L/2). The resulting subrays (which
again represent a whole angular range of width ¢) then propagate until they reach a length L, etc.
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Figure 7.9 Principle of ray splitting.

Ray launching gives the channel characteristics in the whole environment — i.e., for many differ-
ent RX positions and a given TX position. In other words, once we have decided on a BS location,
we can compute coverage, delay spread, and other channel characteristics in the whole envisioned
cell area. Furthermore, a preprocessing scheme allows the inclusion of multiple TX locations. The
environment (the 10s) is subdivided into “tiles” (areas of finite size, typically the same size as the
maximum effective area of a ray) and the interaction between all tiles is computed. Then, for each
TX position, only the interaction between the TX and the tiles that can act as first IOs has to be
computed [Hoppe et al. 2003].

7.5.2 Ray Tracing

Classical ray tracing determines all rays that can go from one TX location to one RX location.
The method operates in two steps:

1. First, all rays that can transfer energy from the TX location to the RX location are determined.
This is usually done by means of the image principle. Rays that can get to the RX via a reflection
show the same behavior as rays from a virtual source that is located where an image of the
original source (with respect to the reflecting surface) would be located (see Figure 7.10).

2. In a second step, attenuations (due to free space propagation and finite reflection coefficients)
are computed, thus providing the parameters of all MPCs.

Ray tracing allows fast computation of single- and double-reflection processes, and also does not
require ray splitting. On the downside, effort increases exponentially with the order of reflections
that are included in the simulation. Also, the inclusion of diffuse scattering and diffraction is
nontrivial. Finally, the method is less efficient than ray launching for the computation of channel
characteristics over a wide area.

7.5.3 Efficiency Considerations

Both for ray launching and ray tracing, it is almost impossible to correctly predict the phases
of arriving rays. Such a prediction would require a geographical and building database that is
accurate to within a fraction of a wavelength. It is thus preferable to assume that all rays have
uniformly distributed random phases. In this case, it is only possible to deterministically predict the
small-scale statistics of channel characteristics; realizations of the impulse responses are obtained
by ascribing random phases to MPCs. This is another form of the mixed deterministic—stochastic
approach mentioned at the beginning of this chapter.
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O

Figure 7.10 The image principle. Grey circles: virtual sources corresponding to a single reflection. White circles:
virtual sources corresponding to double reflections. Dotted lines: rays from the virtual sources to the RX. Dashed
lines: actual reflections. Solid lines: line of sight.

A further method to reduce the computational effort is to perform ray tracing not in all three
dimensions but rather only in two dimensions. It depends on the propagation environment whether
this simplification is admissible:

e Indoor: indoor environments practically always require three-dimensional considerations. Even
when the BS and the MS are on the same floor, reflections at floors and ceilings represent
important propagation paths.

e Macrocells: by definition, the BS antenna is considerably above the rooftops. Propagation thus
occurs mostly over the rooftops to points that are close to the MS. From these points, they then
reach the MS, possibly via a diffraction or a reflection from the wall of the house opposite. Ray
tracing in the vertical plane alone can thus be sufficient for some cases. This is especially true
when ray tracing should only predict the received power and delay spread. On the other hand,
such a purely vertical ray tracing will not correctly predict the directions of the rays at the MS.

e Microcells, small distance BS—MS: as both BS and MS antennas are below the rooftop, the
diffraction loss of over-the-rooftop propagation is large. Propagation in the horizontal plane — i.e.,
through street canyons — can be a much more efficient process. Under these conditions, ray tracing
in just the horizontal plane can be sufficient.

e Microcells, large distance BS—MS: in this case, the relative power of rays propagating in the
horizontal plane (compared with over-the-rooftop components) is smaller. Horizontal compo-
nents undergo multiple diffraction and reflection processes, while losses from over-the-rooftop
components are mostly determined by diffraction losses near the BS and the MS, and thus depend
less on distance. In this case, a so-called 2.5-dimensional model can be used: only propagation in



142 Wireless Communications

the horizontal plane, on one hand, and only in the vertical plane, on the other hand, is simulated,
and these two contributions are added together.

2.5-dimensional modeling can also be used for macrocells. However, both in macrocells and
in microcells, with the BS antenna close to the rooftop height, there are propagation processes
that cannot be correctly modeled by 2.5-dimensional ray tracing. For example, reflections at a
far IO cluster (high-rise building) are not accounted for in this approach (see Figure 7.11).

3D-ray

Figure 7.11 Two- and three-dimensional modeling.

7.5.4 Geographical Databases

The foundation of all deterministic methods is the information about the geography and morphology
of the environment. The accuracy of that information determines the achievable accuracy of any
deterministic channel model.

For indoor environments, that information can usually be obtained from building plans, which
nowadays are often available in digital form.

In RAs, geographical databases are available with a resolution of 10—100m. These databases
are often created by means of satellite observations. In many countries, morphological information
(land usage) is also available; however, obtaining this information in an automated and consistent
way can be quite challenging.

In urban areas, digital databases use two different types of data: vector data and pixel data. For
vector data, the actual location of building endpoints is stored. For pixel data, a regular grid of
points is superimposed on the area, and for each pixel it is stated whether it falls on “free space”
(streets, parks, etc.) or is covered by a building. In both cases, building heights and materials might
be included in the database.

7.6 Appendices

Please see companion website www.wiley.com/go/molisch

Further Reading

There is a rich literature on channel models. Besides the original papers already mentioned in the
main text, Andersen et al. [1995] and Molisch and Tufvesson [2004] give overviews of different
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models. For implementation of the tapped delay line model, we recommend Paetzold [2002]. Gen-
eralizations of the tapped delay line approach to the MIMO case were suggested by Xu et al.
[2002]. Poisson approximations for arrival times were developed by Turin et al. [1972] and later
improved and extended by Suzuki [1977] and Hashemi [1979]. The Saleh—Valenzuela model was
first proposed in Saleh and Valenzuela [1987]. The Delta-K model was described in Hashemi [1993].
Parameterizations of various models are reviewed in Molisch and Tufvesson [2004]; parameters for
MIMO channel models in Almers et al. [2007]; parameters for models of car-to-car propagation
channels in Molisch et al. [2009].

The Okumura—Hata model is based on the extensive measurements of Okumura et al. [1968] in
Japan, and was brought into a form suitable for computer simulations by Hata [1980]. Extensions
exploiting the terrain profile are discussed in Badsberg et al. [1995].

The COST 231-Walfish—Ikegami model was developed by the research and standardization
group COST 231 [Damosso and Correia 1999] based on the work of Walfish and Bertoni [1988]
and Ikegami et al. [1984].

The GSCM was proposed in one form or the other in Blanz and Jung [1998], Fuhl et al. [1998],
Norklit and Andersen [1998], and Petrus et al. [2002], see also Liberti and Rappaport [1996]. More
details about efficient implementations of a GSCM can be found in Molisch et al. [2003], while a
generalization to multiple-interaction processes is described in Molisch [2004] and [Molisch and
Hofstetter 2006]. The Laplacian structure of the power azimuthal spectrum was first suggested in
Pedersen et al. [1997], and though there has been some discussion about its validity it is now in
widespread use.

The description of the channels for MIMO systems by transfer function matrices stems from
the classical work of Foschini and Gans [1998] and Winters [1987]. The Kronecker assumption
was proposed in Kermoal et al. [2002]; a more general model encompassing correlations between
DOAs and DODs was introduced by Weichselberger et al. [2006], other generalized models were
proposed by Gesbert et al. [2002] and Sayeed [2002]. Directional channel modeling methods, as
well as typical parameterizations, are reviewed in Almers et al. [2007].

The Method of Moments is described in the classical book by Harrington [1993]. Special methods
that increase the efficiency of the method include natural basis sets [Moroney and Cullen 1995],
the fast multipole method [Rokhlin 1990], and the tabulated interaction method [Brennan and
Cullen 1998]. The FEM is described in Zienkiewicz and Taylor [2000], while the FDTD method
is described in Kunz and Luebbers [1993].

Ray tracing originally comes from the field of computer graphics, and a number of books
(e.g., Glassner [1989]) are available from that perspective; its application to wireless is described,
e.g., in Valenzuela [1993]. Descriptions of the ray-launching algorithm can be found in Lawton
and McGeehan [1994]. Ray splitting was introduced in Kreuzgruber et al. [1993]. There is also
a considerable number of commercial software programs for radio channel prediction that use
ray tracing.

As far as standardized models are concerned, a number of models that include directional infor-
mation or have a larger bandwidth have been developed recently. The COST 259 model is described
in [Molisch et al. 2006b] and [Asplund et al. 2006], while the IEEE 802.11n model covers spatial
models for indoor environments [Erceg et al. 2004]. The IEEE 802.15.3a and 4a channel models
[Molisch et al. 2003a, 2006a] describe channel models for the ultrawideband case.

Another double-direct channel model was standardized by the Third Generation Partnership
Project (3GPP) and 3GPP2, the standardization organizations for third-generation cellular systems
(see Chapter 26). This model, which is similar to the COST 259 model, is described in detail in
the Appendix and in Calcev et al. [2007]. Further double-directional models were published by
COST 273 [Molisch and Hofstetter 2006], the European WINNER project [Winner 2007], and the
International Telecommunications Union [ITU 2008] (see Appendix).

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook






Channel Sounding

8.1 Introduction

8.1.1 Requirements for Channel Sounding

Measurement of the properties (impulse responses) of wireless channels, better known as channel
sounding, is a fundamental task for wireless communications engineering because any channel
model is based on measurement data. For stochastic channel models, parameter values have to be
obtained from extensive measurement campaigns, while for deterministic models the quality of the
prediction has to be checked by comparisons with measured data.

As the systems, and the required channel models, become more complex, so do the tasks of chan-
nel sounding. Measurement devices in the 1960s only had to measure the received field strength. The
transition to wideband systems necessitated the development of a new class of channel sounders that
could measure impulse responses — i.e., delay dispersion. The focus on directional propagation prop-
erties that arose in the 1990s, caused by the interest in multiantenna systems, also affects channel
sounders. These sounders now have to be able to measure double-directional impulse responses.

In addition to the changes in measured quantities, the environments in which the measurements
are done are changing. Up to 1990, measurement campaigns were usually performed in macrocells.
Since then, microcells and especially indoor propagation has become the focus of interest.

In the following, we discuss the most important channel-sounding approaches. After a discussion
of the basic requirements of wideband measurements, different types of sounders are described. An
outline of spatially resolved channel sounding concludes the chapter.

8.1.2 Generic Sounder Structure

The word channel sounder gives a graphic description of the functionality of such a measure-
ment device. A transmitter (TX) sends out a signal that excites — i.e., “sounds” — the channel. The
output of the channel is observed (“listened to”) by the receiver (RX), and stored. From the knowl-
edge of the transmit and the receive signal, the time-variant impulse response or one of the other
(deterministic) system functions is obtained.
Figure 8.1 shows a block diagram of the channel sounder that is conceptually most simple.
The TX sends out a signal s(¢) that consists of periodically repeated pulses p(t):

N—1
s() =) Pt~ iTep) (8.1)
i=0
Wireless Communications, Second Edition Andreas F. Molisch
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Mobile
radio
channel

Figure 8.1 Principle of a channel sounder. Correct synchronization between transmitter and receiver is especially
important. In this figure: AGC, Automatic Gain Control.

where T is the repetition interval of the transmitted pulses. One measurement run consists of N
pulses that are transmitted at fixed intervals. The pulses are the convolution of a basis pulse §(7)
created by a pulse generator and a transmit filter:

p) =5(t) x g(t) (8.2)

where g(¢) is the impulse response of the transmit filter. The waveform used for p(#) depends on
the type of sounder, and can greatly differ for sounders working in the time domain, compared
with sounders working in the frequency domain, as discussed in Sections 8.2 and 8.3.

This block diagram is generic; the properties of the sounder are mostly determined by the choice
of the sounding signal. In order to perform efficient measurements, the following requirements
should be fulfilled by the sounding signal:

e Large bandwidth: the bandwidth is inversely proportional to the shortest temporal changes in
the sounding signal and thus determines the achievable delay resolution.

e Large time bandwidth product: it is often advantageous if the sounding signal has a duration
that is longer than the inverse of the bandwidth — i.e., a time bandwidth product TW larger than
unity. For many systems, the transmit power is limited. In this case, a large TW allows the
transmission of high energy in the sounding signal, and thus obtains a higher Signal-to-Noise
Ratio (SNR) at the RX. Sounding schemes with large 7W are related to spread spectrum systems
(Chapter 18). At the RX, special signal processing (despreading) is required in order to exploit
the benefits of large TW.

e Signal duration: the effective signal duration must be adapted to channel properties. On one
hand, a long sounding signal can give a large time bandwidth product, which is beneficial (see
above). On the other hand, the sounding signal should not be longer than the coherence time
of the channel — i.e., the time during which the channel can be considered to be approximately
constant. For practical reasons, the pulse repetition time Trp should be larger than the duration
of the constituent pulse p(#) and the maximum excess delay of the channel.

e Power-spectral density: the power-spectral density of the sounding signal, | Prx (jw)|?, should be
uniform across the bandwidth of interest. This allows us to have the same quality of the channel
estimate at all frequencies. Due to efficiency considerations, little energy should be transmitted
outside the bandwidth of interest.

e Low crest factor: signals with a low crest factor

Co = Peak amplitude _ max{s(t)} (8.3)

rms amplitude m
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allow efficient use of the transmit power amplifier. A first estimate for the crest factor of any
signal can be obtained from Felhauer et al. [1993]:

I < Cerest < VTW (8.4)

e Good correlation properties: correlation-based channel sounders require signals whose Auto-
Correlation Function (ACF) has a high Peak to Off Peak (POP) ratio, and a zero mean. The
latter property allows unbiased estimates (see Section 8.4.2). Correlation properties are critical
for channel estimates that directly use the correlation function while it is less important for
parameter-based estimation techniques (see Section 8.5).

The design of optimum, digitally synthesized sounding signals thus proceeds in the follow-
ing steps:

1. Choose the duration of the sounding signal according to the channel coherence time and the
required time bandwidth product.

2. For a constant power-spectral density, all frequency components need to have the same abso-
lute value.

3. Now the only remaining free parameters are the phases of the frequency components. These can
be adjusted to yield a low crest factor.

8.1.3 Identifiability of Wireless Channels

The temporal variability of wireless channels has an impact on whether the channel can be identified
(measured) in a unique way.

A band-limited time-invariant channel can always be identified by appropriate measurement
methods, the only requirement being that the RX fulfills the Nyquist theorem [Proakis 2005] in the
delay domain - i.e., samples the received signal sufficiently fast.

In a time-variant system, the repetition period Ty, of the sounding pulse p(¢) is of fundamental
importance. The channel response to any excitation pulse p(#) can be seen as one ‘“‘snapshot’
(sample) of the channel (see Figure 8.2). In order to track changes in the channel, these snapshots
need to be taken sufficiently often. Intuitively, Ti, must be smaller than the time over which the
channel changes. This notion can be formalized by establishing a sampling theorem in the time
domain. Just as there is a minimum sampling rate to identify a signal with a band-limited spectrum,
so is there a minimum temporal sampling rate to identify a time-variant process with a band-limited
Doppler spectrum. Thus, the temporal sampling frequency must be twice the maximum Doppler
frequency Vpmax:

ﬂep > 2Vmax (8.5)

Rewriting Eq. (8.5), and using the relationship between the movement speed of the MS and the
Doppler frequency vmax = foVmax/co (see Eq. 5.8), the repetition frequency for the pulses can be
written as

€0

7 1€ _<
p 2 v
f‘c max

(8.6)

In that case,

v > 2Vmax

(8.7)
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Figure 8.2 Time-variant impulse response of the channel and channel identifiability. A new snapshot can only
be taken after the impulse response of the previous excitation has died down.

holds, so that the distance Axg between the locations at which the sounding has to take place is
upper bounded as

Axy < ! &

Vmax 2

=

(8.8)

N>

Equation (8.8) thus tells us that for an aliasing-free measurement at least two snapshots per wave-
length are required.

Strongly time-varying channels can be fundamentally unidentifiable because requirements for
the design of sounding signals can become contradictory. On one hand, the repetition frequency
Trep has to be larger than the maximum excess delay of the channel 7.,,x; otherwise the impulse
responses from the different excitation pulses start to overlap. On the other hand, we have just
shown that the repetition frequency has to fulfill Tiep < 1/2vmax. Thus, channels can be identified
in an unambiguous way only if

2Tmax Vmax < 1 (8.9)

This equation is also known as the two-dimensional Nyquist criterion. A channel that fulfills these
requirements is known as underspread. If Eq. (8.9) is not fulfilled, then the channel can only
be identified by making specific assumptions — e.g., a certain parametric model. Fortunately, the
overwhelming majority of wireless channels are underspread; in many cases, even 27T, Vmax << 1
is fulfilled. We will assume that this is fulfilled in the following. This also implies that the channel
is slowly time variant (see Chapter 6), so that h(z, t) can be interpreted as the impulse response
h(t) that is valid at a certain (fixed) time instant 7.!

! Strictly speaking, use of the “slow time variance” concept also requires that the sounding signal has a duration
that is much smaller than the coherence time of a channel. We will assume this in the following.
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Example 8.1 A channel sounder is in a car that moves along a street at 36 km/h. It measures
the channel impulse response at a carrier frequency of 2 GHz. At what intervals does it have
to measure? What is the maximum excess delay the channel can have so as to still remain
underspread?

v=36km/h = 10m/s
co 3-10° (8.10)

_ L —0.15
‘T T 200 m

The channel must be sampled in the time domain at a rate that is, at minimum, twice the
maximum Doppler shift. Using Eq. (8.5),

v

frepzz'vmax=2' (8.11)
Ac
The sampling interval Ti., is given as
T, : ke _ g5 (8.12)
= = =7.5ms .
rep frep 2.v

At a mobile speed of 36 km/h, this corresponds to a channel snapshot taken every 75 mm. To
calculate the maximum excess delay 7y, we make use of the fact that the channel must be
underspread in order to be identifiable. Hence from Eq. (8.9),

2 - Tmax * Umax = 1
Tmax = 1 — = Trep = 7.5ms

2-Umax

(8.13)

This is orders of magnitude larger than the maximum excess delays that occur in typical
wireless channels (see Chapter 7). However, note that this is only the theoretical maximum
delay spread that still guarantees identifiability. A correlative channel sounder would show a
significant degradation in estimation quality for this high 7.

If Tmax is smaller, then the repetition period Tip of the sounding pulse should be increased;
this would allow averaging of the snapshots and thus improvement of the SNR.

8.1.4 Influence on Measurement Data

When performing the measurements, we have to be aware of the fact that measured impulse
responses carry undesired contributions as well. These are mainly:

e interference from other (independent) signal sources that also use the channel;
e additive white Gaussian noise.

Interference is created especially when measurements are done in an environment where other
wireless systems are already active in the same frequency range. Wideband measurements in the
2-GHz range, e.g., become quite difficult, as these bands are heavily used by various systems. If the
number of interferers is large, the resulting interference can usually be approximated as equivalent
Gaussian noise. This equivalent noise raises the noise floor, and thus decreases the dynamic range.
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8.2 Time-Domain Measurements

A time-domain measurement directly measures the (time-variant) impulse response. Assuming that
the channel is slowly time variant, the measured impulse response is the convolution of the frue
channel impulse response with the impulse response of the sounder:

hmeas (1, T) = p(T) * h(t;, T) (8.14)

where the effective sounder impulse response p(t) is the convolution of the transmitted pulse shape
and the RX filter impulse response:

p(t) = prx (1) * prx(7) (8.15)

if the channel and the transceiver are linear.” The sounder impulse response should be as close
to an ideal delta (Dirac) function as possible.> This minimizes the impact of the measurement
system on the results. If the impulse response of the sounder is not a delta function, it has to be
eliminated from the measured impulse response by a deconvolution procedure, which leads to noise
enhancement and other additional errors.

8.2.1 Impulse Sounder

This type of channel sounder, which is comparable with an impulse radar, sends out a sequence of
short pulses prx (7). These pulses should be as short as possible, in order to achieve good spatial
resolution, but also contain as much energy as possible, in order to obtain a good SNR. Figure 8.3
shows a rough sketch of a transmit pulse, and the received signal after this pulse has propagated
through the channel.

p(T) h tO,T) hmeas(tO,T)

Tmin
(a) (b) (c)

Figure 8.3 Principle of pulse-based measurements. (a) shows one sample of a (periodically repeated) transmit
pulse. (b) shows the impulse response of the channel. (c) shows the output from the channel, as measured by
the RX.

The receive filter is a bandpass filter — i.e., has a constant-magnitude spectrum in the frequency
range of interest. Ideally, prx(7) should not have an impact, so that

p(7) = prx(7) (8.16)

2 Strictly speaking, a sounder impulse response is also time variant, due to second-order effects like temperature
drift. However, it is more common to recalibrate the sounder, and consider it as time invariant until the next
calibration.

3 This corresponds to a spectrum that is flat over all frequencies. For practical purposes, it is sufficient that the
spectrum is flat over the bandwidth of interest.
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When comparing the sounding signal with the requirements of Section 8.1.2, we find that the
signal has a small time bandwidth product, a short signal duration, and a high crest factor. The
requirement of high pulse energy and short duration for transmitted pulses implies that the pulses
have a very high peak power. Amplifiers and other Radio Frequency (RF) components that are
designed for such high peak powers are expensive, or show other grave disadvantages (e.g., non-
linearities). A further disadvantage of an impulse sounder is its low resistance to interference. As
the sounder interprets the received signal directly as the impulse response of the channel, any
interfering signal — e.g., from a cellphone active in the band of interest — is interpreted as part of
the channel impulse response.

8.2.2 Correlative Sounders

The time bandwidth product can be increased by using correlative channel sounders. Equations
(8.14) and (8.15) show that it is not the transmit pulse shape alone that determines the impact of
the measurement system on the observed impulse response. Rather, it is the convolution of prx(t)
and prx(t). This offers additional degrees of freedom for designing transmit signals that result in
high delay resolution but low crest factors.

The first step is to establish a general relationship between the desired prx(7) and prx(7). As
is well known from digital communications theory, the SNR of the RX filter output is maximized
if the receive filter is the matched filter with respect to the transmit waveform [Barry et al. 2003,
Proakis 2005].* Concatenation of the transmit and receive filters thus has an impulse response that
is identical to the ACF of the transmit filter:

P(t) = prx(7) * prx(T) = Rppx (7) (8.17)

The sounding pulses thus should have an ACF that is a good approximation of a delta function; in
other words, a high autocorrelation peak Rpy (0), as well as low ACF sidelobes. The ratio between
the height of the autocorrelation peak and the largest sidelobe is called the POP ratio and is an
important quantity for characterization of correlative sounding signals. Figure 8.4 shows an example
of an ACF, and the delay resolution that can be achieved with such a signal [de Weck 1992].

| A POP

ATmin
Figure 8.4 Definition of the peak to off peak ratio and the delay resolution Aty - (A = 6dB).

In practice, Pseudo Noise (PN) sequences or linearly frequency modulated signals (chirp signals)
have become the prevalent sounding sequences. Maximum-length PN sequences (m-sequences),
which can be created by means of a shift register with feedback, are especially popular. Such
sequences are well known from Code Division Multiple Access (CDMA) systems, and have been

4 Strictly speaking, the SNR at the output of the RX-matched filter is maximized if the receive filter is matched to
the signal that is actually received at the RX antenna connector. However, that would require knowledge of the
channel impulse response — the very quantity we are trying to measure. Thus, matching the filter to the transmit
signal is the best we can do.
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extensively studied both in the mathematical and the communications engineering literature (see
Chapter 18 for more details). The ACF of an m-sequence with periodicity M. has only a single
peak of height M., and a POP of M.. Following the CDMA literature, each of the M, elements of
such a sequence is called a chip.

For constant chip duration and increasing length of the m-sequence, the POP, as well as the time
bandwidth product, increases: signal duration increases linearly with M., while bandwidth, which
is approximately the inverse of chip duration, stays constant. The increased time bandwidth product
improves immunity to noise and interference. More exactly, noise and interference are suppressed
by a factor M.. The reason for this is discussed in more detail in Chapter 18, as the principle is
identical to that of direct-sequence CDMA.

The interpretation of measurements with correlative channel sounders in time-varying channels
requires some extra care. The basic principle of correlative channel sounders is that prx(t) *
h(t, ) % prx(7) is identical to [prx(7) * prx(t)] * h(¢, 7). In other words, we require that the
channel at the beginning of the PN sequence is the same as the one at the end of the PN sequence.
This is a good approximation for slowly time-variant channels. However, if this condition is not
fulfilled, correction procedures need to be used [Matz et al. 2002].

8.3 Frequency Domain Analysis

The techniques described in the previous section directly estimate the impulse response of the
channel in the time domain. Alternatively, we can try to directly estimate the transfer function — i.e.,
measure in the frequency domain. The fundamental relationship (Eq. 8.1) still holds. However, the
shape of the waveform p(t) is now different. The main criterion for its design is that it has a power
spectrum | P (jw)|? that is approximately constant in the bandwidth of interest, and that it allows
interpretation of the measurement result directly in the frequency domain.

One method of frequency domain analysis is based on chirping. The transmit waveform is
given as

2
p(t) =exp |:27'rj (fot + Af2 - )i| for 0 <t < Tehinp (8.18)
chirp
Consequently, the instantaneous frequency is
t
fo+Af (8.19)
Tchirp

and thus changes linearly with time, covering the whole range Af of interest. The receive filter
is again a matched filter. Intuitively, the chirp filter “sweeps” through the different frequencies,
measuring different frequencies at different times.

Alternatively, we can sound the channel on different frequencies at the same time. The concep-
tually most simple way is to generate different, sinusoidal sounding signals with different weights,
phases, and frequencies and transmit them all from the TX antenna simultaneously:

Nrones

p(t) = Z a; - exp[2mjt(fo +iAf/Niones) + joi]l  for 0 <t < Ty (8.20)

i=1

Due to hardware costs, calibration issues, etc., analog generation of p(¢) using multiple oscillators
to generate multiple frequencies is not practical. However, it is possible to generate p(¢) digitally,
similar to the principles of Orthogonal Frequency Division Multiplexing (OFDM) described in
Chapter 19, and then use just a single oscillator to upconvert the signal to the desired passband
(and similarly at the RX).
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8.4 Modified Measurement Methods
8.4.1 Swept Time Delay Cross Correlator (STDCC)

The STDCC is a modification of correlative channel sounders that aims to reduce the sampling rate
at the RX. Normal correlative channel sounders require sampling at the Nyquist rate. In contrast,
the STDCC samples at rate Tiep, i.€., uses just a single sample value for each m-sequence — namely,
at the maximum of the ACF. The position of this maximum is changed for each repetition of the
m-sequence, by shifting the time base of the RX with respect to the TX. Thus, K, transmissions
of the m-sequence give the sampled values of a single impulse response h(t;),i =1, ..., Ksal-
The delay resolution is thus better, by a factor Ky, than the inverse sampling rate. This drasti-
cally reduces the sampling rate and the requirements for subsequent processing and storing of the
impulse response. On the downside, the duration of each measurement is increased by the same
factor Kcq.

In an STDCC, shifting of the maximum of the ACF for subsequent repetitions of the sounding
signal is achieved by using different time bases in the TX and RX. In particular, the delayed
time base of the RX correlator (compared with the TX sequence) is achieved by using a chipping
frequency (inverse of the chip duration) that is smaller by Af. This results in a slow relative shift
of the TX and RX sequences. During each repetition of the sequence, the correlation maximum
corresponds to a different delay. After a duration,

1 1
T = fx A (82D
the TX and RX signals are fully aligned again — i.e., the ACF maximum again occurs at delay
v = 0. This means that (for a static channel) the output from the sampler is periodic with the
so-called slip rate:

fstip = frx — frx (8.22)
The ratio:
Koew = 2% 51 (8.23)
slip

is the scaling factor Ky, of the impulse response. The actual impulse response can be obtained
from the measured sample values as

h(t;, kAT) = C - hstpee (fi, kAT K gcar) (8.24)

where C is a proportionality constant.

The drawback of the measurement method is increased measurement duration. Remember that
a channel is identifiable only if it is underspread — i.e., 2VpaxTmax < 1, which is usually fulfilled in
wireless channels. For an STDCC, this requirement changes to 2Ky VmaxTmax < 1, Which is not
fulfilled for many outdoor channels and typical values of K.

Example 8.2 Consider an STDCC that performs measurements in an environment with 500-Hz,
maximum Doppler frequency and maximum excess delay of I us. The sounder can sample at most
with 1 Msample/s. What is the maximum delay resolution (inverse bandwidth) that the sounder
can achieve?
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In order for the channel to remain identifiable (underspread) when measured with an STDCC,
the following condition has to hold:

2 - Kscal * Tmax - Vmax = 1

Ksca = 1/(2 * Tmax * Vmax) = 1000

The sounder can take one sample for each repetition of the sounding pulse — i.e., one sample
per us. Hence, the STDCC sounder can resolve Multi Path Components (MPCs) separated by a
delay of 1ps/1000 = 1ns.

8.4.2 Inverse Filtering

In some cases, it is advantageous to use a receive filter that optimizes the POP ratio but is not ideally
matched to the transmit signal. At first glance, it sounds paradoxical to use such a filter, which
results in a worse SNR. However, there can be good practical reasons for this approach. Small
variations of the SNR are usually less important than the sidelobes of the ACF: while sidelobes
can be eliminated by appropriate deconvolution procedures, they can give rise to additional errors.
It is thus meaningful to optimize the receive filters with respect to the POP ratio, not with respect
to the SNR.

Let us in particular consider inverse filtering , and compare it to matched filtering. For the matched
filter, the receive filter transfer function is chosen as Py (f), so that the total filter transfer function
Pyvr(f) (concatenation of transmit and receive filter) is given as

Pur(f) = Prx(f) - Prx(f) (8.25)

For inverse filtering, the receive filter transfer function is chosen as 1/Prx(f) in the bandwidth of
interest, so that the total transfer function is made as close to unity as possible:

Pr(f) = Prx(f) -

~ 1 (8.26)
Prx(f)

The inverse filter is thus essentially a zero-forcing equalizer (see Chapter 16) for compensation

of distortions by the transmit filter. It is important that the transmit spectrum Prx does not have

any nulls in the bandwidth of interest. The inverse filter leads to noise enhancement, and thus to

a worse SNR than a matched filter. On the positive side, the inverse filter is unbiased, so that the

estimation error is zero-mean.

8.4.3 Averaging

It is common to average over several, subsequently recorded, impulse responses of transfer func-
tions. Assuming that the channel does not change during the whole measurement time, and that
the noise is statistically independent for the different measurements, then the averaging of M pro-
files results in an enhancement of the SNR by 10 - log;, M dB. However, note that the maximum
measurable Doppler frequency decreases by a factor of M.

Averaging over different realizations of the channel is used to obtain, e.g., the Small Scale
Averaged (SSA) power.

Example 8.3 A Mobile Station (MS) moves along a straight line, and can measure a statistically
independent sample of the impulse response every 15 cm. Measurements are taken over a distance
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of 1.5m, so that shadowing can be considered constant over this distance. The goal is estimation of
channel gain (attenuation), averaged over small-scale fading. Assume first that the measurements
are only taken at a single frequency. What is the standard deviation of the estimate of channel
gain? What is the probability that the estimator is more than 20% off?

Since measurement is only taken at a single frequency, we assume a flat Rayleigh-fading channel
with mean power P. Each sample of the power of the impulse response is then an exponentially
distributed random variable with mean power P. A reasonable estimate of mean power is

~ l N
F:NZP](

where Py is the kth sample of the power of the impulse response and N is the number of
samples. As a measure of the error we choose the normalized standard deviation, 0% /P. Since
the P, are identically distributed and independent, we have

Using 11 samples, the relative standard deviation is 0.3. Approximating the probability density

function (pdf) of the estimator to be Gaussian with mean P and variance P /N, the probability
that the estimate is more than 20% off is then

1 —Pr(0.8P < P < 1.2P) =2 0(0.2/N) (8.27)

For N = 11 this probability becomes 0.5.

Example 8.4 Consider now the case of wideband measurements, where measurements are done
at ten independently fading frequencies. How do the results change?

Again aiming to estimate the narrowband channel attenuation averaged over small-scale fading,
usage of wideband measurements just implies that N = 110 measurements are now available.
Modifying Eq. (8.27), we find that the probability for more than 20% error has decreased to
0.036.

8.4.4 Synchronization

The synchronization of TX and RX is a key problem for wireless channel sounding. It is required to
establish synchronization in frequency and time at a TX and RX that can be separated by distances
up to several kilometers. This task is made more difficult by the presence of multipath propagation
and time variations of the channel. Several different approaches are in use:

1. In indoor environments, synchronization by cables is possible. For distances up to about 10m,
coaxial cables are useful; for larger distances, fiber-optic cables are preferable. In either case,
the synchronization signal is transmitted on a known and well-defined medium from the TX to
the RX.

2. For many outdoor environments, the Global Positioning System (GPS) offers a way of establish-
ing common time and frequency references. The reference signals required by channel sounders
are an integral part of the signals that GPS satellites transmit. An additional benefit lies in the
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fact that the measurement location is automatically recorded as well. The disadvantage is that
this method requires that both TX and RX have line-of-sight connection to GPS satellites; the
latter condition is rarely fulfilled in microcellular and indoor scenarios.

3. Rubidium clocks at the TX and RX are an alternative to GPS signals. They can be synchronized
at the beginning of a measurement campaign; as they are extremely stable (relative drifts of
10! are typical), they retain synchronization for several hours.

4. Measurements without synchronization: it is possible to synchronize via the wireless link
itself — i.e., the received signal self-triggers the recording at the RX by exceeding a certain
threshold. The advantage of this technique is its simplicity. However, the drawbacks are
twofold: (i) noise or interference can erroneously trigger the RX and (ii) it is not possible to
determine absolute delays.

8.4.5 Vector Network Analyzer Measurements

The measurement techniques described in Sections 8.2 and 8.3, including the frequency domain
techniques, require dedicated equipment that can be quite expensive, due especially to the high-
speed components required for the generation of short pulses or sequences with short chip duration.
An alternative measurement technique is based on a slow sweep in the frequency domain. In the
following, we discuss measurements by means of a vector network analyzer, as these devices are
present in many RF labs.

A vector network analyzer measures the S-parameters of a Device Under Test (DUT). The DUT
can be a wireless channel, in which case the parameter S,; is the channel transfer function at the
frequency that is used to excite the channel. By having the excitation signal sweep or step through
the frequency band of interest, we obtain a continuous or sampled version of the transfer function
H(, f).

In order to reduce the impact of the network analyzer itself, back-to-back calibration has to be
performed. The necessity to do a calibration is common to all sorts of channel sounders, and is
indeed a basic principle of a good measurement procedure. What is specific to network analyzers is
the type of calibration, which is commonly SOLT calibration (Short Open Loss Termination). This
calibration establishes the reference planes and measures the frequency response of the network
analyzer. During subsequent measurement, the network analyzer compensates for this frequency
response, so that it measures only the frequency response of the DUT. Note that calibration does
not include the antennas. This is not a problem if the antennas are to be considered a part of the
channel. If, however, antenna effects are to be eliminated, a separate calibration of the antennas
has to be performed, and taken into account during evaluation of the measurements.’

Measurements using a vector network analyzer are usually accurate, and can be performed in a
straightforward way. However, there are also important disadvantages:

e Such measurements are slow, so that repetition rates typically cannot exceed a few Hz (!). Since
we require that the channel does not change significantly during one measurement, network
analyzer measurements are limited to static environments.

e The TX and RX are often placed in the same casing. This puts an upper limit on the distance
that TX and RX antennas can be spaced apart.

From these restrictions it follows that network analyzers are mainly suitable for indoor measure-
ments.

3 Note that corrections for antenna pattern are possible only if the directions of the MPCs are known (see
Section 8.5).
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8.5 Directionally Resolved Measurements

Directionally resolved channel measurements, and models based on those measurements, are impor-
tant for the design and simulation of multiantenna systems (see Chapters 6 and 7). In the first three
subsections of this section, we discuss how to make measurements that are directionally resolved
at just the RX. These concepts are then generalized to Multiple Input Multiple Output (MIMO)
measurements (directionally resolved at both link ends) at the end of this section.

Fortunately, it is not necessary to devise directional channel sounders from scratch. Rather,
a clever combination of existing devices can be used to allow directional measurements. We can
distinguish two basic approaches: measurements with directional antennas and array measurements.

e Measurements with directional antennas: a highly directive antenna is installed at the RX. This
antenna is then connected to the RX of a “regular” channel sounder. The output of the RX is thus
the impulse response of the combination of the channel and the antenna pointing in a specific
direction, i.e.,

h(t, T, $i) =fh(l,f, $)Grx(d — ¢;) dg (8.28)

where ¢; is the direction in which the maximum of the receive antenna pattern is pointing. By
stepping through different values of ¢;, we can obtain an approximation of the directionally
resolved impulse response. One requirement for this measurement is that the channel stays
constant during the fotal measurement duration, which encompasses the measurements of all the
different ¢;. As the antenna has to be rotated mechanically in order to point to a new direction,
the total measurement duration can be several seconds or even minutes. The better the directional
resolution, the longer the measurement duration.

e Measurement with an antenna array: an antenna array consists of a number of antenna elements,
each of which has low (or no) directivity, which are spaced apart at a distance d, that is on
the order of one wavelength. The impulse response is measured at all these antenna elements
(quasi-) simultaneously. The resulting vector of impulse responses is either useful by itself (e.g.,
for the prediction of diversity performance) or the directional impulse response can be extracted
from it by appropriate signal-processing techniques (array processing).

Measurement of the impulse response at the different antenna elements can be done by means

of three different approaches (see Figure 8.5):

o real arrays: in this case one demodulator chain exists for each receive antenna element.
Measurement of the impulse response thus truly occurs at all antenna elements simulta-
neously. The drawbacks include high costs, as well as the necessity to calibrate multiple
demodulator chains.

o multiplexed arrays: in this technique, multiple antenna elements, but only one demodulator
chain, exist. The different antenna elements are connected to a demodulator chain (conven-
tional channel sounder) via a fast RF switch [Thomae et al. 2000]. The RX thus first measures
the impulse response at the first antenna element, then it connects the switch to the second
element, measures its impulse response, and so on.

o virtual array: in this technique, there is only a single antenna element, which is moved
mechanically from one position to the next, measuring the impulse responses at the different
antenna elements.

A basic assumption for evaluation is again that the environment does not change during the

measurement procedure. “Virtual arrays” (which — due to the need of mechanically moving an

antenna — require a few seconds or even minutes for one measurement run) can thus only be used
in static environments. This precludes scenarios where cars or moving persons are significant
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Figure 8.5 Types of arrays for channel sounding: real array (a), switched array (b), virtual array (c).
Reproduced with permission from Molisch and Tufvesson [2005] © Hindawi.

Interacting Objects (IOs). In nonstatic environments, multiplexed arrays are usually the best
compromise between measurement speed and hardware effort. A related aspect is the impact of
frequency drift and loss of synchronization of the TX/RX. The longer a measurement lasts, the
higher the impact of these impairments.

We now turn to the question of how to extract directional information from array measurements.
Section 8.5.1 describes the fundamental data model; Sections 8.5.2 and 8.5.3 discuss various types
of signal-processing methods.

8.5.1 Data Model for Receive Arrays

Let us establish a mathematical model for the array and incoming signals. We analyze the case
of a Uniform Linear Array (ULA) consisting of N; elements, where the signal r, (¢) is detected at
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Sn

Figure 8.6 Plane waves incident at angle ¢y, ..., ¢y on a uniform linear array.

the nth element. To simplify the discussion, we will assume that all waves are propagating in the
horizontal plane.

Consider now the case when plane waves from N different directions are incident on the array
(Figure 8.6), where each wave is described by its Direction Of Arrival (DOA) ¢;. The relationship
between incident signals s; and the signal it creates at the first antenna element is simply:

n@) = aiisi(t — 1) + () (8.29)

where 7; 1 is the runtime between the source of the ith signal and the first antenna element, g; | is
the (complex) amplitude of the signal, and 7 (¢) is the noise at the first antenna element. Consider
now the second antenna element. Here the received signal is

() =) aiasi(t — 1) + nat) (8.30)

If the ith source is in the far field, then |a; 2| = |a; 1|, and
si(t —1i2) = si(t — 7i1) exp(—j (T2 — 1,127 fe) (8.31)

This last equation assumes that the signal is narrowband in the RF sense — i.e., the bandwidth of
the signal is much smaller than the carrier frequency. The physical interpretation of this fact is
that the only influence of the antenna position is a phase shift due to the additional runtime. This
runtime difference is

Tio — Ti,1 = (da/co) cos(;) (8.32)

The relationship between r, and s is thus
r() =Y 5@ +ni) (8.33)
i

ra(t) = Zfi (1) exp(—j2mdycos(¢i)/ro) + na (1) (8.34)

i

where §; (1) = a; 15;(t — 7;,1). For the next antenna element, we get

r3(1) = Z §i (t)exp(—j2m 2d, cos(¢i) /ro) + n3(1) (8.35)

i
From this, we can conclude the general relationship between r and s:

r(t) = As(t) + n(zr) (8.36)
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where r(t) = [r1(t), r2(t), ..., ry, (O, s(t) = [51(), 52(0), . .., sy O, n(t) = [n1 (1), na(2), ...,
ny, ()17, and

1 1 L. 1
exp(—jkodicos(¢1)) exp(—jkodacos(¢2)) e exp(—jko dacos(én))
A= exp(—j2kodacos(¢1)) exp(—j2kodacos(¢2)) e exp(—j2kodacos(¢n))

exp(—j (Nr—Dkodacos(p1)) exp(—j (N, — Dkodycos(¢2)) -+ exp(—j(Nr — Dkodacos(én))
(8.37)

is the steering matrix.

Additionally, we assume that the noise at the different antenna elements is independent (spatially
white), so that the correlation matrix of the noise is a diagonal matrix with entries anz on the
main diagonal.

8.5.2 Beamforming

The most simple determination of the angle of incidence can be obtained by a Fourier transform
of the signal vector r. This gives the directions of arrival ¢; with an angular resolution that
is determined by the size of the array, approximately 27/N,. The advantage of this method is
its simple implementability (requiring only a Fast Fourier Transform (FFT)); the drawback is its
small resolution.

More exactly, the angular spectrum Pgp(¢) is given as

o' ()R (e)
of (p)a()

where R, is the correlation matrix of the incident signal and

Ppr(¢) = (8.38)

1
exp(—jkodacos(¢))
arx () = exp(—j2kodacos(¢)) (8.39)

exp(—j (Ny — Dkodacos())

is the steering vector into direction ¢ (compare also Eq. 8.37).

8.5.3 High-Resolution Algorithms

The problem of low resolution can be eliminated by means of so-called high-resolution methods.
The resolution of these methods is not limited by the size of the antenna array, but only by modeling
errors and noise. This advantage is paid for by high computational complexity. Furthermore, there
is often a limit on the number of MPCs whose directions can be estimated.

High-resolution methods include the following:

e ESPRIT: it determines the signal subspace, and extracts the directions of arrival in closed form.
A description of this algorithm, which is mainly suitable for ULAs, is given in Appendix 8.A
(see www.wiley.com/go/molisch).
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e MUItiple SIgnal Classification (MUSIC): this algorithm also requires determination of the signal
and noise subspaces, but then uses a spectral search to find the directions of arrival.

e Minimum Variance Method (MVM: Capon’s beamformer): this method is a pure spectral search
method, determining an angular spectrum such that for each considered direction the sum of the
noise and the interference from other directions is minimized. The modified spectrum is easy to
compute, namely,

1
@’ (R (@)

e Maximum-likelihood estimation of the parameters of incident waves: the problem of maximum-
likelihood parameter extraction is its high computational complexity. An efficient, iterative
implementation is the Space Alternating Generalized Expectation (SAGE) maximization algo-
rithm. Since 2000, it has become the most popular method for channel-sounding evaluations.
The drawback is that the iterations might converge to a local optimum, not the global one.

Pyvm(9) = (8.40)

One problem that is common to all the algorithms is array calibration. Most of the algorithms use
certain assumptions about the array: the antenna patterns of all elements are identical, no mutual
coupling between antenna elements, and the distance between all antenna elements is identical.
If the actual array does not fulfill the assumptions, calibration is required, so that appropriate
corrections can be applied. Such calibrations have to be done repeatedly, as temperature drift,
aging of components, etc., tend to destroy the calibration.

For many high-resolution algorithms (including subspace-based algorithms), it is required that
the correlation matrix does not become singular. Such singular Ry, typically occur if the sources of
the waves from the different directions are correlated. For channel sounding, all signals typically
come from the same source, so that they are completely correlated. In that case, subarray averaging
(“spatial smoothing” or “forward—backward” averaging) has to be used to obtain the correct corre-
lation matrix [Haardt and Nossek 1995]. The drawback with subarray averaging is that it decreases
the effective size of the array.

Example 8.5 Three independent signals with amplitudes 1, 0.8, and 0.2 are incident from direc-
tions 10°, 45°, and 72°, respectively. The noise level is such that the SNR of the first signal is
15dB. Compute first the correlation matrix, and steering vectors for a five-element linear array
with A/2 spacing of the antenna elements. Then plot Pgr(¢p) and Pyym ().

Let us first assume that the three signals arrive at the linear array with zero initial phase. Thus
we have the following parameters for the three MPCs:

aj=1-¢% ¢ =107/180rad
a, =0.8 e/, ¢ =457/180rad (8.41)
a3 =02-¢/°, ¢3 =72m/180rad

We assume that measurement noise has a complex Gaussian distribution, and is spatially white.
The common variance o> of the noise samples is given as

0, = —= = 0.032 (8.42)
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According to}LEq. (8.37), the steering matrix for the five-element linear array with element

spacing d = > is given as

1 1 1
exp(—j -7 -cos($))  exp(—j -7 -cos(@2)  exp(—j -7 - cos(¢3))
A=|exp(—j-2-7-cos(@1) exp(—j-2-7-cos(@s)) exp(—j-2-m-cos¢s) | (8:43)
exp(—j -3 -7 - cos(¢h)) exp(—j -3 -7 - cos($2)) exp(—j-3 -7 - cos(@s))
exp(—j -4 -7 - cos(1)) exp(—j -4 -7 - cos($2)) exp(—j -4 -7 - cos(¢))

We note that each column of this matrix is a steering vector corresponding to one MPC. Inserting
values for the directions of arrival gives

1 1 1
—0.9989 — 0.0477; —0.6057 — 0.7957; 0.5646 — 0.8253
A= 09954+4+0.0953; —0.2663+40.9639; —0.3624 —0.9320, (8.44)
—0.9898 — 0.1427; 0.9282 — 0.3720; —0.9739 — 0.2272
0.9818 +0.1898; —0.8582 — 0.5133; —0.7374 + 0.6755j

The three incident signals result in an observed array response given by
r(t) = A-s(t) + n(r) (8.45)

where s(¢) = [1 0.8 0.2]7 and n(z) is the vector of additive noise samples. We evaluate the
correlation matrix Ry = E[r(7)r’ (r)] for 10,000 realizations (where the columns of the steering
vectors have different phases ¢;, corresponding to independent realizations®) resulting in:

1.7295 —1.3776 +0.5941; 0.8098 — 0.6763j —0.4378 +-0.3755j 0.4118 4 0.1286,
—1.3776 — 0.5941 1.7244 —1.3621 + 0.5957;  0.7993 — 0.6642 —0.4275 + 0.3666
Ry = | 0.8098 +0.6763; —1.3621 — 0.5957 1.7080 —1.3493 4 0.5850  0.7932 — 0.6599
—0.4378 — 0.3755;  0.7993 + 0.6642; —1.3493 — 0.5850 1.6903 —1.3439 + 0.5780
0.4118 — 0.1286 —0.4275 — 0.3666; 0.7932 4+ 0.6599; —1.3439 —0.5780, 1.6875
(8.46)

The angular spectrum for the conventional beamformer is given by Eq. (8.38), and it is plotted
as the dashed line in Figure 8.7. We see that the conventional beamformer fails to identify the
three incident signals. The angular spectrum for the MVM (Capon’s beamformer) is given by
Eq. (8.40); its result is plotted as a solid line in Figure 8.7. Three peaks can be identified in the
vicinity of the true angles of arrival 10°, 45°, and 72°.

8.5.4 Multiple Input Multiple Output Measurements

The methods described above are intended for getting the directions of arrival at one link end. They
can be easily generalized to double-directional or MIMO measurements. Antenna arrays can be used
at both link ends. In this case, it is necessary to use transmit signals in such a way that the RX can
determine which antenna they were transmitted from. This can be done, e.g., by sending signals
at different times, on different frequencies, or modulated with different codes (see Figure 8.8). Of
these methods, using different times requires the least hardware effort, and is thus in widespread
use in commercial MIMO channel sounders. The signal-processing techniques for determination

©We assume here that we have different realizations available. As discussed above, many channel-sounding
applications require additional measures like subarray averaging to obtain those realizations.
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of the directions at the two link ends are also fairly similar to the processing techniques for the
one-dimensional case.

8.6 Appendix

Please see companion website www.wiley.com/go/molisch

Further Reading

Overviews of different channel-sounding techniques are given in Parsons [1992] and Parsons et al.
[1991]. Cullen et al. [1993] concentrates on correlative channel sounders; the STDCC is also
described in detail in Cox [1972], where it was first introduced. Matz et al. [2002] discuss the
impact of time variations of the channel on measurement results. Measurement procedures are also
discussed by most papers presenting measurement results (especially back-to-back calibration and
deconvolution). For the measurement of directional properties, the alternative method of using a
rotating directional antenna is discussed, e.g., in Pajusco [1998].

The ESPRIT algorithm is described in Haardt and Nossek [1995] and Roy et al. [1986]; MUSIC
in Schmidt [1986]; for the MVM (Capon’s beamformer), see Krim and Viberg [1996]; SAGE
is described in Fleury et al. [1999]. An elegant combination of the SAGE algorithm with the
gradient method is described in Thomae et al. [2005]. The incorporation of diffuse radiation into
the extraction is discussed in Richter [2006]. Other high-resolution algorithms include the CLEAN
algorithm that is especially suitable for the analysis of ultrawideband signals [Cramer et al. 2002],
the JADE algorithm [Vanderveen et al. 1997], and many others. Tracking of multi path components
obtained from a sequence of measurements is discussed in Salmi et al. [2009].

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook
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9.1 Introduction

9.1.1 Integration of Antennas into Systems

Antennas are the interface between the wireless propagation channel and the transmitter (TX) and
receiver (RX), and thus have a major impact on the performance of wireless systems. This chapter
therefore discusses some important aspects of antennas for wireless systems, both at the Base
Station (BS) and at the Mobile Station (MS). We concentrate mainly on the antenna aspects that
are specific to practical wireless systems.

Antenna design for wireless communications is influenced by two factors: (i) performance consid-
erations and (ii) size and cost considerations. The latter aspect is especially important for antennas
on MSs. These antennas must show not only good electromagnetic performance but must also be
small, mechanically robust, and easy to produce. Furthermore, the performance of these antennas
is influenced by the casing on which they are mounted, and by the person operating the handset.
Antennas for BSs, on the other hand, are more similar to “conventional” antennas. Both size and
cost are less restricted, and — at least for outdoor applications — the immediate surroundings of the
antennas are clear of obstacles (some exceptions to this rule are also discussed in this chapter).

The remainder of this chapter thus distinguishes between MS antennas and BS antennas. Different
types of antennas are discussed, as is the impact of the environment on antenna performance.

9.1.2 Characteristic Antenna Quantities
Directivity

The directivity D of an antenna is a measure of how much a transmit antenna concentrates the
emitted radiation to a certain direction, or how much a receive antenna emphasizes radiation from
a certain direction. More precisely, it is defined as [Vaughan and Andersen 2003]

Total power radiated per unit solid angle in a direction 2

D(Q) = - — 0.1
Average power radiated per unit solid angle

Due to the principle of reciprocity, directivity is the same in the transmit and in the receive case. It
is related to the far-field antenna power pattern G (£2).! It is worth keeping in mind that the antenna

I'Note that G(2) refers to antenna power, while we define G(Q) as the complex amplitude gain, so that G(2) =
|G(2)|2. Both quantities are defined for the far field.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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power pattern is normalized so that

L/G(Q) aQ =1 9.2)
4

In many cases, antennas have different patterns for different polarizations. In such cases,

Gy (o, 0o) + Go (o, Oo)
= [ [(Gy(9,0) + Go(¢.0)) sin(0) db d¢p

where 6 and ¢ are elevation and azimuth, respectively, and G4 and Gy are the power gains for
radiation polarized in ¢ and 6, respectively.

The gain of an antenna in a certain direction is related to directivity. However, the gain also has
to account for losses — e.g., ohmic losses. Those losses are described by antenna efficiency, which
is discussed in the next subsection.

D(¢o. 0o) =

(9.3)

Efficiency

Losses in the antenna can be caused by several different phenomena. First, ohmic losses (i.e., due
to the finite conductivity of the antenna material) can occur. Second, polarizations between the
receive antenna and the incident radiated field can be misaligned (see below). Finally, losses can
occur because of imperfect matching. The efficiency can thus be written as

Riraa

n= 9.4)
Rrad + Rohmic + Rmalch

where Ry,q is the radiation resistance; it is defined as the resistance of an equivalent network element
so that the radiated power P.q can be written as 0.5/1o|% Ryad, Where Iy is the excitation current
magnitude. For example, the input impedance of a half-wavelength dipole is Zy = 73 + j42 €, so
that the radiation resistance is Ry,g = 73 Q2.

For antennas that are to operate on just a single frequency, perfect matching can be achieved.
However, there are limits to how well an antenna can be matched over a larger band. The so-called
Fano bound for the case that the antenna impedance can be modeled as a resistor and a capacitor
in series reads

1 1
—1 — | d RC 9.5
/(2ﬂfc)2n<lp(f)|> S O

where p is the reflection coefficient, and R and C are resistance and capacitance, respectively.

High efficiency is a key criterion for any wireless antenna. From the point of view of the
transmit antenna, high efficiency reduces the required power of the amplifier to achieve a given
field strength. From the point of view of the receive antenna, the achievable Signal-to-Noise Ratio
(SNR) is directly proportional to antenna efficiency. Antenna efficiency thus enters the battery
lifetime of the MS, as well as the transmission quality of a link. It is difficult, however, to define
an absolute goal for efficiency. Ideally, n = 1 should be obtained over the whole bandwidth of
interest. However, it must be noted that in recent years the antenna efficiency of MS antennas has
decreased. It has been sacrificed mainly for cosmetic reasons — namely, to decrease the size of the
antennas.

Another factor influencing radiation efficiency is the presence of dielectric and/or conducting
material — namely, the user — in the vicinity of an MS. When computing antenna gain that can be
used in a link budget, this material has to be taken into account, as it leads to strong distortions of
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Figure 9.1 Efficiency of mobile station antennas close to a human body, relative to the efficiency of the patch
antenna in free space. Different users and positions of the MS were used in the ensemble.
Reproduced with permission from Pedersen et al. [1998] © IEEE.

the antenna pattern and absorption of energy. Therefore, radiation efficiency is decreased when these
effects are taken into account. The effective gain should be analyzed for a large number of users in
order to eliminate the specific properties of any one user (at which angle with respect to the head
is the MS being held?, is the user right-handed or left-handed?, what are the dielectric properties of
the hand holding the device?, etc.). Figure 9.1 shows an exemplary cumulative distribution function
for a patch antenna and a helical antenna. Note that the difference between effective antenna gain
and theoretical values can exceed 10dB. This has a large impact on network planning.

Q-Factor
A fundamental quantity of antennas is their Q-factor, defined as [Vaughan and Andersen 2003]

Energy stored

= 9.6
T Energy dissipated per cycle ©-6)
The Q-factor can be related to input impedance as
fo 0X
=—— 9.7
0=3%ss 9.7

where input impedance Z = R + jX. For an antenna contained in a sphere with diameter L,, the
Q-factor is given as
1 1
= +
(kOLa/2)3 kOLa/2

Q 9.8)

where ko is again 2 /A.
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Mean Effective Gain

The antenna pattern, and thus antenna directivity, is defined for the far field — i.e., assumes the exis-
tence of homogeneous plane waves — and is a function of the considered direction. It is measured
in an anechoic chamber, where all obstacles and distorting objects are removed from the vicinity of
the antenna. The patterns and gains measured this way are very close to the numbers found in any
book on antenna theory — e.g., a Hertzian dipole has a gain of 1.5. When the antenna is operated
in a random scattering environment, it becomes meaningful to investigate the Mean Effective Gain
(MEG), which is an average of the gain over different directions when the directions of incident
radiation are determined by a random environment [Andersen and Hansen 1977, Taga 1990]. The
MEG is defined as the ratio of the average power received at the mobile antenna and the sum of the
average power of the vertically and horizontally polarized waves received by isotropic antennas.

Polarization

In some wireless systems (e.g., satellite TV), the polarizations of the radiation and the receive
antenna should be carefully aligned. This alignment can be measured by the Poincaré sphere. Each
polarization state is associated with a point on the sphere: right-hand circular and left-hand circular
polarizations are the north and south poles, respectively, while the different linear polarization states
are on the equator; all other points correspond to elliptical polarizations. The angle between two
points on the sphere is a measure of their mismatch.

For non-line-of-sight scenarios, requirements for a specific polarization of the antennas are typ-
ically not very stringent. Even if the transmit antenna sends mainly with a single polarization,
propagation through the wireless channel leads to depolarization (see Chapter 7), so that cross-
polarization at the RX is rarely higher than 10dB. This fact is advantageous in many practical
situations: as the orientation of MS antennas cannot be predicted (different users hold handsets
in different ways), low sensitivity of the antenna to polarization of the incident radiation and/or
uniform polarization of the incident radiation is advantageous.

One situation where good cross-polarization discrimination of antennas is required is the case of
polarization diversity (see Chapter 13). In that case, the absolute polarization of the antennas is not
critical; however, cross-polarization discrimination of two antenna elements plays an important role.

Bandwidth

Antenna bandwidth is defined as the bandwidth over which antenna characteristics (reflection coef-
ficient, antenna gain, etc.) fulfill the specifications. Most wireless systems have a relative bandwidth
of approximately 10%. This number already accounts for the fact that most systems use Frequency
Domain Duplexing ((FDD), see Chapter 17) — i.e., transmit and receive on different frequencies.
For example, in a GSM1800? system (Chapter 24), bandwidth is about 200 MHz, while the carrier
frequency is around 1.8 GHz. As it is desirable to have only a single antenna for TX and RX cases,
the antenna bandwidth must be large enough to include both the TX and RX bands. As we have
mentioned above, a large bandwidth implies that the matching circuits can no longer be perfect.
This effect is the stronger, the smaller the physical dimensions of the antenna are.

Another interesting special case involves dual- or multimode devices. For example, most GSM
phones have to be able to operate at both the 900- and the 1,800-MHz carrier frequencies. Antennas
for such devices can be constructed by requiring good performance across the whole 0.9-2-GHz
band. However, using such an antenna with 50% relative bandwidth would be “overkill,” as the
frequency range from 1 GHz to 1.7 GHz need not be covered. It is therefore better to just design

2 Global System for Mobile communications in the 1,800-MHz band.
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antennas that have good performance in the required bands; this goal is easier to fulfill if the
different carrier frequencies are integer multiples of each other. Still, the design of antennas that
cover two or more bands with high efficiency is a very challenging task. For BS antennas, it
is thus often preferable from a technical point of view to use different antennas for different
frequency bands. However, multiband antennas are to be preferred for esthetical reasons and reduced
visual impact.

9.2 Antennas for Mobile Stations
9.2.1 Monopole and Dipole Antennas

Linear antennas are the “classical” antennas for MSs, and have for long determined the typical
“look” of these devices. The most common ones are electric monopoles, located above a conducting
plane (the casing), and dipoles. The antenna pattern of a short (Hertzian) dipole oriented along the
z-axis is uniform in azimuth, and sine-shaped in polar angle 0 (measured from the z-axis):

G(p, 0) o« sin(6) 9.9)
with a maximum gain:
Gmax = 1.5 (9.10)

A X /2 dipole has the following properties (see Figure 9.2):

cos (% cos(O))

G(p,0 9.11
(@, 0) x Sin@) 9.11)
and a maximum gain:
Gmax = 1.64 9.12)
Elevation pattern
A2 -dipole

0
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Azimuth pattern

dk
N

Figure 9.2 Shape and radiation pattern of a 1/2 dipole antenna.
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We can thus see that the patterns of the X/2 dipole and the Hertzian dipole do not differ dramat-
ically. However, the radiation resistance can be quite different. For a dipole with uniform current
distribution, the radiation resistance is

RUMorm — 8072 (L, /2)? (9.13)

For dipoles with a tapered current distribution (maximum at the feed, and linear decrease towards
the end), the radiation resistance is 0.25 R;‘;gﬁ"m.

From the image principle it follows that the radiation pattern of a monopole located above a
conducting plane is identical to that of a dipole antenna in the upper half-plane. Since the energy
transmitted into the upper half-space 0 < 6 < m/2 is twice that of the dipole, the maximum gain is
twice and the radiation resistance half that of the dipole. Note, however, that the image principle is
valid only if the conducting plane extends infinitely — this is not the case for MS casings. We can
thus also anticipate considerable radiation in the lower half-space even for monopole antennas.

The reduction in radiation resistance is often undesirable, since it makes matching more difficult,
and leads to a reduction in efficiency due to ohmic losses. One way of increasing efficiency without
increasing the physical size of the antenna is to use folded dipoles. A folded dipole consists of a
pair of half-wavelength wires that are joined at the non-feed end [Vaughan and Andersen 2003];
these increase the input impedance.

The biggest plus of monopole and dipole antennas is that they can be produced easily and
cheaply. The relative bandwidth is sufficient for most applications in single-antenna systems. The
disadvantage is the fact that a relatively long metal stick must be attached to the MS casing. In the
900-MHz band, a A/4 monopole is 8 cm long — often longer than the MS itself. Even when realized
as a retractable element, it is easily damaged. For this reason, shorter and/or integrated antennas,
which are less efficient, are becoming increasingly widespread. This does not pose a significant
problem in Europe and Japan, where coverage is usually good, and most systems are interference-
limited anyway. However, in the U.S.A. and other countries where coverage is somewhat haphazard
in many regions, this can have considerable influence on performance.

9.2.2 Helical Antennas

The geometry of helical antennas is outlined in Figure 9.3. A helical antenna can be seen as a
combination of a loop antenna and a linear antenna, and thus has two modes of operation. The
dimensions of the antenna determine which mode it is operating in. If the dimensions of the helix
are much smaller than a wavelength, then the antenna is operating in normal mode. It behaves
similar to a linear antenna, and has a pattern that is shaped mainly in the radial direction. This is
the operating condition used in MS antennas. In general, the polarization is elliptical, though it can

Figure 9.3 Geometry of a helical antenna.
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become circular if the ratio 2Ad/(;x D)? becomes unity [Balanis 2005]. The polarization becomes
vertical if the helical antenna is arranged over a conducting plane, as the horizontal components of
the actual antenna and its image cancel out. When the circumference of the helix is on the order of
one wavelength, the antenna pattern has its maximum along the axis of the helix, and polarization
is almost circular.

Since the helical antenna in normal mode is similar to a linear antenna, the number of turns
the antenna makes does not influence the antenna pattern. However, the bandwidth, efficiency, and
radiation resistance increase with increasing 4. In general, a helical antenna has lower bandwidth
and a smaller input impedance than a monopole antenna; however, a relative bandwidth of 10%
can be achieved by appropriate matching circuits. The main advantage of the helical antenna is its
smaller size; this has made it (together with linear antennas) the most widely used external antenna
for MSs.

9.2.3 Microstrip Antennas

A microstrip antenna (patch antenna) consists of a thin dielectric substrate, which is covered on
one side by a thin layer of conducting material (ground plane), while on the other side there is a
patch of conducting material. The configuration is outlined in Figure 9.4 (see also Fujimoto [2008]
and Fujimoto et al. [1987]).

Feed
Radiating element

Substrate

Ground plane

Figure 9.4 Geometry of a microstrip antenna.

The properties of a microstrip antenna are determined by the shape and dimension of the metallic
patch, as well as by the dielectric properties of the used substrate. Essentially, the patch is a resonator
whose dimensions have to be multiples of the effective dielectric wavelength. Thus, a high dielectric
constant of the substrate allows the construction of small antennas. The most commonly used patch
shapes are rectangular, circular, and triangular.

The patch is usually fed either by a coaxial cable or a microstrip line. It is also possible to feed
the patch via electromagnetic coupling. This latter case uses a substrate where the ground plane
is sandwiched between two layers of dielectric material. On the top of one material is the patch,
while the feedline is at the bottom of the other dielectric layer. Coupling is effected through a slot
(aperture) in the ground plane. These antennas are thus called aperture-coupled patch antennas. This
design has the advantage that the dielectric properties of the two layers can be chosen differently,
depending on the requirements for the patch and the feedline. Furthermore, this design shows a
larger bandwidth than conventional patch antennas.

As mentioned above, the size and efficiency of the microstrip antenna are determined by the
parameters of the dielectric substrate. A large ¢, reduces the size. This follows immediately from
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the fact that in a resonator the length of one side must be
L = 0.5Asubstrate (914)
where

Asubstrate = )LO/\/S_r (9.15)

Unfortunately, a reduction in physical size also leads to a smaller bandwidth, which is usually
undesirable. For this reason, substrates used in practice usually have a very low & — even air is
used quite frequently. A further possibility for reducing the size of patch antennas is the use of
short-circuited resonators, which reduces the required size of a resonator from A/2 to A/4 (see
Figure 9.5).

Ground plane Connector

Patch

Substrate

Short circuit <

Feeding pin |

__— Slot

T~ Radiating edge

\ Side

Figure 9.5 Short-circuited A/4 patch antenna.

The bandwidth of microstrip antennas can be increased by various measures. The most straight-
forward one is an increase in antenna volume — i.e., the use of thicker substrates with a lower &,.
Alternatives are the use of matching circuits and the use of parasitic elements.

Microstrip antennas have several important advantages for wireless applications:

e They are small and can be manufactured cheaply.
e The feedlines can be manufactured on the same substrate as the antenna.
e They can be integrated into the MS, without sticking out from the casing.

However, they also have serious weaknesses:
e They have a low bandwidth (usually just a few percent of the carrier frequency).

e They have low efficiency.

9.2.4 Planar Inverted F Antenna

Some of the problems of microstrip antennas can be alleviated by a Planar Inverted F Antenna
(PIFA). The shape of the PIFA is similar to that of a A/4 short-circuited microstrip antenna (see
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D%

Planar element

Short circuit
Feed

Figure 9.6 Planar inverted-F antenna.

Figure 9.6). A planar, radiating element is located parallel to a ground plane. This element is short-
circuited over a distance W. If W is chosen equal to the length of the edge L, then we obtain a
short-circuited X /4 microstrip antenna. If W is chosen smaller, then the resonance length increases,
and the current distribution on the radiating element changes.

9.2.5 Radiation Coupled Dual L Antenna

A further improvement is achieved by the so-called Radiation Coupled Dual L Antenna (RCDLA)
(see Figure 9.7 and Rasinger et al. [1990]). It consists of two L-shaped angular structures only one
of which is fed directly (conductively). The other L-shaped structure is fed by the first L by means
of radiation coupling. This increases the bandwidth of the total arrangement. By optimally placing
the antenna on the casing, relative bandwidths of up to 10% can be achieved, which is about twice
the bandwidth of a PIFA.

L-elements
Feed

MS case

Figure 9.7 Radiation-coupled dual-L antenna.

9.2.6 Multiband Antennas

Modern cellular handsets are anticipated to be able to handle different frequencies for communi-
cations. As discussed in Section 9.2.2 a GSM handset, e.g., needs to be able to deal at least with
900 and 1,800 MHz foreseen in the specifications for most countries. As an added difficulty, many
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handsets should also be able to cope with the 1,900-MHz mode used in the U.S.A., as well as
2.4 GHz if Bluetooth connections (e.g., to a wireless headset) are required. The situation becomes
even more complicated for dual-mode devices that can handle both GSM and Wideband Code
Division Multiple Access (WCDMA) (see Chapter 26). The design of internal multiband antennas
is very complicated, and few rules for a closed-form design are available. Figure 9.8 shows an
example of a microstrip multiband antenna.

GSM 900
GSM 1,800 GSM 1,900
Five connection __ —— Bluetooth

points Pazeas:

Figure 9.8 Integrated multiband antenna.
Reproduced with permission from Ying and Anderson [2003] © Z. Ying.

9.2.7 Antenna Mounting on the Mobile Station

Antennas do not operate in empty space but are placed on top of the casing, which can be considered
to be part of the radiator. Furthermore, antenna characteristics are influenced by the hand and the
head of the user; this influence also depends on the mounting of the antenna on the MS. It is
therefore important to investigate different options for placing the antenna, and to see how this
placement influences performance.

Linear and helical antennas are usually placed on the upper, narrow side of the casing — i.e., they
stick out from that part of the casing. This has mainly ergonomic reasons — if they were sticking
out from the lower side, they would feel uncomfortable to the user, and the hand of the user would
often cover the antenna, leading to additional attenuation.

For microstrip antennas, PIFAs, and RCDLAs, there are more options for placements. These
antennas are usually used as internal antennas — i.e., integrated into the casing or enclosed within
the casing. This greatly reduces the danger of mechanical damage. However, there is an increased
probability that users will place their hands over the antenna, which increases absorption of the
electromagnetic energy and thus worsens link performance [Erdtuuli and Bonek 1997]. Examples
for the positioning of RCDLAs can be found in Figure 9.9; other types of microstrip antennas can
be placed in a similar way.

The impact of the human body on antenna patterns is discussed in Section 9.3.4.

=r‘

Figure 9.9 Placement of radiation-coupled dual-L antennas on the casing of a mobile station.
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9.3 Antennas for Base Stations

9.3.1 Types of Antennas

The design requirements for BS antennas are different from those of MS antennas. Cost has a
smaller impact, as BSs are much more expensive in the first place. Also, size restrictions are
less stringent: for macrocells, it is only required that (i) the mechanical stress on the antenna
mast, especially due to wind forces, must remain reasonable and (ii) the “cosmetic” impact on the
surroundings must be small. For micro- and picocells, antennas need to be considerably smaller,
as they are mounted on building surfaces, street lanterns, or on office walls. The desired antenna
pattern is quite different for BS antennas compared with MS antennas. As the physical placement
and orientation of the BS antenna is known, patterns should be shaped in such a way that no
energy is wasted (see also Section 9.3.3). Such pattern shaping can be most easily implemented by
multielement antennas.

For these reasons, macrocellular antennas typically are antenna arrays or Yagi antennas whose
elements are linear antennas. For micro- and picocells, antenna arrays consisting of patch antennas
are common. All considerations from Section 9.2 about bandwidth, efficiency, etc., remain valid,
except for the size requirements which are relaxed quite a bit.

9.3.2 Array Antennas

Array antennas are often used for BS antennas. They result in an antenna pattern that can be
more easily shaped. This shaping can either be done in a predetermined way (see Section 9.3.3) or
adaptively (see Chapters 13 and 20). The pattern of an antenna array can be written as the product
of the pattern of a single element and the array factor M (¢, 0). In the plane of the array antenna,
the array factor of a uniform linear array is (compare Section 8.5.1) [Stutzman and Thiele 1997]

Ni—1

M(¢p) = Z wy, exp[—j cos(¢p)2mdan/A] (9.16)
n=0

where d, is the distance between the antenna elements,’ and w, are the complex weights of element
excitations. For the case that all |w,| = 1 and arg(w,) = nA the array factor becomes

sin| — | —d,cos¢p — A
2 \ A
|1 2nd A
sin |:§ (T L COSp — >i|

The phase shift A of the feed currents determines the direction of the antenna main lobe. This
principle is well known from the theory of phased array antennas ([Hansen 1998], see also Chapter
8). By imposing ¢, = nA, the degrees of freedom have reduced to one; while the main lobe can
be put into an arbitrary direction, the placement of the sidelobes and the nulls follows uniquely
from that direction.

IM(¢)| = 9.17)

3 Distance is usually chosen as dy = A/2(d, < )/2 is necessary to avoid spatial aliasing — i.e., periodicities in the
antenna pattern). In the following, we assume that the elements of the linear array are on the x-axis. Obviously,
the same principles are valid when antenna elements are stacked vertically, and the elevation pattern of the array
should be shaped.
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Example 9.1 Consider a BS antenna mounted at a height of 51 m, providing coverage for a cell
with a radius of 1 km. The antenna consists of eight vertically stacked short dipoles, separated
by A/2. How much should the phase shift A be so that the maximum points at the cell edge at
an MS height of I m?

In order to get constructive interference of the contributions from the different antennas in the
direction 6y, the angle A should fulfill

2w
A= Tda cos 6y (9.18)

Obviously, if 6p = /2, then A = 0 — i.e., no phase shift is necessary. In our example, we are
looking for a tilt angle:

b = = + arct L1 % 4005 9.19)
= — arctan { ——— = — . .
v 1000 2

The phase shift thus has to be

27 T
A = =Zdycos (5 + 0.05) — —0.057 (9.20)

The impact of the element pattern can be neglected.

9.3.3 Modifying the Antenna Pattern

It is undesirable that a BS antenna radiates isotropically. Radiation emitted in a direction that has
a large elevation angle (i.e., into the sky) is not only wasted but actually increases interference
with other systems. The optimum antenna pattern is achieved when the received power is constant
within the whole cell area, and vanishes outside. The problem is then to synthesize such an elevation
pattern. This can be achieved approximately by means of array antennas, where the complex weights
are chosen in such a way as to minimize the mean-square error of the pattern. An even simpler
approach is to use an antenna array with w, = 1, but tilt the main lobe down by about 5°. This
downtilt can be achieved either mechanically (by tilting the whole antenna array) or electronically.

The desired azimuthal antenna pattern is either (i) omnidirectional — i.e., uniform in [0, 277) — or
(i1) uniform within a sector, and zero outside. The angular range of a sector is usually 60° or 120°.
For omnidirectional antennas, which are mostly used in rural macrocells, linear antennas are used.
The antennas are arranged in a linear array that extends only along the vertical axis. For sector
antennas, either linear antennas with appropriately shaped reflectors or microstrip antennas (which
have inherently nonuniform antenna patterns) can be used.

9.3.4 Impact of the Environment on Antenna Pattern

The antenna pattern of BS antennas is usually defined for the case when an antenna is in free space,
or above an ideally conducting plane. This is what is measured in an anechoic chamber, and is
also the easiest to compute. However, at its location of operation, a BS antenna is surrounded by
different objects of finite extent and conductivity. The antenna patterns in such surroundings can
deviate significantly from theoretical patterns. The antenna mast, which is usually metallic, and thus
highly conductive, can lead to distortions. Similarly, roofs made out of certain building materials,
like reinforced concrete, can distort antenna patterns (see Figure 9.10).
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X-Y-Pattern

Ref =20 10 dB/division

Figure 9.10 Antenna pattern of an omnidirectional antenna close to an antenna mast. Distance from the antenna
mast 30 cm. Diameter of the mast: very small (solid), 5cm (dashed), 10 cm (dotted).

Reproduced with permission from Molisch et al. [1995] © European Microwave Association.
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Figure 9.11 Distortion in the vertical antenna pattern. (a) Idealized geometry. (b) Real geometry, including the
roof. (c) Distortions in antenna patterns. Properties of all materials: relative dielectric constant &; = 2: conductivity
0.01 S/m; d, = 20m.

Reproduced with permission from Molisch et al. [1995] © European Microwave Association.

Distortions in the vertical pattern are plotted in Figure 9.11. They arise from two effects: the fact
that the (finite extent) roof is much closer to the antenna than the ground and that the dielectric
properties of the roof are different from those of the ground.

The presence of a human body also distorts antenna patterns. One way of taking this into
account is to consider the antenna and the human body as a “superantenna,” whose characteristics
(efficiency, radiation pattern) can be measured and characterized in the same manner as “regular”
antennas. Figure 9.12 shows example measurements of antenna patterns by a human head and
body.
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Figure 9.12 Pattern of antenna distortion by human body in talk and data-browsing position.
Reproduced with permission from Harryson et al. [2010]. Copyright IEEE.

Further Reading

For a general introduction to antenna theory, we just refer to the many excellent books on antenna
theory: Balanis [2005], Kraus and Marhefka [2002], Ramo et al. [1967], and Stutzman and Thiele
[1997], as well as the somewhat more advanced text of Collin [1985]; the latter also devotes a
separate chapter to the properties of receiving antennas. For more details on antenna specifically for
wireless communications, see Godara [2001] and Vaughan and Andersen [2003]. Antennas for the
MS are discussed in Fujimoto [2008] and Hirasawa and Haneishi [1991]. Antenna design for BSs
is surveyed in the monograph of Chen and Luk [2009] and in the conference paper by Beckman
and Lindmark [2007]. Finally, phased array antennas are treated in detail in Hansen [1998] and
Mailloux [1994]. Discussions on beam tilting can be found in Manholm et al. [2003]. The impact
of the human head and body on antenna characteristics is discussed, e.g., in Ogawa and Matsuyoshi
[2001], Kivekaes et al. [2004] and [Harryson et al. 2010].

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook
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Transceivers and
Signal Processing

The ultimate performance limits of wireless systems are determined by the wireless propagation
channels that we have investigated in the previous parts. The task of practical transceiver design
now involves finding suitable modulation schemes, codes, and signal processing algorithms so that
these performance limits can be approximated “as closely as possible.” This task always involves a
tradeoff between the performance and the hardware and software effort. As technology progresses,
more and more complicated schemes can be implemented. For example, a third-generation cellphone
has a computation power that is comparable to a (year 2000) personal computer, and can thus
implement signal processing algorithms whose practical use was unthinkable in the mid-1990s. For
this reason, this part of the book will not pay too much attention to algorithm complexity — what
is too complex at the current time might well be a standard solution a few years down the road.

The part starts with a description of the general structure of a transceiver in Chapter 10. It
describes the various blocks in a transmitter and receiver, as well as simplified models that can be
used for system simulations and design. Next, we discuss the various modulation formats, and their
specific advantages and disadvantages for their use in a wireless context. For example, we find that
constant-modulus modulation methods are especially useful for battery-powered transmitters, since
they allow the use of high-efficiency amplifiers. Building on the formal mathematical description
of those modulation formats, Chapter 12 then describes how to evaluate their performance in terms
of bit error probability in different types of fading channels. We find that the performance of such
systems is mostly limited by two effects: fading and delay dispersion. The effect of fading can be
greatly mitigated by diversity, i.e., by transmitting the same signal via different paths. Chapter 13
describes the different methods of obtaining such different paths, e.g., by implementing multiple
antennas, by repeating the signal at different frequencies, or at different times. The chapter also
discusses the effect that the diversity has on the performance of the different modulation schemes.
Negative effects of the delay dispersion can also be combated by diversity; however, it is more
effective to use equalization. Equalizers do not only combat intersymbol interference created by
delayed echoes of the original signal, but they make use of them, exploiting the energy contained
in such echoes. They can thus lead to a considerable improvement of performance, especially
in systems with high data rates and/or systems operating in channels with large delay spreads.
Chapter 16 describes different equalizer structures, from the simple linear equalizers to the optimum
(but highly complex) maximum-likelihood sequence detectors.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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Diversity and equalizers are not always a sufficient or effective way of improving the error prob-
ability. In many cases, coding can greatly enhance the performance, and provide the transmission
quality required by a specific application. Chapter 14 thus gives an overview of the different cod-
ing schemes that are most popular for wireless communications, including the near-optimum turbo
codes and Low Density Parity Check (LDPC) codes that have drawn great attention since the early
1990s. These coding schemes are intended for correcting the errors introduced on the propagation
channel. The chapter also describes the fundamentals of information theory, which establishes the
ultimate performance limits that can be achieved with “ideal” codes. A different type of coding is
source coding, which translates the information from the source into a bitstream that can be trans-
mitted most efficiently over the wireless channel. Chapter 15 gives an overview of speech coding,
which is the most important type of source coding for wireless applications. Finally, Chapter 16
describes equalization, i.e., methods for compensating for delay dispersion of the channel

Modulation, coding, and equalization for wireless communications are, of course, strongly related
to digital communications in general. This part of the book is not intended as a textbook of digital
communications, but rather assumes that the reader is already familiar with the topic from either
previous courses, or one of the many excellent textbooks (e.g., [Proakis 2005], [Barry et al. 2003],
[Sklar 2001], [Anderson 2005]). While the text gives summaries of the most salient facts, they are
rather terse, and only intended as a reminder to the reader.
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Structure of a Wireless
Communication Link

10.1 Transceiver Block Structure

In this section, we describe a block diagram of a wireless communication link, and give a brief
description of the different blocks. More detailed considerations are left for the later chapters of
Parts III and IV. We start out with a rough overview that concentrates on the functionality of the
different blocks. Subsequently, we describe a block diagram that concentrates more on the different
hardware elements.

Figure 10.1 shows a functional block diagram of a communications link. In most cases, the
goal of a wireless link is the transmission of information from an analog information source
(microphone, videocamera) via an analog wireless propagation channel to an analog information
sink (loudspeaker, TV screen); the digitizing of information is done only in order to increase the
reliability of the link. Chapter 15 describes speech coding, which represents the most common form
of digitizing analog information; Chapter 23 describes video coding. For other transmissions — e.g.,
file transfer — information is already digital.

The transmitter (TX) can then add redundancy in the form of a forward error correction code,
in order to make it more resistant to errors introduced by the channel (note that such encoding
is done for most, but not all, wireless systems). The encoded data are then used as input to a
modulator, which maps the data to output waveforms that can be transmitted. By transmitting
these symbols on specific frequencies or at specific times, different users can be distinguished.!
The signal is then sent through the propagation channel, which attenuates and distorts it, and adds
noise, as discussed in Part II.

At the receiver (RX), the signal is received by one or more antennas (see Chapter 13 for a
discussion on how to combine the signals from multiple antennas). The different users are separated
(e.g., by receiving signals only at a single frequency). If the channel is delay dispersive, then an
equalizer can be used to reverse that dispersion, and eliminate intersymbol interference. Afterwards,
the signal is demodulated, and a channel decoder eliminates (most of) the errors that are present
in the resulting bitstream. A source decoder finally maps this bitstream to an analog information
stream that goes to the information sink (loudspeaker, TV monitor, etc.); in the case when the
information was originally digital, this last stage is omitted.

The above description of the blocks is of course oversimplified, and — especially in the RX — the
separation of blocks need not be that clear cut. An optimum RX would use as its input the

! Alternative multiple-access methods are described in Chapters 18—22.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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Figure 10.1 Block diagram of a transmitter and receiver, denoting which blocks are discussed in which chapter.

sampled received signal, and compute from it the signal that has been transmitted with the largest
likelihood. While this is still too computationally intensive for most applications, joint decoding
and demodulation and similar schemes have already been investigated in the literature.

Figures 10.2 and 10.3 show a more detailed block diagram of a digital TX and RX that concentrate
on the hardware aspects and the interfaces between analog and digital components:

e The information source provides an analog source signal and feeds it into the source ADC
(Analog to Digital Converter). This ADC first band limits the signal from the analog information
source (if necessary), and then converts the signal into a stream of digital data at a certain
sampling rate and resolution (number of bits per sample). For example, speech would typically
be sampled at 8 ksamples/s, with 8-bit resolution, resulting in a datastream at 64 kbit/s. For the
transmission of digital data, these steps can be omitted, and the digital source directly provides
the input to interface “G” in Figure 10.2.

e The source coder uses a priori information on the properties of the source data in order to
reduce redundancy in the source signal. This reduces the amount of source data to be transmit-
ted, and thus the required transmission time and/or bandwidth. For example, the Global System
for Mobile communications (GSM) speech coder reduces the source data rate from 64 kbit/s men-
tioned above to 13 kbit/s. Similar reductions are possible for music and video (MPEG standards).
Also, fax information can be compressed significantly. One thousand subsequent symbols “00”
(representing “white” color), which have to be represented by 2,000 bits, can be replaced by the
statement: “what follows now are 1,000 symbols 00,” which requires only 12 bits. For a typical
fax, compression by a factor of 10 can be achieved. The source coder increases the entropy
(information per bit) of the data at interface F; as a consequence, bit errors have greater impact.
For some applications, source data are encrypted in order to prevent unauthorized listening in.

e The channel coder adds redundancy in order to protect data against transmission errors. This
increases the data rate that has to be transmitted at interface E — e.g., GSM channel coding
increases the data rate from 13 to 22.8 kbit/s. Channel coders often use information about the
statistics of error sources in the channel (noise power, interference statistics) to design codes
that are especially well suited for certain types of channels (e.g., Reed—Solomon codes protect
especially well against burst errors). Data can be sorted according to importance; more important
bits then get stronger protection. Furthermore, it is possible to use interleaving to break up error
bursts; note that interleaving is mainly effective if it is combined with channel coding.

e Signaling adds control information for the establishing and ending of connections, for associating
information with the correct users, synchronization, etc. Signaling information is usually strongly
protected by error correction codes.

e The multiplexer combines user data and signaling information, and combines the data from multi-
ple users.” If this is done by time multiplexing, the multiplexing requires some time compression.

2 Actually, only the multiplexer at a Base Station (BS) really combines the data from multiple users for transmission.
At a Mobile Station (MS), the multiplexer only makes sure that the RX at the BS can distinguish between the data
streams from different users.
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Figure 10.2 Block diagram of a radio link with digital transmitter and analog propagation channel. MUX,
multiplexing; ACI, Adjacent Channel Interference; CCI, Co Channel Interference.

In GSM, multiaccess multiplexing increases the data rate from 22.8 to 182.4 kbit/s (8 - 22.8) for
the standard case of eight participants. The addition of signaling information increases the data
rate to 271 kbit/s.

e The baseband modulator assigns the gross data bits (user data and signaling at interface D) to
complex transmit symbols in the baseband. Spectral properties, intersymbol interference, peak-
to-average ratio, and other properties of the transmit signal are determined by this step. The
output from the baseband modulator (interface C) provides the transmit symbols in oversampled
form, discrete in time and amplitude.

Oversampling and quantization determine the aliasing and quantization noise. Therefore, high
resolution is desirable, and the data rate at the output of the baseband modulator should be much
higher than at the input. For a GSM system, an oversampling factor of 16 and 8-bit amplitude
resolution result in a data rate of about 70 Mbit/s.
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Figure 10.3 Block diagram of a digital receiver chain for mobile communications. MUX, multiplexing.

e The TX Digital to Analog Converter (DAC) generates a pair of analog, discrete amplitude
voltages corresponding to the real and imaginary part of the transmit symbols, respectively.

e The analog low-pass filter in the TX eliminates the (inevitable) spectral components outside the
desired transmission bandwidth. These components are created by the out-of-band emission of
an (ideal) baseband modulator, which stem from the properties of the chosen modulation format.
Furthermore, imperfections of the baseband modulator and imperfections of the DAC lead to
additional spurious emissions that have to be suppressed by the TX filter.

e The TX Local Oscillator (LO) provides an unmodulated sinusoidal signal, corresponding to
one of the admissible center frequencies of the considered system. The requirements for fre-
quency stability, phase noise, and switching speed between different frequencies depend on the
modulation and multiaccess method.

e The upconverter converts the analog, filtered baseband signal to a passband signal by mixing
it with the LO signal. Upconversion can occur in a single step, or in several steps. Finally,
amplification in the Radio Frequency (RF) domain is required.

e The RF TX filter eliminates out-of-band emissions in the RF domain. Even if the low-pass
filter succeeded in eliminating all out-of-band emissions, upconversion can lead to the creation
of additional out-of-band components. Especially, nonlinearities of mixers and amplifiers lead
to intermodulation products and “spectral regrowth” — i.e., creation of additional out-of-band
emissions.
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e The (analog) propagation channel attenuates the signal, and leads to delay and frequency dis-
persion. Furthermore, the environment adds noise (Additive White Gaussian Noise — AWGN)
and co-channel interference.

e The RX filter performs a rough selection of the received band. The bandwidth of the filter
corresponds to the total bandwidth assigned to a specific service, and can thus cover multiple
communications channels belonging to the same service.

e The low-noise amplifier amplifies the signal, so that the noise added by later components of the
RX chain has less effect on the Signal-to-Noise Ratio (SNR). Further amplification occurs in the
subsequent steps of downconversion.

e The RX LO provides sinusoidal signals corresponding to possible signals at the TX LO. The
frequency of the LO can be fine-tuned by a carrier recovery algorithm (see below), to make sure
that the LOs at the TX and the RX produce oscillations with the same frequency and phase.

e The RX downconverter converts the received signal (in one or several steps) into baseband. In
baseband, the signal is thus available as a complex analog signal.

e The RX low-pass filter provides a selection of desired frequency bands for one specific user (in
contrast to the RX bandpass filter that selects the frequency range in which the service operates).
It eliminates adjacent channel interference as well as noise. The filter should influence the desired
signal as little as possible.

e The Automatic Gain Control (AGC) amplifies the signal such that its level is well adjusted to
the quantization at the subsequent ADC.

e The RX ADC converts the analog signal into values that are discrete in time and amplitude.
The required resolution of the ADC is determined essentially by the dynamics of the subse-
quent signal processing. The sampling rate is of limited importance as long as the conditions of
the sampling theorem are fulfilled. Oversampling increases the requirements for the ADC, but
simplifies subsequent signal processing.

e Carrier recovery determines the frequency and phase of the carrier of the received signal, and
uses it to adjust the RX LO.

e The baseband demodulator obtains soft-decision data from digitized baseband data, and hands
them over to the decoder. The baseband demodulator can be an optimum, coherent demodulator,
or a simpler differential or incoherent demodulator. This stage can also include further signal
processing like equalization.

e If there are multiple antennas, then the RX either selects the signal from one of them for further
processing or the signals from all of the antennas have to be processed (filtering, amplification,
downconversion). In the latter case, those baseband signals are then either combined before being
fed into a conventional baseband demodulator or they are fed directly into a “joint” demodulator
that can make use of information from the different antenna elements.

e Symbol-timing recovery uses demodulated data to determine an estimate of the duration of sym-
bols, and uses it to fine-tune sampling intervals.

e The decoder uses soft estimates from the demodulator to find the original (digital) source data.
In the most simple case of an uncoded system, the decoder is just a hard-decision (threshold)
device. For convolutional codes, Maximum Likelihood Sequence Estimators (MLSEs, such as the
Viterbi decoder) are used. Recently, iterative RXs that perform joint demodulation and decoding
have been proposed. Remaining errors are either taken care of by repetition of a data packet
(Automatic Repeat reQuest — ARQ) or are ignored. The latter solution is usually resorted to for
speech communications, where the delay entailed by retransmission is unacceptable.

e Signaling recovery identifies the parts of the data that represent signaling information and controls
the subsequent demultiplexer.

e The demultiplexer separates the user data and signaling information and reverses possible time
compression of the TX multiplexer. Note that the demultiplexer can also be placed earlier



186 Wireless Communications

in the transmission scheme; its optimum placement depends on the specific multiplexing and
multiaccess scheme.

e The source decoder reconstructs the source signal from the rules of source coding. If the source
data are digital, the output signal is transferred to the data sink. Otherwise, the data are transferred
to the DAC, which converts the transmitted information into an analog signal, and hands it over
to the information sink.

10.2 Simplified Models

It is often preferable to have simplified models for the link. Figure 10.4 shows a model that is suit-

able for the analysis of modulation methods. The parts of the TX between the information source
and the output of the TX multiplexer are subsumed into a “black box™ digital data source. The
analog radio channel, together with the upconverters, downconverters, RF elements (filters, ampli-
fiers), and all noise and interference signals, is subsumed into an equivalent time-discrete low-pass
channel, characterized by a time-variant impulse response and the statistics of additive disturbances.
The criterion for judging the quality of the modulation format is the bit error probability at the
interfaces D—D.

Digital Equivalent
dgta Baseband time-discrete P Baseband Decision Digital
modulator low-pass demodulator data sink
source
channel
D c c 5

Figure 10.4 Mathematical link model for the analysis of modulation formats.

Other simplified models use a digital representation of the channel (e.g., binary symmetric
channel), and are mainly suitable for the analysis of coding schemes.

Further Reading

This chapter gave in a very brief form an overview of the structure of TXs and RXs. Many of the
aspects of digital signal processing are discussed in subsequent chapters, so we refer the reader to
them for details and further references.

An important aspect for power consumption as well as the manufacturing cost of high-speed
wireless devices are the ADCs and DACs. van der Plassche [2003] gives many details for implemen-
tation in Complementary Metal Oxide Semiconductor (CMOS), which is the technology preferred
by the majority of manufacturers. The RF hardware, including amplifiers, mixers, and synthesizers,
is discussed in Pozar [2000], Razavi [1997], and Sayre [2001]. Amplifier design is discussed in
Gonzalez [1984]. Another very important topic — synchronization — is discussed in Mengali and
D’ Andrea [1997], Meyr and Ascheid [1990], and Meyr et al. [1997].

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook
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Modulation Formats

11.1 Introduction

Digital modulation is the mapping of data bits to signal waveforms that can be transmitted over
an (analog) channel. As we saw in the previous chapter, the data that we want to transmit over the
wireless propagation channel are digital — either because we really want to transmit data files or
because the source coder has rendered the source information into digital form. On the other hand,
the wireless propagation channel is an analog medium, over which analog waveforms have to be
sent. For this reason, the digital modulator at the transmitter (TX) has to convert the digital source
data to analog waveforms. At the receiver (RX), the demodulator tries to recover the bits from the
received waveform. This chapter gives a brief review of digital modulation formats, concentrating
mostly on the results; for references with more details see the “Further Reading” at the end of this
chapter. Chapter 12 then describes optimum and suboptimum demodulators, and their performance
in wireless channels.

An analog waveform can represent either one bit or a group of bits, depending on the type of
modulation. The most simple modulation is binary modulation, where a +1-bit value is mapped to
one specific waveform, while a —1-bit value is mapped to a different waveform. More generally,
a group of K bits can be subsumed into a symbol, which in turn is mapped to one out of a set of
M = 2K waveforms; in that case we speak of M-ary modulation, higher order modulation, multilevel
modulation, or modulation with alphabet size M . In any case, different modulation formats differ
in the waveforms that are transmitted, and in the way the mapping from bit groups to waveforms
is achieved. Typically, the waveform corresponding to one symbol is time limited to a time Tg,
and waveforms corresponding to different symbols are transmitted one after the other. Obviously,
the data (bit) rate is K times the transmitted symbol rate (signaling rate).

When choosing a modulation format in a wireless system, the ultimate goal is to transmit with
a certain energy as much information as possible over a channel with a certain bandwidth, while
assuring a certain transmission quality (Bit Error Rate — BER). From this basic requirement, some
additional criteria follow logically:

e The spectral efficiency of the modulation format should be as high as possible. This can best be
achieved by a higher order modulation format. This allows the transmission of many data bits
with each symbol.

e Adjacent channel interference must be small. This entails that the power spectrum of the signal
should show a strong roll-off outside the desired band. Furthermore, the signal must be filtered
before transmission.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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e The sensitivity with respect to noise should be very small. This can be best achieved with a
low-order modulation format, where (assuming equal average power) the difference between the
waveforms of the alphabet is largest.

e Robustness with respect to delay and Doppler dispersion should be as large as possible. Thus,
the transmit signal should be filtered as little as possible, as filtering creates delay dispersion that
makes the system more sensitive to channel-induced delay dispersion.

e Waveforms should be easy to generate with hardware that is easy to produce and highly energy
efficient. This requirement stems from the practical requirements of wireless TXs. In order to
be able to use efficient class-C (or class-E and -F) amplifiers, modulation formats with constant
envelopes are preferable. If, on the other hand, the modulation format is sensitive to distortions
of the envelope, then the TX has to use linear (class-A or -B) amplifiers. In the former case,
power efficiency can be up to 80%, while in the latter case, it is below 40%. This has important
consequences for battery lifetime.

The above outline shows that some of these requirements are contradictory. There is thus no
“ideal” modulation format for wireless communications. Rather, the modulation format has to be
selected according to the requirements of a specific system and application.

11.2 Basics

The remainder of this chapter uses an equivalent baseband representation for the description of
modulation formats in equivalent baseband. The bandpass signal — i.e., the physically existing
signal — is related to the complex baseband (low-pass) representation as:!

spp(t) = Re{sp(r) exp[j2m fcr]} (11.1)

11.2.1 Pulse Amplitude Modulation

Many modulation formats can be interpreted as Pulse Amplitude Modulation (PAM) formats, where
a basis pulse g(t) is multiplied with a modulation coefficient ¢;:

e}

sip() = Y cig(t —iTs) (11.2)

i=—00

where Ts is symbol duration. This means that the transmitted analog waveform s consists of a
series of time-shifted basis pulses, each of which is linearly weighted by a (complex) scalar that is
related to the symbol we want to transmit; the modulation of the various basis pulses is independent
of each other.

Different PAM formats differ in how the data bits b are mapped to the modulation coefficients
c. This is analyzed in more detail in subsequent sections. For now, let us turn to the possible

'Note that definition (11.1) results in an energy of the bandpass signal that is half the energy of the baseband
signal. In order to achieve equal energy, the energy must be defined as E = |Isgp||? = 0.5||sLp||%. Furthermore, it
is required that the impulse response of a filter /e, p(#) in the passband has the following equivalent baseband
representation hgieer Bp(#) = 2Re{hfieer,Lp(t) explj2m fct]}, in order to assure that the output of the filter has the
same normalization as the input signal. The normalization used is thus not very logical, but is used here because
it is the one that is most commonly used in the literature. Alternatively, some authors (e.g., Barry et al. [2003])
define spp(r) = +/2Re{sp(t) explj27 fot1}.
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shapes of the basis pulse g(¢) and the impact on the spectrum. We will assume that basis pulses are
normalized to unit average power, so that

f |y<r>|2dr=f IG(HIPdf =T (11.3)

where the second equality follows from Parseval’s relation.

Rectangular Basis Pulses

The most simple basis pulse is a rectangular pulse with duration 7. Figure 11.1 shows the pulse
as a function of time, Figure 11.2 the corresponding spectrum:

£ T = 1...forO0<t<T
¢ T) = {O. .. otherwise (11.4)
Gr(f,T) = F{gr(t, T)} = Tsinc(m fT) exp(—jn fT)

where sinc(x) = sin(x)/x.
Nyquist Pulse

The rectangular pulse has a spectrum that extends over a large bandwidth; the first sidelobes are
only 13dB weaker than the maximum. This leads to large adjacent channel interference, which

1.5 T T T T T

gr(t) 0.5

-0.5 1 1 1 1
-3 -2 -1 0 1 2 3

Figure 11.1 Rectangular basis pulse.
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Figure 11.2 Spectrum of a rectangular basis pulse.
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in turn decreases the spectral efficiency of a cellular system. It is thus often required to obtain a
spectrum that shows a stronger roll-off in the frequency domain. The most common class of pulses
with strong spectral roll-offs are Nyquist pulses — i.e., pulses that fulfill the Nyquist criterion, and
thus do not lead to InterSymbol Interference (ISD).2

As an example, we present equations for a raised cosine pulse (see Figure 11.3). The spectrum
of this pulse has a roll-off that follows a sinusoidal shape; the parameter determining the steepness
of spectral decay is the roll-off factor «. Defining the functions,

T
1 0§|27Tf|§(1—0l)?
Gro(foa. T) = % : (1 — sin (% (|27'rf| - %))) (1 —a)% <Prfl<d +a)% (11.5)
0 (1 +a)% < [27f]

the spectrum of the raised cosine pulse is

T
/ o
1— =
4

where the normalization factors \/IETM follows from Eq. (11.3).

Gn(fia, T) = -Gro(f, o, T)exp(—jnfTs) (11.6)

IG(AHI/T 0.5

— Gng(f)
- - Gy(f)

Figure 11.3 Spectrum of raised cosine pulse GN and root-raised cosine pulse GNR.

For many applications, it is the concatenation of the TX filter and RX filter that should result
in a raised cosine shape, so that the pulse shape as observed after the RX filter fulfills the Nyquist
criterion. Due to the requirements of matching the receive filter to the transmit waveform (see
Chapter 12), both the TX pulse spectrum and the RX filter spectrum should be the square root of a
raised cosine spectrum. Such a filter is known as a root-raised cosine filter, and henceforth denoted
by subscript NR.

The impulse responses for raised cosine and root-raised cosine pulses follow from the inverse
Fourier transformation (see Figure 11.4); close-form equations can be found in Chennakeshu and
Saulnier [1993].

2 More precisely, Nyquist pulses do not create ISIat the ideal sampling times, assuming that there are no other
sources of delay dispersion in the transmission/channel/reception chain.
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— 9nr(D)
Ay

Figure 11.4 Raised cosine pulse and root-raised cosine pulse.

Example 11.1 Compute the ratio of signal power to adjacent channel interference when using
(i) raised cosine pulses and (ii) root-raised cosine pulses with o« = 0.5 when the two considered
signals have center frequencies 0 and 1.25/T.

The two signals overlap slightly in the roll-off region and with ¢ = 0.5 the desired signal has
spectral components in the band —0.75/T < f < 0.75/T. There is interfering energy between
0.5/T < f <0.75/T. Without loss of generality we assume 7 = 1. In the case of raised cosine
pulses and assuming a matched filter at the RX, signal energy is proportional to (dropping
normalization factors occurring in both signal and interference)

0.75/T
s=2 f Gn(f, 0, TP df

=0

0.25 0.75 4
—2/|1|4df+2 / L(v—sin(Z (171- D)) a7
- 2° 2a 2

=0 =025
—0.77 11.7)

while the interfering signal energy (assuming that there is an interferer at both the lower and
the upper adjacent channel) is proportional to

=075
1=2 / (Gx(f, o TGN (S — 125, 0, ) df
=05

=075

T e - D) e (e - 129-2)

£=0.5

2

af

=09-107* (11.8)
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so the signal-to-interference ratio is 101log;, (;) ~ 39 dB. Using root-raised cosine pulses, the
signal energy is given by
f=0.75/T
S=2 / IGn(f, @, T)Pdf = 0.875 (119)
=0
and the interfering energy is given by

£=0.75
1=2 / |GN(f, o, T)GN(f — 1.25, 0, T)|df
=05
£=0.75

o A G TR I R R I

=05

=5.6-1073 (11.10)

so the signal-to-interference ratio is 10log;,(S/I) ~ 22dB. Obviously, the root-raised
cosine filter, which has a flatter decay in the frequency domain, leads to a worse signal-to-
interference ratio.

11.2.2  Multipulse Modulation and Continuous Phase Modulation

PAM (Eq. 11.2) can be generalized to multipulse modulation, where the signal is composed of a
set of basis pulses; the pulse to be transmitted depends on the modulation coefficient c;:

sip(t) = Y ge; (t —iT) (11.11)

i=—00

A typical example is M-ary Frequency Shift Keying (FSK): here the basis pulses have an offset
from the carrier frequency fmoda =iAf/2, where i = +1,+£3,..., (M — 1). It is common to
choose a set of orthogonal or bi-orthogonal pulses, as this simplifies the detector.

In Continuous Phase Frequency Shift Keying (CPFSK), the transmit waveform at a given time
depends not just on one specific symbol that we want to transmit but also on the history of the
transmit signal. Specifically, the contributions associated with the modulation symbols follow each
other in such a way that the phase of the total signal is continuous. The amplitude of the total
signal is chosen as constant; the phase ®(7) can be written as

S t
¢CPFSK(t) = 27Thmod Z Ci / g(u — iT) du (1112)
—00

i=—00

where u is the integration variable, /04 is the modulation index, and g(¢) is the basis phase pulse,
which is normalized to

/Ooj(t)dt =1/2 (11.13)

Note that the normalization of the basis phase pulse is fundamentally different from the basis pulse
in PAM, and is not related to the energy of the signal.
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Gaussian Basis Pulses

A Gaussian basis pulse is the convolution of a rectangular and a Gaussian function — in other words,
the output of a filter with Gaussian impulse response that is excited by a rectangular waveform
(Figure 11.5). Speaking mathematically, the rectangular waveform is given by Eq. (11.4), and the
impulse response of the Gaussian filter is

1 12
exp | — (11.14)
V2mogT p( 2O'éT2>
where
VIn(2
S £C) (11.15)
21 BgT
and Bg is the 3-dB bandwidth of the Gaussian filter. The spectrum of the Gaussian filter is
2 2 2T2
) <_( ﬂf)szc_ (11.16)

Using the normalization for phase basis pulse (11.13):

j (,)_L[ f (LB T(—i>)— f (LB T<1—1>>] (11.17)
IS =47 |\ amey ¢ Ut TN\ zmo) ¢ T '

where erfc(x) is the complementary error function:

erfc(x) = % /Ooexp(—t2) dt (11.18)

0.5

A

Figure 11.5 Shape of a Gaussian phase basis pulse with BgT = 0.5.

11.2.3 Power Spectrum
Occupied Bandwidth

The bandwidth of the transmitted signal is a very important characteristic of a modulation format,
especially in the context of a wireless signal, where spectrum is at a premium. Before going into
a deeper discussion, however, we have to clarify what we mean by “bandwidth,” since various
definitions are possible:
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e The noise bandwidth is defined as the bandwidth of a system with a rectangular transfer function
| Hreet (f)] (and identical peak amplitude max(|H (f)|) that receives as much noise as the system
under consideration.

e The 3dB bandwidth is the bandwidth at which |H(f)|> has decreased to a value that is 3dB
below its maximum value.

e The 90% energy bandwidth is the bandwidth that contains 90% of total emitted energy;
analogous definitions are possible for the 99% energy bandwidth or other percentages of the
contained energy.

Bandwidth efficiency is defined as the ratio of the data (bit) rate to the occupied bandwidth.

Power-Spectral Density of Cyclostationary Processes

A cyclostationary process x(¢) is defined as a stochastic process whose mean and autocorrelation
functions are periodic with period Tpe;:

E{x (1 + Tper)} E{x(1)}
Rxx(t—l—Tper—f-rp,t—i-Tper) = R, (t+1,10) } (11.19)

These properties are fulfilled by most modulation formats; periodicity Ty, is the symbol duration
Ts. The power-spectral density of a PAM signal can then be computed as the product of the power
spectrum of a basis pulse |Sg(f)|? and the spectral density of the data USZ:

1
Tper

Stp(f) = =— - 1Sa()I*a3(f) (11.20)

The power-spectral density of the basis pulse is simply the squared magnitude of the Fourier
transform G(f) of the basis pulse g(7):

ISa(HI* = IG(NHI (11.21)

The power-spectral density in passband is

1
Spp(f) = E[SLP(f — f) + Sp(—=f = fo)]l (11.22)

We furthermore assume that the data symbols are zero-mean and uncorrelated, so that the spectral
density of the data symbols is white os(f) = o05.

Note that CPFSK signals have memory and thus correlation between the symbols, so that
the computation of power-spectral densities is much more complicated. Details can be found in
Proakis [2005].

11.2.4 Signal Space Diagram

The signal space diagram represents the analog transmit symbols as vectors (points) in a finite-
dimensional space. It is one of the most important tools in the analysis of modulation formats,
providing a graphical representation of signals that allows an intuitive and uniform treatment of
different modulation methods. In Chapter 12, we explain in more detail how the signal space

3 Data that are uncoded are usually assumed to be uncorrelated. Encoding adds correlation between data (see Chapter
14). Many systems use scrambling (multiplication of the encoded data with pseudorandom data) to eliminate any
correlation of the transmit symbol.
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diagram can be used to compute bit error probabilities. For now, we mainly use it as a convenient
shorthand and a method for representing different modulation formats.

To simplify explanations, we assume in the following rectangular basis pulses so that g(z) =
gr(t, T). The signals s(¢) that can be present during the ith interval i7s <t < (i + 1)7s form a
finite set of functions (in the following, we assume i = 0 without loss of generality). The size of
this set is M. This representation covers both PAM and multipulse modulation.

We now choose an orthogonal set (of size N) of expansion functions g, (t).* The set of expansion
functions should be complete, in the sense that all transmit signals can be represented as linear
combinations of expansion functions. Such a complete set of expansion functions can be obtained
by a Gram—Schmidt orthogonalization procedure (see, e.g., Wozencraft and Jacobs [1965]).

Given the set of expansion functions {¢, (¢)}, any complex (baseband) transmit signal sp () can
be represented as a vector Sy, = (Sm,1, Sm,2, - - - » Sm,N) Where

Ts
Smn = f Sm (U‘P:(l) dt (11.23)
0

where * denotes complex conjugation. The vector components of a bandpass signal are
computed as

Ts
SBP,m.n :/ sBP,m (1) gBp o (1) di (11.24)
0

Conversely, the actual transmit signal can be obtained from the vector components (both for pass-
band and baseband) as

N

Sm(t) =Y Smnpn(t) (11.25)

n=1

As each signal is represented by a vector sy, we can plot these vectors in the so-called signal
space diagram.> A graphical representation of these points is especially simple for N = 2, which
fortunately covers most important modulation formats.

For the passband representation of PAM signals with rectangular basis pulses, the expansion
functions are commonly

pup,1 (1) = [ % cos(2 1)

> . iTs <t < (i +1)Ts; 0 otherwise (11.26)
wpp2(1) = \/;SSIH(ZJTfCt)

Here it is assumed that f. > 1/Ts; this implies that all products containing cos(2 - 2w f.t) are
negligible and/or eliminated by a filter.
For example, for a binary antipodal signal (Binary Phase Shift Keying — BPSK, see Section

11.3.1), where the signal is
2Eg
Spp} = + Ts cos(2m fet) (11.27)

the points in the signal space diagram are located at ++/Eg, with Eg being the symbol energy.

4 Expansion functions are often called “basis functions.” However, we avoid this name in order to avoid confusion
with “basis pulses.” It is noteworthy that expansion functions are by definition orthogonal, while basis pulses can
be orthogonal, but are not necessarily so.

5 More precisely, the endpoints of the vectors starting in the origin of the coordinate system.
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Generally, the energy contained in a symbol can be computed from the bandpass signal as

Ts
Es.n =/ sBp.m (1) dt = ||sgp.l|* (11.28)
0

where ||s|| denotes the L;-norm (Euclidian norm) of s. Note that for many modulation formats
(e.g., BPSK), Es is independent of m.

The correlation coefficient between sy (#) and s () can be computed for the bandpass represen-
tation as
SBP,mSBP, k

_ (11.29)
[IsBp,m |IlIsBp«l|

Re{pkm} =

The squared Euclidean distance between the two signals is

d/f,m =[Esm + Esx — 2y EsmEs iRe{pg m}] (11.30)

We will see later on that this distance is important for computation of the bit error probability.
If starting from the complex baseband representation, the signal space diagram can be obtained
with the expansion vectors:

1
or(t) =,/ 71
IS iTs <t < (i +1)Ts; 0 otherwise (11.31)
= |—-j
@2 (1) ‘/Ts J

It is important that the signal space diagrams that result from bandpass and low-pass representation
differ by a factor of V2. Thus, the signal energy is given as

17 1
Bsn=3 [ lnn®Pd = 3l (11.32)
2 Jo 2
where spp ,, are the signal vectors obtained from the equivalent baseband representation.

The correlation coefficient is given as

SLP,m (SLp,k)*

Pk,m = (] 133)

[IsLpm || 11SLP k]l

11.3 Important Modulation Formats

In this section, we summarize in a very concise form the most important properties of different
digital modulation formats. We will give the following information for each modulation format:

e bandpass and baseband signal as a function of time;

e representation in terms of PAM or multipulse modulation;
e signal space diagram;

e spectral efficiency.

11.3.1 Binary Phase Shift Keying

BPSK modulation is the simplest modulation method: the carrier phase is shifted by £ /2, depend-
ing on whether a +1 or —1 is sent.® Despite this simplicity, two different interpretations of BPSK

O Strictly speaking, the reference phase ¢ also has to be given, which determines the phase at r = 0. Without
restriction of generality, we assume in the following ¢s o = 0.
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are possible. The first one is to see BPSK as a phase modulation, in which the data stream influ-
ences the phase of the transmit signal. Depending on the data bit b;, the phase of the transmitted

signal is /2 or —m /2.

The second, and more popular interpretation, is to view BPSK as a PAM , where the basis pulses
are rectangular pulses with amplitude 1, so that

where

and

Po(t) O

—2

Sgp(t) 0

-2

sap(t) = \/2Es/ Tg p (1) cos (271 ft + %)

po(t) = Y biglt —iT) = b; * g(1)

i=—00

g(@) = gr(t, Tp)

HT,
1 2 3 4 5 6 7 8 9 10
HT,

Figure 11.6 Binary phase shift keying signal as function of time.

(11.34)

(11.35)

Figure 11.6 shows the signal waveform and Figure 11.7 the signal space diagram. In equivalent
baseband, the complex modulation symbols are +j:

ci=j-bi

so that the real part of the signal is

and the imaginary part is

Re{sLp(1)} =0

2ER
Im{spp(r)} =,/ T—BPD(t)

(11.36)

(11.37)

(11.38)
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Figure 11.7 Signal space diagram for binary phase shift keying.

The envelope has constant amplitude, except at times ¢+ = i 7g. The spectrum shows a very slow
roll-off, due to the use of unfiltered rectangular pulses as basis pulses. The bandwidth efficiency
is 0.59 bit/s/Hz when we consider the bandwidth that contains 90% of the energy, but only 0.05
bit/s/Hz when considering the 99% energy bandwidth (see also Figure 11.8).

. /N
RN BRI
soe |\ [} N

-50
-4 -3 -2 -1 0 1 2 3 4

()T
Figure 11.8 Normalized power-spectral density for binary phase shift keying.

Because of the low bandwidth efficiency of rectangular pulses, practical TXs often use Nyquist-
shaped pulses as basis pulses.” Even the relatively mild filtering of o = 0.5 leads to a dramatic
increase in spectral efficiency: for 90% and 99% energy bandwidth, spectral efficiency becomes
1.02 and 0.79 bit/s/Hz, respectively. On the other hand, we see that the signal no longer has a
constant envelope (see Figures 11.9 and 11.10).

An important variant is Differential PSK (DPSK). The basic idea is that the transmitted phase is
not solely determined by the current symbol; rather, we transmit the phase of the previous symbol
plus the phase corresponding to the current symbol. For BPSK, this reduces to a particularly simple
form; we first encode the data bits according to

b; = bib;_ (11.39)
and then use l;l- instead of b; in Eq. (11.34).
7 Note that there is a difference between a PAM with Nyquist-shaped basis pulses and a phase modulation with

Nyquist-shaped phase pulses. In the following, we will consider only PAM with Nyquist basis pulses, and call it
Binary Amplitude Modulation (BAM) for clarity.
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Figure 11.9 Binary amplitude modulation signal (with roll-off factor o = 0.5) as a function of time.
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Figure 11.10 Normalized power-spectral density of a binary amplitude modulation signal (with roll-off factor
a =0.5).

The advantage of differential encoding is that it enables a differential decoder, which only needs
to compare the phases of two subsequent symbols in order to demodulate received signals. This
obviates the need to recover the absolute phase of the received signal, and thus allows simpler and
cheaper RXs to be built.

11.3.2 Quadrature-Phase Shift Keying

A Quadrature-Phase Shift Keying (QPSK)-modulated signal is a PAM where the signal carries 1
bit per symbol interval on both the in-phase and quadrature-phase component. The original data
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stream is split into two streams, b1; and b2;:

bl; = by
b2 = boisy } (11.40)
each of which has a data rate that is half that of the original data stream:
Rs=1/Ts = Rg/2 =1/(2Tp) (11.41)

Let us first consider the situation where basis pulses are rectangular pulses, g(t) = gr(t, Ts).
Then we can give an interpretation of QPSK as either a phase modulation or as a PAM. We first
define two sequences of pulses (see Figure 11.11):

plp(t) = Y blig(t —iTs) = bl; x g(t)
= (11.42)
p20(t) = Y b2ig(t —iTs) = b2; * g(t)

i=—00

When interpreting QPSK as a PAM, the bandpass signal reads
sgp(t) = EB/Tg[plp (1) cos2m fet) — p2p(1) sin(27 fe1)] (11.43)

Normalization is done in such a way that the energy within one symbol interval is fOTS spp()2dt =
2Eg, where Eg is the energy expended on transmission of a bit. Figure 11.12 shows the signal

1 - —

Plpapsk(t) 0 b

-1

2 . . . . . . . . .
0 2 4 6 8 10 12 14 16 18 20
T,
2 T T T T T T T T T
1 - -
P2p gpsk(t) 0 b
-1
) N N N N N N N N N
0 2 4 6 8 10 12 14 16 18 20
T,

Figure 11.11 Data streams of in-phase and quadrature-phase components in quadrature-phase shift keying.
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Sgp(t) 0 l

-2 1 1 1 1 1 1 1 1 1

Figure 11.12 Quadrature-phase shift keying signal as a function of time.

space diagram. The baseband signal is

sup(?) = [plp(1) + jp2p )]V Es/Ts (11.44)

When interpreting QPSK as a phase modulation, the low-pass signal can be written as

V2Es/Ts exp(jds (1)) with:
1 1
Os(t) =7 - [5 - p2p(1) — I -plp() - PZD(I)] (11.45)

It is obvious from this representation that the signal is constant envelope, except for the transitions
at t = iTs (see Figure 11.13).

~=.
}\/EB

Figure 11.13  Signal space diagram of quadrature-phase shift keying.

The spectral efficiency of QPSK is twice the efficiency of BPSK, since both the in-phase and
the quadrature-phase components are exploited for the transmission of information. This means
that when considering the 90% energy bandwidth, the efficiency is 1.1 bit/s/Hz, while for the
99% energy bandwidth, it is 0.1 bit/s/Hz (see Figure 11.14). The slow spectral roll-off motivates
(similarly to the BPSK) the use of raised cosine basis pulses (see Figure 11.15); we will refer to
the resulting modulation format as quadrature amplitude modulation (QAM) in the following. The
spectral efficiency increases to 2.04 and 1.58 bit/s/Hz, respectively (see Figure 11.16). On the other
hand, the signal shows strong envelope fluctuations (Figure 11.17).

11.3.3 m/4-Differential Quadrature-Phase Shift Keying

Even though QPSK is nominally a constant envelope format, it has amplitude dips at bit transitions;
this can also be seen by the fact that the trajectories in the I-Q diagram pass through the origin for
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Figure 11.14 Normalized power-spectral density of quadrature-phase shift keying.
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Figure 11.15 Quadrature amplitude modulation pulse sequence.

some of the bit transitions. The duration of the dips is longer when non-rectangular basis pulses
are used. Such variations of the signal envelope are undesirable, because they make the design of
suitable amplifiers more difficult. One possibility for reducing these problems lies in the use of
7 /4-DQPSK (/4 differential quadrature-phase shift keying). This modulation format had great
importance for second-generation cellphones — it was used in several American standards (IS-54,
IS-136, PWT), as well as the Japanese cellphone (JDC) and cordless (PHS) standards, and the
European trunk radio standard (TETRA).

The principle of 7/4-DQPSK can be understood from the signal space diagram of DQPSK (see
Figure 11.18). There exist two sets of signal constellations: (0, 90, 180, 270°) and (45, 135, 225,
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2 T T T

Figure 11.16 1-Q diagram of quadrature amplitude modulation with raised cosine basis pulses. Also shown are
the four normalized points of the normalized signal space diagram, (1, 1), (1, —1), (=1, —1), (=1, 1).

S(f)/dB —20

4 3 -2 -1 0 1 2 3 4
(-£)T

Figure 11.17 Normalized power-spectral density of quadrature amplitude modulation with raised cosine filters
with o = 0.5.

315°). All symbols with an even temporal index i are chosen from the first set, while all symbols
with odd index are chosen from the second set. In other words: whenever 7 is an integer multiple of
the symbol duration, the transmit phase is increased by /4, in addition to the change of phase due
to the transmit symbol. Therefore, transitions between subsequent signal constellations can never
pass through the origin (see Figure 11.19); in physical terms, this means smaller fluctuations of
the envelope.

The signal phase is given by

1 1 1
Qy(1) = |:§P2D(l) — 7PIo®Mp2p() + 7 {TLsﬂ (11.46)

where | x| denotes the largest integer smaller or equal to x. Comparing this with Eq. (11.45), we can
clearly see the change in phase at each integer multiple of 7s. Figure 11.20 shows the underlying
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Figure 11.18 Allowed transitions in the signal space diagram of /4 differential quadrature-phase shift keying.
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Figure 11.19 Sequence of basis pulses for /4 differential quadrature-phase shift keying.

data sequences, and Figure 11.21 depicts the resulting bandpass signals when using rectangular or
raised cosine basis pulses.

11.3.4  Offset Quadrature-Phase Shift Keying

Another way of improving the peak-to-average ratio in QPSK is to make sure that bit transitions
for the in-phase and the quadrature-phase components occur at different time instants. This method
is called OQPSK (offset QPSK). The bitstreams modulating the in-phase and quadrature-phase
components are offset half a symbol duration with respect to each other (see Figure 11.22), so
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Figure 11.20 /4 differential quadrature-phase shift keying signals as function of time for rectangular basis
functions (a) and raised cosine basis pulses (b).

Figure 11.21 I-Q diagram of a m/4-differential quadrature-phase shift keying signal with rectangular basis
functions.

that transitions for the in-phase component occur at integer multiples of the symbol duration (even
integer multiples of the bit duration), while quadrature component transitions occur half a symbol
duration (1-bit duration) later. Thus, the transmit pulse streams are

plp() = ) blig(t —iTs) = bl; x g(t)

o T T. (11.47)
P2 = 3 b2g(t — (i +3) Ts) = b2; g (r - 75>

1=—00

These data streams can again be used for interpretation as PAM (Eq. 11.44) or as phase modu-
lation, according to Eq. (11.45). The resulting bandpass signal is shown in Figure 11.23.

The representation in the I-Q diagram (Figure 11.24) makes clear that there are no transitions
passing through the origin of the coordinate system; thus this modulation format takes care of
envelope fluctuations as well.



206 Wireless Communications

2 T T T T T T T T T
1 - -
pio(t) © I
-
D) A A A A A A A A A
0 2 4 6 8 10 12 14 16 18 20
t/Tg
1 - -
p2o(t) O 1
-1
) A A A A A A A A A
0 2 4 6 8 10 12 14 16 18 20
t/Tg
Figure 11.22 Sequence of basis pulses for offset quadrature-phase shift keying.
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Figure 11.23 Offset quadrature-phase shift keying signal as a function of time.

As for regular QPSK, we can use smoother basis pulses, like raised cosine pulses, to improve
spectral efficiency. Figure 11.25 shows the resulting 1-Q diagram.

11.3.5 Higher Order Modulation

Up to now, we have treated modulation formats that transmit at most 2 bits per symbol. In this
section, we mention how these schemes can be generalized to transmit more information in each
symbol interval. Such schemes result in higher spectral efficiency, but consequently also in higher
sensitivity to noise and interference. They were therefore not used as often in the early history of
wireless communications. However, in recent times multilevel QAM has found adaptation in the
standards for wireless Local Area Networks (LANSs) (see Chapter 29) and fourth-generation cellular
systems (Chapters 27 and 28).
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Figure 11.24 1-Q diagram for offset quadrature-phase shift keying with rectangular basis functions. Also shown
are the four points of the normalized signal space diagram, (1, 1), (1, —1), (=1, —=1), (=1, 1).
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Figure 11.25 1-Q diagram for offset quadrature amplitude modulation with raised cosine basis pulses.

Higher Order QAM

Higher order QAM transmits multiple bits in both the in-phase and the quadrature-phase component.
It does so by sending a signal with positive or negative polarity, as well as multiple amplitude
levels, on each component. The mathematical representation is the same as for 4-QAM, just that
in the pulse sequences of Eq. (11.42) we not only allow the levels +1 but 2m — 1 — /M, with
m=1,..., «/M .

The signal space diagram for 16-QAM is shown in Figure 11.26. Larger constellations, including
64-QAM and 256-QAM, can be constructed according to similar principles. Naturally, the larger
the peak-to-average ratio of the output signal, the larger the constellation is.

Example 11.2 Relate the average energy of a 16-QAM signal to the distance between two
adjacent points in the signal space diagram.
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Let us for simplicity consider the first quadrant of the signal space diagram. Assume that the
signal points are located at d + jd, d + j3d, 3d + j, and 3d + j3d. The average energy is
given by Es = de(z +10 + 10 + 18) = 104>. The squared distance between two points is 4d?,
so the ratio then becomes 2.5.

2d
+—>
° ° ° °
° ° ° °
° ° ] °
[ [ ] [ ] [}

Figure 11.26 Signal space diagram for 16-QAM.

Higher Order Phase Modulation

The drawback of higher order QAM is the fact that the resulting signals show strong variations of
output amplitude; this implies that linear amplifiers need to be used. An alternative is the use of
higher order phase shift keying (PSK), where the transmit signal can be written as:

2
spp(t) = /2Es/ Ts cos <2ﬂfct n ﬁ”(m — 1)) Com=1,2,... M (11.48)

that is, the TX picks one of the M transmit phases (see Figure 11.27); note that we normalize
energy here in terms of symbol energy and symbol duration. The equivalent low-pass signal is

2
sLp(t) = /2Es/Ts exp (jﬁn(m - 1)) (11.49)

The correlation coefficient between two signals is

21
Pkm = €Xp (.]ﬁ(m - k)) (1 150)

11.3.6 Binary Frequency Shift Keying

In FSK, each symbol is represented by transmitting (for a time 7s) a sinusoidal signal whose
frequency depends on the symbol to be transmitted. FSK cannot be represented as PAM. Rather,
it is a form of multipulse modulation: depending on the bit to be transmitted, basis pulses with
different center frequencies are transmitted (see also Figure 11.28):

() = COSLTfi + b2 fro)t/ T + ] (11.51)
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Figure 11.27 Envelope diagram of 8-PSK. Also shown are the eight points of the signal space diagram.
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Figure 11.28 Frequency shift keying signal as a function of time.

Note that the phase of the transmit signal can jump at the bit transitions. This leads to undesirable
spectral properties.

The power spectrum of FSK can be shown to consist of a continuous and a discrete (spectral
lines) part:

S(f) = Scont(f) + Sdisc(f) (1152)
where (see Benedetto and Biglieri [1999]):

2
(11.53)

2
> Gu(f)

m=1

1| 1
Seom(f) = 51 2 1Gm (NP = 5
m=1
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Figure 11.29 Power-spectral density of (noncontinuous phase) frequency shift keying with /ieq = 1.

and
2

2
PAGIDIIE %) (11.54)
m=1 n

where G, (f) is the Fourier transform of g, (f). An example is shown in Figure 11.29.
CPFSK enforces a smooth change of the phase at the bit transitions. The phase of the transmission
signal is chosen as

1
Sdisc(f) = (ZT)Z

t

D5 (t) = 2 hmod / Pp.rsk (T) dt (11.55)

—00

The resulting signal has a constant envelope, where /pmoq is the modulation index. Using the
normalization for phase pulses (Eq. 11.13) and assuming rectangular phase basis pulses:

1
grsk (1) = ——gr(t, T 11.56
gesk (1) 2TBf]R( B) ( )
the phase pulse sequence is
oo
Porsk(t) = Y bijrsk(t — iTs) = bi * Jrsk (t) (11.57)
i=—00

The instantaneous frequency is given as

1 dos(z)
SO = fe +bifmoa(t) = fe + fo) = fe + — (11.58)
2r  dt
The real and imaginary parts of the equivalent baseband signal are then
1
Re(st(t)) =4/ 2EB/TB Cos 27l’l’lm0d / ﬁD,FSK(T) dt (1 159)
—0o0
t
Im(spp(r)) = 2E/Tp sin | 2 hmod / Pprsk(T)dT (11.60)

—00



Modulation Formats 211

The resulting signal has a memory, as the signal at time ¢ depends on all previously trans-
mitted bits.
For the signal space diagram, we can find two different representations:

1. Use sinusoidal oscillations at the two possible signal frequencies f. &= fmod- Expressing this in
terms of phase pulses, the expansion functions (in the passband) read

oBp,1(t) = +/2/ Ty cos(27 fct + 27 fnoat)
wBp,2(t) = +/2/Tg cOS(27 fct — 27 finodl)

In this case, the signal space diagram consists of two points on the two orthogonal axes (see
Figure 11.30). Note that we have made the implicit assumption that the two signals ¢gp | (f) and
@pp.2(t) are orthogonal to each other.

2. Use the in-phase and quadrature-phase component of the center frequency f.. In this case,
the signal shows up in the envelope diagram not as a discrete point but as a continuous
trajectory — namely, a circle (see Figure 11.31). At any time instant, the transmit signal is
represented by a different point in the diagram.

(11.61)

VEg

Figure 11.30 Signal space diagram of frequency shift keying when using cos[27( f. £ fp)t] as basis functions.

_ Il
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Figure 11.31 I-Q diagram of frequency shift keying. This is equivalent to a signal space diagram for FSK when
using cos(2m ft) and sin(27 f.1) as basis functions.
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11.3.7 Minimum Shift Keying

Minimum Shift Keying (MSK) is one of the most important modulation formats for wireless commu-
nications. However, it can be interpreted in different ways, which leads to considerable confusion:

1. The first interpretation is as CPFSK with a modulation index:
hmod = 0.5, fmod = 1/4T (11.62)

This implies that the phase changes by /2 during a 1-bit duration (see Figure 11.32). The
bandpass signal is shown in Figure 11.33.

2. Alternatively, we can interpret MSK as Offset QAM (OQAM) with basis pulses that are sinu-
soidal half-waves extending over a duration of 27g (see also Figure 11.34):

@) = SIn27 finoa (t + T5))gr (¢, 2T5) (11.63)

For proof, see Appendix 11.A at www.wiley.com/go/molisch.

Due to the use of smoother basis functions, the spectrum decreases faster than that of “regu-
lar” OQPSK:

16T (coS(ZﬂfTB))2 (11.64)

SH="512 16 £2T2

see also Figure 11.35. On the other hand, MSK is only a binary modulation format, while
OQPSK transmits 2 bits per symbol duration. As a consequence, MSK has lower spectral
efficiency when considering the 90% energy bandwidth (1.29 bit/s/H,), but still performs
reasonably well when considering the 99% energy bandwidth (0.85 bit/s/H,).

tTs

otz 0

0 1 2 3 4 5 6 7 8 9 10
tTs

Figure 11.32 Phase pulse and phase as function of time for minimum shift keying signal.
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Figure 11.33
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Minimum shift keying modulated signal.

Figure 11.34 Composition
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of minimum shift keying from sinusoidal half-waves.
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Figure 11.35 Power-spectral density of minimum shift keying.
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Example 11.3 Compare the spectral efficiency of MSK and QPSK with rectangular constituent
pulses. Consider systems with equal bit duration. Compute the out-of-band energy at 1/Tg, 2/ T,
and 3/ Tg.

The power-spectral density of MSK is given by

16T [ cosRmfTg) \>
Smsk (f) = p (1 — 16f2TB2)

(11.65)

whereas, the power-spectral density for QPSK with rectangular pulses is the same as for ordinary
QAM given by (note that we normalize such that the integral over the power-spectral density
becomes unity):

Sogesk (f) = (1/Ts)(Ts sinc(rrf Ts))* (11.66)

where it must be noted that 7s = 275 for QPSK. The out-of-band power is, for MSK and
Ts = 1, given by

oo o0

_ . 16 (cosrf)\>
Pout(fo) =2 / S(fHdf = 2/ F (m) df
f=fo 1
32 (™ cos? 2r f 32 [ %COS47‘[f+%
_?/1 mdf—;/l et sz (16D
and for QPSK with 75 = 1 given by
*® sin(27rf))2
)= 2= ) ¢ 11.68
¢(fo) /] ( a7 f ( )

Solving these integrals numerically gives the following table:

1/Tg 2/Tg 3/Ts
QPSK 0.050 0.025 0.017
MSK 0.0024 2.8%10~* 7.7 %107

11.3.8 Demodulation of Minimum Shift Keying

The different interpretations of MSK are not just useful for gaining insights into the modula-
tion scheme but also for building demodulators. Different demodulator structures correspond to
different interpretations:

e Frequency discriminator detection: since MSK is a type of FSK, it is straightforward to check
whether the instantaneous frequency is larger or smaller than the carrier frequency (larger or
smaller than 0 when considering equivalent baseband). The instantaneous frequency can be
sampled in the middle of the bit, or it can be integrated over (part of the) bit duration in order to
reduce the effect of noise. This RX structure is simple, but suboptimum, since it does not exploit
the continuity of the phase at bit transitions.

e Differential detection: the phase of the signal changes by +m/2 or —m /2 over a 1-bit duration,
depending on the bit that was transmitted. An RX thus just needs to determine the phases at
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times i7" and (i + 1)7, in order to make a decision. It is remarkable that no differential encoding
of the transmit signal is required; an erroneous estimate of the phase at one sampling time leads
to two (but not more) bit errors.

e Matched filter reception: it is well known that matched filter reception is optimum (see also
Chapter 12). This is true both when considering MSK as OQPSK, and when considering it
as multipulse modulation. However, it has to be noted that MSK is a modulation format with
memory. Thus, bit-by-bit detection is suboptimum: consider the signal space diagram: four con-
stellation points (at 0°, 90°, 180°, and 270°) are possible. For a bit-by-bit decision, the decision
boundaries are thus the first and second main diagonals. The distance between the signal constel-
lations and the decision boundary are ~/E/+/2, and thus worse by 3 dB compared with BPSK.
However, such a decision method has thrown away the information arising from the memory
of the system: if the previous constellation point had been at 0°, the subsequent signal con-
stellations can only be at either 90° or 270°. The decision boundary should thus be the x-axis,
and the distance from the signal constellations to the decision boundary is vE — i.e., equal to
BPSK. Memory can be exploited, e.g., by a maximum-likelihood sequence estimation,® (compare
Section 14.3).

11.3.9 Gaussian Minimum Shift Keying

GMSK (Gaussian MSK) is CPFSK with modulation index hpmog = 0.5 and Gaussian phase
basis pulses:

g(t) = gg(t, Ty, BGT) (11.69)

Thus the sequence of transmit phase pulses is

po() = Y bij(t —iTg) = b; #j(t) (11.70)

i=—00

(see Figure 11.36). The spectrum is shown in Figure 11.37. We see that GMSK achieves better
spectral efficiency than MSK because it uses the smoother Gaussian phase basis pulses as opposed
to the rectangular ones of MSK.

GMSK is the modulation format most widely used in Europe. It is applied in the cellular Global
System for Mobile communications (GSM) standard (with Bg7 = 0.3) and the cordless standard
Digital Enhanced Cordless Telecommunications (DECT) (with BgT = 0.5) (see Chapter 24 and
the Appendix on DECT, respectively). It is also used in the Bluetooth (IEEE 802.15.1) standard
for wireless personal area networks.’

It is noteworthy that GMSK cannot be interpreted as PAM. However, Laurent [1986] derived
equations that allow the interpretation of GMSK as PAM with finite memory.

11.3.10 Pulse Position Modulation

Pulse Position Modulation (PPM) is another form of multipulse modulation. Remember that for
FSK we used pulses that had different center frequencies as basis pulses. For PPM, we use pulses

81t can be shown that for a maximum-likelihood sequence estimation, only three sampling values can influence
the decision for a specific bit (see Benedetto and Biglieri [1999]).

9 Strictly speaking, DECT and Bluetooth use GFSK with modulation index 0.5, which is equivalent to GMSK.
However, deviations from the nominal modulation index are tolerated.
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Figure 11.36 Pulse sequence and phase of Gaussian minimum shift keying signal.
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Figure 11.37 Gaussian minimum shift keying power-spectral density (from simulations).
that have different delays. In the following, we will consider M-ary PPM:
2Ep .
sip(t) = /T_B'Z ge; (t —iT) (11.71)
i=—00
2Egp
= |— t—iT —c T, 11.72
T Z,: gppm ( i Ta) ( )
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where Ty is the modulation delay (see Figure 11.38). Note that the modulation symbols are directly
mapped to the delay of the pulses, and are thus real.

2
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Figure 11.38 Temporal signal in the low-pass and bandpass domain for pulse position modulation.

The envelope shows strong fluctuations; however, it is still possible to use nonlinear amplifiers,
since only two output amplitude levels are allowed.

Because PPM is a nonlinear modulation, the spectrum is not given by Eq. (11.20), but rather by
the more complicated expression for multipulse modulation (see also Eq. 11.52):

2

| oo [ |M—1 2 ; WL . m-1
S(f)zMz—Tsz,;w rnzzoc;m(f) 8<f—75> 1 ;)M'Gm(f)l — n;ﬁcmm

(11.73)

We note that the spectrum has a number of lines.

Up to now, we have assumed that the transmitted pulses are rectangular pulses, and offset with
respect to each other by one pulse width. However, this is not spectrally efficient, as the pulses
have a very broad spectrum. Other pulse shapes can be used as well. The performance of these
different pulses depends on the detection method. When coherent detection is employed, then the
key quantity determining performance is the correlation between the pulses representing +1 and
—1 (assuming binary PPM):

[yt — To)de
= 7 |g(t)|2 ” (11.74)

If p = 0, modulation is orthogonal as is the case for rectangular pulses if Tg > Tg. It is actu-
ally possible to choose pulse shapes so that p < 0. In that case, we have not only better spectral
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efficiency but also better performance. However, when the RX uses incoherent (energy) detec-
tion, then it is best if the pulses do not have any overlap. The relevant correlation coefficient in
this case is

_ Tlg0llglt — Toldr
Jlg@®)|*dt
PPM can be combined with other modulation formats. For example, binary PPM can be combined

with BPSK, so that each symbol represents 2 bits —1 bit determined by the phase of the transmitted
pulse, and 1 bit by its position.

(11.75)

env

Example 11.4  Consider a PPM system with g(t) = sin(¢t/T)/t. What is the correlation coeffi-
cient p and the correlation coefficient of the envelopes when Ty is (i) T, (ii) 5T?

The correlation coefficient is given by

_ Jg()g(t — Ty) dt

(11.76)

[lg(@)|* at

Assuming 7' = 1, the denominator is
[ p)
2 . sin“(t) _
/lg(t)| dt _/ 2 dt =1 (11.77)
—0Q
For Ty = 1, using numerical integration, the numerator becomes
> sin(z) sin(r — 1)
gyt — Ty) dt = — -1 dt =~ 2.63 (11.78)
—00 -

so that the correlation coefficient becomes p ~ 0.84. For Ty = 5, using numerical integration,
the numerator becomes

[sge-roa= [ BOZED 4~ o6 (11.79)

so that the correlation coefficient becomes p ~ —0.2. For 7y = 1, the numerator for the envelope
correlation is given by

—1 dt ~2.73 (11.80)
so that the envelope correlation becomes p ~ 0.87. For Tq = 5, the numerator for the envelop

correlation is given by
(o]
2l
—00

so that the envelope correlation become p ~ 0.33.

 |sin(z) | | sin(z—1)
|

sin(t)
1

sin(t — 5)
t—5

‘ dt =~ 1.04 (11.81)

PPM is not used very often for wireless systems. This is due to its relatively low spectral
efficiency, as well as to the effect of delay dispersion on a PPM system. Still, there are some
emerging applications where PPM is used, especially impulse radio (see Section 18.5).
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11.3.11 Summary of Spectral Efficiencies

Table 11.1 summarizes the spectral efficiencies of different modulation methods, assuming that the
“occupied bandwidth” is defined as the bandwidth that contains 90 or 99%, respectively, of the
overall energy.

Table 11.1 Spectral efficiency for different modulation schemes

Modulation method Spectral efficiency for 90% Spectral efficiency for 99%

of total energy of total energy
(bit/s/Hz) (bit/s/Hz)
BPSK 0.59 0.05
BAM (a = 0.5) 1.02 0.79
QPSK, OQPSK 1.18 0.10
MSK 1.29 0.85
GMSK (Bg = 0.5) 1.45 0.97
QAM (a =0.5) 2.04 1.58

11.4 Appendix

Please go to www.wiley.com/go/molisch

Further Reading

The description of different modulation formats, and their representation in a signal space diagram,
can be found in any of the numerous textbooks on digital communications — e.g., Anderson [2005],
Barry et al. [2003], Proakis [2005], Sklar [2001], Wilson [1996], and Xiong [2006]. A book specif-
ically dedicated to modulation for wireless communications is Burr [2001]. QAM is described in
Hanzo et al. [2000]. A description of the multiple interpretations of MSK, and the resulting demod-
ulation structures, can be found in Benedetto and Biglieri [1999]. GMSK was invented by Murota
and Hirade [1981]. An authoritative description of different forms of continuous-phase modulation
is Anderson et al. [1986].

For updates and errata for this chapter, see wides.usc.edu/teaching/textbook
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Demodulation

In this chapter, we describe how to demodulate the received signal, and discuss the performance
of different demodulation schemes in Additive White Gaussian Noise (AWGN) channels as well as
flat-fading channels and dispersive channels.

12.1 Demodulator Structure and Error Probability in Additive
White Gaussian Noise Channels

This section deals with basic demodulator structures for the modulation formats described in
Chapter 11, and the computation of the Bit Error Rate (BER) and Symbol Error Rate (SER)
in an AWGN channel. As in the previous chapter, we concentrate on the most important results; for
more detailed derivations, we refer the reader to the monographs of Anderson [2005], Benedetto
and Biglieri [1999], Proakis [2005], and Sklar [2001].

12.1.1 Model for Channel and Noise

The AWGN channel attenuates the transmit signal, causes phase rotation, and adds Gaussian-
distributed noise. Attenuation and phase rotation are temporally constant, and are thus easily taken
into account. Thus, the received signal (in complex baseband notation) is given by

rLp(f) = aspp(t) + nLp(?) (12.1)

where « is the (complex) channel gain || exp(j¢), and n(t) is a (complex) Gaussian noise process.

In order to derive the properties of noise, let us first consider noise in the bandpass system. We
assume that over the bandwidth of interest the noise power-spectral density is constant. The value
of the two-sided noise power-spectral density is Ny/2 (see Figure 12.1a). The (complex) equivalent
low-pass noise has a power-spectral density (see Figure 12.1b):

N B2
Sn,LP(f)z{ o 1/1= B/ (12.2)

0 otherwise
Note that S, 1 p(f) is symmetric with respect to f —1i.e., SyLp(f) = Snp(—f).
When considering noise in the time domain, we find that it is described by its autocorrelation
function Ryp ., (t) = (1/2)E{n{p(t)nrp(t + 7)}.! For a system limited to the band [—B/2, B/2],

! Note that this definition of the AutoCorrelation Function (ACF) differs by a factor of 2 from the one used in
Chapter 6. The reason for using this modified definition here is that it is commonly used in communications theory
for BER computations.

Wireless Communications, Second Edition Andreas F. Molisch
© 2011 John Wiley & Sons Ltd. ISBN: 978-0-470-74187-0
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Bandpass noise
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i | : i '
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Figure 12.1 Bandpass noise and equivalent low-pass noise power spectrum.

the ACF is
sin(r Bt)
RLP,nn () =No——— (12.3)
TT
which becomes
Rip nn(T) = Nod(7) (12.4)

as the bandwidth B tends to infinity. We also note that the correlations of the in-phase and the
quadrature-phase components of noise, respectively, are both Ryp ,,,(7), while the cross-correlation
between in-phase and quadrature-phase noise is zero.

The ACF of the bandpass signal is

RBP,nn(T) = Re{RLP,nn (T) eXP(jznch)} (125)

12.1.2 Signal Space Diagram and Optimum Receivers

We now derive the structure of the optimum receivers for digital modulation. In the process, we
will also find an additional motivation for using signal space diagrams. For these derivations we
make the following assumptions:

1. All transmit symbols are equally likely.

2. The modulation format does not have memory.

3. The channel is an AWGN channel, and both absolute channel gain and phase rotation are
completely known. Without loss of generality, we assume henceforth that phase rotation has
been compensated completely, so that the channel attenuation is real, so that o = |«]|.

The ideal detector, called the Maximum A Posteriori (MAP) detector, aims to answer the follow-
ing question: “If a signal r(¢) was received, then which symbol s, () was most likely transmitted?”
In other words, which symbol maximizes m?:

Prs,, (t)|r ()] (12.6)
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Bayes’ rules can be used to write this as (in other words, find the symbol m that achieves)
max Pr[n(t) = r(t) — as,, (t)]|Prs,, (t)] (12.7)

Since we assume that all symbols are equiprobable, the MAP detector becomes identical to the
Maximum Likelihood (ML) detector:

max Prin(t) = r(t) — as, ()] (12.8)

In Chapter 11, we introduced the signal spaced diagram for the representation of modulated transmit
signals. There, we treated the signal space diagram just as a convenient shorthand. Now we will
show how a transmit and received signal can be related, and how the signal space diagram can
be used to derive optimum receiver structures. In particular, we will derive that the ML detector
finds in the signal space diagram the transmit symbol that has the smallest Euclidean distance to
the receive signal.

Remember that the transmit signal can be represented in the form:?

N
Sm(t) =Y Smnpn(t) (12.9)
n=1
where
Ts
wn = [ stz w1t (12.10)
0

Now we find that the received signal can be represented by a similar expansion. Using the same
expansion functions ¢, () we obtain

r6) =) raga(t) (12.11)
n=1
where
Ts
T =f r()g, (1) dt (12.12)
0

Since the received signal contains noise, it seems at first glance that we need more terms in the
expansion — infinitely many, to be exact. However, we find it useful to split the series into two parts:

N 0
P =) r@a®+ Y raga(®) (12.13)
n=1 n=N+1
and similarly:
N 00
n(@) =Y mgn(®)+ Y naga(t) (12.14)
n=1 n=N+1

Using these expansions, the expression that the ML receiver aims to maximize can be written as

max Pr[n =r — as,,] (12.15)
m

2 Note that these equations are valid for both the baseband and the bandpass representation — it is just a matter of
inserting the correct expansion functions.
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where the received signal vector r is simply r = (r,r2,...)7, and similarly for n. Since the
noise components are independent, the probability density function (pdf)