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Preface 

Process control has become increasingly important in 
the process industries as a consequence of global com­
petition, rapidly changing economic conditions, faster 
product development, and more stringent environmen­
tal and safety regulations. Process control and its allied 
fields of process modeling and optimization are critical 
in the development of more flexible and more complex 
processes for manufacturing high-value-added prod­
ucts. Furthermore, the rapidly declining cost of digital 
devices and increased computer speed (doubling every 
18 months, according to Moore's Law) have enabled 
high-performance measurement and control systems to 
become an essential part of industrial plants. 

It is clear that the scope and importance of process 
control technology will continue to expand during the 
21st century. Consequently, chemical engineers need to 
master this subject in order to be able to design and op­
erate modern plants. The concepts of dynamics, feed­
back, and stability are also important for understanding 
many complex systems of interest to chemical engineers, 
such as in bioengineering and advanced materials. An 
introductory course should provide an appropriate bal­
ance of process control theory and practice. In particu­
lar, the course should emphasize dynamic behavior, 
physical and empirical modeling, computer simulation, 
measurement and control technology, basic control con­
cepts, and advanced control strategies. We have orga­
nized this book so that the instructor can cover the basic 
material while having the flexibility to include advanced 
topics. The textbook provides the basis for 10 to 30 
weeks of instruction for a single course or a sequence of 
courses at either the undergraduate or first-year graduate 
levels. It is also suitable for self-study by engineers in 
industry. The book is divided into reasonably short 
chapters to make it more readable and modular. This 
organization allows some chapters to be omitted with­
out a loss of continuity. 

The mathematical level of the book is oriented to­
ward a junior or senor student in chemical engineering 
who has taken at least one course in differential equa­
tions. Additional mathematical tools required for the 
analysis of control systems are introduced as needed. 
We emphasize process control techniques that are used 
in practice and provide detailed mathematical analysis 
only when it is essential for understanding the material. 

Key theoretical concepts are illustrated with numerous 
examples and simulations. 

The textbook material has evolved at the University 
of California, Santa Barbara, and the University of 
Texas at Austin over the past 40 years. The first edition 
(SEMl) was published in 1989, adopted by over 80 uni­
versities worldwide, and translated into Korean and 
Japanese. In the second edition (SEM2, 2004), we added 
new chapters on the important topics of process moni­
toring (Chapter 21), batch process control (Chapter 22), 
and plantwide control (Chapters 23 and 24). Even with 
the new chapters, the length of the second edition was 
about the same as SEMl. Interactive computer software 
based on MATLAB® and Simulink® software was 
extensively used in examples and exercises. The second 
edition was translated into Chinese in 2004. 

For the third edition (SEMD3), we are very pleased 
to have added a fourth co-author, Professor Frank 
Doyle (UCSB), and we have made major changes that 
reflect the evolving field of chemical and biological en­
gineering, as well as the practice of process control, 
which are described in the following. 

The book is divided into five parts. Part I provides an 
introduction to process control and an in-depth discus­
sion of process modeling. Control system design and 
analysis increasingly rely on the availability of a 
process model. Consequently, the third edition includes 
additional material on process modeling based on first 
principles, such as conservation equations and thermo­
dynamics. Exercises have been added to several chap­
ters based on MATLAB® simulations of two physical 
models, a distillation column and a furnace. These sim­
ulations are based on the book, Process Control Modules, 
by Frank Doyle, Ed Gatzke, and Bob Parker. Both the 
book and the MATLAB simulations are available on 
the book Web site ( www. wiley.com/college/seborg). 
National Instruments has provided multimedia modules 
for a number of examples in the book based on their 
Lab VIEW™ software. 

Part II (Chapters 3 through 7) is concerned with the 
analysis of the dynamic (unsteady-state) behavior of 
processes. We still rely on the use of Laplace transforms 
and transfer functions, to characterize the dynamic 
behavior of linear systems. However, we have kept ana­
lytical methods involving transforms at a minimum and 

ix 



x Preface 

prefer the use of computer simulation to determine 
dynamic responses. In addition, the important topics of 
empirical models and their development from plant 
data are presented. 

Part III (Chapters 8 through 15) addresses the funda­
mental concepts of feedback and feedforward control. 
The topics include an overview of the process instru­
mentation (Chapter 9) and control hardware and soft­
ware that are necessary to implement process control 
(Chapter 8 and Appendix A). Chapter 13 (new) pre­
sents the important topic of process control strategies 
at the unit level, and additional material on process 
safety has been added to Chapter 10. The design and 
analysis of feedback control systems still receive con­
siderable attention, with emphasis on industry-proven 
methods for controller design, tuning, and trouble­
shooting. The frequency response approach for open 
and closed-loop processes is now combined into a single 
chapter (14), because of its declining use in the process 
industries. Part III concludes with a chapter on feedfor­
ward and ratio control. 

Part IV (Chapters 16 through 22) is concerned with 
advanced process control techniques. The topics 
include digital control, multivariable control, and 
enhancements of PID control, such as cascade control, 
selective control, and gain scheduling. Up-to-date 
chapters on real-time optimization and model predic­
tive control emphasize the significant impact these 
powerful techniques have had on industrial practice. 
Other chapters consider process monitoring and batch 
process control. The two plantwide control chapters 
that were introduced in SEM2 have been moved to the 
book Web site, as Appendices G and H. We have 
replaced this material with two new chapters on bio­
systems control, principally authored by our recently 
added fourth author, Frank Doyle. Part V (new Chap­
ters 23 and 24) covers the application of process control 
in biotechnology and biomedical systems, and intro­
duces basic ideas in systems biology. 

The book Web site will contain errata lists for current 
and previous editions that are available to both students 
and instructors. In addition, the following resources for 
instructors (only) are provided: solutions manual, lec­
ture slides, figures from the text, archival material from 
SEMI and SEM2, and a link to the authors' Web sites. 
Instructors need to visit the book Web site to register 
for a password to access the protected resources. The 
book Web site is located at www. wiley.com/college/seborg. 

We gratefully acknowledge the very helpful suggestions 
and reviews provided by many colleagues in academia 

and industry: Joe Alford, Anand Asthagiri, Karl 
Astrom, Tom Badgwell, Max Barolo, Larry Biegler, 
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Chapter 1 

Introduction to Process Control 

CHAPTER CONTENTS 

1.1 Representative Process Control Problems 

1.1.1 Continuous Processes 

1.1.2 Batch and Semi-Batch Processes 

1.2 Illustrative Example-A Blending Process 

1.3 Classification of Process Control Strategies 

1.3.1 Process Control Diagrams 

1.4 A More Complicated Example-A Distillation Column 

1.5 The Hierarchy of Process Control Activities 

1.6 An Overview of Control System Design 

Summary 

In recent years the performance requirements for 
process plants have become increasingly difficult to sat­
isfy. Stronger competition, tougher environmental and 
safety regulations, and rapidly changing economic con­
ditions have been key factors in tightening product 
quality specifications. A further complication is that 
modern plants have become more difficult to operate 
because of the trend toward complex and highly inte­
grated processes. For such plants, it is difficult to pre­
vent disturbances from propagating from one unit to 
other interconnected units. 

In view of the increased emphasis placed on safe, 
efficient plant operation, it is only natural that the subject 
of process control has become increasingly important in 
recent years. Without computer-based process control 
systems it would be impossible to operate modern 
plants safely and profitably while satisfying product 
quality and environmental requirements. Thus, it is im­
portant for chemical engineers to have an understand­
ing of both the theory and practice of process control. 

The two main subjects of this book are process 
dynamics and process control. The term process dynamics 
refers to unsteady-state (or transient) process behavior. 
By contrast, most of the chemical engineering curricula 

emphasize steady-state and equilibrium conditions in such 
courses as material and energy balances, thermodynam­
ics, and transport phenomena. But process dynamics are 
also very important. Transient operation occurs during 
important situations such as start-ups and shutdowns, 
unusual process disturbances, and planned transitions 
from one product grade to another. Consequently, the 
first part of this book is concerned with process dynamics. 

The primary objective of process control is to main­
tain a process at the desired operating conditions, safely 
and efficiently, while satisfying environmental and 
product quality requirements. The subject of process 
control is concerned with how to achieve these goals. 
In large-scale, integrated processing plants such as oil 
refineries or ethylene plants, thousands of process vari­
ables such as compositions, temperatures, and pressures 
are measured and must be controlled. Fortunately, 
large numbers of process variables (mainly flow rates) 
can usually be manipulated for this purpose. Feedback 
control systems compare measurements with their de­
sired values and then adjust the manipulated variables 
accordingly. 

As an introduction to the subject, we consider repre­
sentative process control problems in several industries. 

1 



2 Chapter 1 Introduction to Process Control 

1.1 REPRESENTATIVE PROCESS 
CONTROL PROBLEMS 

The foundation of process control is process under­
standing. Thus, we begin this section with a basic question: 
what is a process? For our purposes, a brief definition is 
appropriate: 

Process: The conversion of feed materials to 
products using chemical and physical operations. In 
practice, the term process tends to be used for both 
the processing operation and the processing 
equipment. 

Note that this definition applies to three types of com­
mon processes: continuous, batch, and semi-batch. Next, 
we consider representative processes and briefly summa­
rize key control issues. 

1.1.1 Continuous Processes 

Four continuous processes are shown schematically in 
Figure 1.1: 

(a) Tubular heat exchanger. A process fluid on 
the tube side is cooled by cooling water on the 
shell side. Typically, the exit temperature of 
the process fluid is controlled by manipulating 
the cooling water flow rate. Variations in the 
inlet temperatures and the process fluid flow 
rate affect the heat exchanger operation. Con­
sequently, these variables are considered to be 
disturbance variables. 

(b) Continuous stirred-tank reactor (CSTR). If the 
reaction is highly exothermic, it is necessary to 
control the reactor temperature by manipulating 
the flow rate of coolant in a jacket or cooling 
coil. The feed conditions (composition, flow rate, 
and temperature) can be manipulated variables 
or disturbance variables. 

(c) Thermal cracking furnace. Crude oil is broken 
down ("cracked") into a number of lighter 

Process , I 
fluid--, 

Cooling I 
medium 

Reactants 

Coolin~ 
medium , 

0 D 

petroleum fractions by the heat transferred 
from a burning fuel/air mixture. The furnace 
temperature and amount of excess air in the flue 
gas can be controlled by manipulating the fuel 
flow rate and the fuel/air ratio. The crude oil 
composition and the heating quality of the fuel 
are common disturbance variables. 

(d) Multicomponent distillation column. Many dif­
ferent control objectives can be formulated for 
distillation columns. For example, the distillate 
composition can be controlled by adjusting the 
reflux flow rate or the distillate flow rate. If 
the composition cannot be measured on-line, a 
tray temperature near the top of the column can 
be controlled instead. If the feed stream is sup­
plied by an upstream process, the feed conditions 
will be disturbance variables. 

For each of these four examples, the process control 
problem has been characterized by identifying three 
important types of process variables. 

• Controlled variables (CVs): The process variables 
that are controlled. The desired value of a controlled 
variable is referred to as its set point. 

• Manipulated variables (MVs): The process variables 
that can be adjusted in order to keep the controlled 
variables at or near their set points. Typically, the 
manipulated variables are flow rates. 

• Disturbance variables (DVs): Process variables 
that affect the controlled variables but cannot be 
manipulated. Disturbances generally are related 
to changes in the operating environment of the 
process: for example, its feed conditions or ambi­
ent temperature. Some disturbance variables can 
be measured on-line, but many cannot such as the 
crude oil composition for Process (c), a thermal 
cracking furnace. 

The specification of CVs, MVs, and DVs is a critical step 
in developing a control system. The selections should 
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Figure 1.1 Some typical continuous processes. 
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Figure 1.2 Some typical processes whose operation is noncontinuous. 

be based on process knowledge, experience, and control 
objectives. 

1.1.2 Batch and Semi-Batch Processes 

Batch and semi-batch processes are used in many 
process industries, including microelectronics, pharma­
ceuticals, specialty chemicals, and fermentation. Batch 
and semi-batch processes provide needed flexibility for 
multiproduct plants, especially when products change 
frequently and production quantities are small. Fig­
ure 1.2 shows four representative batch and semi-batch 
processes: 

(e) Batch or semi-batch reactor. An initial charge 
of reactants is brought up to reaction conditions, 
and the reactions are allowed to proceed for a 
specified period of time or until a specified 
conversion is obtained. Batch and semi-batch 
reactors are used routinely in specialty chemical 
plants, polymerization plants (where a reaction 
byproduct typically is removed during the reac­
tion), and in pharmaceutical and other biopro­
cessing facilities (where a feed stream, e.g., 
glucose, is fed into the reactor during a portion 
of the cycle to feed a living organism, such as a 
yeast or protein). Typically, the reactor temper­
ature is controlled by manipulating a coolant 
flow rate. The end-point (final) concentration of 
the batch can be controlled by adjusting the de­
sired temperature, the flow of reactants (for 
semi-batch operation), or the cycle time. 

(f) Batch digester in a pulp mill. Both continuous 
and semi-batch digesters are used in paper man­
ufacturing to break down wood chips in order to 
extract the cellulosic fibers. The end point of the 
chemical reaction is indicated by the kappa 
number, a measure of lignin content. It is con­
trolled to a desired value by adjusting the di­
gester temperature, pressure, and/or cycle time. 

(g) Plasma etcher in semiconductor processing. A 
single wafer containing hundreds of printed cir­
cuits is subjected to a mixture of etching gases 
under conditions suitable to establish and main­
tain a plasma (a high voltage applied at high 
temperature and extremely low pressure). The 
unwanted material on a layer of a microelec­
tronics circuit is selectively removed by chemical 
reactions. The temperature, pressure, and flow 
rates of etching gases to the reactor are con­
trolled by adjusting electrical heaters and control 
valves. 

(h) Kidney dialysis unit. This medical equipment is 
used to remove waste products from the blood 
of human patients whose own kidneys are failing 
or have failed. The blood flow rate is maintained 
by a pump, and "ambient conditions," such as 
temperature in the unit, are controlled by ad­
justing a flow rate. The dialysis is continued long 
enough to reduce waste concentrations to accept­
able levels. 

Next, we consider an illustrative example in more detail. 

1.2 ILLUSTRATIVE EXAMPLE-A 
BLENDING PROCESS 

A simple blending process is used to introduce some 
important issues in control system design. Blending op­
erations are commonly used in many industries to en­
sure that final products meet customer specifications. 

A continuous, stirred-tank blending system is 
shown in Fig. 1.3. The control objective is to blend 
the two inlet streams to produce an outlet stream that 
has the desired composition. Stream 1 is a mixture of 
two chemical species, A and B. We assume that its 
mass flow rate w1 is constant, but the mass fraction of 
A, x1, varies with time. Stream 2 consists of pure A 
and thus x 2 = 1. The mass flow rate of Stream 2, w2, 

can be manipulated using a control valve. The mass 
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Figure 1.3 Stirred-tank blending system. 

fraction of A in the exit stream is denoted by x and 
the desired value (set point) by Xsp. Thus for this 
control problem, the controlled variable is x, the 
manipulated variable is w2, and the disturbance vari­
able is x1. 

Next we consider two questions. 

Design Question. If the nominal value of x1 is :X1, 
what nominal flow rate w2 is required to produce the 
desired outlet concentration, Xsp? 

To answer this question, we consider the steady-state 
material balances: 

Overall balance: 

0 = w1 + Wz 

Component A balance: 

w (1-1) 

wx (1-2) 

The overbar over a symbol denotes its nominal steady­
state value, for example, the value used in the process 
design. According to the process description, :X2 = 1 
and :X = Xsp· Solving Eq. 1-1 for w, substituting these 
values into Eq. 1-2, and rearranging gives: 

- Xsp - X1 
Wz = w1 1 - Xsp 

(1-3) 

Equation 1-3 is the design equation for the blending 
system. If our assumptions are correct and if x1 = x1, 

then this value of w2 will produce the desired result, 
x = Xsp· But what happens if conditions change? 

Control Question. Suppose that inlet concentration 
x1 varies with time. How can we ensure that the outlet 
composition x remains at or near its desired value, 
Xsp? 

As a specific example, assume that x1 increases to a 
constant value that is larger than its nominal value, :X1. 
It is clear that the outlet composition will also increase 
due to the increase in inlet composition. Consequently, 
at this new steady state, x > Xsp· 

Next we consider several strategies for reducing the 
effects of x1 disturbances on x. 

Method I. Measure x and adjust Wz. It is reasonable to 
measure controlled variable x and then adjust w2 ac­
cordingly. For example, if x is too high, w2 should be 
reduced; if x is too low, w2 should be increased. This 
control strategy could be implemented by a person 
(manual control). However, it would normally be more 
convenient and economical to automate this simple 
task (automatic control). 

Method 1 can be implemented as a simple control 
algorithm (or control law), 

Wz(t) = Wz + Kc[Xsp - x(t)] (1-4) 

where Kc is a constant called the controller gain. The 
symbols, w2(t) and x(t), indicate that w2 and x change 
with time. Equation 1-4 is an example of proportional 
control, because the change in the flow rate, w2(t) - w2, 

is proportional to the deviation from the set point, 
Xsp- x(t). Consequently, a large deviation from set 
point produces a large corrective action, while a small 
deviation results in a small corrective action. Note that 
we require Kc to be positive because w2 must increase 
when x decreases, and vice versa. However, in other 
control applications, negative values of Kc are appro­
priate, as discussed in Chapter 8. 

A schematic diagram of Method 1 is shown in Fig. 1.4. 
The outlet concentration is measured and transmitted to 
the controller as an electrical signal. (Electrical signals 
are shown as dashed lines in Fig. 1.4.) The controller ex­
ecutes the control law and sends the calculated value of 
w2 to the control valve as an electrical signal. The con­
trol valve opens or closes accordingly. In Chapters 8 and 
9 we consider process instrumentation and control hard­
ware in more detail. 

Method 2. Measure x1, adjust w2. As an alternative to 
Method 1, we could measure disturbance variable x1 

and adjust w2 accordingly. Thus, if x1 > x1, we would 
decrease Wz so that Wz < Wz. If x1 < :X1, we would 
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Figure 1.4 Blending system and Control Method 1. 

increase w2• A control law based on Method 2 can be 
derived from Eq. 1-3 by replacing :X1 with x1(t) and w2 
with w2(t): 

_ Xsp x1(t) 
wz(t) = w1 -----,-1--­

Xsp 
(1-5) 

The schematic diagram for Method 2 is shown in Fig. 
1.5. Because Eq. 1-3 is valid only for steady-state condi­
tions, it is not clear just how effective Method 2 will be 
during the transient conditions that occur after an x 1 

disturbance. 

Method 3. Measure x1 and x, adjust w2. This approach 
is a combination of Methods 1 and 2. 

Method 4. Use a larger tank. If a larger tank is used, 
fluctuations in x1 will tend to be damped out as a result 
of the larger volume of liquid. However, increasing 
tank size is an expensive solution due to the increased 
capital cost. 

Composition 
analyzer/transmitter 

Composition 
controller 

,-----~-------1 
I I 

I 
I 

xl 
wl------~-, 

Control 
valve x 2 = 1 

w2 

Figure 1.5 Blending system and Control Method 2. 
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1.3 CLASSIFICATION OF PROCESS 
CONTROL STRATEGIES 

Next, we will classify the four blending control strate­
gies of the previous section and discuss their relative 
advantages and disadvantages. Method 1 is an example 
of a feedback control strategy. The distinguishing fea­
ture of feedback control is that the controlled variable 
is measured, and that the measurement is used to ad­
just the manipulated variable. For feedback control, 
the disturbance variable is not measured. 

It is important to make a distinction between nega­
tive feedback and positive feedback. In the engineering 
literature, negative feedback refers to the desirable sit­
uation in which the corrective action taken by the con­
troller forces the controlled variable toward the set 
point. On the other hand, when positive feedback oc­
curs, the controller makes things worse by forcing the 
controlled variable farther away from the set point. 
For example, in the blending control problem, positive 
feedback takes place if Kc < 0, because w2 will in­
crease when x increases.1 Clearly, it is of paramount 
importance to ensure that a feedback control system 
incorporates negative feedback rather than positive 
feedback. 

An important advantage of feedback control is that 
corrective action occurs regardless of the source of 
the disturbance. For example, in the blending process, 
the feedback control law in (1-4) can accommodate 
disturbances in w1, as well as x1. Its ability to handle 
disturbances of unknown origin is a major reason why 
feedback control is the dominant process control strat­
egy. Another important advantage is that feedback con­
trol reduces the sensitivity of the controlled variable to 
unmeasured disturbances and process changes. However, 
feedback control does have a fundamental limitation: no 
corrective action is taken until after the disturbance has 
upset the process, that is, until after the controlled vari­
able deviates from the set point. This shortcoming is evi­
dent from the control law of (1-4). 

Method 2 is an example of a feedforward control strat­
egy. The distinguishing feature of feedforward control is 
that the disturbance variable is measured, but the con­
trolled variable is not. The important advantage of feed­
forward control is that corrective action is taken before 
the controlled variable deviates from the set point. Ide­
ally, the corrective action will cancel the effects of the 
disturbance so that the controlled variable is not affected 
by the disturbance. Although ideal cancelation is gener­
ally not possible, feedforward control can significantly 

1Note that social scientists use the terms negative feedback and 
positive feedback in a very different way. For example, they would say 
that teachers provide "positive feedback" when they compliment 
students who correctly do assignments. Criticism of a poor performance 
would be an example of "negative feedback." 
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Table 1.1 Concentration Control Strategies for the Blending 
System 

Measured Manipulated 
Method Variable Variable Category 

1 X wz FB 
2 X] wz FF 
3 x1 andx wz FF/FB 
4 Design change 

FB = feedback control; FF = feedforward control; FF/FB = 

feedforward control and feedback control. 

reduce the effects of measured disturbances, as discussed 
in Chapter 15. 

Feedforward control has three significant disadvan­
tages: (i) the disturbance variable must be measured (or 
accurately estimated), (ii) no corrective action is taken 
for unmeasured disturbances, and (iii) a process model 
is required. For example, the feedforward control strat­
egy for the blending system (Method 2) does not take 
any corrective action for unmeasured w1 disturbances. 
In principle, we could deal with this situation by mea­
suring both x1 and w1 and then adjusting Wz accordingly. 
However, in industrial applications it is generally un­
economical to attempt to measure all potential distur­
bances. A more practical approach is to use a combined 
feedforward-feedback control system, in which feed­
back control provides corrective action for unmeasured 
disturbances, while feedforward control reacts to elimi­
nate measured disturbances before the controlled vari­
able is upset. Consequently, in industrial applications 
feedforward control is normally used in combination 
with feedback control. This approach is illustrated by 
Method 3, a combined feedforward-feedback control 
strategy because both x and x1 are measured. 

Finally, Method 4 consists of a process design change 
and thus is not really a control strategy. The four strate­
gies for the stirred-tank blending system are summarized 
in Table 1.1. 

I 
I 
I 
I 
I 
I 

Xsp : 

Calculations performed 
by controller 

Comparator 

1.3.1 Process Control Diagrams 

Next we consider the equipment that is used to imple­
ment control strategies. For the stirred-tank mixing 
system under feedback control in Fig. 1.4, the exit con­
centration xis controlled and the flow rate Wz of pure 
species A is adjusted using proportional control. To 
consider how this feedback control strategy could be im­
plemented, a block diagram for the stirred-tank control 
system is shown in Fig. 1.6. Operation of the concentra­
tion control system can be summarized for the key 
hardware components as follows: 

1. Analyzer and transmitter: The tank exit concentra­
tion is measured by means of an instrument that 
generates a corresponding milliampere (mA)-level 
signal. This time-varying signal is then sent to the 
controller. 

2. Feedback controller: The controller performs three 
distinct calculations. First, it converts the actual set 
point Xsp into an equivalent internal signal Xsp· 
Second, it calculates an error signal e(t) by sub­
tracting the measured value Xm(t) from the set point 
isp' that is, e(t) = Xsp - Xm(t). Third, c~ntroller out­
put p(t) is calculated from the proportiOnal control 
law similar to Eq. 1-4. 

3. Control valve: The controller output p(t) in this case 
is a DC current signal that is sent to the control 
valve to adjust the valve stem position, which in 
turn affects flow rate w2(t). Because many control 
valves are pneumatic, i.e., are operated by air pres­
sure, the controller output signal may have to be 
converted to an equivalent air pressure signal capa­
ble of adjusting the valve position. For simplicity, 
we do not show such a transducer in this diagram. 

The block diagram in Fig. 1.6 provides a convenient start­
ing point for analyzing process control problems. The 
physical units for each input and output signal are also 
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Figure 1.6 Block diagram for composition 
feedback control system in Fig. 1.4. 
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shown. Note that the schematic diagram in Fig. 1.4. 
shows the physical connections between the compo­
nents of the control system, while the block diagram 
shows the flow ofinformation within the control system. 
The block labeled "control valve" has p(t) as its input 
signal and w2(t) as its output signal, which illustrates 
that the signals on a block diagram can represent either 
a physical variable such as w2(t) or an instrument signal 
such as p(t). 

Each component in Fig. 1.6 exhibits behavior that can 
be described by a differential or algebraic equation. One 
of the tasks facing a control engineer is to develop suit­
able mathematical descriptions for each block; the de­
velopment and analysis of such dynamic mathematical 
models are considered in Chapters 2-7. 

Other elements in the block diagram (Fig. 1.6) are dis­
cussed in detail in future chapters. Sensors and control 
valves are presented in Chapter 9, and the feedback con­
troller is covered in Chapter 8. 

1.4 A MORE COMPLICATED EXAMPLE­
A DISTILLATION COLUMN 

The blending control system in the previous section is 
quite simple, because there is only one controlled vari­
able and one manipulated variable. For most practical 
applications, there are multiple controlled variables and 
multiple manipulated variables. As a representative 
example, we consider the distillation column in Fig. 1.7, 
which has five controlled variables and five manipulated 
variables. The controlled variables are product compo­
sitions, xv and xs, column pressure, P, and the liquid 
levels in the reflux drum and column base, hv and hs. 
The five manipulated variables are product flow rates, 
D and B, reflux flow, R, and the heat duties for the con­
denser and reboiler, Qv and Qs. The heat duties are ad­
justed via the control valves on the coolant and heating 

Feed ---------;~ 

p 

Bottoms 
~--~~~~f~~ B 

XB 

medium lines. The feed stream is assumed to come from 
an upstream unit. Thus, the feed flow rate cannot be 
manipulated, but it can be measured and used for feed­
forward control. 

A conventional multiloop control strategy for this 
distillation column would consist of five feedback con­
trol loops. Each control loop uses a single manipulated 
variable to control a single controlled variable. But 
how should the controlled and manipulated variables 
be paired? The total number of different multiloop 
control configurations that could be considered is 5!, or 
120. Many of these control configurations are impracti­
cal or unworkable, such as any configuration that at­
tempts to control the base level hs by manipulating 
distillate flow D or condenser heat duty Qv. However, 
even after the infeasible control configurations are 
eliminated, there are still many reasonable configura­
tions left. Thus, there is a need for systematic techniques 
that can identify the most promising configurations. For­
tunately, such tools are available; these are discussed in 
Chapter 18. 

In control applications, for which conventional multi­
loop control systems are not satisfactory, an alternative 
approach, multivariable control, can be advantageous. 
In multivariable control, each manipulated variable is 
adjusted based on the measurements of all the con­
trolled variables rather than only a single controlled 
variable, as in multiloop control. The adjustments are 
based on a dynamic model of the process that indicates 
how the manipulated variables affect the controlled 
variables. Consequently, the performance of multivari­
able control, or any model-based control technique, will 
depend heavily on the accuracy of the process model. A 
specific type of multivariable control, model predictive 
control, has had a major impact on industrial practice, 
as discussed in Chapter 20. 

AT: analyzer/transmitter 
LT: level transmitter 
PT: pressure transmitter 

Figure 1.7 Controlled and 
manipulated variables for a 
typical distillation column. 
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1.5 THE HIERARCHY OF PROCESS 
CONTROL ACTIVITIES 

As mentioned earlier, the chief objective of process 
control is to maintain a process at the desired operating 
conditions, safely and efficiently, while satisfying envi­
ronmental and product quality requirements. So far, we 
have emphasized one process control activity, keeping 
controlled variables at specified set points. But there 
are other important activities that we will now briefly 
describe. 

In Fig. 1.8 the process control activities are organized 
in the form of a hierarchy with required functions at 
the lower levels and desirable but optional functions at 
the higher levels. The time scale for each activity is 
shown on the left side. Note that the frequency of exe­
cution is much lower for the higher-level functions. 

Measurement and Actuation (Levell) 

Measurement devices (sensors and transmitters) and 
actuation equipment (for example, control valves) 
are used to measure process variables and implement 
the calculated control actions. These devices are in­
terfaced to the control system, usually digital control 
equipment such as a digital computer. Clearly, the 
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3b. Multivariable 
and constraint 

control 
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environmental/ 

equipment 
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Figure 1.8 Hierarchy of process control activities. 

measurement and actuation functions are an indis­
pensable part of any control system. 

Safety and Environmental/Equipment Protection 
(Level2) 

The Level2 functions play a critical role by ensuring that 
the process is operating safely and satisfies environmen­
tal regulations. As discussed in Chapter 10, process 
safety relies on the principle of multiple protection layers 
that involve groupings of equipment and human ac­
tions. One layer includes process control functions, such 
as alarm management during abnormal situations, and 
safety instrumented systems for emergency shutdowns. 
The safety equipment (including sensors and control 
valves) operates independently of the regular instru­
mentation used for regulatory control in Level3a. Sensor 
validation techniques can be employed to confirm that 
the sensors are functioning properly. 

Regulatory Control (Level 3a) 

As mentioned earlier, successful operation of a process 
requires that key process variables such as flow rates, 
temperatures, pressures, and compositions be operated 
at or close to their set points. This Level 3a activity, 
regulatory control, is achieved by applying standard 
feedback and feedforward control techniques (Chap­
ters 11-15). If the standard control techniques are not 
satisfactory, a variety of advanced control techniques 
are available (Chapters 16-18). In recent years, there 
has been increased interest in monitoring control sys­
tem performance (Chapter 21). 

Multivariable and Constraint Control (Level3b) 

Many difficult process control problems have two dis­
tinguishing characteristics: (i) significant interactions 
occur among key process variables, and (ii) inequality 
constraints exist for manipulated and controlled vari­
ables. The inequality constraints include upper and 
lower limits. For example, each manipulated flow rate 
has an upper limit determined by the pump and control 
valve characteristics. The lower limit may be zero, or a 
small positive value, based on safety considerations. 
Limits on controlled variables reflect equipment con­
straints (for example, metallurgical limits) and the oper­
ating objectives for the process. For example, a reactor 
temperature may have an upper limit to avoid unde­
sired side reactions or catalyst degradation, and a lower 
limit to ensure that the reaction(s) proceed. 

The ability to operate a process close to a limiting con­
straint is an important objective for advanced process 
control. For many industrial processes, the optimum op­
erating condition occurs at a constraint limit-for exam­
ple, the maximum allowed impurity level in a product 
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stream. For these situations, the set point should not be 
the constraint value, because a process disturbance could 
force the controlled variable beyond the limit. Thus, the 
set point should be set conservatively, based on the abil­
ity of the control system to reduce the effects of distur­
bances. This situation is illustrated in Fig. 1.9. For (a), 
the variability of the controlled variable is quite high, 
and consequently, the set point must be specified well 
below the limit. For (b), the improved control strategy 
has reduced the variability; consequently, the set point 
can be moved closer to the limit, and the process can be 
operated closer to the optimum operating condition. 

The standard process control techniques of Level 3a 
may not be adequate for difficult control problems that 
have serious process interactions and inequality con­
straints. For these situations, the advanced control 
techniques of Level 3b, multivariable control and con­
straint control, should be considered. In particular, the 
model predictive control (MPC) strategy was developed 
to deal with both process interactions and inequality 
constraints. MPC is the subject of Chapter 20. 

Real-time Optimization (Level 4) 

The optimum operating conditions for a plant are de­
termined as part of the process design. But during plant 
operations, the optimum conditions can change fre­
quently owing to changes in equipment availability, 
process disturbances, and economic conditions (for ex­
ample, raw material costs and product prices). Conse­
quently, it can be very profitable to recalculate the 
optimum operating conditions on a regular basis. This 
Level 4 activity, real-time optimization (RTO), is the 
subject of Chapter 19. The new optimum conditions are 
then implemented as set points for controlled variables. 

The RTO calculations are based on a steady-state 
model of the plant and economic data such as costs and 
product values. A typical objective for the optimization 
is to minimize operating cost or maximize the operat­
ing profit. The RTO calculations can be performed for 
a single process unit and/or on a plantwide basis. 

The Level 4 activities also include data analysis to 
ensure that the process model used in the RTO calcula­
tions is accurate for the current conditions. Thus, data 
reconciliation techniques can be used to ensure that 
steady-state mass and energy balances are satisfied. 

Limit 
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Figure 1.9 Process variability 
over time: (a) before improved 
process control; (b) after. 

(b) 

Also, the process model can be updated using parameter 
estimation techniques and recent plant data (Chapter 7). 

Planning and Scheduling (Level 5) 

The highest level of the process control hierarchy is 
concerned with planning and scheduling operations for 
the entire plant. For continuous processes, the produc­
tion rates of all products and intermediates must be 
planned and coordinated, based on equipment con­
straints, storage capacity, sales projections, and the op­
eration of other plants, sometimes on a global basis. 
For the intermittent operation of batch and semi-batch 
processes, the production control problem becomes a 
batch scheduling problem based on similar consider­
ations. Thus, planning and scheduling activities pose 
difficult optimization problems that are based on both 
engineering considerations and business projections. 

Summary of the Process Control Hierarchy 

The activities of Levels 1, 2, and 3a in Fig. 1.8, are re­
quired for all manufacturing plants, while the activities 
in Levels 3b-5 are optional but can be very profitable. 
The decision to implement one or more of these 
higher-level activities depends very much on the appli­
cation and the company. The decision hinges strongly 
on economic considerations (for example, a cost/bene­
fit analysis), and company priorities for their limited re­
sources, both human and financial. The immediacy of 
the activity decreases from Levell to LevelS in the hi­
erarchy. However, the amount of analysis and the com­
putational requirements increase from the lowest level 
to the highest level. The process control activities at 
different levels should be carefully coordinated and re­
quire information transfer from one level to the next. 
The successful implementation of these process control 
activities is a critical factor in making plant operation 
as profitable as possible. 

1.6 AN OVERVIEW OF CONTROL SYSTEM 
DESIGN 

In this section, we introduce some important aspects of 
control system design. However, it is appropriate first to 
describe the relationship between process design and 
process control. 
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Traditionally, process design and control system de­
sign have been separate engineering activities. Thus, in 
the traditional approach, control system design is not ini­
tiated until after plant design is well underway, and 
when major pieces of equipment may even have been 
ordered. This approach has serious limitations, because 
the plant design determines the process dynamics as well 
as the operability of the plant. In extreme situations, the 
process may be uncontrollable, even though the design 
appears satisfactory from a steady-state point of view. A 
more desirable approach is to consider process dynamics 
and control issues early in the process design. The inter­
action between process design and control is analyzed in 
more detail in Chapters 13, 25, and 26. 

Next, we consider two general approaches to control 
system design: 

1. Traditional Approach. The control strategy and 
control system hardware are selected based on 
knowledge of the process, experience, and insight. 
After the control system is installed in the plant, 
the controller settings (such as controller gain Kc 
in Eq. 1-4) are adjusted. This activity is referred to 
as controller tuning. 

2. Model-Based Approach. A dynamic model of the 
process is first developed that can be helpful in at 
least three ways: (i) it can be used as the basis for 
model-based controller design methods (Chapters 
12 and 14), (ii) the dynamic model can be incorpo­
rated directly in the control law (for example, 
model predictive control), and (iii) the model can 
be used in a computer simulation to evaluate alter­
native control strategies and to determine prelimi­
nary values of the controller settings. 

In this book, we advocate the philosophy that, for 
complex processes, a dynamic model of the process 
should be developed so that the control system can be 
properly designed. Of course, for many simple process 
control problems, controller specification is relatively 
straightforward and a detailed analysis or an explicit 
model is not required. For complex processes, how­
ever, a process model is invaluable both for control sys­
tem design and for an improved understanding of the 

SUMMARY 

In this chapter we have introduced the basic concepts 
of process dynamics and process control. The process 
dynamics determine how a process responds during 
transient conditions, such as plant start-ups and shut­
downs, grade changes, and unusual disturbances. 
Process control enables the process to be maintained 
at the desired operating conditions, safely and effi­
ciently, while satisfying environmental and product 
quality requirements. Without effective process con­
trol, it would be impossible to operate large-scale in­
dustrial plants. 

process. As mentioned earlier, process control should 
be based on process understanding. 

The major steps involved in designing and installing a 
control system using the model-based approach are 
shown in the flow chart of Fig. 1.10. The first step, for­
mulation of the control objectives, is a critical decision. 
The formulation is based on the operating objectives for 
the plants and the process constraints. For example, in 
the distillation column control problem, the objective 
might be to regulate a key component in the distillate 
stream, the bottoms stream, or key components in both 
streams. An alternative would be to minimize energy 
consumption (e.g., heat input to the reboiler) while 
meeting product quality specifications on one or both 
product streams. The inequality constraints should in­
clude upper and lower limits on manipulated variables, 
conditions that lead to flooding or weeping in the col­
umn, and product impurity levels. 

After the control objectives have been formulated, a 
dynamic model of the process is developed. The dynamic 
model can have a theoretical basis, for example, physical 
and chemical principles such as conservation laws and 
rates of reactions (Chapter 2), or the model can be de­
veloped empirically from experimental data (Chapter 7). 
If experimental data are available, the dynamic model 
should be validated, with the data and the model accu­
racy characterized. This latter information is useful for 
control system design and tuning. 

The next step in the control system design is to devise 
an appropriate control strategy that will meet the con­
trol objectives while satisfying process constraints. As 
indicated in Fig. 1.10, this design activity is both an art 
and a science. Process understanding and the experi­
ence and preferences of the design team are key factors. 
Computer simulation of the controlled process is used 
to screen alternative control strategies and to provide 
preliminary estimates of appropriate controller settings. 

Finally, the control system hardware and instrumen­
tation are selected, ordered, and installed in the plant. 
Then the control system is tuned in the plant using the 
preliminary estimates from the design step as a start­
ing point. Controller tuning usually involves trial-and­
error procedures as described in Chapter 12. 

Two physical examples, a continuous blending sys­
tem and a distillation column, have been used to intro­
duce basic control concepts, notably, feedback and 
feedforward control. We also motivated the need for a 
systematic approach for the design of control systems 
for complex processes. Control system development 
consists of a number of separate activities that are 
shown in Fig. 1.10. In this book we advocate the design 
philosophy that for complex processes, a dynamic 
model of the process should be developed so that the 
control system can be properly designed. 
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A hierarchy of process control activities was pre­
sented in Fig. 1.8. Process control plays a key role in 
ensuring process safety and protecting personnel, 
equipment, and the environment. Controlled variables 
are maintained near their set points by the application 
of regulatory control techniques and advanced control 
techniques such as multivariable and constraint control. 

EXERCISES 

1.1 Which of the following statements are true? 

(a) Feedback and feedforward control both require a mea­
sured variable. 

(b) The process variable to be controlled is measured in 
feedback control. 

Management 
objectives 

Plant data 
(if available) 

Vendor 
information 
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Figure 1.10 Major steps in control 
system development. 

Q =Engineering activity 

D =Information base 

Real-time optimization can be employed to determine 
the optimum controller set points for current operating 
conditions and constraints. The highest level of the 
process control hierarchy is concerned with planning 
and scheduling operations for the entire plant. The dif­
ferent levels of process control activity in the hierarchy 
are related and should be carefully coordinated. 

(c) Feedforward control can be perfect in the theoretical 
sense that the controller can take action via the manipulated 
variable even while the controlled variable remains equal to 
its desired value. 
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(d) Feedforward control can provide perfect control; that is, 
the output can be kept at its desired value, even with an im­
perfect process model. 

(e) Feedback control will always take action regardless of 
the accuracy of any process model that was used to design it 
and the source of a disturbance. 

1.2 Consider a home heating system consisting of a natural 
gas-fired furnace and a thermostat. In this case the process 
consists of the interior space to be heated. The thermostat 
contains both the measuring element and the controller. The 
furnace is either on (heating) or off. Draw a schematic diagram 
for this control system. On your diagram, identify the controlled 
variables, manipulated variables, and disturbance variables. Be 
sure to include several possible sources of disturbances that can 
affect room temperature. 

1.3 In addition to a thermostatically operated home heating 
system, identify two other feedback control systems that can be 
found in most residences. Describe briefly how each of them 
works; include sensor, actuator, and controller information. 

1.4 Does a typical microwave oven utilize feedback control 
to set cooking temperature or to determine if the food is 
"cooked"? If not, what mechanism is used? Can you think of 
any disadvantages to this approach, for example, in thawing 
and cooking foods? 

1.5 Driving an automobile safely requires a large amount of 
individual skill. Even if not generally recognized, the driver 
needs an intuitive ability to utilize feedforward and feedback 
control methods. 

(a) In the process of steering a car, the objective is to keep 
the vehicle generally centered in the proper traffic lane. Thus, 
the controlled variable is some measure of that distance. If so, 
how is feedback control used to accomplish this objective? 
Identify the sensor(s), the actuator, how the appropriate con­
trol action is determined, and some likely disturbances. 
(b) The process of braking/accelerating an auto is highly 
complex, requiring the skillful use of both feedback and feed­
forward mechanisms to drive safely. For feedback control, the 
driver normally uses distance to the vehicle ahead as the mea­
sured variable. The "set point" then is often recommended to 
be some distance related to speed, for example, one car length 
separation for each 10 mph. If this assertion is correct, how 
does feedforward control come into the accelerating/braking 
process when one is attempting to drive in traffic at a constant 
speed? In other words, what other information-in addition 
to distance separating the two vehicles, which obviously should 
never equal zero-does the driver utilize to avoid colliding 
with the car ahead? 

1.6 The distillation column shown in the drawing is used to 
distill a binary mixture. Symbols x, y, and z denote mole frac­
tions of the more volatile component, while B, D, R, and F 
represent molar flow rates. It is desired to control distillate 
composition y despite disturbances in feed flow rate F. All 
flow rates can be measured and manipulated with the excep­
tion of F, which can only be measured. A composition ana­
lyzer provides measurements of y. 

(a) Propose a feedback control method and sketch the 
schematic diagram. 

(b) Suggest a feedforward control method and sketch the 
schematic diagram. 

F,z 
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0 
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N 

1.7 Two flow control loops are shown in the drawing. Indi­
cate whether each system is either a feedback or a feedfor­
ward control system. Justify your answer. It can be assumed 
that the distance between the flow transmitter (FT) and the 
control valve is quite small in each system. 

System I 

System II 

1.8 I. M. Appelpolscher, supervisor of the process control 
group of the Ideal Gas Company, has installed a 25 X 40 X 
5-ft swimming pool in his backyard. The pool contains 
level and temperature sensors used with feedback con­
trollers to maintain the pool level and temperature at de­
sired values. Appelpolscher is satisfied with the level 
control system, but he feels that the addition of one or 
more feedforward controllers would help maintain the 
pool temperature more nearly constant. As a new member 
of the process control group, you have been selected to 
check Appelpolscher's mathematical analysis and to give 
your advice. The following information may or may not be 
pertinent to your analysis: 
(i) Appelpolscher is particular about cleanliness and thus 
has a high-capacity pump that continually recirculates the 
water through an activated charcoal filter. 
(ii) The pool is equipped with a natural gas-fired heater that 
adds heat to the pool at a rate Q(t) that is directly propor­
tional to the output signal from the controller p(t). 



(iii) There is a leak in the pool, which Appelpolscher has deter­
mined is constant equal to F (volumetric flow rate). The liquid­
level control system adds water from the city supply system to 
maintain the level in the pool exactly at the specified level. The 
temperature of the water in the city system is T w, a variable. 
(iv) A significant amount of heat is lost by conduction to the 
surrounding ground, which has a constant, year-round tem­
perature T 0 . Experimental tests by Appelpolscher showed 
that essentially all of the temperature drop between the pool 
and the ground occurred across the homogeneous layer of 
gravel that surrounded his pool. The gravel thickness is Lh, 
and the overall thermal conductivity is k 0 . 

(v) The main challenge to Appelpolscher's modeling ability 
was the heat loss term accounting for convection, conduction, 
radiation, and evaporation to the atmosphere. He determined 
that the heat losses per unit area of open water could be repre­
sented by 

where 

Tp = temperature of pool 
Ta = temperature of the air, a variable 
U = overall heat transfer coefficient 

Appelpolscher's detailed model included radiation losses and 
heat generation due to added chemicals, but he determined 
that these terms were negligible. 

(a) Draw a schematic diagram for the pool and all control 
equipment. Show all inputs and outputs, including all distur­
bance variables. 
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(b) What additional variable(s) would have to be measured 
to add feedforward control to the existing pool temperature 
feedback controller? 

(c) Write a steady-state energy balance. How can you de­
termine which of the disturbance variables you listed in part 
(a) are most/least likely to be important? 

(d) What recommendations concerning the prospects of 
adding feedforward control would you make to Appelpolscher? 

1.9 In a thermostat control system for a home heating system 
(a) Identify the manipulated variable 

(b) Identify the controlled variable 

(c) How is a valve involved in the control system? What 
does it manipulate? 

(d) Name one important disturbance (it must change with 
respect to time). 

1.10 Identify and describe three automatic control systems in 
a modern automobile (besides cruise control). 

1.11 In Figure 1.2 (h), identify the controlled, manipulated, 
and disturbance variables (there may be more than one of 
each type). How does the length of time for the dialysis treat­
ment affect the waste concentration? 

1.12 For the steam-heated tank shown below, identify manip­
ulated, controlled, and disturbance variables. What distur­
bances are measured for feedforward control? How would 
the control system react to an increase in feed temperature in 
order to keep the tank temperature at its setpoint? 

Tsp 
(Entered manually) 

Figure E1.12. Feedforward control with a 
feedback control loop for outlet temperature. 
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Summary 

In this chapter we consider the derivation of unsteady­
state models of chemical processes from physical and 
chemical principles. Unsteady-state models are also re­
ferred to as dynamic models. We first consider the ratio­
nale for dynamic models and then present a general 
strategy for deriving them from first principles such as 
conservation laws. Then dynamic models are developed 
for several representative processes. Finally, we de­
scribe how dynamic models that consist of sets of ordi­
nary differential equations and algebraic relations can 
be solved numerically using computer simulation. 
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2.1 THE RATIONALE FOR DYNAMIC 
PROCESS MODELS 

Dynamic models play a central role in the subject of 
process dynamics and control. The models can be used to: 

1. Improve understanding of the process. Dynamic 
models and computer simulation allow transient 
process behavior to be investigated without hav­
ing to disturb the process. Computer simulation 
allows valuable information about dynamic and 
steady-state process behavior to be acquired, even 
before the plant is constructed. 



2. Train plant operating personnel. Process simula­
tors play a critical role in training plant operators 
to run complex units and to deal with emergency 
situations. By interfacing a process simulator to 
standard process control equipment, a realistic 
training environment is created. 

3. Develop a control strategy for a new process. A 
dynamic model of the process allows alternative 
control strategies to be evaluated. For example, a 
dynamic model can help identify the process vari­
ables that should be controlled and those that 
should be manipulated. For model-based control 
strategies (Chapters 16 and 20), the process model 
is part of the control law. 

4. Optimize process operating conditions. It can be 
advantageous to recalculate the optimum operat­
ing conditions periodically in order to maximize 
profit or minimize cost. A steady-state process 
model and economic information can be used to 
determine the most profitable operating condi­
tions (see Chapter 19). 

For many of the examples cited above-particularly 
where new, hazardous, or difficult-to-operate processes 
are involved-development of a suitable process model 
can be crucial to success. Models can be classified based 
on how they are obtained: 

(a) Theoretical models are developed using the prin­
ciples of chemistry, physics, and biology. 

(b) Empirical models are obtained by fitting experi­
mental data. 

(c) Semi-empirical models are a combination of the 
models in categories (a) and (b); the numerical 
values of one or more of the parameters in a 
theoretical model are calculated from experi­
mental data. 

Theoretical models offer two very important advan­
tages: they provide physical insight into process behavior, 
and they are applicable over wide ranges of conditions. 
However, there are disadvantages associated with the­
oretical models. They tend to be expensive and time­
consuming to develop. In addition, theoretical models 
of complex processes typically include some model 
parameters that are not readily available, such as reac­
tion rate coefficients, physical properties, or heat trans­
fer coefficients. 

Although empirical models are easier to develop 
than theoretical models, they have a serious disad­
vantage: empirical models typically do not extrapo­
late well. More specifically, empirical models should 
be used with caution for operating conditions that 
were not included in the experimental data used to 
fit the model. The range of the data is typically quite 
small compared to the full range of process operating 
conditions. 
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Semi-empirical models have three inherent advantages: 
(i) they incorporate theoretical knowledge, (ii) they 
can be extrapolated over a wider range of operating 
conditions than empirical models, and (iii) they re­
quire less development effort than theoretical models. 
Consequently, semi-empirical models are widely used 
in industry. Interesting industrial case studies that in­
volve semi-empirical models have been reported by 
Foss et al. (1998). 

This chapter is concerned with the development of 
theoretical models from first principles such as conser­
vation laws. Empirical dynamic models are considered 
in Chapter 7. 

2.1.1 An Illustrative Example: 
A Blending Process 

In Chapter 1 we developed a steady-state model for a 
stirred-tank blending system based on mass and com­
ponent balances. Now we develop an unsteady-state 
model that will allow us to analyze the more general 
situation where process variables vary with time. Dy­
namic models differ from steady-state models because 
they contain additional accumulation terms. 

As an illustrative example, we consider the isother­
mal stirred-tank blending system in Fig. 2.1. It is a more 
general version of the blending system in Fig. 1.3 be­
cause the overflow line has been omitted and inlet 
stream 2 is not necessarily pure A (that is, x2 i= 1). Now 
the volume of liquid in the tank V can vary with time, 
and the exit flow rate is not necessarily equal to the 
sum of the inlet flow rates. An unsteady-state mass bal­
ance for the blending system in Fig. 2.1 has the form 

{ rate of a~cumulation} = {rate ~f} _ { rate of } 
of mass m the tank mass m mass out 

(2-1) 

The mass of liquid in the tank can be expressed as 
the product of the liquid volume V and the density p. 

v 

L-----------'--~ X w 

Figure 2.1 Stirred-tank blending process. 
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Consequently, the rate of mass accumulation is simply 
d(Vp)ldt, and (2-1) can be written as 

d(Vp) 
~=WI+ Wz- W (2-2) 

where WI, w2, and ware mass flow rates. 
The unsteady-state material balance for component 

A can be derived in an analogous manner. We assume 
that the blending tank is perfectly mixed. This assump­
tion has two important implications: (i) there are no 
concentration gradients in the tank contents and (ii) 
the composition of the exit stream is equal to the tank 
composition. The perfect mixing assumption is valid for 
low-viscosity liquids that receive an adequate degree of 
agitation. In contrast, the assumption is less likely to be 
valid for high-viscosity liquids such as polymers or 
molten metals. N onideal mixing is modeled in books on 
reactor analysis (e.g., Fogler, 1999). 

For the perfect mixing assumption, the rate of accu­
mulation of component A is d(Vpx)!dt, where xis the 
mass fraction of A. The unsteady-state component bal­
ance is 

d(Vpx) 
dt = WIXI + WzXz - WX (2-3) 

Equations 2-2 and 2-3 provide an unsteady-state model 
for the blending system. The corresponding steady­
state model was derived in Chapter 1 ( cf. Eqs. 1-1 and 
1-2). It also can be obtained by setting the accumula­
tion terms in Eqs. 2-2 and 2-3 equal to zero, 

0 = WI + w2 - w (2-4) 

0 = WIXI + wzxz - w x (2-5) 

where the nominal steady-state conditions are denoted 
by x and w, and so on. In general, a steady-state model 
is a special case of an unsteady-state model that can be 
derived by setting accumulation terms equal to zero. 

A dynamic model can be used to characterize the 
transient behavior of a process for a wide variety of 
conditions. For example, some relevant concerns for 
the blending process: How would the exit composition 
change after a sudden increase in an inlet flow rate or 
after a gradual decrease in an inlet composition? 
Would these transient responses be very different if the 
volume of liquid in the tank is quite small, or quite 
large, when an inlet change begins? These questions 
can be answered by solving the ordinary differential 
equations in (2-2) and (2-3) for specific initial condi­
tions and for particular changes in inlet flow rates or 
compositions. The solution of dynamic models is con­
sidered further in this chapter and in Chapters 3-6. 

Before exploring the blending example in more de­
tail, we first present general principles for the develop­
ment of dynamic models. 

2.2 GENERAL MODELING PRINCIPLES 

It is important to remember that a process model is 
nothing more than a mathematical abstraction of a real 
process. The model equations are at best an approxi­
mation to the real process as expressed by the adage 
that "all models are wrong, but some are useful." Con­
sequently, the model cannot incorporate all of the fea­
tures, whether macroscopic or microscopic, of the real 
process. Modeling inherently involves a compromise 
between model accuracy and complexity on one hand, 
and the cost and effort required to develop the model 
and verify it on the other hand. The required compro­
mise should consider a number of factors, including the 
modeling objectives, the expected benefits from use of 
the model, and the background of the intended users of 
the model (for example, research specialists versus 
plant engineers). 

Process modeling is both an art and a science. Cre­
ativity is required to make simplifying assumptions that 
result in an appropriate model. The model should in­
corporate all of the important dynamic behavior while 
being no more complex than is necessary. Thus, less 
important phenomena are omitted in order to keep the 
number of model equations, variables, and parameters 
at reasonable levels. The failure to choose an appropri­
ate set of simplifying assumptions invariably leads to 
either (1) rigorous but excessively complicated models 
or (2) overly simplistic models. Both extremes should 
be avoided. Fortunately, modeling is also a science, and 
predictions of process behavior from alternative mod­
els can be compared, both qualitatively and quantita­
tively. This chapter provides an introduction to the 
subject of theoretical dynamic models and shows how 
they can be developed from first principles such as con­
servation laws. Additional information is available in the 
books by Bequette (1998), Aris (1999), and Cameron 
and Hangos (2001). 

A systematic procedure for developing dynamic 
models from first principles is summarized in Table 2.1. 
Most of the steps in Table 2.1 are self-explanatory, with 
the possible exception of Step 7. The degrees of free­
dom analysis in Step 7 is required in model develop­
ment for complex processes. Because these models 
typically contain large numbers of variables and equa­
tions, it is not obvious whether the model can be solved, 
or whether it has a unique solution. Consequently, we 
consider the degrees of freedom analysis in Sections 2.3 
and 10.3. 

Dynamic models of chemical processes consist of ordi­
nary differential equations (ODE) and/or partial differ­
ential equations (PDE), plus related algebraic equations. 
In this book we will restrict our discussion to ODE mod­
els, with the exception of one PDE model considered in 
Section 2.4. For process control problems, dynamic mod­
els are derived using unsteady-state conservation laws. 



Table 2.1 A Systematic Approach for Developing 
Dynamic Models 

1. State the modeling objectives and the end use of the 
model. Then determine the required levels of model detail 
and model accuracy. 

2. Draw a schematic diagram of the process and label all 
process variables. 

3. List all of the assumptions involved in developing the 
model. Try to be parsimonious: the model should be no 
more complicated than necessary to meet the modeling 
objectives. 

4. Determine whether spatial variations of process variables 
are important. If so, a partial differential equation model 
will be required. 

5. Write appropriate conservation equations (mass, 
component, energy, and so forth). 

6. Introduce equilibrium relations and other algebraic 
equations (from thermodynamics, transport phenomena, 
chemical kinetics, equipment geometry, etc.). 

7. Perform a degrees of freedom analysis (Section 2.3) to 
ensure that the model equations can be solved. 

8. Simplify the model. It is often possible to arrange the 
equations so that the output variables appear on the left 
side and the input variables appear on the right side. This 
model form is convenient for computer simulation and 
subsequent analysis. 

9. Classify inputs as disturbance variables or as manipulated 
variables. 

In this section we first review general modeling princi­
ples, emphasizing the importance of the mass and energy 
conservation laws. Force-momentum balances are em­
ployed less often. For processes with momentum effects 
that cannot be neglected (e.g., some fluid and solid 
transport systems), such balances should be considered. 
The process model often also includes algebraic rela­
tions that arise from thermodynamics, transport phe­
nomena, physical properties, and chemical kinetics. 
Vapor-liquid equilibria, heat transfer correlations, and 
reaction rate expressions are typical examples of such 
algebraic equations. 

2.2.1 Conservation Laws 

Theoretical models of chemical processes are based on 
conservation laws such as the conservation of mass and 
energy. Consequently, we now consider important con­
servation laws and use them to develop dynamic mod­
els for representative processes. 

Conservation of Mass 

{ rate of mass } {rate of } _ { rate of } (2_6) 
accumulation - mass in mass out 
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Conservation of Component i 

{ rate of comp~nent i} = {rate of c~mponent i} 
accumulatiOn m 

_ {rate of component i} + {rate of component i} 
out produced 

(2-7) 

The last term on the right-hand side of (2-7) represents 
the rate of generation (or consumption) of component i 
as a result of chemical reactions. Conservation equations 
can also be written in terms of molar quantities, atomic 
species, and molecular species (Felder and Rousseau, 
2000). 

Conservation of Energy 

The general law of energy conservation is also called 
the First Law of Thermodynamics (Sandler, 2006). It 
can be expressed as 

{ rate of ene_rgy} = 
accumulatiOn 

{ rate of ener~y in} 
by convectiOn 

{ rate of energ~ out} 
by convectiOn 

{ 
net rate of heat addition} 

+ to the system from 
the surroundings 

{ 
net rate of work } 

+ performed on the system 
by the surroundings 

(2-8) 

The total energy of a thermodynamic system, U101, is the 
sum of its internal energy, kinetic energy, and potential 
energy: 

(2-9) 

For the processes and examples considered in this 
book, it is appropriate to make two assumptions: 

1. Changes in potential energy and kinetic energy 
can be neglected, because they are small in com­
parison with changes in internal energy. 

2. The net rate of work can be neglected, because it 
is small compared to the rates of heat transfer and 
convection. 

For these reasonable assumptions, the energy balance 
in Eq. 2-8 can be written as (Bird et al., 2002) 

dU 
~ = -11(wif) + Q 

dt 
(2-10) 

where Uint is the internal energy of the system, H is the 
enthalpy per unit mass, w is the mass flow rate, and Q is 
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the rate of heat transfer to the system. The a operator 
denotes the difference between outlet conditions and 
inlet conditions of the flowing streams. Consequently, 
the -a(wH) term represents the enthalpy of the inlet 
stream(s) minus the enthalpy of the outlet stream(s). 
The analogous equation for molar quantities is 

dU 
______!!!!_ = -a ( w if) + Q 

dt 
(2-11) 

where H is the enthalpy per mole and w is the molar 
flow rate. 

Note that the conservation laws of this section are 
valid for batch and semi-batch processes, as well as for 
continuous processes. For example, in batch processes, 
there are no inlet and outlet flow rates. Thus, w = 0 
and w = 0 in (2-10) and (2-11). 

In order to derive dynamic models of processes from 
the general energy balances in Eqs. 2-10 and 2-11, ex­
pressions for Uint and fi or H are required, which can 
be derived from thermodynamics. These derivations 
and a review of related thermodynamics concepts are 
included in Appendix B. 

2.2.2 The Blending Process Revisited 

Next, we show that the dynamic model of the blending 
process in Eqs. 2-2 and 2-3 can be simplified and ex­
pressed in a more appropriate form for computer simu­
lation. For this analysis, we introduce the additional 
assumption that the density of the liquid, p, is a con­
stant. This assumption is reasonable because often the 
density has only a weak dependence on composition. 
For constant p, Eqs. 2-2 and 2-3 become 

dV 
p dt = w1 + wz - w (2-12) 

d(Vx) 
p~=w1x1 + wzxz-wx (2-13) 

Equation 2-13 can be simplified by expanding the accu­
mulation term using the "chain rule" for differentiation 
of a product: 

d(Vx) dx dV 
p-- = pV- + px-

dt dt dt 
(2-14) 

Substitution of (2-14) into (2-13) gives 

dx dV 
pV dt + pxdt = W1X1 + WzXz- WX (2-15) 

Substitution of the mass balance in (2-12) for pdV/dt in 
(2-15) gives 

dx 
pV dt + x(w1 + wz- w) = w1x1 + wzxz - wx (2-16) 

After canceling common terms and rearranging (2-12) 
and (2-16), a more convenient model form is obtained: 

dV 1 
- = - (w1 + Wz - w) 
dt p 

(2-17) 

dx w1 wz dt = Vp (x1 - x) + Vp (xz- x) (2-18) 

The dynamic model in Eqs. 2-17 and 2-18 is quite 
general and is based on only two assumptions: perfect 
mixing and constant density. For special situations, the 
liquid volume Vis constant (that is, dV/dt = 0), and 
the exit flow rate equals the sum of the inlet flow rates, 
w = w1 + w2. For example, these conditions occur when 

1. An overflow line is used in the tank as shown in 
Fig. 1.3. 

2. The tank is closed and filled to capacity. 

3. A liquid-level controller keeps V essentially con-
stant by adjusting a flow rate. 

In all three cases, Eq. 2-17 reduces to the same form as 
Eq. 2-4, not because each flow rate is constant, but be­
cause w = w1 + w2 at all times. 

The dynamic model in Eqs. 2-17 and 2-18 is in a 
convenient form for subsequent investigation based 
on analytical or numerical techniques. In order to ob­
tain a solution to the ODE model, we must specify 
the inlet compositions (x1 and x2) and the flow rates 
(w1, w2 and w) as functions of time. After specifying 
initial conditions for the dependent variables, V(O) 
and x(O), we can determine the transient responses, 
V(t) and x(t). The derivation of an analytical expres­
sion for x(t) when V is constant is illustrated in 
Example 2.1. 

EXAMPLE2.1 

A stirred-tank blending process with a constant liquid 
holdup of 2 m3 is used to blend two streams whose densi­
ties are both approximately 900 kg/m3. The density does not 
change during mixing. 

(a) Assume that the process has been operating for a long 
period of time with flow rates of w1 = 500 kg/min 
and w2 = 200 kg/min, and feed compositions (mass 
fractions) of x1 = 0.4 and x2 = 0.75. What is the 
steady-state value of x? 

(b) Suppose that w1 changes suddenly from 500 to 400 kg/ 
min and remains at the new value. Determine an ex­
pression for x(t) and plot it. 

(c) Repeat part (b) for the case where w2 (instead of w1) 

changes suddenly from 200 to 100 kg/min and remains 
there. 

(d) Repeat part (c) for the case where x1 suddenly 
changes from 0.4 to 0.6. 

(e) For parts (b) through (d), plot the normalized 
response xN(t), 

x(t) - x(O) 
XN(t) = x(oo) - x(O) 



where x(O) is the initial steady-state value of x(t) and 
x( oo )represents the final steady-state value, which is 
different for each part. 

SOLUTION 

(a) Denote the initial steady-state conditions by :X, w, and 
so on. For the initial steady state, Eqs. 2-4 and 2-5 are 
applicable. Solve (2-5) for :X: 

_ w1:X1 + w£x2 (500)(0.4) + (200)(0.75) 
X = W = 700 = 0·5 

(b) The component balance in Eq. 2-3 can be rearranged 
(for constant Vand p) as 

dx W1X1 + WzXz 
T- +X= x(O) = x = 0.5 (2-19) 

dt w 
<l-

where T = Vplw. In each of the three parts, (b)-(d), 
T = 3 min and the right side of (2-19) is constant for this 
example. Thus, (2-19) can be written as 

dx 
3- + x = C* x(O) = 0.5 (2-20) 

dt 
where 

<l w1:X1 + w2x2 
C* = (2-21) w 

The solution to (2-20) can be obtained by applying 
standard solution methods (Kreyszig, 1999): 

X 

Normalized 
response 

x(t) = 0.5e-113 + C*(1 - e-t/3) (2-22) 

Time (min) 

Time (min) 
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For case (b): 

(400 kg/min)(0.4) + (200 kg/min)(0.75) 
C* = 600 kg/min = 0·517 

Substituting C* into (2-22) gives the desired solution 
for the step change in w( 

x(t) = 0.5e -t/3 + 0.517(1 - e -t/3) (2-23) 

(c) For the step change in w2, 

(500 kg/min)(0.4) + (100 kg/min)(0.75) 
C* = 600 kg/min = 0.458 

and the solution is 

x(t) = 0.5e-113 + 0.458(1 - e- 113 ) (2-24) 

(d) Similarly, for the simultaneous changes in x1 and w2, 

Eq. 2-21 gives C* = 0.625. Thus, the solution is 

x(t) = 0.5e-113 + 0.625(1 - e- 113 ) (2-25) 

(e) The individual responses in (2-22)-(2-24) have the 
same normalized response: 

x(t) - x(O) = 1 - e-t/3 

x(oo) - x(O) 

The responses of (b)-( e) are shown in Fig. 2.2. 

(2-26) 

Figure 2.2 Exit composition responses of a stirred-tank 
blending process to step changes in 
(b) Flow rate w1 

(c) Flow rate Wz 
(d) Flow rate w2 and inlet composition x1 

(e) Normalized response for parts (b)-( d) 
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The individual responses and normalized response have 
the same time dependence for cases (b)- (d) because 
T = Vplw = 3 min for each part. Note that Tis the mean 
residence time of the liquid in the blending tank. If w 
changes, then T and the time dependence of the solution 
also change. This situation would occur, for example, if 
w1 changed from 500 kg/min to 600 kg/min. These more 
general situations will be addressed in Chapter 4. 

2.3 DEGREES OF FREEDOM ANALYSIS 

To simulate a process, we must first ensure that its 
model equations (differential and algebraic) constitute 
a solvable set of relations. In other words, the output 
variables, typically the variables on the left side of the 
equations, can be solved in terms of the input variables 
on the right side of the equations. For example, con­
sider a set of linear algebraic equations, y = Ax. In 
order for these equations to have a unique solution for 
x, vectors x andy must contain the same number of ele­
ments and matrix A must be nonsingular (that is, have 
a nonzero determinant). 

It is not easy to make a similar evaluation for a large, 
complicated steady-state or dynamic model. However, 
there is one general requirement. In order for the model 
to have a unique solution, the number of unknown 
variables must equal the number of independent model 
equations. An equivalent statement is that all of the 
available degrees of freedom must be utilized. The num­
ber of degrees of freedom, N F' can be calculated from 
the expression 

(2-27) 

where Nv is the total number of process variables and 
N E is the number of independent equations. A degrees 
of freedom analysis allows modeling problems to be 
classified according to the following categories: 

1. N F = 0: The process model is exactly specified. If 
NF = 0, then the number of equations is equal to 
the number of process variables and the set of equa­
tions has a solution. (However, the solution may not 
be unique for a set of nonlinear equations.) 

2. N F > 0: The process is underspecified. If N F > 0, 
then Nv > N £,so there are more process variables 
than equations. Consequently, the NE equations 
have an infinite number of solutions, because NF 
process variables can be specified arbitrarily. 

3. NF < 0: The process model is overspecified. For 
N F < 0, there are fewer process variables than 
equations, and consequently the set of equations 
has no solution. 

Note that N F = 0 is the only satisfactory case. If N F > 0, 
then a sufficient number of input variables have not 

Table 2.2 Degrees of Freedom Analysis 

1. List all quantities in the model that are known constants 
(or parameters that can be specified) on the basis of 
equipment dimensions, known physical properties, 
and so on. 

2. Determine the number of equations N E and the number 
of process variables, Nv. Note that timet is not considered 
to be a process variable, because it is neither a process 
input nor a process output. 

3. Calculate the number of degrees of freedom, 
NF= Nv- NE. 

4. Identify the NE output variables that will be obtained by 
solving the process model. 

5. Identify the N F input variables that must be specified as 
either disturbance variables or manipulated variables, in 
order to utilize the N F degrees of freedom. 

been assigned numerical values. Then additional inde­
pendent model equations must be developed in order 
for the model to have an exact solution. 

A structured approach to modeling involves a sys­
tematic analysis to determine the number of degrees of 
freedom and a procedure for assigning them. The steps 
in the degrees of freedom analysis are summarized in 
Table 2.2. In Step 4 the output variables include the de­
pendent variables in the ordinary differential equations. 

For Step 5 the NF degrees of freedom are assigned 
by specifying a total of NF input variables to be either 
disturbance variables or manipulated variables. In gen­
eral, disturbance variables are determined by other 
process units or by the environment. Ambient temper­
ature and feed conditions determined by the operation 
of upstream processes are typical examples of distur­
bance variables. By definition, a disturbance variable d 
varies with time and is independent of the other Nv- 1 
process variables. Thus, we can express the transient 
behavior of the disturbance variable as 

d(t) = f(t) (2-28) 

where f(t) is an arbitrary function of time that must be 
specified if the model equations are to be solved. Thus, 
specifying a process variable to be a disturbance vari­
able increases NE by one and reduces NF by one, as in­
dicated by Eq. 2-27. 

In general, a degree of freedom is also utilized when 
a process variable is specified to be a manipulated vari­
able that is adjusted by a controller. In this situation, a 
new equation is introduced, namely the control law 
that indicates how the manipulated variable is adjusted 
(cf. Eqs. 1-4 or 1-5 in Chapter 1). Consequently, NE in­
creases by one and N F decreases by one, again utilizing 
a degree of freedom. 

We illustrate the degrees of freedom analysis by con­
sidering two examples. 



EXAMPLE2.2 

Analyze the degrees of freedom for the blending model 
of Eq. (2-3) for the special condition where volume Vis 
constant. 

SOLUTION 

For this example, there are 

2 parameters: 
4 variables (Nv = 4): 
1 equation (NE = 1): 

V,p 
X,X1, w1, Wz 

Eq. 2-3 

The degrees of freedom are calculated as N F = 4 - 1 = 3. 
Thus, we must identify three input variables that can be 
specified as known functions of time in order for the equa­
tion to have a unique solution. The dependent variable xis 
an obvious choice for the output variable in this simple 
example. Consequently, we have 

1 output: 
3 inputs: 

The three degrees of freedom can be utilized by specifying 
the inputs as 

2 disturbance variables: 
1 manipulated variable: 

Because all of the degrees of freedom have been utilized, 
the single equation is exactly specified and can be solved. 

EXAMPLE2.3 

Analyze the degrees of freedom of the blending system 
model in Eqs. 2-17 and 2-18. Is this set of equations linear, 
or nonlinear, according to the usual working definition?1 

SOLUTION 

In this case, volume is now considered to be a variable 
rather than a constant parameter. Consequently, for the 
degrees of freedom analysis we have 

1 parameter: 
7 variables (Nv = 7): 
2 equations (NE = 2): 

p 
V, x, x1, x2, w, w1, w2 

Eqs. 2-17 and 2-18 

Thus, NF = 7- 2 = 5. The dependent variables on the left 
side of the differential equations, V and x, are the model 
outputs. The remaining five variables must be chosen as 
inputs. Note that a physical output, effluent flow rate w, is 
classified as a mathematical input, because it can be speci­
fied arbitrarily. Any process variable that can be specified 
arbitrarily should be identified as an input. Thus, we have 

2 outputs: 
5 inputs: 

V,x 
W, W1, Wz, X1, Xz 

1A linear model cannot contain any nonlinear combinations of 
variables (for example, a product of two variables) or any variable 
raised to a power other than one. 
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Because the two outputs are the only variables to be de­
termined in solving the system of two equations, no de­
grees of freedom are left. The system of equations is 
exactly specified and hence solvable. 

To utilize the degrees of freedom, the five inputs are 
classified as either disturbance variables or manipulated 
variables. A reasonable classification is 

3 disturbance variables: 
2 manipulated variables: 

For example, w could be used to control V and w2 to con­
trolx. 

Note that Eq. 2-17 is a linear ODE, while Eq. 2-18 is a 
nonlinear ODE as a result of the products and quotients. 

2.4 DYNAMIC MODELS OF 
REPRESENTATIVE PROCESSES 

For the simple process discussed so far, the stirred-tank 
blending system, energy effects were not considered due 
to the assumed isothermal operation. Next, we illustrate 
how dynamic models can be developed for processes 
where energy balances are important. 

2.4.1 Stirred-Tank Heating Process: 
Constant Holdup 

Consider the stirred-tank heating system shown in 
Fig. 2.3. The liquid inlet stream consists of a single 
component with a mass flow rate wi and an inlet tem­
perature Ti. The tank contents are agitated and heated 
using an electrical heater that provides a heating rate, 
Q. A dynamic model will be developed based on the 
following assumptions: 

1. Perfect mixing; thus, the exit temperature Tis also 
the temperature of the tank contents. 

Ti wi------,l 

Q 

Heater 

Figure 2.3 Stirred-tank heating process with constant 
holdup, V. 
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2. The inlet and outlet flow rates are equal; thus, 
wi = wand the liquid holdup Vis constant. 

3. The density p and heat capacity C of the liquid are 
assumed to be constant. Thus, their temperature 
dependence is neglected. 

4. Heat losses are negligible. 

In general, dynamic models are based on conservation 
laws. For this example, it is clear that we should con­
sider an energy balance, because thermal effects pre­
dominate. A mass balance is not required in view of 
Assumptions 2 and 3. 

Next, we show how the general energy balance in 
Eq. 2-10 can be simplified for this particular example. For 
a pure liquid at low or moderate pressures, the internal 
energy is approximately equal to the enthalpy, Uint r:::; H, 
and H depends only on temperature (Sandler, 2006). 
Consequently, in the subsequent development, we as­
sume that Uint = H and 4nt = fi where the caret (A) 
means per unit mass. As shown in Appendix B, a differ­
ential change in temperature, dT, produces a correspond­
ing change in the internal energy per unit mass, dD;nt. 

dD;nt = dH = c dT (2-29) 

where C is the constant pressure heat capacity (as­
sumed to be constant). The total internal energy of the 
liquid in the tank can be expressed as the product of 
4nt and the mass in the tank, p V: 

(2-30) 

An expression for the rate of internal energy accumula­
tion can be derived from Eqs. 2-29 and 2-30: 

dUint dT 
--=pVC-

dt dt 
(2-31) 

Note that this term appears in the general energy bal­
ance ofEq. 2-10. 

Next, we derive an expression for the enthalpy term 
that appears on the right-hand side of Eq. 2-10. Sup­
pose that the liquid in the tank is at a temperature T 
and has an enthalpy, fl. Integrating Eq. 2-29 from a 
reference temperature Tref to T gives 

H - Href = C( T - Tref) (2-32) 

where Href is the value of fiat Tref· Without loss of gen­
erality, we assume that Rref = 0 (see Appendix B). 
Thus, (2-32) can be written as: 

H= C(T- Tref) 

Similarly, for the inlet stream: 

~ = C(Ti- Tref) 

(2-33) 

(2-34) 

Substituting (2-33) and (2-34) into the convection term 
of (2-10) gives: 

-ll(wH) = w[C(Ti- Tref)] - w[C(T- Tref)] (2-35) 

Finally, substitution of (2-31) and (2-35) into (2-10) 
gives the desired dynamic model of the stirred-tank 
heating system: 

dT 
VpCdt = wC(Ti- T) + Q (2-36) 

Note that the Tref terms have canceled, because C was 
assumed to be constant, and thus independent of 
temperature. 

A degrees of freedom analysis for this model gives 

3 parameters: 
4 variables: 
1 equation: 

V,p,C 
T, Ti, w, Q 
Eq. 2-36 

Thus, the degrees of freedom are Np = 4- 1 = 3. The 
process variables are classified as 

1 output variable: 
3 input variables: 

For control purposes, it is reasonable to classify the 
three inputs as 

2 disturbance variables: 
1 manipulated variable: 

2.4.2 Stirred-Tank Heating Process: 
Variable Holdup 

Now we consider the more general situation in which 
the tank holdup can vary with time. This analysis also is 
based on assumptions 1, 3 and 4 of the previous section. 
Now an overall mass balance is needed, because the 
holdup is not constant. The overall mass balance is 

d(Vp) 
--= w·-w 

dt l 
(2-37) 

The energy balance for the current stirred-tank heating 
system can be derived from Eq. 2-10 in analogy with 
the derivation ofEq. 2-36. We again assume that Uint = 
H for the liquid in the tank. Thus, for constant p: 

dUint dH d(pVil) d(Vil) 
-----;It dt dt = p -d- (2-38) 

From the definition of -ll(wfi) and Eqs. 2-33 and 2-34, 
it follows that 

-ll(wfi) = wi~- wfi = wiC(Ti- Tref) 
- wC(T- Tref) (2-39) 

where wi and w are the mass flow rates of the inlet and 
outlet streams, respectively. Substituting (2-38) and 
(2-39) into (2-10) gives 

d(Vil) 
p ~= wiC(Ti- Tref)- wC(T- Tref) + Q 

(2-40) 



Next we simplify the dynamic model. Because p is 
constant, (2-37) can be written as 

dV 
pdt = Wi- W (2-41) 

The chain rule can be applied to expand the left side of 
(2-40) for constant C and p: 

d(Vil) dH ~ dV 
p~= pVdt+ pHdt (2-42) 

From Eq. 2-29 or 2-33, it follows that dH/dt = CdT/dt. 
Substituting this expression and Eqs. 2-33 and 2-41 into 
Eq. 2-42 gives 

d(Vil) dT 
p~ = C(T- Tref)(wi- w) + pCVdt (2-43) 

Substituting (2-43) into (2-40) and rearranging gives 

dT 
C(T- Tret)(wi- w) + pCV dt 

= wiC(Ti - Tref) - wC(T- Tref) + Q (2-44) 

Rearranging (2-41) and (2-44) provides a simpler form 
for the dynamic model: 

dV 1 
- = -(w·- w) 
dt p l 

(2-45) 

dT Wi Q 
dt = Vp (Ti - T) + pCV (2-46) 

This example and the blending example in Section 2.2.2 
have demonstrated that process models with variable 
holdups can be simplified by substituting the overall 
mass balance into the other conservation equations. 

Equations 2-45 and 2-46 provide a model that can be 
solved for the two outputs (V and T) if the two parame­
ters (p and C) are known and the four inputs (wi, w, Ti, 
and Q) are known functions of time. 

2.4.3 Electrically Heated Stirred Tank 

Now we again consider the stirred-tank heating system 
with constant holdup (Section 2.4.1), but we relax the 
assumption that energy is transferred instantaneously 
from the heating element to the contents of the tank. 
Suppose that the metal heating element has a signifi­
cant thermal capacitance and that the electrical heating 
rate Q directly affects the temperature of the element 
rather than the liquid contents. For simplicity, we ne­
glect the temperature gradients in the heating element 
that result from heat conduction and assume that the 
element has a uniform temperature, Te. This tempera­
ture can be interpreted as the average temperature for 
the heating element. 

Based on this new assumption, and the previous as­
sumptions of Section 2.4.1, the unsteady-state energy 
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balances for the tank and the heating element can be 
written as 

(2-48) 

where m = V p and meCe is the product of the mass of 
metal in the heating element and its specific heat. The 
term heAe is the product of the heat transfer coefficient 
and area available for heat transfer. Note that mC and 
meCe are the thermal capacitances of the tank contents 
and the heating element, respectively. Q is an input 
variable, the thermal equivalent of the instantaneous 
electrical power dissipation in the heating element. 

Is the model given by Eqs. 2-47 and 2-48 in suitable 
form for calculation of the unknown output variables 
Te and T? There are two output variables and two dif­
ferential equations. All of the other quantities must 
be either model parameters (constants) or inputs 
(known functions of time). For a specific process, m, 
C, me, Ce, he, and Ae are known parameters deter­
mined by the design of the process, its materials of 
construction, and its operating conditions. Input vari­
ables w, Ti, and Q must be specified as functions of 
time for the model to be completely determined-that 
is, to utilize the available degrees of freedom. The dy­
namic model can then be solved for T and Te as func­
tions of time by integration after initial conditions are 
specified for T and Te. 

If flow rate w is constant, Eqs. 2-47 and 2-48 can be 
converted into a single second-order differential equa­
tion. First, solve Eq. 2-47 for Te and then differentiate 
to find dTefdt. Substituting the expressions for Te and 
dTefdt into Eq. 2-48 yields 

The reader should verify that the dimensions of each 
term in the equation are consistent and have units of 
temperature. In addition, the reader should consider 
the steady-state versions of (2-36) and (2-49). They are 
identical, which is to be expected. Analyzing limiting 
cases is one way to check the consistency of a more 
complicated model. 

The model in (2-49) can be simplified when meCe, the 
thermal capacitance of the heating element, is very small 
compared to mC. When meCe = 0, Eq. 2-49 reverts to 
the first-order model, Eq. 2-36, which was derived for 
the case where the heating element has a negligible ther­
mal capacitance. 
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It is important to note that the model of Eq. 2-49 
consists of only a single equation and a single output 
variable, T. The intermediate variable, Te, is less im­
portant than T and has been eliminated from the ear­
lier model (Eqs. 2-47 and 2-48). Both models are 
exactly specified; that is, they have no unassigned de­
grees of freedom. To integrate Eq. 2-49, we require ini­
tial conditions for both T and dT/dt at t = 0, because it 
is a second-order differential equation. The initial con­
dition for dT/dt can be found by evaluating the right 
side of Eq. 2-47 when t = 0, using the values of Te(O) 
and T(O). For both models, the inputs (w, Ti, Q) must 
be specified as functions of time. 

EXAMPLE2.4 

An electrically heated stirred-tank process can be modeled 
by Eqs. (2-47) and (2-48) or, equivalently, by Eq. (2-49) 
alone. Process design and operating conditions are charac­
terized by the following four parameter groups: 

m = 10min 
w 

meCe . 
heAe = 1.0 mm 

w1C = 0.05 oc min/kcal 

The nominal values of Q and T; are 

Q = 5000 kcaUmin 

(a) Calculate the nominal steady-state temperature, T. 
(b) Assume that the process is initially at the steady state 

determined in part (a). Calculate the response, T(t), to 
a sudden change in Q from 5000 to 5400 kcal/min 
using Eq. (2-49). Plot the temperature response. 

(c) Suppose that it can be assumed that the term meCefheAe 
is small relative to other terms in (2-49). Calculate the 
response T(t) for the conditions of part (b), using a first­
order differential equation approximation to Eq. (2-49). 
Plot T(t) on the graph for part (b). 

(d) What can we conclude about the accuracy of the ap­
proximation for part (c)? 

SOLUTION 

(a) The steady-state form of Eq. 2-49 is 

- - 1-
T = T· + -Q 

' we 
Substituting parameter values gives T = 350 °C. 

(b) Substitution of the parameter values in (2-49) gives 

10 d2T + 12 dT + T = 370 
dt2 dt 

The following solution can be derived using standard 
solution methods (Kreyszig, 1999): 

T(t) = 350 + 20 [1 -1.089 e-tlll.099 + 0.0884 e-110·901 J 

365 

355 

10 20 30 40 50 60 70 80 
Time (min) 

Figure 2.4 Responses of an electrically-heated stirred-tank 
process to a sudden change in the heater input. 

This response is plotted in Fig. 2.4 as the slightly 
"s-shaped" curve (a). 

(c) If we assume that meCe is small relative to other 
terms, then Eq. 2-49 can be approximated by the first­
order differential equation: 

dT 
12 dt + T = 370, T(O) = 350°C 

The solution is 

T(t) = 350 + 20 (1 - e-1112) 

(d) Figure 2.4 shows that the approximate solution (b) is 
quite good, matching the exact solution very well over 
the entire response. For purposes of process control, 
this approximate model is likely to be as useful as the 
more complicated, exact model. 

2.4.4 Steam-Heated Stirred Tank 

Steam (or some other heating medium) can be con­
densed within a coil or jacket to heat liquid in a stirred 
tank, and the inlet steam pressure can be varied by ad­
justing a control valve. The condensation pressure Ps 
then fixes the steam temperature Ts through an appro­
priate thermodynamic relation or from tabular infor­
mation such as the steam tables (Sandler, 2006): 

(2-50) 

Consider the stirred-tank heating system of Section 
2.4.1 with constant holdup and a steam heating coil. We 
assume that the thermal capacitance of the liquid con­
densate is negligible compared to the thermal capaci­
tances of the tank liquid and the wall of the heating 
coil. This assumption is reasonable when a steam trap 
is used to remove the condensate from the coil as it is 
produced. As a result of this assumption, the dynamic 
model consists of energy balances on the liquid and the 
heating coil wall: 



(2-51) 

where the subscripts w, s, and p refer, respectively, to 
the wall of the heating coil and to its steam and process 
sides. Note that these energy balances are similar to 
Eqs. 2-47 and 2-48 for the electrically heated example. 

The dynamic model contains three output variables 
(Ts, T, and Tw) and three equations: an algebraic equa­
tion with Ts related to Ps (a specified function of time 
or a constant) and two differential equations. Thus, 
Eqs. 2-50 through 2-52 constitute an exactly specified 
model with three input variables: Ps, T;, and w. Several 
important features are noted. 

1. Usually hsAs >> hp-Ap, because the resistance to 
heat transfer on the steam side of the coil is much 
lower than on the process side. 

2. The change from electrical heating to steam heat­
ing increases the complexity of the model (three 
equations instead of two) but does not increase 
the model order (number of first-order differen­
tial equations). 

3. As models become more complicated, the input 
and output variables may be coupled through cer­
tain parameters. For example, hp may be a function 
of w, or hs may vary with the steam condensation 
rate; sometimes algebraic equations cannot be 
solved explicitly for a key variable. In this situation, 
numerical solution techniques have to be used. 
Usually, implicit algebraic equations must be 
solved by iterative methods at each time step in the 
numerical integration. 

We now consider some simple models for liquid stor­
age systems utilizing a single tank. In the event that two 
or more tanks are connected in series (cascaded), the 
single-tank models developed here can be easily ex­
tended, as shown in Chapter 5. 

2.4.5 Liquid Storage Systems 

A typical liquid storage process is shown in Fig. 2.5 
where q; and q are volumetric flow rates. A mass bal­
ance yields 

(2-53) 

Assume that liquid density p is constant and the tank is 
cylindrical with cross-sectional area, A. Then the volume 
of liquid in the tank can be expressed as V = Ah, where 
his the liquid level (or head). Thus, (2-53) becomes 

dh 
A dt = q; - q (2-54) 
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Figure 2.5 A liquid-level storage process. 

Note that Eq. 2-54 appears to be a volume balance. 
However, in general, volume is not conserved for fluids. 
This result occurs in this example due to the constant 
density assumption. 

There are three important variations of the liquid 
storage process: 

1. The inlet or outlet flow rates might be constant; 
for example, exit flow rate q might be kept con­
stant by a constant-speed, fixed-volume (meter­
ing) pump. An important consequence of this 
configuration is that the exit flow rate is then com­
pletely independent of liquid level over a wide 
range of conditions. Consequently, q = q where q 
is the steady-state value. For this situation, the 
tank operates essentially as a flow integrator. We 
will return to this case in Section 5.3. 

2. The tank exit line may function simply as a resis­
tance to flow from the tank (distributed along the 
entire line), or it may contain a valve that provides 
significant resistance to flow at a single point. In the 
simplest case, the flow may be assumed to be lin­
early related to the driving force, the liquid level, in 
analogy to Ohm's law for electrical circuits (E = IR) 

h = qRv (2-55) 

where Rv is the resistance of the line or valve. 
Rearranging (2-55) gives the following flow-head 
equation: 

1 
q =-h 

Rv 
(2-56) 

Substituting (2-56) into (2-54) gives a first-order 
differential equation: 

(2-57) 

This model of the liquid storage system exhibits 
dynamic behavior similar to that of the stirred­
tank heating system of Eq. 2-36. 

3. A more realistic expression for flow rate q can be 
obtained when a fixed valve has been placed in 
the exit line and turbulent flow can be assumed. 
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The driving force for flow through the valve is the 
pressure drop t:..P: 

t:..P = P- Pa (2-58) 

where P is the pressure at the bottom of the tank and 
Pais the pressure at the end of the exit line. We as­
sume that Pais the ambient pressure. If the valve is 
considered to be an orifice, a mechanical energy bal­
ance, or Bernoulli equation (Bird et al., 2002), can be 
used to derive the relation 

rP=P:; 
q=Chj~ (2-59) 

where Ct is a constant. The value of Ct depends on 
the particular valve and the valve setting (how much 
it is open). See Chapter 9 for more information 
about control valves. 

The pressure Pat the bottom of the tank is related to 
liquid level h by a force balance 

P=Pa + pg h (2-60) 
gc 

where the acceleration of gravity g is constant. Substitut­
ing (2-59) and (2-60) into (2-54) yields the dynamic model 

dh • /, 
Adt = qi - Cv v h (2-61) 

where Cv ~ c:Vif&. This model is nonlinear due to 
the square root term. 

The liquid storage processes discussed above could 
be operated by controlling the liquid level in the tank 
or by allowing the level to fluctuate without attempting 
to control it. For the latter case (operation as a surge 
tank), it may be of interest to predict whether the tank 
would overflow or run dry for particular variations in 
the inlet and outlet flow rates. Thus, the dynamics of 
the process may be important even when automatic 
control is not utilized. 

2.4.6 The Continuous Stirred-Tank 
Reactor (CSTR) 

Continuous stirred-tank reactors have widespread ap­
plication in industry and embody many features of 
other types of reactors. CSTR models tend to be sim­
pler than models for other types of continuous reactors 
such as tubular reactors and packed-bed reactors. Con­
sequently, a CSTR model provides a convenient way of 
illustrating modeling principles for chemical reactors. 

Consider a simple liquid-phase, irreversible chemical 
reaction where chemical species A reacts to form 
species B. The reaction can be written as A~ B. We 
assume that the rate of reaction is first-order with re­
spect to component A, 

r = kcA (2-62) 

where r is the rate of reaction of A per unit volume, k is 
the reaction rate constant (with units of reciprocal 
time), and cA is the molar concentration of species A. 
For single-phase reactions, the rate constant is typically 
a strong function of reaction temperature given by the 
Arrhenius relation, 

k = k0 exp(-EIRT) (2-63) 

where k0 is the frequency factor, E is the activation 
energy, and R is the gas constant. The expressions in 
(2-62) and (2-63) are based on theoretical considera­
tions, but model parameters ko and E are usually deter­
mined by fitting experimental data. Thus, these two 
equations can be considered to be semi-empirical rela­
tions, according to the definition in Section 2.2. 

The schematic diagram of the CSTR is shown in 
Fig. 2.6. The inlet stream consists of pure component A 
with molar concentration, cAi· A cooling coil is used to 
maintain the reaction mixture at the desired operating 
temperature by removing heat that is released in the 
exothermic reaction. Our initial CSTR model develop­
ment is based on three assumptions: 

1. The CSTR is perfectly mixed. 

2. The mass densities of the feed and product streams 
are equal and constant. They are denoted by p. 

3. The liquid volume V in the reactor is kept constant 
by an overflow line. 

For these assumptions, the unsteady-state mass balance 
for the CSTR is: 

d(pV) 
~= pqi- pq 

Because Vand pare constant, (2-64) reduces to 

q = qi 

(2-64) 

(2-65) 

Thus, even though the inlet and outlet flow rates may 
change due to upstream or downstream conditions, 

Pure A 

Cooling medium 
at temperature 

Tc 

Mixture of A and B 

q, C_A, T 

Figure 2.6 A nonisothermal continuous stirred-tank reactor. 



Eq. 2-65 must be satisfied at all times. In Fig. 2.6, both 
flow rates are denoted by the symbol q. 

For the stated assumptions, the unsteady-state com­
ponent balances for species A (in molar units) is 

de A 
V dt = q(cAi- cA) - VkcA (2-66) 

This balance is a special case of the general component 
balance in Eq. 2-7. 

Next, we consider an unsteady-state energy balance 
for the CSTR. But first we make five additional 
assumptions: 

4. The thermal capacitances of the coolant and the 
cooling coil wall are negligible compared to the 
thermal capacitance of the liquid in the tank. 

5. All of the coolant is at a uniform temperature, Tc. 
(That is, the increase in coolant temperature as 
the coolant passes through the coil is neglected.) 

6. The rate of heat transfer from the reactor con­
tents to the coolant is given by 

Q = UA(Tc- T) (2-67) 

where U is the overall heat transfer coefficient and 
A is the heat transfer area. Both of these model 
parameters are assumed to be constant. 

7. The enthalpy change associated with the mixing of 
the feed and the liquid in the tank is negligible com­
pared with the enthalpy change for the chemical 
reaction. In other words, the heat of mixing is neg­
ligible compared to the heat of reaction. 

8. Shaft work and heat losses to the ambient can be 
neglected. 

The following form of the CSTR energy balance is 
convenient for analysis and can be derived from Eqs. 
2-62 and 2-63 and Assumptions 1-8 (Fogler, 2006; 
Russell and Denn, 1972), 

dT 
VpCdt = wC(T;- T) + (-t:.HR)VkcA 

+ UA(Tc - T) (2-68) 

where t:.HR is the heat of reaction per mole of A that is 
reacted. 

In summary, the dynamic model of the CSTR con­
sists of Eqs. 2-62 to 2-64, 2-66, 2-67, and 2-68. This 
model is nonlinear as a result of the many product 
terms and the exponential temperature dependence 
of k in Eq. 2-63. Consequently, it must be solved 
by numerical integration techniques (Fogler, 2006). 
The CSTR model will become considerably more 
complex if 

1. More complicated rate expressions are consid­
ered. For example, a mass action kinetics model 
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for a second-order, irreversible reaction, 2A- B, 
is given by 

r = kzd (2-69) 

2. Additional species or chemical reactions are in­
volved. If the reaction mechanism involved pro­
duction of an intermediate species, 2A- B*­
B, then unsteady-state component balances for 
both A and B* would be necessary (to calculate 
cA and c8), or balances for both A and B could be 
written (to calculate cA and cB)· Information con­
cerning the reaction mechanisms would also be 
required. 

Reactions involving multiple species are described by 
high-order, highly coupled, nonlinear reaction models, 
because several component balances must be written. 

EXAMPLE2.5 

To illustrate how the CSTR can exhibit nonlinear dynamic 
behavior, we simulate the effect of a step change in the 
coolant temperature Tc in positive and negative directions. 
Table 2.3 shows the parameters and nominal operating 
condition for the CSTR based on Eqs. 2-66 and 2-68 for 
the exothermic, irreversible first-order reaction A~ B. 
The two-state variables of the ODEs are the concentration 
of A (cA) and the reactor temperature T. The manipulated 
variable is the jacket water temperature, Tc. 

Two cases are simulated, one based on increased cooling 
by changing Tc from 300 K to 290 K and one reducing the 
cooling rate by increasing Tc from 300 K to 305 K. 

These model equations are solved in MATLAB with a 
numerical integrator (ode15s) over a 10 min horizon. The 
decrease in Tc results in an increase in cA. The results are 
displayed in two plots of the temperature and reactor 
concentration as a function of time (Figs. 2.7 and 2.8). 

At a jacket temperature of 305 K, the reactor model has 
an oscillatory response. The oscillations are characterized 
by apparent reaction run-away with a temperature spike. 
However, when the concentration drops to a low value, the 
reactor then cools until the concentration builds, then there 
is another temperature rise. It is not unusual for chemical 
reactors to exhibit such widely different behaviors for 
different directional changes in the operating conditions. 

Table 2.3 Nominal Operating Conditions for the CSTR 

Parameter Value Parameter Value 

q 100 L!min E/R 8750K 
CAi 1 mol/L ko 7.2 X 1010 min-1 

Ti 350K UA 5 X 104 J/min K 
v 100L Tc (0) 300K 
p 1000 g/L CA (0) 0.5 mol!L 
c 0.239 Jig K T(O) 350K 

-f).HR 5 X 104 J/mol 
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Figure 2.7 Reactor temperature variation with step 
changes in cooling water temperature from 300 K to 
305 K and from 300 K to 290 K. 

Although the modeling task becomes much more com­
plex, the same principles illustrated above can be ex­
tended and applied. We will return to the simple CSTR 
model again in Chapter 4. 

2.4.7 Staged Systems (a Three-Stage Absorber) 

Chemical processes, particularly separation processes, 
often consist of a sequence of stages. In each stage, 
materials are brought into intimate contact to obtain 
(or approach) equilibrium between the individual 
phases. The most important examples of staged 
processes include distillation, absorption, and extrac­
tion. The stages are usually arranged as a cascade with 
immiscible or partially miscible materials (the sepa­
rate phases) flowing either cocurrently or countercur­
rently. Countercurrent contacting, shown in Fig. 2.9, 
usually permits the highest degree of separation to be 
attained in a fixed number of stages and is considered 
here. 

The feeds to staged systems may be introduced at 
each end of the process, as in absorption units, or a 
single feed may be introduced at a middle stage, as is 
usually the case with distillation. The stages may be 
physically connected in either a vertical or horizontal 
configuration, depending on how the materials are 
transported, that is, whether pumps are used between 
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Figure 2.8 Reactant A concentration variation with step 
changes in cooling water temperature to 305 K and to 290 K. 

stages, and so forth. Below we consider a gas-liquid ab­
sorption process, because its dynamics are somewhat 
simpler to develop than those of distillation and extrac­
tion processes. At the same time, it illustrates the char­
acteristics of more complicated countercurrent staged 
processes (Seader and Henley, 2005). 

For the three-stage absorption unit shown in Fig. 
2.10, a gas phase is introduced at the bottom (molar 
flow rate G) and a single component is to be absorbed 
into a liquid phase introduced at the top (molar flow 
rate L, flowing countercurrently). A practical example 
of such a process is the removal of sulfur dioxide (S02) 

from combustion gas by use of a liquid absorbent. The 
gas passes up through the perforated (sieve) trays and 
contacts the liquid cascading down through them. A 
series of weirs and downcomers typically are used to 
retain a significant holdup of liquid on each stage while 
forcing the gas to flow upward through the perfora­
tions. Because of intimate mixing, we can assume that 
the component to be absorbed is in equilibrium be­
tween the gas and liquid streams leaving each stage i. 
For example, a simple linear relation is often assumed. 
For stage i 

Yi = axi + b (2-70) 

where Yi and xi denote gas and liquid concentrations of 
the absorbed component. Assuming constant liquid 

••• ~Product1 
~Feed2 

Stage n 

Figure 2.9 A countercurrent-flow staged process. 
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Figure 2.10 A three-stage absorption unit. 

holdup H and perfect mixing on each stage, and ne­
glecting the holdup of gas, the component material bal­
ance for any stage i is 

dx· H d/ = G(y;-1 - y;) + L(xi+l - x;) (2-71) 

In Eq. 2-71 we also assume that molar liquid and gas 
flow rates L and G are unaffected by the absorption, 
because changes in concentration of the absorbed 
component are small, and L and G are approximately 
constant. Substituting Eq. 2-70 into Eq. 2-71 yields 

dx· 
H d/ = aGx;-1 - (L + aG)x; + Lxi+l (2-72) 

Dividing by Land substituting T = HIL (the stage liquid 
residence time), S = aG/L (the stripping factor), and 
K = GIL (the gas-to-liquid ratio), the following model 
is obtained for the three-stage absorber: 

dx1 
-r dt = K(yt- b) - (1 + S) x1 + x2 (2-73) 

dx2 
T dt = Sx1 - (1 + S)xz + X3 (2-74) 

dx3 
T dt = Sxz - (1 + S)x3 + Xf (2-75) 

In the model of (2-73) to (2-75) note that the individ­
ual equations are linear but also coupled, meaning 
that each output variable-x1, x2, x3-appears in more 
than one equation. This feature can make it difficult 
to convert these three equations into a single higher­
order equation in one of the outputs, as was done in 
Eq. 2-49. 
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2.4.8 Distributed Parameter Systems 
(the Double-Pipe Heat Exchanger) 

All of the process models discussed up to this point 
have been of the lumped parameter type, meaning that 
any dependent variable can be assumed to be a function 
only of time and not of spatial position. For the stirred­
tank systems discussed earlier, we assumed that any 
spatial variations of the temperature or concentration 
within the liquid could be neglected. Perfect mixing in 
each stage was also assumed for the absorber. Even 
when perfect mixing cannot be assumed, a lumped or 
average temperature may be taken as representative of 
the tank contents to simplify the process model. 

While lumped parameter models are normally used 
to describe processes, many important process units are 
inherently distributed parameter; that is, the output 
variables are functions of both time and position. 
Hence, their process models contain one or more par­
tial differential equations. Pertinent examples include 
shell-and-tube heat exchangers, packed-bed reactors, 
packed columns, and long pipelines carrying compress­
ible gases. In each of these cases, the output variables 
are a function of distance down the tube (pipe), height 
in the bed (column), or some other measure of loca­
tion. In some cases, two or even three spatial variables 
may be considered; for example, concentration and 
temperature in a tubular reactor may depend on both 
axial and radial positions, as well as time. 

Figure 2.11 illustrates a double-pipe heat exchanger 
where a fluid flowing through the inside tube with ve­
locity v is heated by steam condensing in the outer 
tube. If the fluid is assumed to be in plug flow, the tem­
perature of the liquid is expressed as T L(Z, t) where z 
denotes distance from the fluid inlet. The fluid heating 
process is truly distributed parameter; at any instant in 
time there is a temperature profile along the inside 

Ts 
Condensate 

Figure 2.11 Heat exchanger. 

Steam 
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tube. The steam condensation, on the other hand, 
might justifiably be treated as a lumped process, be­
cause the steam temperature Ts(t) can be assumed to 
be a function of the condensation pressure, itself pre­
sumably a function only of time and not a function of 
position. We also assume that the wall temperature 
T w(Z, t) is different from T L and Ts due to the thermal 
capacitance and resistances. 

In developing a model for this process, assume that 
the liquid enters at temperature T L(O, t)- that is, at z = 0. 
Heat transfer coefficients (steam-to-wall hs and wall-to­
liquid hL) can be used to approximate the energy trans­
fer processes. We neglect the effects of axial energy 
conduction, the resistance to heat transfer within the 
metal wall, and the thermal capacitance of the steam 
condensate.2 A distributed parameter model for the 
heat exchanger can be derived by applying Eq. 2-8 over 
a differential tube length Llz of the exchanger. In such a 
shell energy balance, the partial differential equation is 
obtained by taking the limit as Llz ~ 0 (Bird et al., 
2002). Using the conservation law, Eq. 2-8, the follow­
ing PDE results (Coughanowr, 1991). 

aTL aTL 
PLCLScat = -pLCLSLv----;JZ + hLAL(Tw- h) 

(2-76) 

where the following parameters are constant: PL = liquid 
density, CL = liquid heat capacity, SL = cross-sectional 
area for liquid flow, hL = liquid heat transfer coefficient, 
and AL = wall heat transfer area of the liquid. This equa­
tion can be rearranged to yield 

(2-77) 

where THL = PLCLSL/hLAL has units of time and is 
called the characteristic time for heating of the liquid. 
An energy balance for the wall gives 

aTw 
PwCwSw----at=hsAs(Ts- Tw)- hLAL(Tw- TL) 

(2-78) 

where the parameters associated with the wall are de­
noted by subscript w and the steam-side transport para­
meters are denoted by subscripts. Because Tw depends 
on T £,it is also a function of time and position, Tw(z, t). Ts 
is a function only of time, as noted above. Equation 2-78 
can be rearranged as 

aTw 1 1 
-at =-(Ts- Tw) --(Tw- TL) (2-79) 

Tsw TwL 

1'he condensate temperature is chosen as the reference temperature 
for energy balances. 

where 

PwCwSw PwCwSw 
Tsw = hsAs and TwL = hLAL (2-80) 

are characteristic times for the thermal transport 
processes between the steam and the wall and the wall 
and the liquid, respectively. 

To be able to solve Eqs. 2-77 and 2-79, boundary 
conditions for both TL and Tw at time t = 0 are re­
quired. Assume that the system initially is at steady 
state (aTdat = aTwlat = 0; Ts(O) is known). The steady­
state profile, h(z, 0), can be obtained by integrating 
Eq. 2-77 with respect to z simultaneously with solving 
the steady-state version of Eq. 2-79, an algebraic ex­
pression. Note that the steady-state version of (2-77) is 
an ODE in z, with TL(O, 0) as the boundary condition. 
Tw(Z, 0) is found algebraically from Ts and TL(z, 0). 

With the initial and boundary conditions completely 
determined, the variations in TL(z, t) and Tw(z, t) result­
ing from a change in the inputs, Ts(t) or T L(O, t), can now 
be obtained by solving Eqs. 2-77 and 2-79 simultane­
ously using an analytical approach or a numerical proce­
dure (Hanna and Sandall, 1995). Because analytical 
methods can be used only in special cases, we illustrate a 
numerical procedure here. A numerical approach invari­
ably requires that either z, t, or both z and t be dis­
cretized. Here we use a finite difference approximation 
to convert the PDEs to ODEs. Although numerically 
less efficient than other techniques such as those based 
on weighted residuals (Chapra and Canale, 2010), finite 
difference methods yield more physical insight into both 
the method and the result of physical lumping. 

To obtain ODE models with time as the independent 
variable, the z dependence is eliminated by discretization. 
In Fig. 2.12 the double-pipe heat exchanger has been re­
drawn with a set of grid lines to indicate points at which 
the liquid and wall temperatures will be evaluated. We 
now rewrite Eqs. 2-77 and 2-79 in terms of the liquid 
and wall temperatures TL(O), TL(1), ... , h(N) and 
Tw(O), Tw(l), ... , Tw(N). Utilizing the backward differ­
ence approximation for the derivative aTL/az yields 

aTL TL(j)- TL(j -1) 
~ 

az Llz 
(2-81) 

Ts 
I I L..,.-,dz~ 
I I I I 
I I I I 

Tw(O) Tw(l) Tw(2) Tw(j-l)Tw(j) 
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TL(O) TL(l) TL(2) TL(j- 1) TL(j) 

I I I I I 

Figure 2.12 Finite-difference approximations for double-pipe 
heat exchanger. 



where TL(j) is the liquid temperature at the jth node (dis­
cretization point). Substituting Eq. 2-81 into Eq. 2-77, the 
equation for the jth node is 

dh(j) 
dt 

= - v 
h(j)- h(j- 1) 

+ - 1- [Tw(j)- TL(j)] (j = 1, ... , N) 
THL 

The boundary condition at z = 0 becomes 

h(O, t) = TF(t) 

(2-82) 

(2-83) 

where TF(t) is a specified forcing (input) function. Re­
arranging Eq. 2-82 yields 

dTL(j) v ( v 1 ) -h(j-1)- - +- h(j) 
dt az az THL 

+ - 1- Tw(j) (j = 1, ... , N) (2-84) 
THL 

Similarly, for the wall equation, 

dTw(j) ( 1 1 ) 1 - - +- Tw(j) + -TL(j) 
dt Tsw TwL TwL 

+ _l_Ts(j) (j = 1, ... , N) (2-85) 
Tsw 

Note that Eqs. 2-84 and 2-85 represent 2N linear 
ordinary differential equations for N liquid and N wall 
temperatures. There are a number of anomalies associ­
ated with this simplified approach compared to the 
original PDEs. For example, it is clear that heat trans­
fer from steam to wall to liquid is not accounted for at 
the zeroth node (the entrance), but is accounted for at 
all other nodes. Also, a detailed analysis of the discrete 
model will show that the steady-state relations between 
TL(j) and either input, Ts or TF, are a function of the 
number of grid points and thus the grid spacing, az. 
The discrepancy can be minimized by making N 
large, that is, az small, The lowest-order model for 
this system that retains some distributed nature would 
be for N = 2. In this case, four equations result: 

dTLl v ( v 1 ) 1 --=-TF(t)- -+- TLl +-Twl 
dt az az THL THL 

(2-86) 

dTL2 v ( v 1 ) 1 --=-TLl- -+-- TL2 +--Tw2 
dt az az THL THL 

(2-87) 

dTwl ( 1 1 ) 1 1 --=- -+- Twl +-TLl +-Ts(t) 
dt Tsw TwL TwL Tsw 

(2-88) 

dTw2 = _ (_1_ + 
dt Tsw 

1 ) 1 1 - Tw2 +- TL2 +- Ts(t) 
TwL TwL Tsw 

(2-89) 
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where the node number has been denoted by the second 
subscript on the output variables to simplify the notation. 
Equations 2-86 to 2-89 are coupled, linear, ordinary 
differential equations. 

2.4.9 Fed-Batch Bioreactor 

Biological reactions that involve microorganisms and 
enzyme catalysts are pervasive and play a crucial role 
in the natural world. Without such bioreactions, plant 
and animal life as we know it simply could not exist. 
Bioreactions also provide the basis for production of a 
wide variety of pharmaceuticals and healthcare and 
food products. Other important industrial processes 
that involve bioreactions include fermentation and 
wastewater treatment. Chemical engineers are heavily 
involved with biochemical and biomedical processes. In 
this section we present a dynamic model for a represen­
tative process, a bioreactor operated in a semi-batch 
mode. Additional biochemical and biomedical applica­
tions appear in other chapters. 

In general, bioreactions are characterized by the con­
version of feed material (or substrate) into products 
and cell mass (or biomass). The reactions are typically 
catalyzed by enzymes (Bailey and Ollis, 1986; Fogler, 
1999). When the objective is to produce cells, a small 
amount of cells (inoculum) is added to initiate subse­
quent cell growth. A broad class of bioreactions can be 
represented in simplified form as 

cells 
substrate ~ more cells + products (2-90) 

The stoichiometry of bioreactions can be very complex 
and depends on many factors that include the environ­
mental conditions in the vicinity of the cells. For sim­
plicity we consider the class of bioreactions where the 
substrate contains a single limiting nutrient and only 
one product results. The following yield coefficients are 
based on the reaction stoichiometry: 

mass of new cells formed 
y XIS=---------'--------'-------

mass of substrate consumed to form new cells 
(2-91) 

mass of product formed 
Ypts = -------=-=-----=-------­

mass of substrate consumed to form product 

(2-92) 

Many important bioreactors are operated in a semi­
continuous manner that is referred to as fed-batch op­
eration, which is illustrated in Figure 2.13. A feed stream 
containing substrate is introduced to the fed-batch re­
actor continually. The mass flow rate is denoted by F 
and the substrate mass concentration by St- Because 
there is no exit stream, the volume V of the bioreactor 
contents increases during the batch. The advantage 
of fed-batch operation is that it allows the substrate 
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Figure 2.13 Fed-batch reactor for a bioreaction. 

concentration to be maintained at a desired level, in 
contrast to batch reactors where the substrate concen­
tration varies continually throughout the batch (Shuler 
and Kargi, 2002). 

Fed-batch operation is used to manufacture many 
important industrial products, including antibiotics 
and protein pharmaceuticals. In batch and fed-batch 
reactors, cell growth occurs in different stages after 
the inoculum is introduced. We will consider only the 
exponential growth stage where the cell growth rate is 
autocatalytic and is assumed to be proportional to the 
cell concentration. A standard reaction rate expres­
sion to describe the rate of cell growth with a single 
limiting substrate is given by (Bailey and Ollis, 1986; 
Fogler, 2006) 

(2-93) 

where rg is the rate of cell growth per unit volume, X is 
the cell mass, and IL is the specific growth rate, which is 
well described by the Monad equation: 

s 
IL = ILmax Ks + S (2-94) 

Note that IL has units of reciprocal time-for example, 
h -l. Model parameter ILmax is referred to as the maxi­
mum growth rate, because IL has a maximum value of 
ILmax when S >> Ks. The second model parameter, Ks, 
is called the Monad constant. The Monod equation has 
the same form as the Michaelis-Menten equation, a 
standard rate expression for enzyme reactions (Bailey 
and Ollis, 1986; Fogler, 2006). 

A dynamic model for the fed-batch bioreactor in Fig. 
2.13 will be derived based on the following assumptions: 

1. The cells are growing exponentially. 

2. The fed-batch reactor is perfectly mixed. 

3. Heat effects are small so that isothermal reactor 
operation can be assumed. 

4. The liquid density is constant. 

5. The broth in the bioreactor consists of liquid plus solid 
material (i.e., cell mass). This heterogeneous mixture 
can be approximated as a homogenous liquid. 

:J 
:§!! 
X 

:J 

6. The rate of cell growth rg is given by (2-93) and (2-94). 

7. The rate of product formation per unit volume rp 
can be expressed as 

rp = Yp;xr g (2-95) 

where the product yield coefficient Yp;x is defined as: 

mass of product formed 
Yp;x = ----=--=-----'----

mass of new cells formed 
(2-96) 

8. The feed stream is sterile and thus contains no cells. 

The dynamic model of the fed-batch reactor consists of 
individual balances for substrate, cell mass, and prod­
uct, plus an overall mass balance. The general form of 
each balance is 

{Rate of accumulation} = {rate in} +{rate of formation} 
(2-97) 

The individual component balances are 

Cells: 
d(XV) 
~=Vrg (2-98) 

Product: 
d(PV) 
-----;Jt = Vr P (2-99) 

Substrate: 
d(SV) 1 

(2-100) --=FS1---Vr 
dt Yx;s g 

where Pis the mass concentration of the product and V 
is reactor volume. Reaction rates rg and rp and yield 
coefficients were defined in Eqs. 2-91 through 2-96. The 
overall mass balance (assuming constant density) is 

Mass: 
dV 
-=F 
dt 

(2-101) 

The dynamic model is simulated for two different feed 
rates (0.02 Llhr and 0.05 Llhr). Figure 2.14 shows the pro­
file of cell, product, and substrate concentration, together 
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:§!! 0.50 
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Figure 2.14 Fed-batch reaction profile (a: F = 0.05 Llhr; 
b: F = 0.02 L!hr). 



Table 2.3 Model Parameters and Simulation Conditions for 
Bioreactor 

Model Parameters 
f.Lmax 
Ks 

Yx;s 
Yp;x 

0.20 hr-1 

1.0 g/L 
0.5 gig 
0.2 g/g 

Simulation Conditions 
St 10.0 g/L 

X(O) 0.05 giL 
S(O) 10.0 giL 
P(O) 0.0 giL 
V(O) 1.0 L 

with liquid volume in the reactor. The model parameters 
and simulation conditions are given in Table 2.3. For dif­
ferent feed rates, the bioreactor gives different responses; 
thus, the product can be maximized by varying F. 

2.5 PROCESS DYNAMICS AND 
MATHEMATICAL MODELS 

Once a dynamic model has been developed, it can be 
solved for a variety of conditions that include changes in 
the input variables or variations in the model parame­
ters. The transient responses of the output variables as 
functions of time are calculated by numerical integration 
after specifying the initial conditions, the inputs and the 
time interval at which the system is to be integrated. 

A large number of numerical integration techniques 
are available, ranging from simple techniques (e.g., the 
Euler and Runge-Kutta methods) to more complicated 
ones (e.g., the implicit Euler and Gear methods). All of 
these techniques represent some compromise between 
computational effort (computing time) and accuracy. 
Although a dynamic model can always be solved in prin­
ciple, for some situations it may be difficult to generate 
useful numerical solutions. Dynamic models that exhibit 
a wide range of time scales (stiff equations) are quite dif­
ficult to solve accurately in a reasonable amount of com­
putation time. Software for integrating ordinary and 
partial differential equations is readily available. Web­
sites for the following popular software packages are 
given at the end of the chapter: MATLAB, Mathematica, 
POLYMATH, ACSL, IMSL, Mathcad and GNU Octave. 

For solving dynamic models that contain large numbers 
of algebraic and ordinary differential equations, standard 
programs have been developed to assist in this task. A 
graphical-user interface (GUI) allows the user to enter the 
algebraic and ordinary differential equations and related 
information, such as the total integration period, error 
tolerances, the variables to be plotted, and so on. The 
simulation program then assumes responsibility for: 

1. Checking to ensure that the set of equations is exactly 
specified. 

2. Sorting the equations into an appropriate sequence 
for iterative solution. 

3. Integrating the equations. 
4. Providing numerical and graphical output. 
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Examples of equation-oriented simulators include 
ACSL, gPROMS, and Aspen Custom Modeler (Luyben, 
2002). 

One disadvantage of equation-oriented packages is 
the amount of time and effort required to develop all of 
the equations for a complex process. An alternative ap­
proach is to use modular simulation, in which prewrit­
ten subroutines provide models of individual process 
units, such as distillation columns or chemical reactors. 
Consequently, this type of simulator has a direct corre­
spondence to the process flowsheet. The modular ap­
proach has the significant advantage that plant-scale 
simulations only require the user to identify the appro­
priate modules and to supply the numerical values of 
model parameters and initial conditions, which is easily 
accomplished via a graphical user inteface. This activity 
requires much less effort than writing all of the equa­
tions, and it is also easier to program and debug than 
sets of equations. Furthermore, the software is responsi­
ble for all aspects of the solution. Because each module 
is rather general in form, the user can simulate alterna­
tive flowsheets for a complex process-for example, dif­
ferent configurations of distillation towers and heat 
exchangers, or different types of chemical reactors. Simi­
larly, alternative process control strategies can be quickly 
evaluated. Some software packages allow the user to add 
custom modules for novel applications. 

In many modeling applications, it may be desirable to 
develop a simulation using vendor-provided software 
packages involving different modules or functionalities 
(for example, software packages for thermodynamic 
properties, simulation, optimization, and control system 
design). Historically, it has been difficult to establish 
communication between software packages developed 
by different sources, such as software and equipment 
vendors, universities, and user companies. Fortunately, 
through worldwide efforts such as Global CAPE­
OPEN, standard software protocols have been devel­
oped (open standards) to accommodate plug-and-play 
software. A list of websites for simulation software 
packages is given at the end of the chapter. 

Modular dynamic simulators have been available 
since the early 1970s. Several commercial products are 
available from Aspen Technology (ASPEN PLUS and 
HYSYS), Honeywell (UniSim), Chemstations (Chem­
CAD), and Invensys (PRO/II). Modelica is an example 
of a collaborative effort that provides modeling capabil­
ity for a number of application areas. These packages 
also offer equation-oriented capabilities. Modular dy­
namic simulators have achieved a high degree of accep­
tance in process engineering and control studies because 
they allow plant dynamics, real-time optimization, and 
alternative control configurations to be evaluated for 
an existing or new plant, sometimes in the context of 
operator training. Current open systems utilize OLE 
(Object Linking and Embedding), which allows dynamic 



34 Chapter 2 Theoretical Models of Chemical Processes 

simulators to be integrated with software for other appli­
cations, such as control system design and optimization. 
A more recent and widely used standard is OPC (OLE 
for Process Contra{), which is a worldwide standard of 
application interface in industrial automation software 
and enterprise systems. The OPC Foundation provides 
the standard specifications for exchange of process con­
trol data between data sources and hardware, databases, 
calculation engines (such as process simulators), spread­
sheets, and process historians. 

While a dynamic simulator can incorporate some fea­
tures of control loops, sequences, and the operator inter­
face (e.g., displays and historian), a more practical 
approach embeds the simulation in the Distributed Con­
trol System (DCS) and has an adjustable real-time fac­
tor. The process simulator reads the DCS outputs for the 

SUMMARY 
In this chapter we have considered the derivation of 
dynamic models from first principles, especially conser­
vation equations. Model development is an art as well 
as a science. It requires making assumptions and sim­
plifications that are consistent with the modeling objec­
tives and the end use of the model. A systematic 
approach for developing dynamic models is summarized 
in Table 2.1. This approach has been illustrated by de­
riving models for representative processes. Although 
these illustrative examples are rather simple, they 
demonstrate fundamental concepts that are also valid 
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EXERCISES 

2.1 A perfectly stirred, constant-volume tank has two input 
streams, both consisting of the same liquid. The temperature 
and flow rate of each of the streams can vary with time. 

Tl 
Stream 1 ------,1 

wl '+' 

T2 
Stream 2 

w2 

T3 
Stream 3 

w3 

Figure E2.1 

(a) Derive a dynamic model that will describe transient op­
eration. Make a degrees of freedom analysis assuming that 
both Streams 1 and 2 come from upstream units (i.e., their 
flow rates and temperatures are known functions of time). 

(b) Simplify your model, if possible, to one or more differen­
tial equations by eliminating any algebraic equations. Also, 
simplify any derivatives of products of variables. 

Notes: 

w; denotes mass flow rate for stream i. 
Liquid properties are constant (not functions of temperature). 

2.2 A completely enclosed stirred-tank heating process is 
used to heat an incoming stream whose flow rate varies. 

T; 
w--~ 

Heating 
coil 

Figure E2.2 

Q 

The heating rate from this coil and the volume are both con­
stant. 

(a) Develop a mathematical model (differential and algebraic 
equations) that describes the exit temperature if heat losses to 
the ambient occur and if the ambient temperature (Ta) and the 
incoming stream's temperature (T;) both can vary. 
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(b) Discuss qualitatively what you expect to happen as T; and 
w increase (or decrease). Justify by reference to your model. 

Notes: 

p and CP are constants. 
U, the overall heat transfer coefficient, is constant. 
As is the surface area for heat losses to ambient. 
T; > Ta (inlet temperature is higher than ambient temperature). 

2.3 Two tanks are connected together in the following un­
usual way in Fig. E2.3. 

11 12 

t w2 l 
v ..... v ..... 

Figure E2.3 

(a) Develop a model for this system that can be used to find 
h1, h2, w2, and w3 as functions of time for any given variations 
in inputs. 
(b) Perform a degrees of freedom analysis. Identify all input 
and output variables. 

Notes: 

The density of the incoming liquid, p, is constant. 
The cross-sectional areas of the two tanks are A 1 and A 2. 

w2 is positive for flow from Tank 1 to Tank 2. 
The two valves are linear with resistances R2 and R3• 

2.4 Consider a liquid flow system consisting of a sealed tank 
with noncondensible gas above the liquid as shown in Fig. 
E2.4. Derive an unsteady-state model relating the liquid level 
h to the input flow rate q;. Is operation of this system inde­
pendent of the ambient pressure Pa? What about for a system 
open to the atmosphere? 
You may make the following assumptions: 

(i) The gas obeys the ideal gas law. A constant amount of 
mgiM moles of gas are present in the tank. 
(ii) The operation is isothermal. 
(iii) A square root relation holds for flow through the valve. 

Figure E2.4 

Pg 

h 

Cross-sectional 
area =A 

l Pa 

H 

cv 
q 
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Air 
supply 

2.5 Two surge tanks are used to dampen pressure fluctua­
tions caused by erratic operations of a large air compressor. 
(See Fig. E2.5.) 

(a) If the discharge pressure of the compressor is Pd(t) and 
the operating pressure of the furnace is P1 (constant), develop 
a dynamic model for the pressures in the two surge tanks as 
well as for the air mass flows at points a, b, and c. You may 
assume that the valve resistances are constant, that the valve 
flow characteristics are linear, e.g., wb = (P1 - P2)/Rb, that the 
surge processes operate isothermally, and that the ideal gas 
law holds. 

(b) How would you modify your model if the surge tanks 
operated adiabatically? What if the ideal gas law were not a 
good approximation? 

2.6 A closed stirred-tank reactor with two compartments is 
shown in Fig. E2.6. The basic idea is to feed the reactants 
continuously into the first compartment, where they will be 
preheated by energy liberated in the exothermic reaction, 
which is anticipated to occur primarily in the second compart­
ment. The wall separating the two compartments is quite 
thin, thus allowing heat transfer; the outside of the reactor is 
well insulated; and a cooling coil is built into the second com­
partment to remove excess energy liberated in the reaction. 

Tests are to be conducted initially with a single-component 
feed (i.e., no reaction) to evaluate the reactor's thermal char­
acteristics. 
(a) Develop a dynamic model for this process under the con­
ditions of no reaction. Assume that q0, T;, and Tc all may vary. 

(b) Make a degrees of freedom analysis for your model­
identifying all parameters, outputs, and inputs that must be 
known functions of time in order to obtain a solution. 
(c) In order to estimate the heat transfer coefficients, there­
actor will be tested with T; much hotter than the exit temper­
ature. Explain how your model would have to be modified to 
account for the presence of the exothermic reaction. (For 

Figure E2.6 

Process 
furnace 

Pr 
Figure E2.5 

purposes of this answer, assume the reaction is A~ Band be 
as specific as possible.) 

Notes: 

Overall heat transfer coefficient and surface area 
between compartments. 

Uc, Ac: Overall heat transfer coefficient and surface area 
of cooling tube. 

V1: Volume of Compartment 1. 
Vz: Volume of Compartment 2. 

2.7 Using the blending process described in Example 2.1, 
calculate the response of x to a change in x1 (the disturbance 
from 0.4 to 0.5 and a change in w2 from 200 to 100 kg/min. 
Plot the response using appropriate software for 0 ,; t ,; 
25 minutes. Explain physically why the composition increases 
or decreases, compared to case (d) in Fig. 2.2. 

2.8 A jacketed vessel is used to cool a process stream as shown 

• 
in Fig. E2.8. The following information is available: 
(i) The volume of liquid in the tank V and the volume of 

coolant in the jacket V1 remain constant. Volumetric flow rate 
qp is constant, but q1 varies with time. 

(ii) Heat losses from the jacketed vessel are negligible. 

(iii) Both the tank contents and the jacket contents are well 
mixed and have significant thermal capacitances. 

(iv) The thermal capacitances of the tank wall and the jacket 
wall are negligible. 

(v) The overall heat transfer coefficient for transfer between 
the tank liquid and the coolant varies with coolant flow rate: 

U= KqJ·8 

where U [ =] Btu/h ft2 oF 
q] [ = l ft3/h 
K =constant 

Cooling 
medium Tc 



Derive a dynamic model for this system. (State any additional 
assumptions that you make.) 

T; 
v 

Figure E2.8 

2.9 Solve the nonlinear differential equation (2-61) for 
q; = 0, either analytically or numerically, to obtain h(t). Assume 
A = 2, Cv * = 0.5, p = 60, g/gc = 1, and h(O) = 10, and that 
units of these parameters are consistent. 

kl k2 
2.10 Irreversible consecutive reactions A --> B --> C occur in 
a jacketed, stirred-tank reactor as shown in Fig. E2.10. Derive a 
dynamic model based on the following assumptions: 
(i) The contents of the tank and cooling jacket are well 
mixed. The volumes of material in the jacket and in the tank 
do not vary with time. 
(ii) The reaction rates are given by 

r1 = k1e-E1/RTcA [=]mol A/h L 

r2 = k2e-E2/RTcs [=]mol B/h L 

(iii) The thermal capacitances of the tank contents and the 
jacket contents are significant relative to the thermal capaci­
tances of the jacket and tank walls, which can be neglected. 
(iv) Constant physical properties and heat transfer coeffi­
cients can be assumed. 

Note: 

All flow rates are volumetric flow rates in Llh. The concentra­
tions have units of moUL. The heats of reaction are !J.H1 and 
!J.Hz. 

Feed 
cAi• cs; -------, 
Q;, T; 

Coolant in 

qci• Tci 

Figure E2.10 

Product 
CA, cs, cc, T, q 
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2.11 Example 2.1 plots responses for changes in input flows 

• 
for the stirred tank blending system. Repeat part (b) 
and plot it. Next, relax the assumption that Vis con­
stant, and plot the response of x(t) and V(t) for the 

change in w1 for t = 0 to 15 minutes. Assume that w2 and w 
remain constant. 

2.12 A process tank has two input streams-Stream 1 at mass 
flow rate w1 and Stream 2 at mass flow rate w2. The tank's ef­
fluent stream, at flow rate w, discharges through a fixed valve 
to atmospheric pressure. Pressure drop across the valve is 
proportional to the flow rate squared. The cross-sectional 
area of the tank, A, is 5 m2, and the mass density of all 
streams is 940 kg/m3. 

(a) Draw a schematic diagram of the process and write an 
appropriate dynamic model for the tank level. What is the 
corresponding steady-state model? 
(b) At initial steady-state conditions, with w1 = 2.0 kg/sand 
w2 = 1.2 kg/s, the tank level is 2.25 m. What is the value of the 
valve constant (give units)? 
(c) A process control engineer decides to use a feed 
forward controller to hold the level approximately constant 
at the set-point value (hsp = 2.25 m) by measuring w1 and ma­
nipulating w2. What is the mathematical relation that will be 
used in the controller? If the w1 measurement is not very ac­
curate and always supplies a value that is 1.1 times the actual 
flow rate, what can you conclude about the resulting level 
control? (Hint: Consider the process initially at the desired 
steady-state level and with the feedforward controller turned 
on. Because the controller output is slightly in error, w2 of. 1.2, 
so the process will come to a new steady state. What is it?) 
What conclusions can you draw concerning the need for accu­
racy in a steady-state model? for the accuracy of the measure­
ment device? for the accuracy of the control valve? Consider 
all of these with respect to their use in a feedforward control 
system. 

2.13 The liquid storage tank shown in Fig. E2.13 has two inlet 
streams with mass flow rates w1 and w2 and an exit stream 
with flow rate w3. The cylindrical tank is 2.5 m tall and 2 m in 
diameter. The liquid has a density of 800 kg/m3. Normal oper­
ating procedure is to fill the tank until the liquid level reaches 
a nominal value of 1.75 m using constant flow rates: w1 = 120 
kg/min, w2 = 100 kg/min, and w3 = 200 kg/min. At that point, 
inlet flow rate w1 is adjusted so that the level remains con­
stant. However, on this particular day, corrosion of the tank 
has opened up a hole in the wall at a height of 1 m, producing 

t-... --~q4 

t~--'-'~~~~~~"'-"-1 lim 
L .__ _______ ......._ ..... J __ --;;;.. w3 

Figure E2.13 
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a leak whose volumetric flow rate q4 (m3/min) can be approx­
imated by 

where h is height in meters. 

(a) If the tank was initially empty, how long did it take for 
the liquid level to reach the corrosion point? 

(b) If mass flow rates w1, w2, and w3 are kept constant indefi­
nitely, will the tank eventually overflow? Justify your answer. 

2.14 Consider a blending tank that has the same dimen-

• 
sions and nominal flow rates as the storage tank in 
Exercise 2.13 but that incorporates a valve on the 

outflow line that is used to establish flow rate w3. (For this 
exercise, there is no leak in the tank as in Exercise 2.13.) In 
addition, the nominal inlet stream mass fractions of compo­
nent A are x1 = Xz = 0.5. 

The process has been operating for a long time with con­
stant flow rates and inlet concentrations. Under these condi­
tions, it has come to steady state with exit mass fraction x = 
0.5 and level h = 1.75 m. Using the information below, an­
swer the following questions: 

(a) What is the value of w3? the constant, Cv? 

(b) If x1 is suddenly changed from 0.5 to 0.6 without chang­
ing the inlet flow rates (of course, x2 must change as well), 
what is the final value of x3? How long does it take to come 
within 1% of this final value? 

(c) If w1 is changed from 120 kg/min to 100 kg/min without 
changing the inlet concentrations, what will be the final value 
of the tank level? How long will it take to come within 1% of 
this final value? 

(d) Would it have made any difference in part (c) if the con­
centrations had changed at the same time the flow rate was 
changed? 

Useful information: The tank is perfectly stirred. 

W3 = Cv Vh 
2.15 Suppose that the fed-batch bioreactor in Fig. 2.11 is con­
verted to a continuous, stirred-tank bioreactor (also called a 
chemostat) by adding an exit stream. Assume that the inlet 
and exit streams have the same mass flow rate F and thus the 
volume of liquid V in the chemostat is constant. 
(a) Derive a dynamic model for this chemostat by modifying 
the fed-batch reactor model in Section 2.4.9. 

(b) Derive the steady-state relationship between growth rate 
f.L in Eq. 2-93 and dilution rateD where by definition, D = FIV. 
Suggest a simple control strategy for controlling the growth 
rate based on this result. 

(c) An undesirable situation called washout occurs when all 
of the cells are washed out of the bioreactor and thus cell 
mass X becomes zero. Determine the values of D that result 
in washout. (Hint: Washout occurs if dX/dt is negative for an 
extended period of time, until X= 0.) 

(d) For the numerical values given below, plot the steady­
state cell production rate DX as a function of dilution rate D. 
Discuss the relationship between the values of D that result in 
washout and the value that provides the maximum production 
rate. The parameter values are: f.Lm = 0.20 h - 1; Ks = 1.0 g/1, 

and Y XIS = 0.5 g/g. The steady-state condition is D 
-1- - -

0.1 h , X= 2.25 g/L, S = 1.0 g/L, and St = 10 giL. 

2.16 In medical applications the chief objectives for drug de­
livery are: (i) to deliver the drug to the correct location in the 
patient's body, and (ii) to obtain a specified drug concentra­
tion profile in the body through a controlled release of the 
drug over time. Drugs are often administered as pills. In 
order to derive a simple dynamic model of pill dissolution, as­
sume that the rate of dissolution r d of the pill in a patient is 
proportional to the product of the pill surface area and the 
concentration driving force: 

rd = kA(cs - Caq) 

where Caq is the concentration of the dissolved drug in the 
aqueous medium, Cs is the saturation value, A is the surface 
area of the pill, and k is the mass transfer coefficient. Because 
Cs .. Caq, even if the pill dissolves completely, the rate of disso­
lution reduces to r d = kAcs. 
(a) Derive a dynamic model that can be used to calculate pill 
mass M as a function of time. You can make the following 
simplifying assumptions: 

(i) The rate of dissolution of the pill is given by r d = 

kAcs. 
(ii) The pill can be approximated as a cylinder with ra­

dius r and height h. It can be assumed that hlr .. 1. 
Thus the pill surface area can be approximated as 
A= 2-rrrh. 

(b) For the conditions given below, how much time is re­
quired for the pill radius r to be reduced by 90% from its ini­
tial value of r0? 

p = 1.2 g/ml ro = 0.4 em h = 1.8 em 
Cs = 500 g/L k = 0.016 em/min 

2.17 Bioreactions are often carried out in batch reactors. The 

• 
fed-batch bioreactor model in Section 2.4.9 is also ap­
plicable to batch reactors if the feed flow rate F is set 
equal to zero. Using the available information shown 

below, determine how much time is required to achieve a 
90% conversion of the substrate. Assume that the volume V 
of the reactor contents is constant. 
Available information: 
(i) Initial conditions: 

X(O) = 0.05 giL, S(O) = 10 giL, P(O) = 0 g/L. 

(ii) Parameter values: 

V = 1 L, f.Lm = 0.20 hr-1, Ks = 1.0 g/L, 

Y XIS = 0.5 g/g, YPIX = 0.2 g/g. 

2.18 Sketch the level response for a bathtub with cross­
sectional area of 8 ft2 as a function of time for the following 
sequence of events; assume an initial level of 0.5 ft with the 
drain open. The inflow and outflow are initially equal to 
2 ft3/min. 
(a) The drain is suddenly closed, and the inflow remains 
constant for 3 min (0.:::;, t.:::;, 3). 

(b) The drain is opened for 15 min; assume a time constant 
in a linear transfer function of 3 min, so a steady state is es­
sentially reached (3.:::;, t.:::;, 18). 



(c) The inflow rate is doubled for 6 min (18 _:<:;_ t _:<:;_ 24). 

(d) The inflow rate is returned to its original value for 16 
min (24 _:<:;_ t _:<:;_ 40). 

2.19 Perform a degrees of freedom analysis for the model in 
Eqs. 2-64 through 2-68. Identify parameters, output variables, 
and inputs (manipulated and disturbance variables). 

2.20 Surge and storage tanks are important dynamic 
processes in a chemical plant. We can investigate their behav­
ior by using simple experiments at home. Obtain a translucent 
paper cup (available at fine fast-food restaurants) approxi­
mately 6 to 8 in high (or more). Puncture the cup on the side 
near the bottom with a small hole (- 118 in). 

(a) Fill the cup to the top and record how long it takes for 
the cup to empty. Try other heights (h) and record the time to 
empty Cte) (and repeat some of the trials due to experimental 
error). Plot the results (h vs. te). Is the relationship between h 
and te linear or nonlinear? Note this data is related to the case 
if you measure the height vs. time in a single experiment. 

(b) Is the outflow rate constant with respect to time? Explain 
why, or why not. 

(c) Develop a nonlinear dynamic model (ODE) for the 
process that describes the height vs. time: 

dh = f(h) 
dt 

Exercises 39 

(d) A linear model would be ~~ = a1 h. What is its solution 

for an initial condition h(O)? Can you estimate a1 from the 
data in part (a)? 

2.21 Plot the level response for a tank with constant cross-

• 
sectional area of 4 ft2 as a function of time for the fol­
lowing sequence of events; assume an initial level of 
1.0 ft with the drain open, and that level and outflow 

rate are linearly related. The steady-state inflow and outflow 
are initially equal to 2 ft3/min. The graph should show numer­
ical values of level vs. time. 

(a) The drain is suddenly closed, and the inflow remains 
constant for 3 min (0 _:<:;_ t _:<:;_ 3). 

(b) The drain is opened for 15 min, keeping the inflow at 
2 ff /min, where a steady state is essentially reached (3 _:<:;_ t _:<:;_ 18). 

(c) The inflow rate is doubled to 4 ft3/min for 15 min 
(18 _:<:;_ t _:<:;_ 33). 

(d) The inflow rate is returned to its original value of 2 ft3/min 
for 17 min (33 _:<:;_ t _:<:;_50). 
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Summary 

In Chapter 2 we developed a number of mathematical 
models that describe the dynamic operation of selected 
processes. Solving such models- that is, finding the 
output variables as functions of time for some change in 
the input variable(s)-requires either analytical or 
numerical integration of the differential equations. 
Sometimes considerable effort is involved in obtaining 
the solutions. One important class of models includes 
systems described by linear ordinary differential equa­
tions (ODEs). Such linear systems represent the starting 
point for many analysis techniques in process control. 

In this chapter we introduce a mathematical tool, the 
Laplace transform, which can significantly reduce the 
effort required to solve and analyze linear differential 
equation models. A major benefit is that this transfor­
mation converts ordinary differential equations to alge­
braic equations, which can simplify the mathematical 
manipulations required to obtain a solution or perform 
an analysis. 

First, we define the Laplace transform and show how 
it can be used to derive the Laplace transforms of sim­
ple functions. Then we show that linear ODEs can be 
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solved using Laplace transforms, along with a technique 
called partial fraction expansion. Some important gen­
eral properties of Laplace transforms are presented, 
and we illustrate the use of these techniques with a series 
of examples. 

3.1 THE LAPLACE TRANSFORM OF 
REPRESENTATIVE FUNCTIONS 

The Laplace transform of a function fit) is defined as 

F(s) = ~[f(t)] = 100 
f(t)e-st dt (3-1) 

where F(s) is the symbol for the Laplace transform, sis 
a complex independent variable, fit) is some function 
of time to be transformed, and ~ is an operator, 
defined by the integral. The function f(t) must satisfy 
mild conditions that include being piecewise continu­
ous for 0 < t < oo (Churchill, 1971); this requirement 
almost always holds for functions that are useful in 
process modeling and control. When the integration is 
performed, the transform becomes a function of the 
Laplace transform variable s. The inverse Laplace 
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transform Ue-1) operates on the function F(s) and 
converts it to f(t). Notice that F(s) contains no infor­
mation about f(t) for t < 0. Hence, f(t) = oP-1{F(s)} is 
not defined fort< 0 (Schiff, 1999). 

One of the important properties of the Laplace trans­
form and the inverse Laplace transform is that they are 
linear operators; a linear operator satisfies the superpo­
sition principle: 

?JP(ax(t) + by(t)) = a?F(x(t)) + b?F(y(t)) (3-2) 

where ?fo denotes a particular operation to be performed, 
such as differentiation or integration with respect to 
time. If ?fo = oP, then Eq. 3-2 becomes 

oP(ax(t) + by(t)) = aX(s) + bY(s) (3-3) 

Therefore, the Laplace transform of a sum of functions 
x(t) and y(t) is the sum of the individual Laplace trans­
forms X(s) and Y(s); in addition, multiplicative constants 
can be factored out of the operator, as shown in (3-3). 

In this book we are more concerned with operational 
aspects of Laplace transforms-that is, using them to 
obtain solutions or the properties of solutions of linear 
differential equations. For more details on mathematical 
aspects of the Laplace transform, the texts by Churchill 
(1971) and Dyke (1999) are recommended. 

Before we consider solution techniques, the applica­
tion of Eq. 3-1 should be discussed. The Laplace trans­
form can be derived easily for most simple functions, as 
shown below. 

Constant Function. For f(t) = a (a constant), 

oP(a) = roo ae-st dt = _!!_ e-stl 00 
Jo s o 

Step Function. The unit step function, defined as 

S(t) = {~ < 0 
t ;:::: 0 

(3-4) 

(3-5) 

is an important input that is used frequently in process 
dynamics and control. The Laplace transform of the 
unit step function is the same as that obtained for the 
constant above when a = 1: 

1 
oP[S(t)] =-

s 
(3-6) 

If the step magnitude is a, the Laplace transform is a/s. 
The step function incorporates the idea of initial time, 
zero time, or time zero for the function, which refers to 
the time at which S(t) changes from 0 to 1. To avoid 
any ambiguity concerning the value of the step function 
at t = 0 (it is discontinuous), we will consider S(t = 0) 

to be the value of the function approached from the 
positive side, t = o+. 

Derivatives. The transform of a first derivative off is 
important because such derivatives appear in dynamic 
models: 

oP(df/dt) = 100 
(df/dt)e-st dt (3-7) 

Integrating by parts, 

00 100 oP(df!dt) = 1 f(t)e-sts dt+ f(t)e-st 
0 

(3-8) 

= soP(f(t)) - f(O) = sF(s) - f(O) (3-9) 

where F(s) is the Laplace transform of f(t). Generally, 
the point at which we start keeping time for a solution 
is arbitrary. Model solutions are most easily obtained 
assuming that time starts (i.e., t = 0) at the moment the 
process model is first perturbed. For example, if the 
process initially is assumed to be at steady state and an 
input undergoes a unit step change, zero time is taken 
to be the moment at which the input changes in magni­
tude. In many process modeling applications, functions 
are defined so that they are zero at initial time-that is, 
f(O) = 0. In these cases, (3-9) simplifies to oP(df/dt) = sF(s). 

The Laplace transform for higher-order derivatives 
can be found using Eq. 3-9. To derive oP[f"(t)], we 
define a new variable(<!>= df!dt) such that 

( d2f) (d<!>) oP drZ = oP dt = s<j>(s) - <!>(0) 

<J>(s) = sF(s) - f(O) 

Substituting into Eq. 3-10 

( d2f) oP dt2 = s[sF(s) - f(O)] - <!>(0) 

= s2F(s) - sf(O) - f'(O) 

(3-10) 

(3-11) 

(3-12) 

(3-13) 

where f'(O) denotes the value of df/dt at t = 0. The 
Laplace transform for derivatives higher than second 
order can be found by the same procedure. An nth­
order derivative, when transformed, yields a series of 
(n + 1) terms: 

.,P(~;~) = snF(s) - sn-1f(O) - sn-2f(1)(0) - ... 

- sf(n-2)(0) - f(n-1)(0) (3-14) 

where fi(O) is the ith derivative evaluated at t = 0. If 
n = 2, Eq. 3-13 is obtained. 

Exponential Functions. The Laplace transform of an 
exponential function is important because exponential 
functions appear in the solution to all linear differential 
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Table 3.1 Laplace Transforms for Various Time-Domain Functions« 

f(t) 

1. 3(t) (unit impulse) 

2. S(t) (unit step) 

3. t (ramp) 

5 -bt . e 

6. _!_e -liT 
T 

tn-le-bt 
7. (n _ 1)! (n > 0) 

8. 1 f-le-th 
Tn(n - 1)! 

9 1 (e-b2t _ e-b1~ 
. bl - b2 

10. __ 1_ (e-tiT1 _ e-tiT2) 
Tl- T2 

b3 - b1 b3 - b2 -b2t 
11. e-blt + b2 e 

b2 - b1 b1 -

1TI-T3 1T2-T3 12. _ ---e-t!Tl + _ ---e-tiT2 
Tl Tl - T2 T2 T2 - Tl 

13. 1- e-th 

14. sin wt 

15. cos wt 

16. sin( wt + c.!>) 

17. e-bt sin wt 

} b, w real 
18. e-btcoswt 

19. h e-,tiT sin(~ tiT) 
T 1- \? 
(0 ,; 1~1<1) 

1 20. 1 + ---(Tle-1/Tl - T2e-t/T2) 
T2 - Tt 

(Tl of- T2) 

21. 1 - 1 e-,tiT sin[~ tiT + l)i] 
~ 
~ 

ljJ = tan-1 ~ , (0,; 1~1<1) 

22. 1- e-,tiT[cos(~tiT) + hsin(~tiT)] 
1 - ~2 

1 
1 
s 

1 

? 
(n - 1)! 

1 
s + b 

1 

TS + 1 

1 

(s + b)n 

1 

(s + b1)(s + b2) 

1 

(TIS + 1)(T2S + 1) 

s + b3 

(s + b1)(s + b2) 

T3S + 1 

s(Ts + 1) 

s 

s2 + 002 

w cos c.!> + s sin c.!> 

? + ().)2 

().) 

1 

1 

1 

F(s) 
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Table 3.1 (Continued) 

f(t) 

23. 1 + T} - T1 e-t/Tl + T} - T2 e-tfTz 
T1 - T2 T2 - T1 

(T1 -:f- T2) 

df 
24. dt 

dnf 
25. den 

26. f(t - t0)S(t - t0) 

"Note thatf(t) and F(s) are defined fort;;: 0 only. 

equations. For a negative exponential, e-bt, with b > 0, 

:E(e-b~ = 1oo e-bte-stdt = 1oo e-(b+s)tdt (3-15) 

= _1_[ -e -(b+s)t] I 00 

b + s 0 

1 
s+b 

(3-16) 

The Laplace transform for b < 0 is unbounded if s < b; 
therefore, the real part of s must be restricted to be 
larger than -b for the integral to be finite. This condi­
tion is satisfied for all problems we consider in this book. 

Trigonometric Functions. In modeling processes and 
in studying control systems, there are many other 
important time functions, such as the trigonometric 
functions, cos wt and sin wt, where w is the frequency in 
radians per unit time. The Laplace transform of cos wt 
or sin wt can be calculated using integration by parts. 
An alternative method is to use the Euler identity1 

ejwt + e-jwt 
cos wt = 2 , j ~ v'="1 (3-17) 

and to apply (3-1). Because the Laplace transform of a 
sum of two functions is the sum of the Laplace transforms, 

1 . 1 . 
:£(cos wt) = z:l(e 1"'1) + z:l(e - 1"'1) (3-18) 

Using Eq. 3-16 gives 

:£(cos wt) = !(-1-.- + - 1-.-) 
2 S- )W S + )W 

= l_(s + jw + s- jw) = s 
2 s2 + w2 i + w2 

(3-19) 

Note that the use of imaginary variables above was 
merely a device to avoid integration by parts; imagi­
nary numbers do not appear in the final result. To find 
:£(sin wt), we can use a similar approach. 

1The symbol j, rather than i, is traditionally used for v'=T in the 
control engineering literature. 

F(s) 

sF(s)- f(O) 

snF(s) - sn-1f(O) - ~-2JCll(o) - ... 

- sf<n-2)(0) - t<n-1)(0) 

e-t(}SF(s) 

Table 3.1 lists some important Laplace transform 
pairs that occur in the solution of linear differential 
equations. For a more extensive list of transforms, see 
Dyke (1999). 

Note that in all the transform cases derived above, 
F(s) is a ratio of polynomials in s, that is, a rational 
form. There are some important cases when nonpoly­
nomial (nonrational) forms occur. One such case is 
discussed next. 

The Rectangular Pulse Function. An illustration of 
the rectangular pulse is shown in Fig. 3.1. The pulse has 
height hand width tw. This type of signal might be used 
to depict the opening and closing of a valve regulating 
flow into a tank. The flow rate would be held at h for a 
duration of tw units of time. The area under the curve 
in Fig. 3.1 could be interpreted as the amount of mater­
ial delivered to the tank ( = htw)· Mathematically, the 
functionf(t) is defined as 

f(t) 

ftt)= u 
h 1--------, 

QOL_ __________ L_ ________ __ 

tw 

Time. t 

Figure 3.1 The rectangular pulse function. 

(3-20) 
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The Laplace transform of the rectangular pulse can be 
derived by evaluating the integral (3-1) between t = 0 
and t = tw because f(t) is zero everywhere else: 

F(s) = 100 
f(t)e-st dt = 1tw he-st dt (3-21) 

h ltw h F(s) = --e-st =- (1- e-1wS) 
s 0 s 

(3-22) 

Note that an exponential term in F(s) results. For a unit 
rectangular pulse, h = 1/tw and the area under the pulse 
is unity. 

Impulse Function. A limiting case of the unit rectangu­
lar pulse is the impulse or Dirac delta function, which has 
the symbol 8(t). This function is obtained when tw---? 0 
while keeping the area under the pulse equal to unity. A 
pulse of infinite height and infinitesimal width results. 
Mathematically, this can be accomplished by substitut­
ing h = 1/tw into (3-22); the Laplace transform of &(t) is 

~(8(t)) = lim ____!___ (1 - e-tws) (3-23) 
fw--->0 twS 

Equation 3-23 is an indeterminate form that can be 
evaluated by application of L'Hospital's rule (also 
spelled L'Hopital), which involves taking derivatives of 
both numerator and denominator with respect to tw: 

se-twS 
~(8(t)) = lim -- = 1 

fw--->0 S 
(3-24) 

If the impulse magnitude (i.e., area twh) is a constant a 
rather than unity, then 

~(a&(t)) =a (3-25) 

as given in Table 3.1. The unit impulse function may 
also be interpreted as the time derivative of the unit 
step function S(t). The response of a process to a unit 
impulse is called its impulse response, which is illus­
trated in Example 3.7. 

A physical example of an impulse function is the 
rapid injection of dye or tracer into a fluid stream, 
where f(t) corresponds to the concentration or the flow 
rate of the tracer. This type of signal is sometimes used 
in process testing, for example, to obtain the residence 
time distribution of a piece of equipment, as illustrated 
in Section 3.5. 

3.2 SOLUTION OF DIFFERENTIAL 
EQUATIONS BY LAPLACE 
TRANSFORM TECHNIQUES 

In the previous section we developed the techniques 
required to obtain the Laplace transform of each term 
in a linear ordinary differential equation. Table 3.1lists 

important functions of time, including derivatives, and 
their Laplace transform equivalents. Because the 
Laplace transform converts any function f(t) to F(s) 
and the inverse Laplace transform converts F(s) back 
to f(t), the table provides an organized way to carry out 
these transformations. 

The procedure used to solve a differential equation 
is quite simple. First Laplace transform both sides of 
the differential equation, substituting values for the ini­
tial conditions in the derivative transforms. Rearrange 
the resulting algebraic equation, and solve for the 
transform of the dependent (output) variable. Finally, 
find the inverse of the transformed output variable. 
The solution method is illustrated by means of several 
examples. 

EXAMPLE3.1 

Solve the differential equation, 

dy 
5 dt + 4y = 2 y(O) = 1 (3-26) 

using Laplace transforms. 

SOLUTION 

First take the Laplace transform of both sides of Eq. 3-26: 

5£(5 dr + 4y) = 5£(2) (3-27) 

Using the principle of superposition, each term can be 
transformed individually: 

5£(5 ir) + 5£(4y) = 5£(2) (3-28) 

5£(5 ir) = 55£(ir) = 5(sY(s)- 1) = 5sY(s)- 5 

(3-29) 

5£(4y) = 45£(y) = 4Y(s) 

5£(2) = ~ 
s 

Substitute the individual terms: 

2 
5sY(s)- 5 + 4Y(s) = -

s 

Rearrange (3-32) and factor out Y(s): 

or 

2 
Y(s)(5s + 4) = 5 + -

s 

5s + 2 
Y(s) = s(5s + 4) 

(3-30) 

(3-31) 

(3-32) 

(3-33) 

(3-34) 



Take the inverse Laplace transform of both sides of Eq. 3-34: 

x-1[Y(s)] = x-1[ 5s + 2 ] (3-35) 
s(5s + 4) 

The inverse Laplace transform of the right side of (3-35) 
can be found by using Table 3.1. First, divide the numerator 
and denominator by 5 to put all factors in the s + b form 
corresponding to the table entries: 

y(t) = x-1( s + 0.4 ) 
s(s + 0.8) 

(3-36) 

Because entry 11 in the table, (s + b3)/[(s + b1)(s + bz)J, 
matches (3-36) with b1 = 0.8, b2 = 0, and b3 = 0.4, the 
solution can be written immediately: 

y(t) = 0.5 + O.Se -o.st (3-37) 

Note that in solving (3-26) both the forcing function (the 
constant 2 on the right side) and the initial condition have 
been incorporated easily and directly. As for any differen­
tial equation solution, (3-37) should be checked to make 
sure it satisfies the initial condition and the original differ­
ential equation for t :2: 0. 

Next we apply the Laplace transform solution to a 
higher-order differential equation. 

EXAMPLE3.2 

Solve the ordinary differential equation 

d3y + 6d2y + 11 dy + 6 = 1 
dr3 d? dt y 

with initial conditions y(O) = y'(O) = y"(O) = 0. 

SOLUTION 

Take Laplace transforms, term by term, using Table 3.1: 

x( 11 dr) = 11s Y(s) 

5£(6y) = 6Y(s) 

5£(1)=_!_ 
s 

Rearranging and factoring Y(s), we obtain 

1 
Y(s)(s3 + 6s2 + 11s + 6) =­

s 

1 
Y(s) = -----=------=---­

s(s3 + 6s2 + 11s + 6) 

(3-38) 

(3-39) 

(3-40) 
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To invert (3-40) to find y(t), we must find a similar expres­
sion in Table 3.1. Unfortunately, no formula in the table has 
a fourth-order polynomial in the denominator. This example 
will be continued later, after we develop the techniques nec­
essary to generalize the solution method in Section 3.3. 

In general, a transform expression may not exactly 
match any of the entries in Table 3.1. This problem al­
ways arises for higher-order differential equations, 
because the order of the denominator polynomial 
(characteristic polynomial) of the transform is equal to 
the order of the original differential equation, and no 
table entries are higher than third order in the denomi­
nator. It is simply not practical to expand the number 
of entries in the table ad infinitum. Instead, we use a 
procedure based on elementary transform building 
blocks. This procedure, called partial fraction expan­
sion, is presented in the next section. 

3.3 PARTIAL FRACTION EXPANSION 

The high-order denominator polynomial in a Laplace 
transform solution arises from the differential equation 
terms (its characteristic polynomial) plus terms con­
tributed by the inputs. The factors of the characteristic 
polynomial correspond to the roots of the characteristic 
polynomial set equal to zero. The input factors may be 
quite simple. Once the factors are obtained, the 
Laplace transform is then expanded into partial frac­
tions. As an example, consider 

s + 5 
Y(s) = -:i:-+_5_s_+_4 (3-41) 

The denominator can be factored into a product of 
first-order terms, (s + 1)(s + 4). This transform can be 
expanded into the sum of two partial fractions: 

s + 5 a1 az ------ = -- + --
(s + 1)(s + 4) s + 1 s + 4 

(3-42) 

where a1 and a 2 are unspecified coefficients that must 
satisfy Eq. 3-42. The expansion in (3-42) indicates that 
the original denominator polynomial has been factored 
into a product of first-order terms. In general, for every 
partial fraction expansion, there will be a unique set of 
ai that satisfy the equation. 

There are several methods for calculating the appro­
priate values of a1 and a 2 in (3-42): 

Method 1. Multiply both sides of (3-42) by (s + 1)(s + 4): 

s + 5 = a1(s + 4) + az(s + 1) (3-43) 

Equating coefficients of each power of s gives 

sl: al + <Xz = 1 

s0: 4al + az = 5 

(3-44a) 

(3-44b) 
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Solving for a1 and a 2 simultaneously yields a1 = ~, 
1 

<Xz = -3· 

Method 2. Because Eq. 3-42 must be valid for all values 
of s, we can specify two values of s and solve for the 
two constants: 

s =- 3: 2 
-2 

Solving, <X1 = ~, <Xz = - ~· 

(3-45a) 

(3-45b) 

Method 3. The fastest and most popular method is 
called the Heaviside expansion. In this method multiply 
both sides of the equation by one of the denominator 
terms (s + b;) and then set s = - b;, which causes all 
terms except one to be multiplied by zero. Multiplying 
Eq. 3-42 by s + 1 and then letting s = -1 gives 

s +51 <Xl = --
s + 4 s=-1 

4 
3 

Similarly, after multiplying by (s + 4) and letting 
s = -4, the expansion gives 

s +51 <Xz = --
s + 1 s=-4 

1 
3 

As seen above, the coefficients can be found by sim­
ple calculations. 

For a more general transform, where the factors 
are real and distinct (no complex or repeated factors 
appear), the following expansion formula can be used: 

Y(s) = N(s) = _N_(-'-'-s)_ = ~ _a_;_ (3-46) 
D(s) _n (s + b;) i=l s + b; 

t=l 

where D(s), an nth-order polynomial, is the denomina­
tor of the transform. D(s) is the characteristic polyno­
mial. The numerator N(s) has a maximum order of n - 1. 
The ith coefficient can be calculated using the Heavi­
side expansion 

(3-47) 

Alternatively, an expansion for real, distinct factors 
may be written as 

N'(s) N'(s) 
Y(s) = D'(s) = n 

_TI(T;S + 1) 
t=l 

n <X~ 
L 1 (3-48) 
i=l T;S + 1 

Using Method 3, calculate the coefficients by 

(3-49) 

Note that several entries in Table 3.1 have the TS + 1 
format. 

We now can use the Heaviside expansion to com­
plete the solution of Example 3.2. 

EXAMPLE 3.2 (Continued) 

First factor the denominator of Eq. 3-40 into a product of 
first-order terms (n = 4 in Eq. 3-46). Simple factors, as in 
this case, rarely occur in actual applications. 

s(? + 6i + lls + 6) = s(s + l)(s + 2)(s + 3) (3-50) 

This result determines the four terms that will appear in 
the partial fraction expansion-namely, 

1 Y(s) - -------
s(s + l)(s + 2)(s + 3) 

= (X1 + ~ + ~ + ~ (3 51) 
s s+l s+2 s+3 -

The Heaviside expansion method gives u1 = 1/6, u2 = -1/2, 
<X3 = 1/2, <X4 = -1/6. 

After the transform has been expanded into a sum of 
first-order terms, invert each term individually using 
Table 3.1: 

y(t) = ::.e-1 [Y(s)] 

= :;e-1(1/6 -~ + ~-~) 
s s+l s+2 s+3 

= l.:;e-1(!) - l.:;e-1(_1 ) 
6 s 2 s+l 

+ l.:;e-1(_1 ) - l.:;e-1(_1 ) 
2 s+2 6 s+3 

1 1 1 1 
=-- -e-t + -e-2t- -e-3t (3-52) 

6 2 2 6 

Equation 3-52 is thus the solution y(t) to the differential 
equation (3-38). The u;'s are simply the coefficients of the 
solution. Equation 3-52 also satisfies the three initial con­
ditions of the differential equation. The reader should ver­
ify the result. 

3.3.1 General Procedure for Solving Differential 
Equations 

We now state a general procedure to solve ordinary 
differential equations using Laplace transforms. The 
procedure consists of four steps, as shown in Fig. 3.2. 

Note that solution for the differential equation in­
volves use of Laplace transforms as an intermediate step. 
Step 3 can be bypassed if the transform found in Step 2 
matches an entry in Table 3.1. In order to factor D(s) in 
Step 3, software such as MATLAB, Mathematica, or 
Mathcad can be utilized (Chapra and Canale, 2010). 



Figure 3.2 The general procedure for solving an ordinary 
differential equation using Laplace transforms. 

In Step 3, other types of situations can occur. Both re­
peated factors and complex factors require modifications 
of the partial fraction expansion procedure. 

Repeated Factors 

If a term s + b occurs r times in the denominator, r 
terms must be included in the expansion that incorpo­
rate the s + b factor 

a.1 a.z a.r 
Y(s)= s+b + (s+b)2 +··· + (s+bY+··· 

(3-53) 

in addition to the other factors. Repeated factors arise 
infrequently in process models of real systems, mainly 
for a process that consists of a series of identical units 
or stages. 

EXAMPLE3.3 

For 

Y(s) = s + 1 = ~ + u2 + u3 (3_54) 
s(s2 + 4s + 4) s + 2 (s + 2)2 s 

evaluate the unknown coefficients ui. 
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SOLUTION 

To find a.1 in (3-54), the Heaviside rule cannot be used 
for multiplication by (s + 2), because s = -2 causes 
the second term on the right side to be unbounded, 
rather than 0 as desired. We therefore employ the 
Heaviside expansion method for the other two coeffi­
cients ( a.2 and a.3) that can be evaluated normally and 
then solve for a.1 by arbitrarily selecting some other 
value of s. Multiplying (3-54) by (s + 2)2 and letting 
s = -2 yields 

s + 11 1 u2 =-- =-
s F-2 2 

Multiplying (3-54) by sand letting s = 0 yields 

s + 1 I 1 
U 3 = s2 + 4s + 4 F0 = 4 

Substituting the value s = -1 in (3-54) gives 

0 = Ul + u 2 - U3 

1 
u1 = -4 

(3-55) 

(3-56) 

(3-57) 

(3-58) 

An alternative approach to find u1 is to use differentiation 
of the transform. Equation 3-54 is multiplied by s(s + 2)2, 

s + 1 = u1(s + 2)s + u2s + u3(s + 2)2 (3-59) 

Then (3-59) is differentiated twice with respect to s, 

Note that differentiation in this case is tantamount to 
equating powers of s, as demonstrated earlier. 

The differentiation approach illustrated above can 
be used as the basis of a more general method to evalu­
ate the coefficients of repeated factors. If the denomi­
nator polynomial D(s) contains the repeated factor 
(s + by, first form the quantity 

N(s) 1 
Q(s) = D(s) (s +bY= (s +by- a.1 + (s + by-2a.2 + ... 

+ a.7 + (s + bY[ other partialfractions] (3-61) 

Settings = -b will generate a.7 directly. Differentiat­
ing Q(s) with respect to sand letting s = -b generates 
a.r-1· Successive differentiation a total of r - 1 times 
will generate all a.i, i = 1, 2, ... , r from which we obtain 
the general expression 

!Xr-i = ~ d(i)~i;s) I i = 0, ... , r - 1 (3-62) 
l ds s=-b 

Fori = 0 in (3-62), 0! is defined to be 1 and the zeroth 
derivative of Q(s) is defined to be simply Q(s) itself. 

Returning to the problem in Example 3.3, 
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from which 

Q(s) = s + 1 
s 

i = 0: cx2 = s + 11 
S s=-2 

1 
2 

(3-63) 

(3-64a) 

= ~; ls=-2 = -~ 
s=-2 

(3-64b) 

Complex Factors 

An important case occurs when the factored character­
istic polynomial yields terms of the form 

c1s + co 

where 

d2 
_1 <d 

4 0 

Here the denominator cannot be written as the product 
of two real factors, which can be determined by using 
the quadratic formula. 

For example, consider the transform 

s + 2 
Y(s) = i + s + 1 (3-65) 

To invert (3-65) to the time domain, we complete the 
square of the first two terms in the denominator: 

s + 2 Y(s) - -------::----
- (s + 0.5)2 - 0.25 + 1 

(s + 0.5) + 1.5 

(s + 0.5)2 + ( ~)2 

(3-66) 

Dividing the numerator of Y(s) into two terms, 

1.5 Y() = s + 0.5 

s (s + 0.5)2 + ( v;y + (s + 0.5)2 + ( v;y 
(3-67) 

To determine y(t), we invert each term separately. Note 
s+b 

that in Table 3.1, 2 2 transforms to e-bt 
(s+b) +w 

coswt, while w2 2 transforms to e-bt sinwt. 
(s+b) +w 

Therefore the corresponding time-domain solution is 

- V3 - . V3 y(t) = e o.st cos-t+ V3 e O.St sm- t 
2 2 

(3-68) 

If the denominator is factored into a pair of complex 
terms (complex conjugates) in the partial fraction 
equation, we can alternatively express the transform as 

Y( ) = cx1 + j~l + cx2 + j~2 
s s + b + jw s + b - jw 

(3-69) 

Appearance of these complex factors implies oscillatory 
behavior in the time domain. Terms of the form e-ht 

sinwt and e-bt coswt arise after combining the inverse 
transforms e-(b+jw)t and e-(b-jw)t. Dealing with complex 
factors is more tedious than analyzing real factors. 

A partial fraction form that avoids complex algebra is 

Y(s) = a1(s + b) + a2 + ... 
(s + b)2 + w2 

(3-70) 

Using Table 3.1, the corresponding expression for y(t) is 

y(t) = a1e-bt cos wt + a2 e-bt sin wt + .. · (3-71) 
w 

However, the coefficients a1 and a2 must be found by 
solving simultaneous equations, rather than by the Heav­
iside expansion, as shown as follows in Example 3.4. 

EXAMPLE3.4 

Find the inverse Laplace transform of 

Ys- s+1 
( ) - s2(? + 4s + 5) 

(3-72) 

SOLUTION 

The roots of the denominator term (s2 + 4s + 5) are 
imaginary (s + 2 + j, s + 2 - j), so we know the solution 
will involve oscillatory terms (sin, cos). The partial 
fraction form for (3-72) that avoids using complex factors 
or roots is 

S + 1 lXI Uz IX5S + IX6 Y( s) - = - + - + ----"'--------"-
?(s2 + 4s + 5) s ? s2 + 4s + 5 

(3-73) 

Multiply both sides of Eq. 3-73 by s2(s2 + 4s + 5) and 
collect terms: 

s + 1 = (ul + a5)~ + (4ul + az + a6)? 

+ (Sa1 + 4az)s + 5az 

Equate coefficients of like powers of s: 

s'l: lXI + IX5 = 0 

s2: 4u1 + az + a6 = 0 

(3-74) 

(3-75a) 

(3-75b) 



s1: 5u1 + 4u2 = 1 

s0: 5u2 = 1 

(3-75c) 

(3-75d) 

Solving simultaneously gives u1 = 0.04, u2 = 0.2, us = 0.04, 
u6 = -0.36. The inverse Laplace transform of Y(s) is 

y(t) = x-1(0.04) + x-1(0.2) + x-1(-0.04s- 0.36) 
s s2 ?+4s+5 

(3-76) 
Before using Table 3.1, the denominator term(? + 4s + 5) 
must be converted to the standard form by completing the 
square to (s + 2? + 12; the numerator is -0.04(s + 9). In 
order to match the expressions in Table 3.1, the argument of 
the last term in (3-76) must be written as 

-0.04s - 0.36 

(s + 2)2 + 1 

_-_0_.04_:('-:cs _+_2..:...) + -0.28 
(s + 2)2 + 1 (s + 2)2 + 1 

(3-77) 
This procedure yields the following time-domain expression: 

y(t) = 0.04 + 0.2t - 0.04e-21 cost- 0.28e-21 sin t 

It is clear from this example that the Laplace transform 
solution for complex or repeated roots can be quite 
cumbersome for transforms of ODEs higher than 
second order. In this case, using numerical simulation 
techniques may be more efficient to obtain a solution, 
as discussed in Chapters 5 and 6. 

3.4 OTHER LAPLACE TRANSFORM 
PROPERTIES 

In this section, we consider several Laplace transform 
properties that are useful in process dynamics and 
control. 

3.4.1 Final Value Theorem 

The asymptotic value of y(t) for large values of time 
y(oo) can be found from (3-78), providing that lim [sY(s)] 
exists for all Re(s) ::::: 0: s-->O 

lim y(t) =lim [sY(s)] 
t--> oo s-->0 

(3-78) 

Equation 3-78 can be proved using the relation for the 
Laplace transform of a derivative (Eq. 3-9): 

()() 

J dy e-st dt = sY(s) - y(O) 
dt 

0 

(3-79) 

Taking the limit as s- 0 and assuming that dyldt is 
continuous and that sY(s) has a limit for all Re(s)::::: 0, 

()() 

Jdy 
-d dt = lim [sY(s)] - y(O) 

t s-->0 
(3-80) 

0 
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Integrating the left side and simplifying yields 

lim y(t) = lim [sY(s)] (3-81) 
f----7> 00 S----7> 00 

If y(t) is unbounded for t-oo, Eq. 3-81 gives 
erroneous results. For example, if Y(s) = 1/(s- 5), Eq. 
3-81 predicts y(oo) = 0 . Note that Eq. 3-79, which is 
the basis of (3-79), requires that lim y(t- oo) exists. In 
this case, y(t) = e5t, which is unbounded for t-oo. 
However, Eq. 3-79 does not apply here, because sY(s) = 
s!(s - 5) does not have a limit for some real value of 
s ::::: 0, in particular, for s = 5. 

3.4.2 Initial Value Theorem 

Analogous to the final value theorem, the initial value 
theorem can be stated as 

lim y(t) = lim [sY(s)] 
t-->0 s--> oo 

(3-82) 

The proof of this theorem is similar to the development 
in (3-78) through (3-81). It also requires that y(t) is 
continuous. The proof is left to the reader as an exercise. 

EXAMPLE3.5 

Apply the initial and final value theorems to the transform 
derived in Example 3.1: 

y s _ 5s + 2 
( ) - s(5s + 4) 

SOLUTION 

Initial Value 

. . 5s+2 
y(O) = hm [sY(s)] = hm --= 1 (3-83a) 

s-> oo s-> oo 5s + 4 

Final Value 

. . 5s+2 
y(oo)=hm[sY(s)]=hm--=0.5 (3-83b) 

s->0 s->0 5s + 4 

The initial value of 1 corresponds to the initial condition 
given in Eq. 3-26. The final value of 0.5 agrees with the 
time-domain solution in Eq. 3-37. Both theorems are useful 
for checking mathematical errors that may occur in obtain­
ing Laplace transform solutions. 

EXAMPLE3.6 

A process is described by a third-order ODE: 

d3y d2y dy 
-+6-+11-+6y=4u (3-84) 
df dr2 dt 

with all initial conditions on y, dyjdt, and dy2jdr2 equal to 
zero. Show that for a step change in u of 2 units, the 
steady-state result in the time domain is the same as apply­
ing the final value theorem. 
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SOLUTION 

If u = 2 the steady-state result for y can be found by 
setting all derivatives to zero and substituting for u. 
Therefore 

6y = 8 or y = 4/3 (3-85) 

The transform of (3-84) is 

(il + 6s2 + lls + 6)Y(s) = 8/s (3-86) 

8 
Y(s) = s4 + 6s3 + lls2 + 6s (3-87) 

One of the benefits of the final value theorem is that we do 
not have to solve for the analytical solution of y(t). 
Instead, simply apply Eq. 3-81 to the transform Y(s) as 
follows: 

lim sY(s) = lim 8 
s--->0 s--->0 s3 + 6s2 + lls + 6 

8 
6 

4 

3 
(3-88) 

This is the same answer as obtained in Eq. 3-85. The time­
domain solution obtained from a partial fraction 
expansion is 

y = 4/3 - 2e-t + 2e-21 - 2/3e-31 (3-89) 

As t----> oo, only the first term remains, which is the same 
result as in Eq. 3-90 (using the final value theorem). 

3.4.3 Transform of an Integral 

Occasionally, it is necessary to find the Laplace trans­
form of a function that is integrated with respect to 
time. By applying the definition (Eq. 3-1) and integrat­
ing by parts, 

(3-91) 

The first term in (3-93) yields 0 when evaluated at both 
the upper and lower limits, as long as f(t*) possesses a 
transform (is bounded). The integral in the second 
term is simply the definition of the Laplace transform 
off(t). Hence, 

x{ [ f(t*) dt'} ~ ~ F(s) (3-92) 

Note that Laplace transformation of an integral function 
of time leads to division of the transformed function by s. 

We have already seen in (3-9) that transformation of 
time derivatives leads to an inverse relation- that is, 
multiplication of the transform by s. 

3.4.4 Time Delay (Translation in Time) 

Functions that exhibit time delay play an important 
role in process modeling and control. Time delays com­
monly occur as a result of the transport time required 
for a fluid to flow through piping. Consider the stirred­
tank heating system example presented in Chapter 2. 
Suppose one thermocouple is located at the outflow 
point of the stirred tank, and a second thermocouple is 
immersed in the fluid a short distance (L= 10m) down­
stream. The heating system is off initially, and at time 
zero it is turned on. If there is no fluid mixing in the 
pipe (the fluid is in plug flow) and if no heat losses 
occur from the pipe, the shapes of the two temperature 
responses should be identical. However, the second 
sensor response will be translated in time; that is, it will 
exhibit a time delay. If the fluid velocity is 1 m/s, the 
time delay (to = Llv) is 10 s. If we denote f(t) as the 
transient temperature response at the first sensor and 
fa(t) as the temperature response at the second sensor, 
Fig. 3.3 shows how they are related. The function fd = 0 
for t < to. Therefore, fd and fare related by 

!d(t) = f(t - to)S(t - to) (3-93) 

Note thatfd is the function fit) delayed by t0 time units. 
The unit step function S(t - t0) is included to denote 
explicitly that fd( t) = 0 for all values oft < t0. If 5£(ft t)) = 
F(s), then 

Figure 3.3 A time function with and without time delay. (a) 
Original function (no delay); (b) function with delay t0. 



:£(fd(t)) = :£(f(t- t0)S(t- t0)) 

= 100

/(t- to)S(t- to)e-s1dt 

r f(t - to)(O)e-st dt + {oo f(t - to)e-st dt 
Jo ito 

100 
f(t - t0)e-s(t-to)e-sto d(t - t0) (3-94) 

Because (t - t0) is now the artificial variable of integra­
tion, it can be replaced by t*. 

:£(f(t)) = e-sto 100 
f(t*)e-st* dt* (3-95) 

yielding the Real Translation Theorem: 

Fd(s) = :£(f(t - to)S(t - to)) = e-st°F(s) (3-96) 

In inverting a transform that contains an e-sto ele­
ment (time-delay term), the following procedure will 
easily yield results and also avoid the pitfalls of dealing 
with translated (shifted) time arguments. Starting with 
the Laplace transform 

Y(s) = e-st°F(s) (3-97) 

1. Invert F(s) in the usual manner; that is, perform 
partial fraction expansion, and so forth, to findf(t). 

2. Find y(t) = f(t - to)S(t - to) by replacing the ar­
gument t, wherever it appears in f(t), by (t - to); 
then multiply the entire function by the shifted 
unit step function, S(t - to). 

EXAMPLE3.6 

Find the inverse transform of 

SOLUTION 

1 + e-2s 
Y(s)-----­

(4s + 1)(3s + 1) 

Equation 3-100 can be split into two terms: 

Y(s) = Y1(s) + Y2(s) 

(3-98) 

(3-99) 

1 e-2s 

= (4s + 1)(3s + 1) + (4s + 1)(3s + 1) (3-100) 

The inverse transform of Y1(s) can be obtained directly 
from Table 3.1: 

Yl(t) = e-t/4 - e-t/3 (3-101) 

Because Y2(s) = e-28Y1(s), its inverse transform can be 
written immediately by replacing t by (t - 2) in (3-101), 
and then multiplying by the shifted step function: 

y2(t) = [e-(t-2)14 - e-(t-2)13 ]S(t- 2) (3-102) 
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Thus, the complete inverse transform is 

y(t) = e-t/4 _ e-t/3 + [e-(t-2)/4 _ e-<t-2)13JS(t _ 2) 

(3-103) 

Equation 3-103 can be numerically evaluated without dif­
ficulty for particular values of t, noting that the term in 
brackets is multiplied by 0 (the value of the unit step func­
tion) fort< 2, and by 1 fort 2:: 2. An equivalent and simpler 
method is to evaluate the contributions from the bracketed 
time functions only when the time arguments are nonnega­
tive. An alternative way of writing Eq. 3-105 is as two equa­
tions, each one applicable over a particular interval of time: 

0 ~ t < 2: y(t) = e-114 - e-t/3 (3-104) 

and 

t 2:: 2: y(t) = e -t/4 _ e -t/3 + [ e -(t-2)/4 _ e -(t-2)/3] 

= e-t/4(1 + e2/4) _ e-t/3(1 + ~/3) 

= 2.6487e-114 - 2.9477e-113 (3-105) 

Note that (3-104) and (3-105) give equivalent results for 
t = 2, because in this case, y(t) is continuous at t = 2. 

3.5 A TRANSIENT RESPONSE EXAMPLE 

In Chapter 4 we will develop a standardized approach 
for using Laplace transforms to calculate transient re­
sponses. That approach will unify the way process mod­
els are manipulated after transforming them, and it will 
further simplify the way initial conditions and inputs 
(forcing functions) are handled. However, we already 
have the tools to analyze an example of a transient re­
sponse situation in some detail. Example 3.7 illustrates 
many features of Laplace transform methods in investi­
gating the dynamic characteristics of a physical process. 

EXAMPLE3.7 

The Ideal Gas Company has two fixed-volume, stirred­
tank reactors connected in series as shown in Fig. 3.4. The 
three IGC engineers who are responsible for reactor 
operations-Kim Ng, Casey Gain, and Tim Delay-are 
concerned about the adequacy of mixing in the two tanks 
and want to run a tracer test on the system to determine 
whether dead zones and/or channeling exist in the reactors. 

Their idea is to operate the reactors at a temperature 
low enough that reaction will not occur, and to apply a 
rectangular pulse in the reactant concentration to the first 
stage for test purposes. In this way, available instrumenta­
tion on the second-stage outflow line can be used without 
modification to measure reactant (tracer) concentration. 

Before performing the test, the engineers would like to 
have a good idea of the results that should be expected if 
perfect mixing actually is accomplished in the reactors. A 
rectangular pulse input for the change in reactant concen­
tration will be used with the restriction that the resulting 
output concentration changes must be large enough to be 
measured precisely. 
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Figure 3.4 Two-stage stirred-tank reactor system. 

Table 3.2 Two-Stage Stirred-Tank Reactor Process and 
Operating Data 

Volume of Stage 1 
Volume of Stage 2 
Total flow rate q 
Nominal feed reactant concentration (ci) 

=4m3 

=3m3 

=2m3/min 
= 1 kgmoUm3 

The process data and operating conditions required to 
model the reactor tracer test are given in Table 3.2. 
Figure 3.5 shows the proposed pulse change of 0.25 min 
duration that can be made while maintaining the total 
reactor input flow rate constant. As part of the theoretical 
solution, Kim, Casey, and Tim would like to know how 
closely the rectangular pulse response can be approxi­
mated by the system response to an impulse of equivalent 
magnitude. Based on all of these considerations, they need 
to obtain the following information: 

(a) The magnitude of an impulse input equivalent to the 
rectangular pulse of Fig. 3.5. 

Figure 3.5 Proposed input pulse in reactant 
concentration. 

(b) The impulse and pulse responses of the reactant con­
centration leaving the first stage. 

(c) The impulse and pulse responses of the reactant con­
centration leaving the second stage. 

SOLUTION 

The reactor model for a single-stage CSTR was given in 
Eq. 2-66 as 

de 
V dt = q(ci - c) - Vkc 

where c is the reactant concentration of component A. 
Because the reaction term can be neglected in this exam­
ple (k = 0), the stages are merely continuous-flow mixers. 
Two material balance equations are required to model the 
two stages: 

dc1 
4- + 2ct = 2c· dt l 

(3-106) 

(3-107) 

If the system initially is at steady state, all concentrations 
are equal to the feed concentration: 

(3-108) 

(a) The pulse input is described by 

cf ~ {: (3-109) 
t < 0 
0 ::; t < 0.25 min 
t ~ 0.25 min 



A convenient way to interpret (3-109) is as a constant input 
of 1 added to a rectangular pulse of height = 5 kg mol!m3: 

cf = 6 for 0 ::; t < 0.25 min (3-110) 

The magnitude of an impulse input that is equivalent to 
the time-varying portion of (3-110) is simply the integral 
of the rectangular pulse: 

kg mol . kg mol· min 
M = 5 -- X 0.25 mm = 1.25 3 

m3 m 

Therefore, the equivalent impulse input is 

c~(t) = 1 + 1.25S(t) (3-111) 

Although the units of M have little physical meaning, the 
product 

m3 kg mol· min 
qM = 2-. X 1.25 = 2.5 kg mol 

mm m3 

can be interpreted as the amount of additional reactant 
fed into the reactor as either the rectangular pulse or the 
impulse. 

(b) The impulse response of Stage 1 is obtained by 
Laplace transforming (3-106), using c1(0) = 1: 

4sC1(s) - 4(1) + 2C1(s) = 2Ci(s) (3-112) 

By rearranging (3-112), we obtain C1(s): 

4 2 
C1(s) = 4s + 2 + 4s + 2 Ci(s) (3-113) 

The transform of the impulse input in feed concentration 
in (3-111) is 

1 
C~(s) = - + 1.25 

s 
(3-114) 

Substituting (3-114) into (3-113), we have 

cs() 2 6.5 
1 s = s(4s + 2) + 4s + 2 

(3-115) 

Equation 3-115 does not correspond exactly to any entries 
in Table 3.1. However, putting the denominator in TS + 1 
form yields 

cs(s)- 1 +~ 
1 - s(2s + 1) 2s + 1 

(3-116) 

which can be directly inverted using the table, yielding 

c~(t) = 1 - e -t/2 + 1.625e -t/2 = 1 + 0.625e -t/2 (3-117) 

The rectangular pulse response is obtained in the same 
way. The transform of the input pulse (3-109) is given by 
(3-22), so that 

1 5(1 - e -0.25s) 
cf(s) = - + ____:._ ___ _:__ 

s s 
(3-118) 
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Substituting (3-118) into (3-113) and solving for cf(s) 
yields 

p 4 12 10e-0·25s 
q (s) = 4s + 2 + s(4s + 2) - s(4s + 2) (3-119) 

Again, we have to put (3-121) into a form suitable for 
inversion: 

2 6 5e-0.25s 
Cp(s) - -- + - (3 120) 1 - 2s + 1 s(2s + 1) s(2s + 1) -

Before inverting (3-120), note that the term containing 
e-0·25s will involve a translation in time. Utilizing the pro­
cedure discussed above, we obtain the following inverse 
transform: 

cf(t) = e-112 + 6(1 - e-112) - 5[1 - e-(t-0·25l12]S(t - 0.25) 

(3-121) 

Note that there are two solutions; fort< 0.25 min (or tw) 
the rightmost term, including the time delay, is zero in the 
time solution. Thus, for 

t < 0.25 min: q(t) = e-112 + 6(1 - e-112) = 6 - 5e-112 

(3-122) 

t ~ 0.25 min: q(t) = e-112 + 6(1 - e-112) 
_ 5(1 _ e -(t-0.25)/2) 

= 1 _ 5e -t/2 + 5e -tl2e +0.25/2 

= 1 + 0.6657e-112 (3-123) 

Plots of (3-117), (3-122), and (3-123) are shown in Fig. 3.6. 
Note that the rectangular pulse response approximates the 
impulse response fairly well for t > 0.25 min. Obviously, 
the approximation cannot be very good before t = 0.25 
min, because the full effect of the rectangular pulse is not 
felt until that time, while the full effect of the hypothetical 
impulse begins immediately at t = 0. 

(c) For the impulse response of Stage 2, Laplace trans­
form (3-107), using c2(0) = 1: 

3sC2(s) - 3(1) + 2C2(s) = 2C1(s) (3-124) 

Rearrange to obtain C2(s): 

(3-125) 

For the input to (3-127), substitute the Laplace transform 
of the output from Stage 1-namely, (3-116): 

.ril s - _3- + _2 -[ 1 + ~] 
q( ) - 3s + 2 3s + 2 s(2s + 1) 2s + 1 (3-126) 

which can be rearranged to 

A 1.5 1 L-;;(s) - + ------
2 - 1.5s + 1 s(1.5s + 1)(2s + 1) 

3.25 
+ (1.5s + 1)(2s + 1) (3-127) 
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Figure 3.6 Reactor Stage 1 response. 

Because each term in (3-127) appears as an entry in 
Table 3.1, partial fraction expansion is not required: 

d(<) ~ ,-,Ls + [I + a's (l.s,-m.s - z,-m)] 
3.25 [ -t/2 -t/1.5] +--e -e 
0.5 

= 1 - 2.5e -t/1.5 + 2.5e -t/2 (3-128) 

For the rectangular pulse response of Stage 2, substitute 
the Laplace transform of the appropriate stage output, 
Eq. 3-120, into Eq. 3-125 to obtain 

p( ) 1.5 2 
C2 s = 1.5s + 1 + (1.5s + 1)(2s + 1) 

+ 6 - 5e -0.25s (3-129) 
s(1.5s + 1)(2s + 1) s(1.5s + 1)(2s + 1) 

Again, the rightmost term in (3-129) must be excluded 
from the inverted result or included, depending on 
whether or not t < 0.25 min. The calculation of the inverse 
transform of (3-129) gives 

t < 0.25: cf(t) = 6 + 15e-t11.5 - 20e-112 (3-130) 

t 2:: 0.25: cf(t) = 1 - 2.7204e-tll.5 + 2.663e-112 (3-131) 

Plots of Eqs. 3-128, 3-130, and 3-131 are shown in Fig. 3.7. 
The rectangular pulse response is virtually indistinguish­
able from the impulse response. Hence, Kim, Casey, and 
Tim can use the simpler impulse response solution to com­
pare with real data obtained when the reactor is forced by 
a rectangular pulse. The maximum expected value of c2(t) 
is approximately 1.25 kg mol/m3. This value should be 
compared with the nominal concentration before and after 

the test (c2 = 1.0 kg mol/m3) to determine if the instru­
mentation is precise enough to record the change in con­
centration. If the change is too small, then the pulse 
amplitude, pulse width, or both must be increased. 

Because this system is linear, multiplying the pulse 
magnitude (h) by a factor of four would yield a maximum 
concentration of reactant in the second stage of about 2.0 
(the difference between initial and maximum concentra­
tion will be four times as large). On the other hand, the so­
lutions obtained above strictly apply only for fw = 0.25 min. 
Hence, the effect of a fourfold increase in tw can be pre­
dicted only by resolving the model response for fw = 1 min. 
Qualitatively, we know that the maximum value of c2 will 
increase as tw increases. Because the impulse response 

Figure 3. 7 Reactor Stage 2 response. 



model is a reasonably good approximation with tw = 0.25 
min, we expect that small changes in the pulse width will 
yield an approximately proportional effect on the maxi­
mum concentration change. This argument is based on a 

SUMMARY 

In this chapter we have considered the application of 
Laplace transform techniques to solve linear differen­
tial equations. Although this material may be a review 
for some readers, an attempt has been made to concen­
trate on the important properties of the Laplace trans­
form and its inverse, and to point out the techniques 
that make manipulation of transforms easier and less 
prone to error. 

The use of Laplace transforms can be extended to 
obtain solutions for models consisting of simultaneous 
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EXERCISES 

3.1 The differential equation (dynamic) model for a chemi­
cal process is as follows: 

d2y dy 
- + 5- + 3y = 2u(t) 
dil dt 

where u(t) is the single input function of time. y(O) and dyldt (0) 
are both zero. 

What are the functions of the time (e.g., e-tiT) in the solution 
to the ODE for output y(t) for each of the following cases? 

(a) u(t) = be - 21 

(b) u(t) = ct 

b and c are constants. 
Note: You do not have to find y(t) in these cases. Just deter­
mine the functions of time that will appear in y(t). 

3.2 Solve the ODE 

d4y d3y d2y dy 
- + 16- + 86 d'? + 176-dt + 105y = 1 
dt4 dr3 r 

using partial fraction expansion. Note you need to calculate 
the roots of a fourth-order polynomial in s. All initial condi­
tions on y and its derivatives are zero. 

3.3 Figure E3.3 shows a pulse function. 
(a) From details in the drawing, calculate the pulse width, tw. 

(b) Construct this function as the sum of simpler time ele­
ments, some perhaps translated in time, whose transforms 
can be found directly from Table 3.1. 
(c) Find U(s). 
(d) What is the area under the pulse? 
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proportional increase in the approximately equivalent im­
pulse input. A quantitative verification using numerical 
simulation is left as an exercise. 

differential equations. However, before addressing such 
extensions, we introduce the concept of input-output 
models described by transfer functions. The conversion 
of differential equation models into transfer function 
models, covered in the next chapter, represents an im­
portant simplification in the methodology, one that can 
be exploited extensively in process modeling and control 
system design. 

Dyke, P.R. G., An Introduction to Laplace Transforms and Fourier 
Series, Springer-Verlag, New York, 1999. 

Schiff, J. L., The Laplace Transform: Theory and Application, 
Springer, New York, 1999. 

u(t) 

h 

Slope= -a 

00~----------~~----­
tw 

Figure E3.3 Triangular pulse function. 

3.4 Derive Laplace transforms of the input signals shown in 
Figs. E3.4a and E3.4b by summing component functions 
found in Table 3.1. 

51-------. 

f(t) 

1 ----- !-: -------,1 
0o~----2~-----------6~ 

t (min) 

Figure E3.4a 
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Slope= a 

f(t) 

Figure E3.4b 

3.5 The start-up procedure for a batch reactor includes a 
heating step where the reactor temperature is gradually 
heated to the nominal operating temperature of 75°C. The 
desired temperature profile T(t) is shown in Fig. E3.5. What 
is T(s)? 

75 --------~-----------

200~--------~----------~ 
30 

t (min) 

Figure E3.5 

3.6 Using partial fraction expansion where required, find 
x(t) for 

s(s + 1) 
(a) X(s) = (s + 2)(s + 3)(s + 4) 

s + 1 
(b) X(s) = -------

(s + 2)(s + 3)(s2 + 4) 
s + 4 

(c) X(s) = 2 
(s + 1) 

1 
(d) X(s) = ?. 

r+s+1 
s + 1 5 (e) X(s) = e-o. s 

s(s + 2)(s + 3) 

3.7 Expand each of the following s-domain functions into 
partial fractions: 

6(s + 1) 
(a) Y(s) = --::2-'-----------'--

s (s + 1) 
12(s + 2) 

(b) Y(s) = ----'---'­
s(s2 + 9) 

(s + 2)(s + 3) 
(c) Y(s) = (s + 4)(s + S)(s + 6) 

1 
(d) Y(s) = [(s + 1)2 + 1f(s + 2) 

3.8 (a) For the integra-differential equation 

x+3x+2x=2 lot e-r d-r 

find x(t). Note that x= dxldt, etc. 

(b) What is the value of x(t) as t----> oo? 

3.9 For each of the following functions X(s), what can you 
say about x(t) (0 ~ t ~ oo) without solving for x(t)? In other 
words, what are x(O) and x(oo)? Is x(t) converging, or diverg­
ing? Is x(t) smooth, or oscillatory? 

6(s + 2) 
(a) X(s) = ----,--____:_---'------

(? + 9s + 20)(s + 4) 

(b) X(s) = 10s2 - 3 
(? - 6s + 10)(s + 2) 

(c) X(s) = 16s + 5 
?+9 

3.10 For each of the following cases, determine what func­
tions of time, e.g., sin 3t, e-st, will appear in y(t). (Note that 
you do not have to find y(t)!) Which y(t) are oscillatory? 
Which exhibit a constant value of y(t) for large values oft? 

(i) Y(s) = ?. 2 
s~s- + 4s) 

(ii) Y(s) = ?. 2 
s(s- + 4s + 3) 

(iii) Y(s) = 2 
2 

s(s + 4s + 4) 

(iv) Y(s) = ?. 2 
s(s- + 4s + 8) 

2(s + 1) 
(v) Y(s) = ----'-2--'-

s(s + 4) 

3.11 Which solutions of the following equations will exhibit 
convergent behavior? Which are oscillatory? 

d3x d2x dx 
(a) df + 2 dr + 2 dt + x = 3 

d2x 
(b)-- x = 2et 

dr 

d3x 
(c) df + x = sin t 

(d) d2x + dx = 4 
dr dt 

Note: All of the above differential equations have one com­
mon factor in their characteristic equations. 

3.12 The differential equation model for a particular chemi­
cal process has been found by testing to be as follows: 

d2y dy 
-r1-r2 dr + (-rt + -r2) dt + y = Ku(t) 



where T1 and T2 are constant parameters and u(t) is the input 
function of time. 

What are the functions of time (e.g., e-~ in the solution for 
each output y(t) for the following cases? (Optional: find the 
solutions for y(t).) 

(a) u(t) = aS(t) unit step function 
(b) u(t) = be-th T # Tl # T2 

(c) u(t) = ce-tiT T = T1 # T2 

(d) u(t) = d sin wt T1 # T2 

3.13 Find the complete time-domain solutions for the follow­
ing differential equations using Laplace transforms: 

d3x . dx(O) 
(a) df + 4x = e1 wtth x(O) = 0,-----;}( = O, 

d2x(O) 
--=0 

dr2 

(b) ~~ - 12x =sin 3t x(O) = 0 

d2x dx dx(O) 
(c) dr2 + 6 dt + 25x = e-t x(O) = 0, -----;}( = 0 

(d) A process is described by two differential equations: 

dyl 
dt + Y2 = Xl 

dy2 dt - 2yl + 3y2 = 2x2 

If x1 = e -t and x2 = 0, what can you say about the form of the 
solution for Yl? for Y2? 

3.14 The dynamic model between an output variable y and 
an input variable u can be expressed by 

d2y(t) dy(t) du(t - 2) 
-- + 3- + (t) = 4 - u(t - 2) 

dr2 dt y dt 

(a) Will this system exhibit an oscillatory response after an 
arbitrary change in u? 

(b) What is the steady-state gain? 

(c) For a step change in u of magnitude 1.5, what is y(t)? 

3.15 Find the solution of 

dx 
dt + 4x = f(t) 

who" f(t) ~ G 
x(O) = 0 

t < 0 
Oos::t<11h 

t "::?_ 1/h 

Plot the solution for values of h = 1, 10, 100, and the limiting 
solution (h-- oo) from t = 0 tot= 2. Put all plots on the same 
graph. 

3.16 (a) The differential equation 

d2y dy 
- + 6- + 9y = cos t 
dr2 dt 

has initial conditions y(O) = 1, y'(O) = 2. Find Y(s) and, with­
out finding y(t), determine what functions of time will appear 
in the solution. 
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s + 1 
(b)IfY(s)= 2 ,findy(t). 

s(s + 4s + 8) 

3.17 A stirred-tank blending system initially is full of water 
and is being fed pure water at a constant flow rate, q. At a 
particular time, an operator shuts off the pure water flow and 
adds caustic solution at the same volumetric flow rate q but 
with concentration c;. If the liquid volume V is constant, the 
dynamic model for this process is 

de 
V dt + qc = qc; 

with c(O) = 0. 

What is the concentration response of the reactor effluent 
stream, c(t)? Sketch it as a function of time. 

Data: V =2m3; q = 0.4 m3/min; c;= 50 kg/m3 

3.18 For the dynamic system 

dy 
2- = -y + 5u 

dt 

y and u are deviation variables-y in degrees, u in flowrate units. 

(a) u is changed from 0.0 to 2.0 at t = 0. Sketch the response 
and show the value of Yss· How long does it take for y to reach 
within 0.1 degree of the final steady state? 

(b) If u is changed from 0.0 to 4.0 at t = 0, how long does it 
take to cross the same steady state that was determined in 
part (a)? What is the new steady state? 

(c) Suppose that after step (a) that the new temperature is 
maintained at 10 degrees for a long time. Then, at t = t1, u is 
returned to zero. What is the new steady-state value of y? 
Use Laplace transformation to show how to obtain the analy­
tical solution to the above ODE for this case. (Hint: select a 
new time, t = 0, where y(O) = 10). 

3.19 Will the solution to the ODE that follows reach a steady 
state? Will it oscillate? 

Show appropriate calculations using partial fraction expan­
sion and Laplace transforms. 

3.20 Three stirred-tanks in series are used in a reactor train 
(see Fig. E3.20). The flow rate into the system of some inert 
species is maintained constant while tracer test are conducted. 
Assuming that mixing in each tank is perfect and volumes are 
constant: 

(a) Derive model expressions for the concentration of tracer 
leaving each tank, c; is the concentration of tracer entering 
the first tank. 

(b) If c; has been constant and equal to zero for a long time 
and an operator suddenly injects a large amount of tracer ma­
terial in the inlet to tank 1, what will be the form of c3(t) (i.e., 
what kind of time functions will be involved) if 

1. v1 =V2 = V3 

2. v1 ,e V2 ,e v3. 
(c) If the amount of tracer injected is unknown, is it possible 
to back-calculate the amount from experimental data? How? 
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Figure E3.20 

3.21 A stirred-tank reactor is operated with a feed mixture 
containing reactant A at a mass concentration CAi· The feed 
flow rate is wi, as shown in Fig. E3.21. Under certain condi­
tions the system operates according to the model 

Figure E3.21 

(a) For cases where the feed flow rate and feed concentra­
tion may vary and the volume is not fixed, simplify the model 
to one or more equations that do not contain product deriva­
tives. The density may be assumed to be constant. Is the 
model in a satisfactory form for Laplace transform opera­
tions? Why or why not? 

(b) For the case where the feed flow rate has been steady at 
wi for some time, determine how cA changes with time if a 
step change in cAi is made from cAl to cAz· List all assump­
tions necessary to solve the problem using Laplace transform 
techniques. 
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Transfer Function Models 

CHAPTER CONTENTS 

4.1 Illustrative Example: A Continuous Blending System 

4.2 Transfer Functions of Complicated Models 

4.3 Properties of Transfer Functions 

4.4 Linearization of Nonlinear Models 

Chapters 2 and 3 have considered dynamic models in 
the form of ordinary differential equations (ODE). In 
this chapter, we introduce an alternative model form 
based on Laplace transforms: the transfer function 
model. Both types of models can be used to determine 
the dynamic behavior of a process after changes in 
input variables. The transfer function also plays a key 
role in the design and analysis of control systems, as 
will be considered in later chapters. 

A transfer function model characterizes the dynamic 
relationship of two process variables, a dependent vari­
able (or output variable) and an independent variable 
(or input variable). For example, in a continuous chem­
ical reactor, the output variable could be the exit con­
centration and the input variable a feed flow rate. Thus 
the input can be considered to be a "cause" and the 
output an "effect." Transfer function models are only 
directly applicable to processes that exhibit linear dy­
namic behavior, such as a process that as can be mod­
eled by a linear ODE. If the process is nonlinear, a 
transfer function can provide an approximate linear 
model, as described in Section 4.4. 

4.1 AN ILLUSTRATIVE EXAMPLE: 
A CONTINUOUS BLENDING SYSTEM 

Consider the continuous blending process of Section 
2.2.2. For simplicity, we make the following assumptions: 

1. Liquid density p and volume V are constant. 

2. Flow rates w 1, w2, and w are constant. 

Then the component balance in Eq. 2-3 becomes 

dx 
pV dt = W1X1 + WzXz- WX (4-1) 

Case (i): Inlet concentration x1 varies while x2 is constant 
We will derive a transfer function model between exit 
composition x and inlet composition x1, starting with 
Eq. 4-1. The steady-state version of ( 4-1) is 

0 = W1X1 + w2 x 2 - WX (4-2) 

where the bar over a symbol denotes a nominal steady­
state value. Subtracting (4-2) from (4-1) gives 

(4-3) 

where the two deviation variables (sometimes called 
perturbation variables) are defined as 

x' £ x-x 

Because xis a constant, it follows that 

dx d(x -:X) 
dt dt 

dx' 
dt 

(4-4) 

(4-5) 

Substituting ( 4-5) into ( 4-3) gives the solute component 
balance in deviation variable form: 

(4-6) 

59 
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Assume that the blending system is initially at the nom­
inal steady state. Thus, x(O) = x and x'(O) = 0. Taking 
the Laplace transform of Eq. 4-6 gives 

pVs[X'(s) - x!fO)] = w1Xi(s) - wX'(s) (4-7) 

where X'(s) £ X[x'(t)] andXi(s) £ X[xi(t)]. Rearranging 
gives the transfer function G(s) between the exit and 
inlet and compositions: 

X'(s) 

Xi(s) pVs + w 
(4-8) 

It is useful to place the transfer function in a standard 
form by dividing both the numerator and the denomi­
nator by w: 

X'(s) d K1 
X1(s) = G(s) = -rs + 1 

where constants K1 and T are defined as 
d Wl 

K1 =-
w 

d pV 
-r=­

w 

(4-9) 

( 4-10) 

( 4-11) 

Later, useful physical interpretations of K and T are 
provided in Section 5.2. 

Case (ii): Both inlet concentrations, x 1 and x2, vary 
For the case of two input variables, x1 and xz, two 
transfer functions are needed to describe their effects 
on output variable x. Their derivation is analogous to 
the derivation for Case (i). 

For this case, the steady-state version of ( 4-1) can be 
written as 

( 4-12) 

Subtracting (4-12) from (4-1) and introducing deviation 
variables gives 

V dx' , , , 
p dt = w1x1 - WzXz- WX ( 4-13) 

where x2 ~ xz - :Xz. Again assuming that the blending 
system is initially at the nominal steady state, taking the 
Laplace transform of Eq. 4-13 gives 

pVs[X'(s)- x!fO)] = w1Xi(s)- wzX:!(s)-wX'(s) 

( 4-14) 
which can be rearranged as 

K1 Kz 
X'(s) = --1Xi(s) + --1X2(s) (4-15) 

TS + TS + 

where K 2 is defined as 

d Wz 
Kz=­

w 
( 4-16) 

and K 1 and Tare defined in (4-10) and (4-11). In order 
to derive the transfer function between x and x1, assume 
that x2 is constant at its nominal steady-state value, 
x2 = x2• Therefore, x2(t) = 0, X2(s) = 0, and (4-15) 
reduces to the previous transfer function relating x and 
x1 (see Eq. 4-9). 

X'(s) d d K1 
Xi(s) = G1(s) = -rs + 1 (4-17) 

Similarly, the transfer function between x and x2 can be 
derived from (4-14) and the assumption that x1 is con­
stant at its nominal steady-state value, x1 = x1. 

X'(s) ~ Gz(s) ~ ~ 
X2(s) -rs + 1 

(4-18) 

The models in ( 4-17) and ( 4-18) are referred to as first­
order transfer functions, because the denominators are 
first-order in the Laplace variables. 

Three important aspects of these derivations are 

1. A comparison of (4-15) to (4-18) shows that the 
effects of the individual input variables on the 
output variable are additive. This result is a conse­
quence of the Principle of Superposition for linear 
models (see Section 3.1). 

2. The assumption of an input being constant in the de­
rivations of Eqs. 4-17 and 4-18 seems restrictive but 
actually is not, for the following reason. Because a 
transfer function concerns the effect of a single input 
on an output, it is not restrictive to assume that the 
other independent inputs are constant for purposes 
of the derivation. Simultaneous changes in both in­
puts can be analyzed, as indicated by Eq. 4-15. 

3. A transfer function model allows the output re­
sponse to be calculated for a specified input change. 
For example, Eq. 4-17 can be rearranged as 

X'(s) = G1(s) Xi(s) ( 4-19) 

After specifying xi(t), its Laplace transform Xi(s) can 
be determined using Table 3.1. Then the output re­
sponse x'(t) can be derived from (4-19), as illustrated 
by Example 4.1. 

EXAMPLE4.1 

Consider the stirred-tank blending process for Case (i) and 
Eqs. 4-1 and 4-2. The nominal steady-state conditions are 
w1 = 600 kg/min, w2 = 2 kg/min, x1 = 0.050, and x2 = 1 (for 
pure solute). The liquid volume and density are constant: 
V = 2 m3 and p = 900 kg/m3, respectively. 

(a) Calculate the nominal exit concentration, x. 
(b) Derive an expression for the response, x(t), to a sudden 

change in x1 from 0.050 to 0.075 that occurs at time, t = 0. 
Assume that the process is initially at the nominal 
steady state. 



SOLUTION 

(a) Exit flow rate w can be calculated from an overall 
mass balance 

w = w1 + w2 = 600 + 2 = 602kg/min 

and x can be determined from (4-2): 

_ w1x1 + w2x2 (600)(0.05) + (2)(1) 
X = W = 602 = 0.053 

(b) To determine x(t) for a sudden change in x1, we first 
derive an expression for x'(t) and then obtain X'(s). 
Thus, the appropriate starting point for the derivation 
is the transfer function in (4-9) where K 1 = 600/602 = 

0.997 and T = pV/w = (900)(2)/(602) = 2.99 min. The 
sudden change in x1 can be expressed in deviation vari­
able form as 

x!(t) = x1 - x1 = 0.075 - 0.050 

= 0.025 ~ X!(s) = 0·025 
s 

Rearranging ( 4-9) and substituting numerical values gives 

X'(s) = (____§_)X!(s) = ( 0.997 ) (0.025) 
TS + 1 2.99s + 1 S 

0.0249 
(4-20) 

s(2.99s + 1) 

Using Item 13 in Table 3.1, the inverse Laplace transform is 

x' (t) = 0.0249 (1 - e -t/2·99) ( 4-21) 

From (4-4), 

x(t) = x + x'(t) = 0.053 + 0.0249 (1 - e-112·99 ) (4-22) 

Example 4.1 has shown how an expression can be 
derived for the response x(t) to a step change in x1. 

Analogous derivations could be made for other types 
of x1 or x2 changes, such as a sinusoidal change, or for 
simultaneous changes in x1 and x2. The starting point 
for the latter derivation would be Eq. 4-15. In order 
to derive x(t) for a flow rate change, the process 
model must first be linearized, a technique considered 
in Section 4.4. 

4.2 TRANSFER FUNCTIONS OF 
COMPLICATED MODELS 

In the next example, we extend the concept of a transfer 
function model based on a single differential equation 
model to a model consisting of two differential equations. 
A more complicated transfer function results, but the 
approach remains the same. 
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EXAMPLE4.2 

Consider the model of the electrically heated stirred-tank 
system in Section 2.4.3. Subscript e refers to the heating 
element: 

dT 
medt = wC(Ti - T) + heAe(Te - T) (2-47) 

dTe 
meeedt = Q - heA-eCTe- T) (2-48) 

(a) Derive transfer functions relating changes in outlet 
temperature T to changes in the two input variables: 
heater input Q (assuming no change in inlet tempera­
ture), and inlet temperature Ti (for no change in 
heater input). 

(b) Show how these transfer functions are simplified when 
negligible thermal capacitance of the heating element 
(meee ~ 0) is assumed. 

SOLUTION 

(a) First write the steady-state equations: 

o = we(Ti- T) + heAeCTe- T) (4-23) 

0 = Q - heAe(Te - T) (4-24) 

Next subtract (4-23) from (2-47), and (4-24) from (2-48): 

dT - -
medt = wC[(Ti- Ti) - (T- T)] 

+ heAe[(Te- Te) - (T- T)] (4-25) 

Note that dT/dt = dT'Idt and dTefdt = dT:/dt. Substitute 
deviation variables; then multiply ( 4-25) by l!we and 
( 4-26) by llheAe: 

m dT' = -(T'- T!) + heAe (T'-T') 
w dt ' we e 

(4-27) 

me dT' Q' 
____!_____!_ _e = -- - (T' - T') 
heAe dt heAe e 

(4-28) 

The Laplace transform of each equation, after rearrange­
ment, and assuming T'(O) = T~ (0) = 0, is: 

( m heAe) heAe 
-; s + 1 + we T'(s) = Tj(s) + we T~(s) (4-29) 

( meee + 1)T'( ) = Q'(s) + T'( ) 
heAe S e S heAe S 

(4-30) 

We can eliminate one of the output variables, T'(s) or 
T~(s), by solving (4-30) for it, and substituting into (4-29). 
Because T~(s) is the intermediate variable, remove it. 
Then rearranging gives 

[mmeee s2 + (meee + meee + m)s + 1JT'(s) 
wheAe heAe we w 

( meee ) 1 
= heAe s + 1 Tj(s) + we Q'(s) (4-31) 
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By inspection, it is clear that Eq. 2-49, obtained by time­
domain analysis is equivalent to (4-31). 

Because both inputs influence the dynamic behavior of 
T', it is necessary to develop two transfer functions for the 
model. The effect of Q' on T' can be derived by assuming 
that T; is constant at its nominal steady-state value, T;. 
Thus, T! = 0 and (4-31) can be rearranged as 

T'(s) 

Q'(s) 
(T!(s) = 0) (4-32) 

Similarly, the effect of T[ on T' is obtained by assuming 
that Q = Q (that is, Q' = 0): 

T'(s) 

Tj(s) 

where 

bl 

bz 

(Q'(s) = 0) (4-33) 

1!. meCe meCe m 
(4-34) =--+--+-

h,Ae we w 

1!. mmeCe 
( 4-35) 

wh,Ae 

By the Superposition Principle, the effect of simultaneous 
changes in both inputs is given by 

T'(s) = G1(s)Q'(s) + G2(s)T!(s) (4-36) 

This expression can also be derived by rearranging ( 4-31). 

(b) The limiting behavior of meCe ~ 0 has b2 = 0 and 
b1 = mlw and simplifies ( 4-36) to 

1/wC 1 
T'(s) = Q'(s) + Tj(s) (4-37) 

ms+1 ms+1 
w w 

4.3 PROPERTIES OF TRANSFER 
FUNCTIONS 

One important property of the transfer function is that 
the steady-state output change for a sustained input 
change can be calculated directly. Very simply, setting 
s = 0 in G(s) gives the steady-state gain of a process if 
the gain exists.1 This feature is a consequence of the 
final value theorem presented in Chapter 3. If a unit 
step change in input is assumed, the corresponding out­
put change fort~ oo is lim G(s) ass~ 0. 

The steady-state gain is the ratio of the output vari­
able change to an input variable change when the input 
is adjusted to a new value and held there, thus allowing 
the process to reach a new steady state. Stated another 

1Some processes do not exhibit a steady-state gain, for example, the 
integrating elements discussed in Chapter 5. 

way, the steady-state gain K of a process corresponds 
to the following expression: 

K = Yz- Y1 
liz- u1 

( 4-38) 

where 1 and 2 indicate different steady states and (y, u) 
denote the corresponding steady-state values of the out­
put and input variables. The steady-state gain is con­
stant for linear processes regardless of the operating 
conditions. This is not true for a nonlinear process, as 
discussed in Section 4.4. 

Another important property of the transfer function is 
that the order of the denominator polynomial (in s) is 
the same as the order of the equivalent differential equa­
tion. A general linear nth-order differential equation has 
the form 

du 
+ b1dt + bou (4-39) 

where u andy are input and output deviation variables, 
respectively. The transfer function obtained by Laplace 
transformation of ( 4-39) with y(O) = 0 and all initial 
conditions for the derivatives of u and y set equal to 
zero is 

(4-40) 

Note that the numerator and denominator polynomials 
of the transfer function have the same orders (m and n, 
respectively) as the differential equation. In order for 
the model in ( 4-40) to be physically realizable, n ;::: m. 

The steady-state gain of G(s) in (4-40) is b0 /a0 , 

obtained by setting s = 0. If both the numerator and 
denominator of ( 4-40) are divided by a0 , the characteristic 
(denominator) polynomial can be factored into a product 
II( TiS+ 1) where Ti denotes a time constant. 

G(s) = Y(s) = KB(s) 
U(s) (Tls + 1)(T2s + 1) (TnS + 1) (4-41) 

where gain K and m-th order polynomial B(s) are 
obtained from the numerator of ( 4-40). 

In this time constant form, inspection of the individual 
time constants provides information about the speed 
and qualitative features of the system response. This 
important point is discussed in detail in Chapters 5 and 
6, after some additional mathematical tools have been 
developed. 



Figure 4.1 Block diagram of additive transfer function 
model. 

The orders of the numerator and denominator polyno­
mials in Eq. 4-40 are restricted by physical reasons so that 
n ::::: m. Suppose that a real process could be modeled by 

du 
aoy = b1- + bou ( 4-42) 

dt 

That is, n = 0 and m = 1 in ( 4-39). This system will res­
pond to a step change in u(t) with an impulse at time 
zero, because dxldt is infinite at the time the step change 
occurs. The ability to respond infinitely quickly to a sud­
den change in input is impossible to achieve with any 
real (physical) process, although it is approximated in 
some instances- for example, in an explosion. Therefore, 
we refer to the restriction n ::::: m as a physical realizabil­
ity condition. It provides a diagnostic check on transfer 
functions derived from a high-order differential equa­
tion or from a set of first-order differential equations. 
Those transfer functions where m > 0, such as ( 4-33), 
are said to exhibit numerator dynamics. There are, how­
ever, many important cases where m is zero. 

We have already illustrated the important additive 
property of transfer functions in deriving Eqs. 4-15 
and 4-36, which is depicted in Fig. 4.1. Observe that a 
single process output variable (Y) can be influenced by 
more than one input ( U1 and Uz) acting individually or 
together. 

EXAMPLE4.3 

The stirred-tank heating process described in Eq. 4-37 op­
erates at steady state with an inlet temperature of 70 op 
and a heater input of 1920 Btu/min. The liquid flow rate is 
200 lb/min, the liquid has constant density (p = 62.4 lb/ft3) 

and specific heat (0.32 Btu/lb °F), and the liquid volume is 
constant at 1.60 ft3. Then the inlet temperature is changed 
to 90 °F, and the heater input is changed to 1,600 Btu/min. 
Calculate the output temperature response. 

SOLUTION 

The steady-state energy balance for the nominal conditions 
can be written as 

(4-43) 
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Substituting numerical values gives T = 100 °F. 

90- 70 20 
T!(s) = s = ---; 

1600 - 1920 320 
Q'(s) = = --

s s 

The time constant T and process gain K are 

(62.4)(1.6) . 
T = = 0.5mm 

200 

1 op 

K = (200)(0.32) = 1.56 X 10- 2 Btu/min 

Substituting in Eq. 4-37 yields 

0.0156 ( 320) 1 (20) 
T'(s) = 0.5s + 1 \--s- + 0.5s + 1 ---; (4-44) 

After simplification, 

-5 20 15 
T'(s) = s(0.5s + 1) + s(0.5s + 1) = s(0.5s + 1) (4-45) 

The corresponding time-domain solution is 

T(t) = 100 + 15(1 - e-21) (4-46) 

Equation (4-43) shows the individual effects of the two 
input changes. At steady state, the reduction in the 
heater input lowers the temperature 5 °F, while the inlet 
temperature change increases it by 20 °F, for a net 
increase of 15 °F. 

Transfer functions also exhibit a multiplicative prop­
erty for sequential processes or process elements. Sup­
pose two processes with transfer functions G1 and Gz 
are in a series configuration (see Fig. 4.2). The input 
U(s) to G1 produces an output Y1(s), which is the input 
to G2. The output from G2 is Y2(s). In equation form, 

Y1(s) = G1(s)U(s) (4-47) 

Y2(s) = Gz(s)Yl(s) = Gz(s)Gl(s)U(s) (4-48) 

In other words, the transfer function between the 
original input U1 and the output Yz can be obtained 
by multiplying G2 by G1, as shown by the block dia­
gram in Fig. 4.2. 

U(s) -----;~ 

Figure 4.2 Block diagram of multiplicative (series) transfer 
function model. 



64 Chapter 4 Transfer Function Models 

EXAMPLE4.4 

Suppose that two liquid surge tanks are placed in series 
so that the outflow from the first tank is the inflow to the 
second tank, as shown in Fig. 4.3. If the outlet flow rate 
from each tank is proportional to the height of the liquid 
(head) in that tank, find the transfer function relating 
changes in flow rate from the second tank, QZ(s), to 
changes in flow rate into the first tank, Qi (s). Show how 
this transfer function is related to the individual transfer 
functions, Hi(s)!Qj(s), Qi(s)!Hi(s), H2(s)!Qi(s), and 
Q2(s)IH2(s). Hi(s) and H2(s) denote the deviations in 
Tank 1 and Tank 2 levels, respectively. Assume that the 
two tanks have different cross-sectional areas A 1 and A 2, 

and that the valve resistances are R1 and R2. 

SOLUTION 

Equations 2-56 and 2-57 are valid for each tank; for Tank 1, 

dhl 
A1dt = q; - ql (4-49) 

1 
ql = R1 h1 (4-50) 

Substituting ( 4-50) into ( 4-49) eliminates q1: 

dhl 1 
A1dt = q; - R1 h1 (4-51) 

Putting (4-50) and (4-51) into deviation variable form 
gives 

(4-52) 

(4-53) 

q;---..., 

l 

The transfer function relating Hl(s) to Qi;(s) is found 
by transforming (4-52) and rearranging to obtain 

Hi(s) R1 K1 

Qi(s) A1R1s + 1 T1s + 1 
(4-54) 

where K1 ~ R1 and T1 ~ A1R1. Similarly, the transfer 
function relating Ql(s) to Hi(s) is obtained by transform­
ing (4-53). 

Ql(s) 1 1 

Hi(s) R1 K1 
(4-55) 

The same procedure leads to the corresponding transfer 
functions for Tank 2, 

HZ(s) Rz Kz 
(4-56) 

Qi(s) A 2R2s + 1 TzS + 1 

Q2(s) 1 1 
(4-57) 

H2(s) Rz Kz 

where K 2 ~ R2 and Tz ~ A 2R2. Note that the desired 
transfer function relating the outflow from Tank 2 to the 
inflow to Tank 1 can be derived by forming the product of 
(4-54) through (4-57). 

Q2(s) Q2(s) H2(s) Qi(s) Hi(s) 
--------

Qj(s) H2(s) Qi(s) Hi(s) Qj(s) 
(4-58) 

or 

Qj(s) K2 Tzs + 1 K1 T1s + 1 
(4-59) 

which can be simplified to yield 

Q2(s) 1 

Qj(s) (T1S + 1)(TzS + 1) 
(4-60) 

which is a second-order transfer function (does the unity 
gain make sense on physical grounds?). Figure 4.4 is a block 
diagram showing the information flow for this system. 

Figure 4.3 Schematic diagram of two liquid surge tanks in series. 



Qi(s) Kl Hi(s) 1 Q{(s) K2 H2_(s) 
-- - --
·qs + 1 Kl T2S + 1 

The multiplicative property of transfer functions 
proves to be quite valuable in designing process control 
systems because of the series manner in which process 
units are connected. 

4.4 LINEARIZATION OF NONLINEAR 
MODELS 

In the previous sections, we have limited the discus­
sion to those processes that can be modeled by linear 
ordinary differential equations. However, there is a 
wide variety of processes for which the dynamic be­
havior depends on the process variables in a nonlinear 
manner. 

Prominent examples include the exponential de­
pendence of reaction rate on temperature (considered 
in Chapter 2), the nonlinear behavior of pH with flow 
rate of acid or base, and the asymmetric responses of 
distillate and bottoms compositions in a distillation 
column to changes in feed flow. Classical process con­
trol theory has been developed for linear processes, 
and its use, therefore, is restricted to linear approxi­
mations of the actual nonlinear processes. A linear 
approximation of a nonlinear steady-state model is 
most accurate near the point of linearization. The same 
is true for dynamic process models. Large changes in 
operating conditions for a nonlinear process cannot be 
approximated satisfactorily by linear expressions. 

In many instances, however, nonlinear processes re­
main in the vicinity of a specified operating state. For 
such conditions, a linearized model of the process may 
be sufficiently accurate. Suppose a nonlinear dynamic 
model has been derived from first principles (material, 
energy, or momentum balances): 

dy dt = f(y, u) ( 4-61) 

where y is the output and u is the input. A linear 
approximation of this equation can be obtained by 
using a Taylor series expansion and truncating after the 
first-order terms. The reference point for linearization 
is the nominal steady-state operating point (Y, u). 

f(y, u) ~ f(y, u) + at I (y - y) + at I (u- u) 
ay y,u au y,u 

( 4-62) 

By definition, the steady-state condition corresponds to 
f(y, u) = 0. In addition, note that deviation variables 

1 -
K2 
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Q2(s) 
Figure 4.4 Input-output model for 
two liquid surge tanks in series. 

arise naturally out of the Taylor series expansion­
namely, y' = y - y and u' = u - u. Hence, the 
linearized differential equation in terms of y' and u' is 
(after substituting, dy'/dt = dy/dt) 

dy' atl atl dt = ay /' + au su' (4-63) 

where (af!ay)ls is used to denote (af!ay)l_y, u· If another 
input variable, z, is in the physical model, then Eq. 4-62 
must be generalized further: 

dy' atl atl atl - = - y' + - u' + - z' 
dt ay s au s az s 

(4-64) 

where z' = z- z. 
In order to develop a transfer function of a nonlinear 

model, it is useful to summarize the general procedure, 
as is shown in Fig. 4.5. We use this procedure in the 
next example. 

EXAMPLE4.5 

Again consider the stirred-tank blending system in Eqs. 2-17 
and 2-18, written as 

dV 
Pd( = w1 + w2- w (4-65) 

dx 
pVdt = w1(x1- x) + w2(x2- x) (4-66) 

Assume that volume V remains constant (due to an over­
flow line that is not shown) and consequently, w = w1 + w2. 
Inlet composition x1 and inlet flow rates w1 and w2 can 
vary, but stream 2 is pure solute so that x2 = 1. 

Derive transfer functions that relate the exit composi­
tion to the three input variables (w1, w2, and x1) using the 
steps shown in the flow chart of Fig. 4.5. 

SOLUTION 

The nonlinearities in Eq. 4-66 are due to the product 
terms, w1x1, and so forth. The right side of (4-66) has the 
functional forrnf(x, x1o w1, w2). For Step 1 of Fig. 4.5, find 
the steady-state values of x and w by settings the deriva­
tives of ( 4-65) and ( 4-66) equal to zero and substituting the 
steady-state values. For Step 2, linearize {4-66) about the 
nominal steady-state values to obtain 

pVdx = pVdx' = (af) (x- :X) + (!L) (xl - :X1) 
dt dt ax s axl s 

+ (~) (w1 - w1) + (~) (w2- w2) {4-67) 
awl s aw2 s 
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2a. If linear, subtract steady­
state equations and substitute 

deviation variables. 

Dynamic process model: 
Differential equations 

1. Obtain steady-state model 
by setting derivatives to zero. 

3. Express model in deviation 
variable form. 

4. Take Laplace transform 
(initial conditions are zero). 

2b. If nonlinear, use Taylor 
series expansion to linearize. 

Repeat for other outputs 

5. Algebraically eliminate all 
outputs except the desired output. 

Repeat for other inputs 

6. Set all inputs to zero except 
the desired input. 

7. Rearrange to obtain the 
desired transfer function. 

Result 

Figure 4.5 General procedure for developing transfer function models. 

The partial derivatives are as follow: 

(at) = -wl- w2 
ax s 

(at) = wl 
X1 s 

(at) _ _ 
- = X1- X 
w1 s 

(at) = 1 - x 
w2 s 

(4-68) 

Substitute (4-68) and introduce deviation variables (Step 3): 

dx' 
pVdt = -wx' + w1xi + (x1 - x)w! + (1 - x)w2 

(4-69) 

The above equation is general in that it applies to any 
specified operating point. 

For Step 4 take the Laplace transform of both sides of 
Eq. 4-69 with the initial condition, x'(O) = 0: 

pVsX'(s) = -wX'(s) + w1Xi(s) 

+ (x1 - x)Wi(s) + (1 - x)W2.(s) 



Rearranging and dividing by w yields 

( Vp ) w1 x1- x 
-=-s + 1 X'(s) =-=- Xi(s) +-----=- Wi(s) 
w w w 

Define 

Vp 
'T =-=­

w 

1-x 
+ -----=- WZ( s) 

w 

w1 1- x 
Kl=- K2=--

W' W ' 

Applying Step 5 gives the relationship for the single out­
put and three inputs: 

K1 K2 K3 
X'(s) = --1 Xi(s) + --1 W2.(s) + --1 W!(s) 

'TS + 'TS + 'TS + 
(4-70) 

Three input-output transfer functions can be derived from 
Steps 6 and 7: 

X'(s) K1 
Gl(s) = Xi(s) = 'TS + 1 ( 4-71) 

X'(s) K2 
G2(s) = Wz(s) = 'TS + 1 ( 4-72) 

X'(s) K3 
G3(s) = Wi(s) = 'TS + 1 ( 4-73) 

This example shows that individual transfer func­
tions for a model with several inputs can be obtained 
by linearization of the nonlinear differential equation 
model. Note that all three transfer functions have the 
same time constant T but different gains. 

1- :X 
K2 =-----=- > 0 

w 

If a gain is positive, a steady-state increase in its input 
produces a steady-state increase in the output. A nega­
tive gain (e.g., K 3) has just the opposite effect. 

Note that the gains of this nonlinear process depend 
on the nominal steady-state conditions. Thus, if these 
conditions were changed to improve process perfor­
mance, the numerical values of the gains and time con­
stant would also change. 
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EXAMPLE4.6 

Consider a single tank liquid-level system where the out­
flow passes through a valve. Recalling Eq. 2-56, assume 
now that the valve discharge rate is related to the square 
root of liquid level: 

(4-74) 

where Cv depends on the fixed opening of the valve (see 
Chapter 9). Derive an approximate dynamic model for 
this process by linearization and compare with the results 
in Example 4.4. 

SOLUTION 

The material balance for the process (Eq. 2-54) after sub­
stituting (4-74) is 

(4-75) 

To obtain the system transfer function, linearize ( 4-75) 
about the steady-state conditions (li, Zfi). The deviation 
variables are 

h' = h- h 

qf = qi- Zfi 

Applying ( 4-63) where y = h and x = qi, and f(h, qi) is the 
right side of ( 4-75), the linearized differential equation is 

dh' Cv 
Adt = qj- 2\fhh' 

If we define the valve resistance R using the relation 

1 
R 

(4-76) 

(4-77) 

the resulting dynamic equation is analogous to the linear 
model presented earlier in (4-52): 

(4-78) 

The transfer function corresponding to (4-77) was derived 
earlier as (4-54). 

EXAMPLE4.7 

A horizontal cylindrical tank shown in Fig. 4.6a is used to 
slow the propagation of liquid flow surges in a processing 
line. Figure 4.6b illustrates an end view of the tank and w1 

is the width of the liquid surface, which is a function of its 
height, both of which can vary with time. Develop a model 
for the height of liquid h in the tank at any time with the 
inlet and outlet volumetric flow rates as model inputs. Lin­
earize the model assuming that the process initially is at 
steady state and that the liquid density p is constant. 

SOLUTION 

Note that the primary complication in modeling this 
process is that the liquid surface area A varies as the level 
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Figure 4.6a A horizontal cylindrical liquid surge tank. 

R-h 

w; cylmdncal surge tank. 

varies. The accumulation term must represent this feature. 
For constant density, a mass balance yields 

dm dt = pq;- pq (4-79) 

The mass accumulation term in (4-79) can be written, not­
ing that dV = Adh = w1L dh, as 

dm _ dV _ wLdh 
dt - p dt - p t dt (4-80) 

where w1L represents the changing surface area of the liq­
uid. Substituting ( 4-80) in ( 4-79) and simplifying gives 

dh 
WtLd( = q;- q (4-81) 

The geometric construction in Fig. 4.6b indicates that w/2 
is the length of one side of a right triangle whose hy­
potenuse is R. Thus, wtf2 is related to the level h by 

(4-82a) 

After rearrangement, 

Wt = 2Y(D- h)h (4-82b) 

with D = 2R the diameter of the tank. Substituting ( 4-81 b) 
into ( 4-81) yields a nonlinear dynamic model for the tank 
with q; and q as inputs: 

dh 

dt 

1 
-=-=------;;~=;::::;~ ( q; - q) 
2L V(D - h)h 

(4-83) 

To linearize (4-83) about the operating point (h =h), let 

q;- q 
!=-::-:--~~ 

2L V(D - h)h 

Then 

1 

2LV(D- h)h 

-1 

2LV(D- h)h 

The last partial derivative is zero, because {j; - q = 0 from 
the steady-state relation, and the derivative term in brackets 
is finite for all 0 < h <D. Consequently, the linearized model 
of the process, after substitution of deviation variables, is 

dh' 

dt 
1 ( 1 ') 

2LV(D- h)h q;- q 
(4-84) 

Recall that the term 2L Y(D - h)h in (4-84) represents 
the variable surface area of the tank. The linearized model 
(4-84) treats this quantity as a constant (2L v'(D - h)h 
that depends on the nominal (steady-state) operating 
level. Consequently, operation of the horizontal cylindri­
cal tank for small variations in level around the steady­
state value would be much like that of any tank with 
equivalent but constant liquid surface. For example, aver­
tical cylindrical tank with diameter D' has a surface area 
of liquid in the tank = TI(D')2/4 = 2L V(D - /i)h. Note 
that the coefficient 112L Y(D - h)h is infinite for 7i = 0 or 
7i = D and is a minimum at 7i = D/2. Thus, for large varia­
tions in level, Eq. 4-84 would not be a good approximation, 
because dh/dt is independent of h in the linearized model. 
In these cases, the horizontal and vertical tanks would op­
erate very differently. 

Finally, we examine the application of linearization 
methods when the model involves more than one non­
linear equation. 

EXAMPLE4.8 

As shown in Chapter 2, a continuous stirred-tank reactor 
with a single first-order chemical reaction has the follow­
ing material and energy balances: 

de A vdt = q(cAi - cA) - VkcA (2-66) 

dT 
VpCdt = wC(T;- T) + (-llHR)VkcA + UA(Tc- T) 

(2-68) 

If the reaction rate coefficient k is given by the Arrhenius 
equation, 

k = koe-E/RT (2-63) 

this model is nonlinear. However, it is possible to find ap­
proximate transfer functions relating the inputs and outputs. 
For the case where the flow rate (q or w) and inlet condi­
tions (cAi and T;) are assumed to be constant, calculate the 



transfer function relating changes in the reactor concentra­
tion cA to changes in the coolant temperature Tc. 

SOLUTION 

For this situation, there is a single input variable Tc and 
two output variables cA and T. First, the steady-state oper­
ating point must be determined (Step 1 in Fig. 4.5). Note 
that such a determination will require iterative solution of 
two nonlinear algebraic equations; this can be done using 
a Newton-Raphson method or similar algorithm ~hapra 
and Canale, 2010). Normally, we would specify Ti, cAi, 
and c A and then determine T and Tc that satisfy (2-66) 
and (2-68) at steady state. Then we can proceed with the 
linearization of (2-66) and (2-68). Defining deviation vari­
ables cA., T', and T~, we obtain the following equations: 

where 

dcA. , 
-- = a11cA. + a12T 

dt 

dT' ' T' b T' - = az1 c A + azz + 2 c 
dt 

q -
a1l = -- -koe-EIRT 

v 

SUMMARY 

(4-85) 

(4-86) 

In this chapter, we have introduced an important con­
cept, the transfer function. It relates changes in a 
process output to changes in a process input and can be 
derived from a linear differential equation model using 
Laplace transformation methods. The transfer function 
contains key information about the steady-state and 
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EXERCISES 

4.1 Consider a transfer function: 

Y(s) a 

U(s) bs + c 

(a) What is the steady-state gain? 

(b) For a step change of magnitude Min the input, will the 
output response be bounded for all values of constants a, b, 
and c? Briefly justify your answer. 
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a22 = - 1- [-(wC + UA) 
VpC 

+ ( -!1HR)VCAkoe-EIRT(R;2) J 
UA 

bz = VpC 

Note that Eq. 2-66 does not contain input variable Tc, so 
no T~ term appears in (4-85). We can convert (4-85) and 
(4-86) into a transfer function between the coolant tem­
perature T~(s) and the tank outlet concentration CA.(s) via 
Laplace transformation: 

(s - a11)CA.(s) = a12T'(s) 

(s- azz)T'(s) = az1CA.(s) + bzT~(s) 

Substituting for T'(s), (4-87) becomes 

(4-87) 

(4-88) 

(s - a11)(s - azz)CJt(s) = a12a21 C,4(s) + a12bzT~(s) 
(4-89) 

yielding 

CA(s) 
T~(s) 

(4-90) 

which is a second-order transfer function. The a and b 
coefficients can be evaluated for a particular operating 
condition. 

dynamic relations between input and output variables, 
namely, the process gain and time constants, respec­
tively. Transfer functions are usually expressed in 
terms of deviation variables, that is, deviations from 
nominal steady-state conditions. 

Henson, M. A. and D. E. Seborg (eds.), Nonlinear Process Control, 
Prentice Hall, Upper Saddle River, NJ, 1997. 

4.2 Consider the following transfer function: 

Y(s) 5 
G(s) = U(s) = lOs + 1 

(a) What is the steady-state gain? 

(b) What is the time constant? 

(c) If U(s) = 2/s, what is the value of the output y(t) when 
t~oo? 
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(d) For the same U(s), what is the value of the output when 
t = 10? What is the output when expressed as a fraction of 
the new steady-state value? 

(e) If U(s) = (1 - e-s)!s, that is, the unit rectangular pulse, 
what is the output when t-oo? 

(t) If u(t) = S(t), that is, the unit impulse at t = 0, what is the 
output when t-oo? 

(g) If u(t) = 2 sin 3t, what is the value of the output when 
t-oo? 

4.3 The dynamic behavior of a pressure sensor/transmitter 
can be expressed as a first-order transfer function (in devia­
tion variables) that relates the measured value P m to the ac­
tual pressure, P: 

P,;,(s) 1 

P'(s) 30s + 1 

Both P,;, and P' have units of psi and the time constant has 
units of seconds. Suppose that an alarm will sound if P m ex­
ceeds 45 psi. If the process is initially at steady state, and then 
P suddenly changes from 35 to 50 psi at 1:10PM, at what time 
will the alarm sound? 

4.4 Consider the first-order transfer function model in Exer­
cise 4.2 where y and u are deviation variables. For an initial 
condition of y(O) = 1 and a step change in u of magnitude 
2 (at t = 0), calculate the response, y(t). 
Hint: First determine the corresponding differential equation 
model by using the inverse Laplace tranform. 

4.5 For the process modeled by 

dyl 
2dt = -2y1 - 3y2 + 2u1 

dyz 
dt = 4yl - 6yz + 2u1 + 4u2 

Find the four transfer functions relating the outputs (Yl, yz) to 
the inputs (u1, u2). The ui and Yi are deviation variables. 

4.6 A stirred-tank blending system can be described by a first­
order transfer function between the exit composition x and the 
inlet composition x1 (both are mass fractions of solute): 

X'(s) K 

X[(s) TS + 1 

Lo vl 
xo Yl 

H 

Ll v2 
xl Y2 

Figure E4.7 

where K = 0.6 (dimensionless) and T = 10 min. When the 
blending system is at steady state (x = 0.3), the dynamic be­
havior is tested by quickly adding a large amount of a ra­
dioactive tracer, thus approximating an impulse function 
with magnitude 1.5. 

(a) Calculate the exit composition response x(t) using 
Laplace transforms and sketch x(t). Based on this analytical 
expression, what is the value of x(O)? 
(b) Using the initial value theorem of Section 3.4, determine 
the value of x(O). 
(c) If the process is initially at a steady state with x = 0.3, 
what is the value of x(O)? 
(d) Compare your answer for parts (a)-(c) and briefly dis­
cuss any differences. 

4.7 A single equilibrium stage in a distillation column 1s 
shown in Fig. E4.7. The model that describes this stage is 

dH 
dt = Lo + Vz - (L1 + V1) 

dHx1 
----;j{ = LoXo + VzYz - (L1x1 + VlYl) 

Yl = ao + a1x1 + azxt + ay~:f 

(a) Assuming that the molar holdup H in the stage is con­
stant and that equimolal overflow holds, for a mole of vapor 
that condenses, one mole of liquid is vaporized, simplify the 
model as much as possible. 
(b) Linearize the resulting model and introduce deviation 
variables. 
(c) For constant liquid and vapor flow rates, derive the four 
transfer functions relating outputs x1 and Yl to inputs xo and yz. 
Put in standard form. 

4.8 A surge tank in Fig. E4.8 is designed with a slotted weir 
so that the outflow rate, w, is proportional to the liquid level 
to the 1.5 power; that is, 

w = Rh15 

where R is a constant. If a single stream enters the tank with 
flow rate wi, find the transfer function H'(s)!W'(s). Identify 
the gain and all time constants. Verify units. 

The cross-sectional area of the tank is A. Density p is constant. 

-----Weir 

h 

Figure E4.8 



4.9 For the steam-heated stirred-tank system modeled by 
Eqs. 2-51 and 2-52, assume that the steam temperature Ts is 
constant. 
(a) Find a transfer function relating tank temperature T to 
inlet liquid temperature Ti. 

(b) What is the steady-state gain for this choice of input and 
output? 
(c) Based on physical arguments only, should the gain be 
unity? Justify your answer. 

4.10 The contents of the stirred-tank heating system shown in 
Figure E4.10 are heated at a constant rate of Q(Btu/h) using a 
gas-fired heater. The flow rate w(lb/h) and volume V(ft3) are 
constant, but the heat loss to the surroundings QL(Btu/h) varies 
with the wind velocity v (ft/s) according to the expressions 

QL = UA(T - Ta) 

U(t) = V + bv(t) 

where U, A, b, and Ta are constants. Derive the transfer func­
tion between exit temperature T and wind velocity v. List any 
additional assumptions that you make. 

Figure E4.10 

4.11 Consider a pressure surge system to reduce the effect of 
pressure variations at a compressor outlet on the pressure in 
a compressed gas header. We want to develop a two-tank 
model and evaluate the form of the resulting transfer func­
tion for the two-tank process shown in Fig. E4.11. 

(a) Develop a dynamic model that can be used to solve for 
the gas flow rate, w3(t), to the header given known pressures 
at the compressor, Pc(t), and in the header, Ph(t). Determine 
the degrees of freedom. 

Available Information: 
(i) The three valves operate linearly with resistances 

R1, Rz, R3. e.g., w1 = (Pc- P1)R 
(ii) The tank volumes (V1 and V2) are constant. 

(iii) The Ideal Gas Law holds. 

Figure E4.11 
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(iv) The molecular weight of the gas is M. 
(v) Operation is isothermal. 

(b) Develop the model (linearize, Laplace transform, etc.) 
just to the point where you can identify the following charac­
teristics of the transfer function 

W:J(s) 
PJ(s) 

(i) Is it interacting or noninteracting? 
(ii) What is the order of the denominator? 

(iii) What is the order of the numerator? 
(iv) Are any integrating elements present? 
(v) Does the gain equal one? 

Note: There is no need to derive the actual transfer function. 
On the other hand, you should justify your answer to each 
question. 

4.12 A simple surge tank with a valve on the exit line is illus­
trated in Figure E4.12. If the exit flow rate is proportional to 
the square root of the liquid level, an unsteady-state model 
for the level in the tank is given by 

A dh = · - C h112 
dt q, v 

Figure E4.12 

As usual, you can assume that the process initially is at steady 
state: 

q; = (j = cJio.s 

(a) Find the transfer function H'(s)/Qj(s). Put the transfer 
function in standard gain/time constant form. 

(b) Find the transfer function Q'(s)/Qi (s) and put it in stan­
dard form. 

(c) If the algebraic relation for the exit flow rate is linear in­
stead of square root, the level transfer function can be put 
into a first-order form, 

H'(s) K* 

Q[(s) -r*s + 1 
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with K* = hfiji, T* = Vlqi, and V = Ah is the initial steady­
state volume. 

When written this way, T* is easily interpreted as the liquid 
residence time at the nominal operating conditions. What are 
equivalent expressions forK and Tin the part (a) level trans­
fer function, that is, for the square root outflow relation? 

4.13 Liquid flow out of a spherical tank discharging through 
a valve can be described approximately by the following non­
linear differential equation: 

d(h3) 
pV~ = pqi- CvYh 

where the variables used are consistent with other liquid level 
models we have developed. 

(a) Derive a linearized model (in deviation variables) of the 
form 

dh' 
- = ah' + bq! 
dt ' 

(b) Develop a transfer function relating the liquid level to 
the volumetric flow of liquid into the tank. Give the final ex­
pression in terms of model coefficients, a and b. 

4.14 An exothermic reaction, A----> 2B, takes place adiabati­
cally in a stirred-tank reactor. This liquid reaction occurs at 
constant volume in a 1,000-gal reactor. The reaction can be 
considered to be first-order and irreversible with the rate con­
stant given by 

where Tis in R. 
(a) Using the information below, derive a transfer function 
relating the exit temperature T to the inlet concentration cAi· 

State all assumptions that you make. 
(b) How sensitive is the transfer function gain K to the oper­
ating conditions? Find an expression for the gain in terms of 

q, T, and cAi and evaluate the sensitivities (that is, aK/iJq, 
etc.) 
Available Information 

(i) Nominal steady-state conditions are 

T = 150°F, CAi = 0.8 mol/ft3 

q = 20 gal/min = flow in and out of the reactor 

(ii) Physical property data for the mixture at the nomi­
nal steady state: 

_ Btu _ 3 
C - 0.81boF' p - 52lb/ft , - b.HR = 500kJ/mol 

4.15 A chemostat is a continuous stirred tank bioreactor that 
can carry out fermentation of a plant cell culture. Its dynamic 
behavior can be described by the following equations: 

X= f.L(S)X- DX 

S = - f.L(S)XIY XIS - D(St - S) 

X and S are the cell and substrate concentrations, respec­
tively, and s1is the substrate feed concentration. The dilution 
rate D is defined as the feed flow rate divided by the bioreac­
tor volume. D is the input, while the cell concentration X and 
substrate concentrationS are the output variables. Typically, 
the rate of reaction is referred to as the specific growth rate f.L 
and is modeled by a Monod equation, 

f.LmS 
f.L(S) = K + S 

s 

Assume f.Lm = 0.20 h-1, Ks = 1.0 giL, and Yx;s = O.Sg/g. Use 
a steady-state operating point of I5 = 0.1 h -1, X = 2.25 giL, 
S = 1.0 giL, and ~ = 10 g/L. 

Using linearization, derive a transfer function relating the 
deviation variables for the cell concentration (X - X) to the 
dilution ration (D - D). 
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5.4.1 Step Response 
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Summary 

In Chapter 2 we derived dynamic models for several 
typical processes, and in Chapter 4 we showed how 
these models can be put into standard transfer function 
form. Now we investigate how processes respond to 
typical changes in their environment, that is, to changes 
in their inputs. We have already seen in Chapter 1 that 
process inputs fall into two categories: 

1. Inputs that can be manipulated to control the 
process. 

2. Inputs that are not manipulated, classified as dis­
turbance variables. 

The transfer function representation makes it easy 
to compare the effects of different inputs. For exam­
ple, the dynamic model for the constant-flow stirred­
tank blending system was derived in Section 4.1. 

Rewriting Eq. 4-15 in terms of process parameters 
yields 

w1/w wzlw 
X'(s) = Vp Xl(s) + Vp X2(s) (5-1) 

-s+1 -s+1 
w w 

The resulting first-order transfer functions, 

X'(s) w1/w X'(s) wzlw 
Xl(s) Vp and X2(s) Vp (5-2) 

-s+1 -s+1 
w w 

relate changes in outlet mass fraction X'(s) to changes 
in inlet mass fractions Xi (s) and XZ(s). 

A second advantage of the transfer function repre­
sentation is that the dynamic behavior of a given process 
can be generalized easily. Once we analyze the response 
of the process to an input change, the response of any 
other process described by the same generic transfer 
function is then known. 

73 
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For a general first-order transfer function with out­
put Y(s) and input U(s), 

K 
Y(s) = TS + 1 U(s) (5-3) 

a general time-domain solution can be found once the 
nature of the input change is specified (e.g., step or 
impulse change). This solution applies to any other 
process with a first-order transfer function, for exam­
ple, the liquid surge tanks of Eqs. 4-53 and 4-55. 
Another benefit of transfer function form (e.g., (5-3)) is 
that it is not necessary to re-solve the ODE when K, T, 

or U(s) changes. 
We will exploit this ability to develop general process 

dynamic formulas as much as possible, concentrating on 
transfer functions that commonly arise in describing the 
dynamic behavior of industrial processes. This chapter 
covers the simplest transfer functions: first-order 
processes, integrating units, and second-order processes. 
In Chapter 6 the responses of more complicated transfer 
functions will be discussed. To keep the results as 
general as possible, we now consider several standard 
process inputs that are used to characterize the behavior 
of many actual processes. 

5.1 STANDARD PROCESS INPUTS 

We have previously discussed outputs and inputs for 
process models; we now introduce more precise work­
ing definitions. The word output generally refers to a 
controlled variable in a process, a process variable to be 
maintained at a desired value (set point). For example, 
the output from the stirred blending tank just discussed 
is the mass fraction x of the effluent stream. The word 
input refers to any variable that influences the process 
output, such as the flow rate of the stream flowing into 
the stirred blending tank. The characteristic feature of 
all inputs, whether they are disturbance variables or 
manipulated variables, is that they influence the output 
variables that we wish to control. 

In analyzing process dynamics and in designing con­
trol systems, it is important to know how the process 
outputs will respond to changes in the process inputs. 
There are six important types of input changes used in 
industrial practice for the purposes of modeling and 
control. 

1. Step Input. One characteristic of industrial 
processes is that they can be subjected to sudden and 
sustained input changes; for example, a reactor feed­
stock may be changed quickly from one supply to an­
other, causing a corresponding change in important 
input variables such as feed concentration and feed 
temperature. Such a change can be approximated by 
the step change 

us(t) = {~ t < 0 
t;::: 0 (5-4) 

where zero time, as noted earlier, is taken to be the time 
at which the sudden change of magnitude M occurs. 
Note that u8(t) is defined as a deviation variable-that 
is, the change from the current steady state. Suppose 
the heat input to a stirred-tank heating unit suddenly is 
changed from 8,000 to 10,000 kcaVh, by changing the 
electrical heater input. Then 

Q(t) = 8000 + 2000 S(t) 

Q'(t) = 2000 S(t) 

(5-5a) 

(5-5b) 

where S(t) is the unit step function. The Laplace trans­
form of a step of magnitude M (cf. Eq. 3-4) is 

M 
us(s) = - (5-6) 

s 
2. Ramp Input. Industrial processes often are sub­
jected to inputs that drift-that is, they gradually 
change upward or downward for some period of time 
with a roughly constant slope. For example, ambient 
conditions (air temperature and relative humidity) can 
change slowly during the day so that the plant cooling 
tower temperature also changes slowly. Set points are 
sometimes ramped from one value to another rather 
than making a step change. We can approximate such 
a change in an input variable by means of the ramp 
function: 

uR(t) = { 0 
at 

t < 0 
t;::: 0 (5-7) 

where uR(t) is a deviation variable. The Laplace transform 
of a ramp input with a slope of 1 is given in Table 3.1 as 
l!s2• Hence, transforming Eq. 5-7 yields 

(5-8) 

3. Rectangular Pulse. Processes sometimes are sub­
jected to a sudden step change that then returns to its 
original value. Suppose that a feed to a reactor is shut 
off for a certain period of time or a natural-gas-fired 
furnace experiences a brief interruption in fuel gas. We 
might approximate this type of input change as a rec­
tangular pulse: 

(5-9) 

where the pulse width tw can range from very short 
(approximation to an impulse) to very long. An alter­
native way of expressing (5-9) utilizes the shifted unit 
step input S(t - tw), which is equal to unity for t ;::: tw 
and equal to zero fort< tw (cf. Eq. 3-23). Equation 5-9 
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Figure 5.1 How two step inputs can be combined to form a 
rectangular pulse. 

is depicted in Fig. 5.1 as the sum of two steps, one step 
of magnitude equal to 1 occurring at t = 0 combined 
with a second step of magnitude equal to -1 occurring 
at t = tw. Mathematically, this combination can be ex­
pressed as 

URp(t) = h[S(t) - S(t - tw)] 

Because the Laplace transform is only defined for t ;::: 0, 
this expression can be simplified to 

URp(t) = h[1 - S(t - tw)] t;::: 0 (5-10) 

which can be Laplace transformed to yield 

(5-11) 

which is the same result given in (3-22). 
The three important inputs discussed above-step, 

ramp, rectangular pulse-are depicted in Fig. 5.2. 
Note that many types of inputs can be represented as 
combinations of step and ramp inputs. For example, a 
unit height (isosceles) triangular pulse of width tw can 
be constructed from three ramp inputs, as shown in 
Fig. 5.3. In this case, we write a single expression for 
the triangular pulse function 

UTp(t) = 1_ [tS(t) - 2(t - tw12)S(t - tw/2) 
tw 
+ (t - tw)S(t - tw)] 

= 1_ [t - 2(t - tw12)S(t - tw/2) 
tw 
+ (t - tw)S(t - tw)] t ;::: 0 (5-12) 
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Figure 5.2 Three important examples of deterministic inputs. 

where the second relation is valid only fort ;::: 0. Equa­
tion 5-12 can be Laplace transformed term-by-term to 
obtain 

2 (1 _ 2e-tws12 + e-tws) 
UTp(s) = -t 2 

w s 
(5-13) 

Note that Eq. 5-12 written without the unit step func­
tion multipliers is incorrect. 

Components of a 
unit-height 
triangular 

pulse 

Triangular 
pulse 
urp(t) 

Time, t 

Figure 5.3 How three ramp inputs can be combined to form 
a triangular pulse. 
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4. Sinusoidal Input. Processes are also subjected to 
inputs that vary periodically. As an example, the drift 
in cooling water temperature discussed earlier can 
often be closely tied to diurnal (day-to-night-to-day) 
fluctuations in ambient conditions. Cyclic process 
changes within a 24-hour period often are caused by a 
variation in cooling water temperature that can be 
approximated as a sinusoidal function: 

{ 0 u. t = sm( ) Asin wt 
t < 0 (5-14) 
t::::: 0 

The amplitude of the sinusoidal function is A, while the 
period Pis related to the angular frequency by P = 2Tr/w 
( w in radians/time). On a shorter time scale, high­
frequency disturbances are associated with mixing and 
pumping operations and with 60-Hz electrical noise aris­
ing from AC electrical equipment and instrumentation. 

Sinusoidal inputs are particularly important, because 
they play a central role in frequency response analysis, 
which is discussed in Chapter 14. The Laplace transform 
of the sine function in Eq. 5-14 can be obtained by multi­
plying entry 14 in Table 3.1 by the amplitude A to obtain 

Aw 
Usin(s) = 2 2 

s + (J) 

(5-15) 

5. Impulse Input. The unit impulse function dis­
cussed in Chapter 3 has the simplest Laplace transform, 
U(s) = 1 (Eq. 3-24). However, true impulse functions 
are not encountered in normal plant operations. To 
obtain an impulse input, it is necessary to inject a finite 
amount of energy or material into a process in an infini­
tesimallength of time, which is not possible. However, 
this type of input can be approximated through the 
injection of a concentrated dye or other tracer into the 
process (see Example 3.7). 

6. Random Inputs. Many process inputs change with 
time in such a complex manner that it is not possible to 
describe them as deterministic functions of time. If an 
input u exhibits apparently random fluctuation, it is con­
venient to characterize it in statistical terms- that is, to 
specify its mean value u and standard deviation a. The 
mathematical analysis of such random or stochastic 
processes is beyond the scope of this book. See Maybeck 
(1997) and Box et al. (1994) for more details. Control 
systems designed assuming deterministic inputs usually 
perform satisfactorily for random inputs; hence that 
approach is taken in controller design in this book. Mon­
itoring techniques based on statistical analysis are dis­
cussed in Chapter 21. 

Having considered transfer functions in Chapter 4 
and important types of forcing functions (process in­
puts) here, we now can discuss the dynamic behavior of 
processes in an organized way. We begin with 
processes that can be modeled as first-order transfer 
functions. Then integrating elements are considered 

and finally second-order processes. Despite their sim­
plicity, these transfer functions are quite important be­
cause they represent building blocks for modeling more 
complicated processes. In addition, many important in­
dustrial processes can be adequately approximated by 
first- and second-order transfer functions. In Chapter 6, 
the dynamic characteristics of more complicated sys­
tems, for example, those that contain time delays or nu­
merator terms, or that are of order higher than two, are 
considered. 

5.2 RESPONSE OF FIRST-ORDER 
PROCESSES 

In Section 4.1, we developed a relation for the dynamic 
response of the simple stirred-tank blending system 
(Eq. 4-14). To find how the outlet composition changes 
when either of the inputs, Xi(s) or W2(s), is changed, 
we use the general first-order transfer function, 

Y(s) K 
U(s) TS + 1 

(5-16) 

where K is the process gain and T is the time constant. 
Now we investigate some particular forms of input 
U(s), deriving expressions for Y(s) and the resulting 
response, y(t). 

5.2.1 Step Response 

For a step input of magnitude M, U(s) = Mls, and (5-16) 
becomes 

Y(s)- KM 
s(Ts + 1) 

Using Table 3.1, the time-domain response is 

y(t) = KM(1 - e-th) 

(5-17) 

(5-18) 

The plot of this equation in Fig. 5.4 shows that a first­
order process does not respond instantaneously to a 

1.0 -----------------------

y 

KM 0.5 

2 
t 
T 

3 4 

Figure 5.4 Step response of a first-order process. 
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Table 5.1 Response of a First-Order 
Process to a Step Input 

y(t)!KM = 1 - e-th 

0 0 
T 0.6321 
2T 0.8647 
3T 0.9502 
4T 0.9817 
5T 0.9933 

sudden change in its input. In fact, after a time interval 
equal to the process time constant (t = -r), the process 
response is still only 63.2% complete. Theoretically, 
the process output never reaches the new steady-state 
value except as t ~ oo; it does approximate the final 
steady-state value when t = 5-r, as shown in Table 5.1. 
Notice that Fig. 5.4 has been drawn in dimensionless or 
normalized form, with time divided by the process time 
constant and the output change divided by the product 
of the process gain and magnitude of the input change. 
Now we consider a more specific example. 

EXAMPLE5.1 

A stirred-tank heating system described by Eq. 4-37 is 
used to preheat a reactant containing a suspended solid 
catalyst at a constant flow rate of 1000 kg/h. The volume in 
the tank is 2 m3, and the density and specific heat of the 
suspended mixture are, respectively, 900 kg/m3 and 
1 cal/g °C. The process initially is operating with inlet and 
outlet temperatures of 100 and 130 °C. The following 
questions concerning process operations are posed: 

(a) What is the heater input at the initial steady state and 
the values of K and T? 

(b) If the heater input is suddenly increased by + 30%, 
how long will it take for the tank temperature to 
achieve 99% of the final temperature change? 

(c) Assume the tank is at its initial steady state. If the 
inlet temperature is increased suddenly from 100 to 
120 °C, how long will it take before the outlet temper­
ature changes from 130 to 135 °C? 

SOLUTION 

(a) First calculate the process steady-state operating con­
ditions and then the gain and time constant in Eq. 4-37. 
Assuming no heat losses, the energy input from the 
heater at the initial steady state is equal to the enthalpy 
increase between the inlet and outlet streams. Thus, 
the steady-state energy balance provides the answer: 

Q = wC(T- T;) 

= (106 *)G~~)(130°C -100°C) 

= 3 X 107 cal/h 
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Using Eq. 4-37, the gain and time constants can be 
determined (the disturbance gain is unity): 

K=-1-= 1 

we ( 106f)G ~~) 
= 10-6 __"_g_ 

cal/h 

Vp (2 m3<9 X 105 ~3 ) 
T =- = g = 1.8h 

w 10611 

(b) According to Table 5.1, the time required to attain the 
99% response following a step change of any magni­
tude in heater input will be 5 process time constants­
that is, 9 h. The steady-state change in temperature 
due to a change of +30% in Q (9 X 106 cal/h) can be 
found from the Final Value Theorem, Eq. 3-94: 

T'(t~ oo) =lim s ( 10-6 9 X 106) = 9 oc 
s--->0 1.8s + 1 s 

Note that we have calculated the outlet temperature 
change as a result of the input change; hence, the outlet 
temperature at the final steady state will be 130 oc + 
9 oc = 139 oc. However, use of the Final Value Theorem 
is an unnecessary formality when a process transfer func­
tion is written in the standard form with gain and time 
constants. The input change need only be multiplied by 
the process gain to obtain the ultimate change in the 
process output, assuming that the final value does in fact 
exist and is finite. In this case T' (t ~ oo) = K dQ = 
(10-6 °C/cal· h) (9 X 106 cal/h) = 9 °C. 

(c) Because the gain of the appropriate transfer function 
(that relates T' to Ti) is one, an input temperature 
change of 20 oc causes an outlet temperature of 20 °C. 
The time required for the output to change by 5 °C, or 
25% of the ultimate steady-state change, can be esti­
mated from Fig. 5.4 as th = 0.3 or t = 0.54 h. Equation 
5-18 furnishes a more accurate way to calculate this 
value: 

5 oc - 1 -th 
(1)(20 °C) - - e 

e-t!T = 0.75 

_.!_ = ln 0.75 = -0.288 
T 

t = 0.52 h 

5.2.2 Ramp Response 

We now evaluate how a first-order system responds to 
the ramp input, U(s) = a!? of Eq. 5-8. Performing a 
partial fraction expansion yields 

Y(s)- Ka 
- (-rs + 1)? 

<Xl + txz + <X3 (5-19) 
TS + 1 S ; 
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Figure 5.5 Ramp response of a first-order process 
(comparison of input and output). 

The Heaviside expansion (Chapter 3) gives 

Y(s) = Ka-r2 _ Ka-r + Ka 
TS + 1 S S2 

Using Table 3.1 

y(t) = Ka-r(e-tiT -1) +Kat 

(5-20) 

(5-21) 

The above expression has the interesting property that 
for large values of time (t > > T) 

y(t) r::::: Ka(t--r) (5-22) 

Equation 5-22 implies that after an initial transient pe­
riod, the ramp input yields a ramp output with slope 
equal to Ka, but shifted in time by the process time 
constant T (see Fig. 5.5). An unbounded ramp input 
will ultimately cause some process component to satu­
rate, so the duration of the ramp input ordinarily is lim­
ited. A process input frequently will be ramped from 
one value to another in a fixed amount of time so as to 
avoid the sudden change associated with a step change. 
Ramp inputs of this type are particularly useful during 
the start-up of a continuous process or in operating a 
batch process. 

5.2.3 Sinusoidal Response 

As a final example of the response of first-order 
processes, consider a sinusoidal input Usin(t) = A sin wt, 
with transform given by Eq. (5-15): 

KAw 
(5-23) 

(5-24) 

Inversion gives 

y(t) = 2 ~ ( w-re -tiT - w-r cos wt + sin wt) (5-25) 
W T + 1 

or, by using trigonometric identities, 

y(t)= KAw-r e-t!T+ KA sin(wt+<!>) 
w2-r2 +1 ~ 

(5-26) 

where 

(5-27) 

Notice that in both (5-25) and (5-26) the exponential 
term goes to zero as t ~ oo, leaving a pure sinusoidal 
response. This property is exploited in Chapter 14 for 
frequency response analysis. 

Students often have difficulty imagining how a real 
process variable might change sinusoidally. How can 
the flow rate into a reactor be negative as well as posi­
tive? Remember that we have defined the input u and 
output y in these relations to be deviation variables. An 
actual input might be 

m3 ( m3) q(t) = 0.4 -s- + 0.1 s sin wt (5-28) 

where the amplitude of the deviation input signal A is 
0.1 m3/s. After a long period of time, the output re­
sponse (5-26) also will be a sinusoidal deviation, similar 
to that given in Eq. 5-28. 

EXAMPLE 5.2 

A liquid surge tank similar to the one described by 
Eq. 4-50 has the transfer function form of Eq. 4-53: 

H'(s) 10 
Qi(s) 50s+ 1 

where h is the tank level (m), q; is the flow rate (m3/s), the 
gain has units rn!m3/s, or s/m2, and the time constant has 
units of seconds. The system is operating at steady state with 
q = 0.4 m3/s and h = 4 m when a sinusoidal perturbation in 
inlet flow rate begins with amplitude = 0.1 m3/s and a cyclic 
frequency of 0.002 cycles/s. What are the maximum and 
minimum values of the tank level after the flow rate distur­
bance has occurred for 6 min or more? What are the largest 
level perturbations expected as a result of sinusoidal varia­
tions in flow rate with this amplitude? What is the effect of 
high-frequency variations, say, 0.2 cycles/s? 

SOLUTION 

Note that the actual input signal q(t) is given by Eq. 5-28, 
but only the amplitude of the input deviation (0.1 m3/s) is 
required. From Eq. 5-26 the value of the exponential term 
6 min after the start of sinusoidal forcing is e-360150 = e-7.2 
< 10-3. Thus, the effect of the exponential transient term 
is less than 0.1% of the disturbance amplitude and can be 
safely neglected. Consequently, from Eq. 5-26 the ampli­
tude of the output (level) perturbation is 

KA 



where A is the input amplitude and w is the frequency 
(in radians) = (21T) (cyclic frequency) = (6.28)(0.002) 
radians/s. The amplitude of the perturbation in the liquid 
level is 

Y[(6.28 rad/cycles)(0.002 cycles/s)(50 s)]2 + 1 

or 0.85 m. Hence, the actual tank level varies from a mini­
mum of 3.15 m to a maximum of 4.85 m. 

The largest deviations that can result from sinusoidal vari­
ations of amplitude 0.1 m3/s occur for w ~ 0-that is, for 
very low frequencies. In this case, the deviations would be 
±KA = ±(10 s/m2) (0.1 m3/s) = ±1m. Hence, the mini­
mum and maximum values of level would be 3 and 5 m, 
respectively. 

For high-frequency variations (0.2 cycles/s), the ampli­
tude will approach zero. This occurs because the rapid 
variations of flow rate are averaged in the tank when the 
residence time is sufficiently large, giving a relatively con­
stant level. 

5.3 RESPONSE OF INTEGRATING 
PROCESSES 

In Section 2.4 we briefly considered a liquid-level sys­
tem with a pump attached to the outflow line. Assum­
ing that the outflow rate q can be set at any time by the 
speed of the pump, Eq. 2-54 becomes 

dh(t) 
A -----;t( = qi(t) - q(t) (5-29) 

Suppose at t = 0, the process is at the nominal steady 
state where q; = 7j and h = h. After subtracting the 

steady-state equation (0 = {j;- q) from (5-29) and noting 
that dh(t)!dt = dh'(t)!dt, 

dh'(t) 
A ----;It = q[ (t) - q' (t) (5-30) 

where the primed deviation variables are all zero at t = 0. 
Taking Laplace transforms 

sAH'(s) = Q[(s) - Q'(s) (5-31) 

and rearranging gives 

1 
H'(s) =As [Q[(s)- Q'(s)] (5-32) 

Both transfer functions, H'(s)!Qi(s) = liAs and H'(s)/ 
Q' (s) = -liAs, represent integrating models, character­
ized by the term 1/s. The integral of (5-29) is 

r 1 r }Ti dh* =A }o [qi(t*)- q(t*)] dt* 

or 

1 r h(t)- h = A }o [q;(t*)- q(t*)]dt* (5-33) 
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hence the term integrating process. Integrating processes 
do not have a steady-state gain in the usual sense. For 
such a process operating at steady state, any positive 
step change in qi (increase in qi above q) will cause the 
tank level to increase linearly with time in proportion to 
the difference, qi(t) - q(t), while a positive step change 
in q will cause the tank level to decrease linearly. Thus, 
no new steady state will be attained, unless the tank 
overflows or empties. In contrast, a tank with an exit line 
valve rather than a pump will reach a steady state when 
the outflow rate becomes equal to the inflow rate. This 
process is described by a first-order transfer function 
rather than an integrator (cf. Example 4.6). 

EXAMPLE5.3 

A vented cylindrical tank is used for storage between a 
tank car unloading facility and a continuous reactor that 
uses the tank car contents as feedstock (Fig. 5.6). The reac­
tor feed exits the storage tank at a constant flow rate of 0.02 
m3/s. During some periods of operation, feedstock is simul­
taneously transferred from the tank car to the feed tank 
and from the tank to the reactor. The operators have to be 
particularly careful not to let the feed tank overflow or 
empty. The feed tank is 5 m high (distance to the vent) and 
has an internal cross-sectional area of 4 m2. 

(a) Suppose after a long period of operation, the tank 
level is 2 m at the time the tank car empties. How 
long can the reactor be operated before the feed tank 
is depleted? 

(b) Another tank car is moved into place and connected to 
the tank, while flow continues into the reactor at 0.02 
m3/s. If flow is introduced into the feed tank just as the 
tank level reaches 1 m, how long can the transfer pump 
from the tank car be operated? Assume that it pumps 
at a constant rate of 0.1 m3/s when switched on. 

SOLUTION 

(a) For such a system, there is no unique steady-state 
level corresponding to a particular value of input and 
output flow rate. Suppose the initial level is h = 2 m 
and the constant flow rate from the feed pump to the 
reactor, q = 0.02 m3/s, is the basis for defining devia­
tion variables for h, q, and q;. Then 

h 

and, from Eq. 5-32, the process model for the tank is 

1 
H'(s) = 4s [Q[(s)- Q'(s)] 

At the time the tank car empties 

q; = 0 ~ qi = -0.02 ~ Qi(s) = - 0·02 
s 

q = 0.02 ~ q' = 0 ~ Q'(s) = 0 
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Figure 5.6 Unloading and storage facility for a continuous reactor. 

Thus 

H'(s) = 1._ (- 0.02 _ o) = _ 0.005 
4s s s 

Inversion to the time domain gives h'(t) = -0.005t 
and h(t) = 2 - 0.005t. The length of time for h(t) to go 
to zero is t = 2/0.005 = 400 s. 

(b) For the tank-filling period and using the same basis for 
deviation variables, 

qi = 0.1 ~ qf = +0.08 ~ Qj(s) = 0·08 
s 

q = 0.02~q'= o~Q'(s) = 0 

Consequently, from (5-32), the tank model is 

H'(s) = 1._ (0.08 _ o) = 0.02 
4s s s2 

Inversion to the time domain yields h(t) = 1 + 0.02t. 
Thus, the transfer pump can be operated for 200 s until 
h(t) = 5 m, when the tank would overflow. Note that this 
time (as well as the time to empty the tank in (a)) can be 
calculated without using Laplace transforms, simply by 
using the constant rate of inflow (or outflow) and the tank 
volume. 

This example illustrates that integrating process units do 
not reach a new steady state when subjected to step 
changes in inputs, in contrast to first-order processes 
(cf. Eq. 5-18). Integrating systems represent an example of 
non-self-regulating processes. Closed pulse inputs, where 
the initial and final values of the input are equal, do lead 

to a new steady state. For example, the rectangular pulse 
with height h given in Eq. 5-9 has the Laplace transform 
given in Eq. 5-10. The response of an integrating process 
with transfer function 

Y(s) 
U(s) 

to a rectangular pulse input is 

K 
(5-34) 

s 

Kh(1 - e-tws) ( 1 e-tws) 
Y(s) = = Kh - - - (5-35) 

i i s2 

There are two regions for the solution of (5-35), depend­
ing on the value of t compared to the pulse width tw. For 
0 ::; t < tw, the second term in the parentheses of (5-35) 
is 0, hence 

y(t) = Kht (5-36) 

corresponding to a linear increase with respect to time. 
For t 2::: tw, taking the inverse Laplace transform of (5-35) 
gives 

y(t) = Kh [t- (t- tw)] = Khtw (5-37) 

which is a constant value. Combining the solutions yields 

{ Kht 
y(t) = Khtw (5-38) 

Equation 5-38 shows that the change in y at any time is 
proportional to the area under the input pulse curve (the 
integral), an intuitive result. 



5.4 RESPONSE OF SECOND-ORDER 
PROCESSES 

As noted in Chapter 4, a second-order transfer function 
can arise physically whenever two first-order processes 
are connected in series. For example, two stirred-tank 
blending processes, each with a first-order transfer func­
tion relating inlet to outlet mass fraction, might be physi­
cally connected so that the outflow stream of the first tank 
is used as the inflow stream of the second tank. Figure 5.7 
illustrates the signal flow relation for such a process. Here 

K 
(-r1s + 1)(-r2s + 1) 

(5-39) 

where K = K 1K 2. Alternatively, a second-order process 
transfer function will arise upon transforming either a 
second-order differential equation process model such 
as the one given in Eq. 4-29 for the electrically heated 
stirred-tank unit, or two coupled first-order differential 
equations, such as for the CSTR (cf. Eqs. 4-84 and 4-85). 
In this chapter we consider the case where the second­
order transfer function has the standard form 

G(s) = K 
-r2s2 + 2~TS + 1 

(5-40) 

We defer discussion of the more general cases with a 
time-delay term in the numerator or other numerator 
dynamics present until Chapter 6. 

In Eq. 5-40, KandT have the same importance as for 
a first-order transfer function. K is the process gain, 
and T determines the speed of response (or, equiva­
lently, the response time) of the system. The damping 
coefficient ~ (zeta) is dimensionless. It provides a mea­
sure of the amount of damping in the system- that is, 
the degree of oscillation in a process response after a 
perturbation. Small values of~ imply little damping and 
a large amount of oscillation, as, for example, in an au­
tomobile suspension system with ineffective shock ab­
sorbers. Hitting a bump causes such a vehicle to bounce 
up and down dangerously. In some textbooks, Eq. 5-40 
is written in terms of wn = liT, the undamped natural 
frequency of the system. This name arises because it 
represents the frequency of oscillation of the system 
when there is no damping (~ = 0). 

There are three important classes of second-order 
systems as shown in Table 5.2 The case where ~ < 0 is 
omitted here because it corresponds to an unstable 
second-order system that would have an unbounded 

U(s) ) l __ K_l --' 
. 'TIS+ 1 

X(s)) IL __ K_2_;-y;-;;~s) 
. 'T2S + 1 

Figure 5.7 Two first-order systems in series yield an overall 
second-order system. 
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Table 5.2 The Three Classes of Second-Order Transfer 
Functions 

Damping 
Coefficient 

~>1 

~ = 1 
0<~<1 

Characterization 
of Response 

Overdamped 
Critically damped 
U nderdamped 

Roots of 
Characteristic 

Equation1 

Real and unequal 
Real and equal 
Complex conjugates 

(of the form a+ jb 
and a- jb) 

response to any input (effects of instability are covered 
in Chapter 11). The overdamped and critically damped 
forms of the second-order transfer function most often 
appear when two first-order systems occur in series 
(see Fig. 5.7). The transfer functions given by Eqs. 5-39 
and 5-40 differ only in the form of the denominators. 
Equating the denominators yields the relation between 
the two alternative forms for the overdamped second­
order system: 

-r2s2 + 2~TS + 1 = (-r1s + l)(TzS + 1) (5-41) 

Expanding the right side of (5-41) and equating coeffi­
cients of the s terms, 

T2 = TlTz 

2~T = Tl + Tz 

from which we obtain 

T = VTlT2 (5-42) 

Tl + Tz 
~ = (5-43) 

2VTIT2 
Alternatively, the left side of (5-41) can be factored: 

-r2s2 + 2~TS + 1 = (~ -~ + 1) X 

( TS 1) 
~+~+ (5-44) 

from which expressions for -r1 and -r2 are obtained: 

T 
(~ ~ 1) Tl = 

~- vV=1 (5-45) 

T 
(~ ~ 1) Tz = 

~+ vV=1 (5-46) 

EXAMPLE5.4 

An overdamped system consists of two first-order processes 
operating in series (T1 = 4, Tz = 1). Find the equivalent val­
ues of T and ~ for this system. 
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SOLUTION 

From Eqs. 5-42 and 5-43, 

T = V(4)(i) = 2 

4 + 1 
~ = (2)(2) = 1.25 

Equations 5-45 and 5-46 provide a check on these results: 

2 
'Tl = ----;=_=::::;;::::== 

1.25- V(1.25)2 - 1 
2 

'T2 

1.25 + V(1.25)2 - 1 

2 ----=4 
1.25 - 0.75 

_ __:2:___ = 1 
1.25 + 0.75 

The underdamped form of (5-40) can arise from some 
mechanical systems, from flow or other processes such 
as a pneumatic (air) instrument line with too little line 
capacity, or from a mercury manometer, where inertial 
effects are important. 

For process control problems the underdamped form 
is frequently encountered in investigating the properties 
of processes under feedback control. Control systems are 
sometimes designed so that the controlled process re­
sponds in a manner similar to that of an underdamped 
second-order system (see Chapter 12). Next we develop 
the relation for the step response of all three classes of 
second-order processes. 

5.4.1 Step Response 

For the step input (U(s) = M/s) to a process described 
by (5-40), 

(5-47) 

After inverting to the time domain, the responses can 
be categorized into three classes: 

Overdamped (t > 1) 
If the denominator of Eq. 5-47 can be factored using 
Eqs. 5-45 and 5-46, then the response can be written 

y(t) = KM 1 - 1 2 ( 
,. e-th1 _ ,. e-th2 ) 

'~"1 - '~"2 
(5-48) 

The response can also be written in the equivalent form 

y(t) = KM{ 1- e-~th [cosh(~ t) 

+~sinh(~t)]} (5-49) 

Critically Damped (t = 1) 

y(t) = KM [ 1- ( 1 +~ )e-th] (5-50) 

t 
T 

Figure 5.8 Step response of underdamped second-order 
processes. 

Underdamped (0 <:=:: t < 1) 

{ [ (~) y(t) = KM 1- e-~th cos ,. t 

(5-51) 

Plots of the step responses for different values of ~ are 
shown in Figs. 5.8 and 5.9, where the time axis is nor­
malized with respect to T. Thus, when ,. is small, a rapid 
response is signified, implying a large value for the un­
damped natural frequency, wn = liT. 

Several general remarks can be made concerning the 
responses shown in Figs. 5.8 and 5.9: 

1. Responses exhibit a higher degree of oscillation 
and overshoot (y/ KM > 1) as ~ approaches zero. 

2. Large values of~ yield a sluggish (slow) response. 

3. The fastest response without overshoot is ob­
tained for the critically damped case(~ = 1). 

Control system designers sometimes attempt to 
make the response of the controlled variable to a set­
point change approximate the ideal step response of an 
underdamped second-order system, that is, make it ex­
hibit a prescribed amount of overshoot and oscillation 
as it settles at the new operating point. When damped 
oscillation is desirable, values of ~ in the range 0.4 to 
0.8 may be chosen. In this range, the controlled vari­
able y reaches the new operating point faster than with 
~ = 1.0 or 1.5, but the response is much less oscillatory 
(settles faster) than with~ = 0.2. 

Figure 5.10 illustrates the characteristics of the step 
response of a second-order underdamped process. The 
following terms are used to describe the dynamics of 
underdamped processes: 
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-
T 

Figure 5.9 Step response of critically damped and overdamped second-order processes. 

1. Rise Time. t, is the time the process output takes 
to first reach the new steady-state value. 

2. Time to First Peak. tp is the time required for the 
output to reach its first maximum value. 

3. Settling Time. t8 is the time required for the 
process output to reach and remain inside a band 
whose width is equal to ::!::5% of the total change 
in y for 95% response time (99% response time is 
also used for some applications). 

4. Overshoot. OS =alb(% overshoot is 100 alb). 

5. Decay Ratio. DR = cia (where cis the height of 
the second peak). 

6. Period of Oscillation. P is the time between two 
successive peaks or two successive valleys of the 
response. 

Note that the above definitions generally apply to 
the step response of any underdamped process. If the 

y 

~-<-Period~ 
I p I 

I 
I 
I 
I 

Figure 5.10 Performance characteristics for the step response 
of an underdamped process. 

process does not exhibit overshoot, the rise time defini­
tion is modified to be the time to go from 10% to 90% of 
the steady-state response (Astrom and Hagglund, 2006). 
For the particular case of an underdamped second-order 
process, we can develop analytical expressions for 
some of these characteristics. Using Eq. 5-51 

Time to first peak: tp = TIT/~ (5-52) 

Overshoot: OS = exp( -TI~/~) (5-53) 

Decay ratio: 

Period: 

DR= (OS)2 = exp(-211'~/~) 

p = 21TT 

~ 

(5-54) 
(5-55) 

Note that OS and DR are functions of~ only. For a sec­
ond-order system, the decay ratio is constant for each 
successive pair of peaks. Figure 5.11 illustrates the 
dependence of overshoot and decay ratio on damping 
coefficient. 

For an underdamped second-order transfer function, 
Figs. 5.8 and 5.11 and Eq. 5-55 can be used to obtain esti­
mates of ~ and T based on step response characteristics. 

EXAMPLE5.5 

A stirred-tank reactor has an internal cooling coil to 
remove heat liberated in the reaction. A proportional con­
troller is used to regulate coolant flow rate so as to keep 
the reactor temperature reasonably constant. The con­
troller has been designed so that the controlled reactor 
exhibits typical underdamped second-order temperature 
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Performance 
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Figure 5.11 Relation between some performance characteristics 
of an underdamped second-order process and the process 
damping coefficient. 

response characteristics when it is disturbed, either by 
feed flow rate or by coolant temperature changes. 

(a) The feed flow rate to the reactor changes suddenly from 
0.4 to 0.5 kg/s, and the temperature of the reactor con­
tents, initially at 100 °C, changes eventually to 102 oc. 
What is the gain of the transfer function (under feedback 
control) that relates changes in reactor temperature to 
changes in feed flow rate? (Be sure to specify the units.) 

(b) The operator notes that the resulting response is 
slightly oscillatory with maxima estimated to be 102.5 
and 102.0 oc occurring at times 1000 and 3060 s after 
the change is initiated. What is the complete process 
transfer function? 

(c) The operator failed to note the rise time. Predict t, 
based on the results in (a) and (b). 

SOLUTION 

(a) The gain is obtained by dividing the steady-state change 
in temperature by the feed flow rate (disturbance) 
change: 

K = 102 - 100 = 20 oc 
0.5 - 0.4 kg/s 

(b) The oscillatory characteristics of the response can be 
used to find the dynamic elements in the transfer func­
tion relating temperature to feed flow rate. Assuming 
the step response is due to an underdamped second­
order process, Figs. 5.8 and 5.11 can be used to obtain 
estimates of ' and T. Alternatively, analytical expres­
sions can be used, which is the approach taken here. 
Either Eq. 5-53 or 5-54 can be employed to find ' in­
dependently ofT. Because the second peak value of 
temperature (102.0 oq is essentially the final value 
(102 °C), the calculated value of peak height c will be 
subject to appreciable measurement error. Instead, we 

use the relation for overshoot (rather than decay 
ratio) to take advantage of the greater precision of the 
first peak measurement. Rearranging (5-53) gives 

/ [ln(OS)]2 

'= \j 'IT2 + [ln(OS)f 

OS 102.5- 102 0.5 - 0 25 (" 250/ ) 
= 102-100 --z- · 1.e., 10 

' = 0.4037 ~ 0.4 

Equation 5-55 can be rearranged to find T: 

~ 
T = p 

2'!T 

p = 3060 - 1000 = 2060 s 

T = 300 S 

(5-56) 

(5-57) 

(c) The rise timet, can be calculated from Eq. 5-51. When 
t = t, y(t) is equal to its final steady-state value, KM. 
In other words, the bracketed quantity is identically 
zero at t = t,: 

cos(~ t,) + ' sin(~ t,) = 0 
T ~ T 

(5-58) 

The general solution has multiple values of t that 
satisfy y(t) = KM: 

t = T (n'TT - COS-1 0 n = 1, 2, · · · (5-59) 

~ 
The rise time corresponds to the first time (n = 1) that 
y(t) = KM = y( oo ). Solving for the rise time gives 

t = T ('IT - COS-1 n 
r ~ 

(5-60) 

where the result of the inverse cosine computation 
must be in radians. Because T = 300 s and ' = 0.40 

t, = 649 s 

In summary, the disturbance transfer function between 
feed flow rate and outlet temperature while under feed­
back control is 

T'(s) 

W'(s) 
20 

(300)2s2 + 2(0.4)(300)s + 1 

20 

90,000i + 240s + 1 

where the process gain has units of °C/kg/s. 

5.4.2 Sinusoidal Response 

When a linear second-order system is forced by a sinu­
soidal input A sin wt, the output for large values of time 
(after exponential terms have disappeared) is also a si­
nusoidal signal given by 

y(t) = KA sin (wt + <!:>) (5-61) 
V[l - ( WT ) 2f + (2~WT ) 2 
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Figure 5.12 Sinusoidal response 
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0.1 1 10 after exponential terms have become 
W'T" 

where 

(5-62) 

The output amplitude A is obtained directly from 
Eq. 5-61: 

(5-63) 

The ratio of output to input amplitude is the amplitude 
ratio AR (=A/A). When normalized by the process 
gain, it is called the normalized amplitude ratio ARN 

ARN represents the effect of the dynamic model para­
meters(~, T) on the sinusoidal response; that is, ARN is 
independent of steady-state gain K and the amplitude 
of the forcing function, A. The maximum value of ARN 
can be found (if it exists) by differentiating (5-64) with 
respect to w and setting the derivative to zero. Solving 
for Wmax gives 

2e 
Wmax = -----=-- for 0 < ~ < 0.707 (5-65) 

T 

For ~ ;::: 0.707, there is no maximum, as Fig. 5.12 illus­
trates. Substituting (5-65) into (5-64) yields an expres­
sion for the maximum value of ARN: 

I A I ARN =-
max KA max 

1 

for 0 < ~ < 0.707 (5-66) 

negligible. 

We see from (5-66) that the maximum output ampli­
tude for a second-order process that has no damping 
(~ = 0) is undefined. Small values of ~ are invariably 
avoided in the design of processes, as well as in design­
ing control systems. Equation 5-66 indicates that a 
process with little damping can exhibit very large out­
put oscillations if it is perturbed by periodic signals 
with frequency near Wmax· 

EXAMPLE5.6 

An engineer uses a temperature sensor mounted in a 
thermowell to measure the temperature in a CSTR. The 
temperature sensor/transmitter combination operates ap­
proximately as a first-order system with time constant 
equal to 3 s. The thermowell behaves like a first-order sys­
tem with time constant of 10 s. The engineer notes that the 
measured reactor temperature has been cycling approxi­
mately sinusoidally between 180 and 183 oc with a period 
of 30 s for at least several minutes. What can be concluded 
concerning the actual temperature in the reactor? 

SOLUTION 

First, note that the sensor/transmitter and the transmission 
line act as two first-order processes in series (Eq. 5-39) 
with overall gain K equal to 1, with the approximate trans­
fer function 

T:Ueas(s) 

T~eactor( S) 
1 

(3s + 1)(10s + 1) 
(5-67) 

From the reported results, we conclude that some distur­
bance has caused the actual reactor temperature (and its 
deviation) to vary sinusoidally, which, in turn, has caused 
the recorded output to oscillate. The cycling has continued 
for a period of time that is much longer than the time 
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constants of the process- that is, the instrumentation system. 
Hence, the transients have died out and we can infer the 
conditions in the reactor from the measured results, using 
Eq. 5-63 for the sinusoidal response of a second-order sys­
tem. From (5-67), T1 = 3 sand Tz = 10 s; 'T and~, etc., are 
calculated from Eqs. 5-42 and 5-43: 

'T = V(3)(1o) = 5.48 s 

13 
~ = 2(5.477) = 1.19 

The frequency of the perturbing sinusoidal signal (reactor 
temperature) is calculated from the observed period of 30 s: 

w = 2; = 63~8 = 0.2093 s-1 

The amplitude of the output perturbation also is obtained 
from observed results as 

SUMMARY 

Transfer functions can be used conveniently to obtain 
output responses to any type of input change. In this 
chapter we have focused on first- or second-order 
transfer functions and integrating processes. Because a 
relatively small number of input changes have indus­
trial or analytical significance, we have considered in 
detail the responses of these basic process transfer 
functions to the important types of inputs, such as step, 
ramp, impulse, and sine inputs. 

If a process can be modeled as a first-order or 
second-order transfer function, the process response to 
any standard input change can be found analytically or 
numerically. When a theoretical model is not available, 
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EXERCISES 

5.1 In addition to the standard inputs discussed in Section 
5.1, other input functions occasionally are useful for spe­
cial purposes. One, the so-called doublet pulse, is shown in 
Fig. E5.1. 
(a) Find the Laplace transform of this function by first ex­
pressing it as a composite of functions whose transforms you 
already know. 
(b) What is the response of a process having a first-order 
transfer function Kl( 'TS + 1) to this input? of the integrating 
process Kls? 

(c) From these results, can you determine what special prop­
erty this input offers? 

A: = 183 ; 180 = 1.5 oc 

Equation 5-63 now can be rearranged to calculate the 
amplitude of the actual reactor temperature 

A = ~ Y[1 - (wT)2]2 + (2~wT)2 
from which A = 4.12 °C. Thus, the actual reactor tempera­
ture is varying between 181.5 - 4.12 = 177.38 oc and 181.5 + 
4.12 = 185.62 °C, nearly three times the variation indi­
cated by the recorder. 

Because the second-order process in this example is 
overdamped (~ = 1.19), we expect that sinusoidal pertur­
bations in the reactor temperature always will be attenu­
ated (reduced in amplitude) in the measurement system 
regardless of the frequency of the perturbation. Further 
discussion of sinusoidal forcing is contained in Chapter 13 
on frequency response techniques. 

as occurs in many plant situations, data can be used to 
obtain an approximate process transfer function if the 
input is known, as discussed in Chapter 7. A model per­
mits predictions of how a process will react to other 
types of disturbances or input changes. 

Unfortunately, not all processes can be modeled by 
such simple transfer functions. Hence, in Chapter 6 sev­
eral additional transfer function elements are intro­
duced in order to construct more complicated transfer 
functions. However, the emphasis there is to show how 
complex process behavior can be explained with com­
binations of simple transfer function elements. 

Maybeck, P. S., Stochastic Models, Estimation, and Control, 2d ed., 
Academic Press, New York, 1997. 
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5.2 A heater for a semiconductor wafer has first-order dy­
namics, that is, the transfer function relating changes in tem­
perature T to changes in the heater input power level P is 

T'(s) 

P'(s) 
K 

TS + 1 

where K has units [°C/Kw] and T has units [min]. 

The process is at steady state when an engineer changes the 
power input stepwise from 1 to 1.5 Kw. She notes the following: 

(i) The process temperature initially is 80 °C. 

(ii) Four minutes after changing the power input, the 
temperature is 230 °C. 

(iii) Thirty minutes later the temperature is 280 °C. 

(a) What are KandT in the process transfer function? 

(b) If at another time the engineer changes the power input 
linearly at a rate of 0.5 kW/min, what can you say about the 
maximum rate of change of process temperature: When will it 
occur? How large will it be? 

5.3 A composition sensor is used to continually monitor the 
contaminant level in a liquid stream. The dynamic behavior 
of the sensor can be described by a first-order transfer func­
tion with a time constant of 10 s, 

c:n(s) 
C'(s) 

1 
lOs + 1 

where C' is the actual contaminant concentration and C'm is 
the measured value. Both are expressed as deviation vari­
ables (e.g., C' = C- C). The nominal concentration is C = 
5 ppm. Both C and Cm have values of 5 ppm initially (i.e., 
the values at t = 0). 

An alarm sounds if the measured value exceeds the envi­
ronmental limit of 7 ppm. Suppose that the contaminant con­
centration C gradually increases according to the expression 
C(t) = 5 + 0.2t, where tis expressed in seconds. After the ac­
tual contaminant concentration exceeds the environmental 
limit, what is the time interval, !1t, until the alarm sounds? 

5.4 The dynamic response of a stirred-tank bioreactor can 
be represented by the transfer function 

C'(s) 
CF(s) 

4 
2s + 1 

where C' is the exit substrate concentration, mol/L, and C} is 
the feed substrate concentration, mol!L. 

(a) Derive an expression for c'(t) if cp(t) is a rectangular pulse 
(Fig. 5.2) with the following characteristics: 

t < 0 
O:=st<2 
2:=st<oo 

(b) What is the maximum value of c'(t)? When does it 
occur? What is the final value of c'(t)? 
(c) If the initial value is c(O) = 1, how long does it take for 
c(t) to return to a value of 1.05 after it has reached its maxi­
mum value? 

5.5 A thermocouple has the following characteristics when it 
is immersed in a stirred bath: 
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Mass of thermocouple = 1 g 
Heat capacity of thermocouple = 0.25 cal!g oc 
Heat transfer coefficient = 20 cal!cm2h oc (for thermo­
couple and bath) 
Surface area of thermocouple = 3 cm2 

(a) Derive a transfer function model for the thermocouple 
relating the change in its indicated output T to the change in 
the temperature of its surroundings Ts assuming uniform 
temperature (no gradients in the thermocouple bead), no 
conduction in the leads, constant physical properties, and 
conversion of the millivolt-level output directly to a oc read­
ing by a very fast meter. 

(b) If the thermocouple is initially out of the bath and at 
room temperature (23 oq, what is the maximum temperature 
that it will register if it is suddenly plunged into the bath 
(80 oq and held there for 20 s? 

5.6 Consider the transfer function 

Y(s) 10 
G(s) = U(s) = (5s + 1)(3s + 1) 

What is y(t ~ oo) for the following inputs: 

(a) step input of height M 

(b) unit impulse input (S(t)) 

(c) sin t 

(d) unit rectangular pulse (Eq. 3-20, h = 1) 

5.7 Appelpolscher has just left a meeting with Stella J. Smarly, 
IGC's vice-president for process operations and develop­
ment. Smarly is concerned about an upcoming extended plant 
test of a method intended to improve the yields of a large 
packed-bed reactor. The basic idea, which came from IGC's 
university consultant and was recently tested for feasibility in 
a brief run, involves operating the reactor cyclically so that 
nonlinearities in the system cause the time-average yield at 
the exit to exceed the steady-state value. Smarly is worried 
about the possibility of sintering the catalyst during an ex­
tended run, particularly in the region of the "hotspot" (axially 
about one-third of the way down the bed and at the center­
line) where temperatures invariably peak. Appelpolscher, 
who plans to leave the next day on a two-week big game 
photo safari, doesn't want to cancel his vacation. On the 
other hand, Smarly has told him he faces early, unexpected 
retirement in Botswana if the measurement device (located 
near the hot spot) fails to alert operating people and the reac­
tor catalyst sinters. Appelpolscher likes Botswana but doesn't 
want to retire there. He manages to pull together the follow­
ing data and assumptions before heading for the airport and 
leaves them with you for analysis with the offer of the use of 
his swimming pool while he is gone. What do you report to 
Smarly? 

Data: 

Frequency of cyclic operation = 0.1 cycles/min 
Amplitude of thermal wave (temperature) at the measure­

ment point obtained experimentally in the recent brief 
run= 15 oc 

Average operating temperature at the measurement point, 
T meas = 350 °C 
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Time constant of temperature sensor and thermowell 
1.5 min 

Temperature at the reactor wall = 200 oc 
Temperature at which the catalyst sinters if operated for sev­

eral hours = 700 oc 
Temperature at which the catalyst sinters instantaneously = 

715 oc 
Assumptions: 

The reactor operational cycle is approximately sinusoidal at 
the measurement point. 

The thermowell is located near the reactor wall so as to mea­
sure a "radial average" temperature rather than the cen­
terline temperature. 

The approximate relation is 

T = Tcenter + 2Twall 

3 

which also holds during transient operation. 

5.8 A liquid storage system is shown below. The normal op­
erating conditions are cfl = 10 ft3/min, 7.j2 = 5 ft3/min, h = 4ft. 
The tank is 6 ft in diameter, and the density of each stream is 
60 lb/ft3. Suppose that a pulse change in q1 occurs as shown in 
Fig. E5.8. 

(a) What is the transfer function relating H' to Qi? 

(b) Derive an expression for h(t) for this input change. 

(c) What is the new steady-state value of liquid level h? 
(d) Repeat (b) and (c) for the doublet pulse input of Exer­
cise 5.1 where the changes in q1 are from 10 to 15 to 5 to 
10 ft3/min. 

5.9 Two liquid storage systems are shown in Fig. E5.9. Each 
tank is 4 feet in diameter. For System I, the valve acts as a lin­
ear resistance with the flow-head relation q = 8.33 h, where q 

h 

Figure E5.8 

l 

h 

System I 

Figure E5.9 

is in gaUmin and h is in feet. For System II, variations in 
liquid level h do not affect exit flow rate q. Suppose that each 
system is initially at steady state with h = 6 ft and 7.li = 50 gaU 
min and that at time t = 0 the inlet flow rate suddenly 
changes from 50 to 70 gaUmin. For each system, determine 
the following information: 

(a) The transfer function H'(s)!Qj(s) where the primes 
denote deviation variables. 
(b) The transient response h(t). 

(c) The new steady-state levels. 

(d) If each tank is 8ft tall, which tank overflows first? when? 

5.10 The dynamic behavior of the liquid level in each leg of a 
manometer tube, responding to a change in pressure, is given by 

where h'(t) is the level of fluid measured with respect to the 
initial steady-state value, p'(t) is the pressure change, and R, 
L, g, p, and j.j, are constants. 
(a) Rearrange this equation into standard gain-time con­
stant form and find expressions for K, -r, ' in terms of the 
physical constants. 
(b) For what values of the physical constants does the mano­
meter response oscillate? 

(c) Would changing the manometer fluid so that p (density) 
is larger make its response more oscillatory, or less? Repeat 
the analysis for an increase in j.J, (viscosity). 

5.11 A process is described by the following transfer function: 

Y(s) K 
U(s) s(-rs + 1) 

ql 15~----------~ 

10 

0 12 
Time (min) 

h 

System II 



Thus, it exhibits characteristics of both first-order and inte­
grating processes. 

How could you utilize a step change in the input of magni­
tude M to find quickly the two parameters K and T? (Be 
sure to show all work and sketch the anticipated process 
response.) 

5.12 For the equation 

d2y dy 
- + K- + 4y = u 
df- dt 

(a) Find the transfer function and put it in standard 
gain/time constant form. 

(b) Discuss the qualitative form of the response of this sys­
tem (independent of the input forcing) over the range -10 ::s 
K ::s 10. 

Specify values of K where the response will converge and 
where it will not. Write the form of the response without 
evaluating any coefficients. 

5.13 A second-order critically damped process has the transfer 
function 

Y(s) K 

U(s) (Ts + 1)2 

(a) For a step change in input of magnitude M, what is the 
time (ts) required for such a process to settle to within 5% 
of the total change in the output? 

(b) ForK= 1 and a ramp change in input, u(t) =at, by what 
time period does y(t) lag behind u(t) once the output is 
changing linearly with time? 

5.14 A step change from 15 to 31 psi in actual pressure 
results in the measured response from a pressure-indicating 
element shown in Fig. E5.14. 

(a) Assuming second-order dynamics, calculate all impor­
tant parameters and write an approximate transfer function 
in the form 

R'(s) 

P'(s) 
K 

where R' is the instrument output deviation (mm), P' is the 
actual pressure deviation (psi). 

(b) Write an equivalent differential equation model in terms 
of actual (not deviation) variables. 

R(mml 

12.7 

11.2 

Figure E5.14 

Time (s) 

5.15 An electrically heated process is known to exhibit 
second-order dynamics with the following parameter val­
ues: K = 3 °C/kW, T = 3 min,~ = 0.7. If the process initially 
is at steady state at 70 oc with heater input of 20 kW and 
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the heater input is suddenly changed to 26 kW and held 
there, 

(a) What will be the expression for the process temperature 
as a function of time? 

(b) What will be the maximum temperature observed? 
When will it occur? 

5.16 Starting with Eq. 5-51, derive expressions for the follow­
ing response characteristics of the underdamped second­
order system. 

(a) The time to first peak tP (Eq. 5-52). 
(b) The fraction overshoot (Eq. 5-53). 

(c) The decay ratio (Eq. 5-54). 

(d) The settling time Cts, defined in Fig. 5.10). Can a single 
expression be used for ts over the full range of ~, 0 < ~ < 1? 

5.17 A tank used to dampen liquid flow rate surges is 
known to exhibit second-order dynamics. The input flow 
rate changes suddenly from 120 to 140 gaVmin. An operator 
notes that the tank level changes as follows: 

Before input change: level 

Four minutes later: level 

Forty minutes later: level 

6 ft and steady 

11ft 

10ft and steady 

(a) Find a transfer function model that describes this 
process, at least approximately. Evaluate all parameters in 
your model, including units. 

(b) Is your model unique? Why or why not? 

5.18 A process has the transfer function 

2 Y(s) 
G(s) = s2 + s + 1 U(s) 

(a) For a step change in the input U(s) = 2/s, sketch the 
response y(t) (you do not need to solve the differential 
equation). Show as much detail as possible, including the 
steady-state value of y(t), and whether there is oscillation. 

(b) What is the decay ratio? 

5.19 A surge tank system is to be installed as part of a pilot 
plant facility. The initial proposal calls for the configuration 
shown in Fig. 4.3. Each tank is 5 ft high and 3 ft in diameter. 
The design flow rate is q; = 100 gaVmin. It has been suggested 
that an improved design will result if the two-tank system is 
replaced by a single tank that is 4 ft in diameter and has the 
same total volume (i.e., V = V1 + V2). 

(a) Which surge system (original or modified) can handle 
larger step disturbances in q;? Justify your answer. 

(b) Which system provides the best damping of step distur­
bances in q;? (Justify your answer). 

In your analysis you may assume that: 

(i) The valves on the exit lines act as linear resistances. 

(ii) The valves are adjusted so that each tank is half full at 
the nominal design condition of q; = 100 gaVmin. 

5.20 The caustic concentration of the mixing tank shown in 
Fig. E5.20 is measured using a conductivity cell. The total vol­
ume of solution in the tank is constant at 7 ft3 and the density 
(p = 70 lb/ft3) can be considered to be independent of con­
centration. Let em denote the caustic concentration measured 
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Figure E5.20 

by the conductivity cell. The dynamic response of the conduc­
tivity cell to a step change (at t = 0) of 3 lb/ft3 in the actual 
concentration (passing through the cell) is also shown in 
Fig. E5.20. 

(a) Determine the transfer function c;,.(s)/Ci(s) assuming 
the flow rates are equal and constant: (w1 = w2 = 5lb/min): 

(b) Find the response for a step change in c1 from 14 to 
17lb/ft3. 

(c) If the transfer function c:r,(s)/C'(s) were approximated 
by 1 (unity), what would be the step response of the system 
for the same input change? 

(d) By comparison of (b) and (c), what can you say about 
the dynamics of the conductivity cell? Plot both responses, if 
necessary. 

5.21 An exothermic reaction, A ~ 2B, takes place adiabati­
cally in a stirred-tank system. This liquid phase reaction 
occurs at constant volume in a 100-gal reactor. The reaction 
can be considered to be first order and irreversible with the 
rate constant given by 

k = 2.4 x 101se-20,000/T (min-1) 

where T is in oR. Using the information below, derive a 
transfer function relating the exit temperature T to the inlet 
concentration cAi· State any assumptions that you make. 
Simplify the transfer function by making a first-order 
approximation and show that the approximation is valid by 
comparing the step responses of both the original and the 
approximate models. 

Available Information 

(i) Nominal steady-state conditions are: 

T = 150 °F, CAi = 0.8lb mole/ft3 

q = 20 gaUmin = flow rate in and out of the reactor 

(ii) Physical property data for the mixture at the nominal 
steady state: CP = 0.8 Btu!lb °F, 

p = 52lb/ft3, -t:lHR = 500 kJ/lb mole 

5.22 Using the step responses of (1) an integrating element and 
(2) a first-order process to an input change of magnitude M. 

(a) Show that the step response for an input change M of a 
first-order process 

Kl 
G1(s) = --1 

TS + 

3 

em 2 
(lb/ft3) 

1 

15 30 
Time (s) 

can be approximately modeled by the step response of an 
integrator. 

Ko 
Go(s) =­

s 

for low values oft-i.e., t << T. (Hint: you can use a first-order 
Taylor series approximation of e- 117.) 

(b) What is the relation between K 0 and K 1 if the two 
responses match fort<< T? 

(c) This relationship motivates the use of an integrator 
model to approximate a first-order process by means of a single­
parameter model. Explain how you would analyze a single step 
test to find Ko and a time delay (if one exists). 

5.23 For a stirred-tank heater, assume the transfer function 
between the heater input change u(t) (caUsec) and the tank 
temperature change y(t) COC) can be modeled as 

K 
G(s) = --1 

TS + 

(a) Using the Final Value Theorem, find the steady-state 
response for a unit rectangular pulse change in the heating 

( 1 -s) 
rate U(s) = ~ . 

(b) Repeat the calculation in (a) for a unit ramp ( U(s) = s12). 

(c) For both cases (a) and (b), explain your answer physi­
cally. Is there a physical limitation on the ramping of the 
heating rate? 

5.24 An additive process model is depicted in the figure 
below. 

For G1 = l, G2 = -2 
2 

1, G3 = - 2
1, U(s) = 1 (unit impulse) 

s s + s + 

y 



(a) Derive the response Y(s) and describe y(t) quantitatively. 
(b) Sketch the response and show its major characteristics. 

5.25 Can a tank with the outflow rate fixed by a constant speed 
pump reach a steady state if the inlet flow rate undergoes a step 
change? Why, or why not? If the transfer function is G(s) = K/s, 
is it possible to calculate a steady-state gain? 

5.26 A thermometer with first-order time constant = 0.1 min 
and gain = 1.0 is placed in a temperature bath (25 °C). After 
the thermometer comes to equilibrium with the bath, the tem­
perature of the bath is increased linearly at a rate of 1 °/min. 

(a) What is the difference between the measured temperature 
T m and the bath temperature Tat t = 0.1 min and t = 1.0 min 
after the change in temperature? 
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(b) What is the maximum deviation between T m (t) and 
T(t)? When does it occur? 

(c) Plot both T(t) and T m(t) to 3 mins. For large values oft, 
determine the time lag between T m and T. 

5.27 A thermometer has first-order dynamics with a time 
constant of 1 sec and is placed in a temperature bath at l20°F. 
After the thermometer reaches steady state, it is suddenly 
placed in a bath at 140 °F for 0 :s t :s 10 sec. Then it is re­
turned to the bath at 100 °F. 

(a) Sketch the variation of the measured temperature T m(t) 
with time. 

(b) Calculate T m(t) at t = 0.5 sec and at t = 15.0 sec. 
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DynaDlic Response Characteristics 
of More CoDlplicated Processes 
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6.3 Approximation of Higher-Order Transfer Functions 

6.3.1 Skogestad's "Half Rule" 

6.4 Interacting and Noninteracting Processes 

6.5 State-Space and Transfer Function Matrix Models 

6.5.1 Stability of State-Space Models 

6.5.2 The Relationship between State-Space and Transfer Function Models 
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Summary 

In Chapter 5 we discussed the dynamics of relatively 
simple processes, those that can be modeled as either 
first- or second-order transfer functions or as an integra­
tor. Now we consider more complex transfer function 
models that include additional time constants in the de­
nominator and/or functions of s in the numerator. We 
show that the forms of the numerator and denominator 
of the transfer function model influence the dynamic 
behavior of the process. We also introduce a very impor­
tant concept, the time delay, and consider the approxima­
tion of complicated transfer function models by simpler, 
low-order models. Additional topics in this chapter in­
clude interacting processes, state-space models, and 
processes with multiple inputs and outputs. 

6.1 POLES AND ZEROS AND THEIR 
EFFECT ON PROCESS RESPONSE 

An important feature of the simple process elements dis­
cussed in Chapter 5 is that their response characteristics 
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are determined by the factors of the transfer function 
denominator. For example, consider a transfer function, 

G(s) = K (6-1) 
s(T1S + 1)(T~Sz + 2~TzS + 1) 

where 0 :::::; ~ < 1. Using partial fraction expansion fol­
lowed by the inverse transformation operation, we 
know that the response of system ( 6-1) to any input will 
contain the following functions of time: 

• A constant term resulting from the s factor 

• An e-t/-r1 term resulting from the (T1s + 1) factor 

~ • e -~t/-rz sin t 
Tz 

and 
terms resulting from the 
( T~s2 + 2~ TzS + 1) factor 

Additional terms determined by the specific input 
forcing will also appear in the response, but the 
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intrinsic dynamic features of the process, the so­
called response modes or natural modes, are deter­
mined by the process itself. Each of the above 
response modes is determined from the factors of 
the denominator polynomial, which is also called the 
characteristic polynomial (cf. Section 3.3). The roots 
of these factors are 

Sl = 0 

1 
S2 = -­

Tl 

~ -~ s3 = -- + 1 
T2 T2 

~ -~ s4 = ---1 
T2 T2 

(6-2) 

Roots s3 and s4 are obtained by applying the quadratic 
formula. 

Control engineers refer to the values of s that are 
roots of the denominator polynomial as the poles of 
transfer function G(s). Sometimes it is useful to plot 
the roots (poles) and to discuss process response char­
acteristics in terms of root locations in the complex s 
plane. In Fig. 6.1 the ordinate expresses the imaginary 
part of each root; the abscissa expresses the real part. 
Figure 6.1 is based on Eq. 6-2 and indicates the pres­
ence of four poles: an integrating element (pole at the 
origin), one real pole (at -1/T1), and a pair of complex 
poles, s3 and s4. The real pole is closer to the imaginary 
axis than the complex pair, indicating a slower re­
sponse mode (e-t/'T1 decays slower than e-~t/'Tz). In gen-

Imaginary 
part 

~ ¥-------------- +--
1 'T2 
I 
I 
I 
I 
I 0 

_i 0 

~2 'Tl 

I 
I 
I ~ 
*-------------- ---

'T2 

Real 
part 

Figure 6.1 Poles of G(s) (Eq. 6-1) plotted in the complex s 
plane (X denotes a pole location). 

eral, the speed of response for a given mode increases 
as the pole location moves farther away from the 
imaginary axis. 

Historically, plots such as Fig. 6.1 have played an 
important role in the design of mechanical and electri­
cal control systems, but they are rarely used in design­
ing process control systems. However, it is helpful to 
develop some intuitive feeling for the influence of 
pole locations. A pole to the right of the imaginary 
axis (called a right-half plane pole), for example, 
s = +1/T, indicates that one of the system response 
modes is et/'T. This mode grows without bound as t be­
comes large, a characteristic of unstable systems. As a 
second example, a complex pole always appears as 
part of a conjugate pair, such as s3 and s4 in Eq. 6-2. 
The complex conjugate poles indicate that the re­
sponse will contain sine and cosine terms; that is, it 
will exhibit oscillatory modes. 

All of the transfer functions discussed so far can be 
extended to represent more complex process dynamics 
simply by adding numerator terms. For example, some 
control systems contain a lead-lag element. The differ­
ential equation for this element is 

dy ( du ) 
Tl dt + Y = K Tadt + U (6-3) 

In Eq. 6-3 the standard first-order dynamics have been 
modified by the addition of the dujdt term multiplied by 
a time constant Ta· The corresponding transfer function is 

(6-4) 

Transfer functions with numerator terms such as TaS + 1 
above are said to exhibit numerator dynamics. Suppose 
that the integral of u is included in the input terms: 

dy ( 1 r ) 
Tl dt + y = K u + Ta }o u(t*) dt* (6-5) 

The transfer function for Eq. 6-5, assuming zero initial 
conditions, is 

(6-6) 

In this example, integration of the input introduces a 
pole at the origin (theTas term in the denominator), an 
important point that will be discussed later. 

The dynamics of a process are affected not only by 
the poles of G(s), but also by the values of s that cause 
the numerator of G(s) to become zero. These values 
are called the zeros of G(s). 

Before discussing zeros, it is useful to show several 
equivalent ways in which transfer functions can be 
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written. In Chapter 4, a standard transfer function form 
was discussed: 

m 

Lbi m b m 1 b i=O bms + m-1 S - + .. · + 0 
G(s) = -n-- = n n-1 

~ · as +a -1s + .. · + ao £..Jal n n 
i=O 

(4-41) 

which can also be written as 

G(s) = bm (s - Z1)(s - zz) ... (s - Zm) (6_7) 
an (s - P1)(s - pz) ... (s - Pn) 

where the z; and Pi are zeros and poles, respectively. 
Note that the poles of G(s) are also the roots of the 
characteristic equation. This equation is obtained by 
setting the denominator of G(s), the characteristic 
polynomial, equal to zero. 

It is convenient to express transfer functions in 
gain/time constant form; that is, b0 is factored out of the 
numerator of Eq. 4-41 and a0 out of the denominator to 
show the steady-state gain explicitly (K = b0/a0 = G(O)). 
Then the resulting expressions are factored to give 

(6-8) 

for the case where all factors represent real roots. Thus, 
the relationships between poles and zeros and the time 
constants are 

Z1 = -1/Ta. Z2 = -1/Tb, · · · 

P1 = -1/1'1, P2 = -1/Tz, .. · 

(6-9) 

(6-10) 

The presence or absence of system zeros in Eq. 6-7 
has no effect on the number and location of the poles 
and their associated response modes unless there is an 
exact cancellation of a pole by a zero with the same nu­
merical value. However, the zeros exert a profound ef­
fect on the coefficients of the response modes (i.e., how 
they are weighted) in the system response. Such coeffi­
cients are found by partial fraction expansion. For 
practical control systems the number of zeros in Eq. 6-7 
is less than or equal to the number of poles (m ::::; n). 
When m = n, the output response is discontinuous 
after a step input change, as illustrated by Example 6.1. 

EXAMPLE6.1 

Calculate the response of the lead-lag element (Eq. 6-4) 
to a step change of magnitude Min its input. 

SOLUTION 

For this case, 

KM(TaS + 1) Y(s) - _ ___:__:: _ ____:__ 
S(T1S + 1) 

(6-11) 

y(t) 

KM 

(ii) 

(a) 

Imaginary 
part 

(i) 

(b) 

(iii) 

Real part 

Figure 6.2. (a) Step response of a lead-lag process 
(Eq. 6-13) for five values of a single zero [y(t = 0) = 

Ta/1'1]. (b) Pole-zero plot for a lead-lag process showing 
alternative locations of the single zero. X is a pole 
location; D is a location of single zero. 

which can be expanded into partial fractions 

Y(s) = KM(l + Ta- 1'1) 
S T1S + 1 

(6-12) 

yielding the response 

Note that y(t) changes abruptly at t = 0 from the initial value 
of y = 0 to a new value of y = KMTa/1'1 (see Exercise 6.3). 

Figure 6.2a shows the response for T1 = 4 and five dif­
ferent values of Ta· 

Casei: O<T1<Ta 

Case ii: 0 < Ta < 1'1 
Case iii: Ta < 0 

(Ta = 8) 

(Ta = 1,2) 

(Ta = -1, -4) 

Figure 6.2b is a pole-zero plot showing the location of the 
single system zero, s = -1/Ta, for each of these three 
cases. If Ta = ,.1, the transfer function simplifies to K as a 
result of cancellation of numerator and denominator 
terms, which is a pole-zero cancellation. 

6.1.1 Second-Order Processes with 
Numerator Dynamics 

From inspection of Eq. 6-13 and Fig. 6.2a, the presence 
of a zero in the first-order system causes a jump disconti­
nuity in y(t) at t = 0 when the step input is applied. Such 
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an instantaneous step response is possible only when the 
numerator and denominator polynomials have the same 
order, which includes the case G(s) = K. Industrial 
processes have higher-order dynamics in the denomina­
tor, causing them to exhibit some degree of inertia. This 
feature prevents them from responding instantaneously 
to any input, including an impulse input. Thus, we say 
that m :::; n for a system to be physically realizable. 

EXAMPLE6.2 

For the case of a single zero in an overdamped second­
order transfer function, 

K(TaS + 1) 
G( s) - -,----------'-----,---,----'-------,--

(-rls + 1)(-r2s + 1) 
(6-14) 

calculate the response to a step input of magnitude M and 
plot the results for -r1 = 4, -r2 = 1 and several values of Ta· 

SOLUTION 

The response of this system to a step change in input is 
(see Table 3.1) 

(6-15) 

Note that y(t- oo) = KM as expected; thus, the effect of 
including the single zero does not change the final value, 
nor does it change the number or locations of the poles. 
But the zero does affect how the response modes (expo­
nential terms) are weighted in the solution, Eq. 6-15. 

Mathematical analysis (see Exercise 6.3) shows that 
three types of responses are involved here, as illustrated 
for eight values of Ta in Fig. 6.3: 

y(t) 

KM 

Case i: 

Case ii: 

Case iii: 

(-ra = 8, 16) 

0 < Ta::; T1 (Ta = 0.5, 1, 2, 4) 

Ta < 0 (-ra = -1, -4) 

Figure 6.3 Step response of an overdamped second­
order system (Eq. 6-14) for different values of Ta (-r1 = 4, 
-rz = 1). 

where -r1 > -r2 is arbitrarily chosen. Case (i) shows that 
overshoot can occur if Ta is sufficiently large. Case (ii) is 
similar to a first-order process response. Case (iii), which 
has a positive zero, also called a right-half plane zero, ex­
hibits an inverse response, an infrequently encountered yet 
important dynamic characteristic. An inverse response oc­
curs when the initial response to a step input is in one di­
rection but the final steady state is in the opposite 
direction. For example, for case (iii), the initial response is 
in the negative direction while the new steady state y( oo) is 
in the positive direction in the sense that y( oo) > y(O). In­
verse responses are associated with right-half plane zeros. 

The phenomenon of overshoot or inverse response 
results from the zero in the above example and will not 
occur for an overdamped second-order transfer func­
tion containing two poles but no zero. These features 
arise from competing dynamic effects that operate on 
two different time scales ( -r1 and -r2 in Example 6.2). 
For example, an inverse response can occur in a distil­
lation column when the steam pressure to the reboiler 
is suddenly changed. An increase in steam pressure 
ultimately will decrease the reboiler level (in the absence 
of level control) by boiling off more of the liquid. How­
ever, the initial effect usually is to increase the amount 
of frothing on the trays immediately above the reboiler, 
causing a rapid spillover of liquid from these trays into 
the reboiler below. This initial increase in reboiler liq­
uid level, is later overwhelmed by a decrease due to the 
increased vapor boil-up. See Buckley et al. (1985) for a 
detailed analysis of this phenomenon. 

As a second physical example, tubular catalytic re­
actors with exothermic chemical reactions exhibit an 
inverse response in exit temperature when the feed 
temperature is increased. Initially, increased conver­
sion in the entrance region of the bed momentarily 
depletes reactants at the exit end of the bed, causing 
less heat generation there and decreasing the exit 
temperature. Subsequently, higher reaction rates 
occur, leading to a higher exit temperature, as would 
be expected. Conversely, if the feed temperature is 
decreased, the inverse response initially yields a 
higher exit temperature. 

Inverse response or overshoot can be expected 
whenever two physical effects act on the process output 
variable in different ways and with different time 
scales. For the case of reboiler level mentioned above, 
the fast effect of a steam pressure increase is to spill liq­
uid off the trays above the reboiler immediately as the 
vapor flow increases. The slow effect is to remove sig­
nificant amounts of the liquid mixture from the reboiler 
through increased boiling. Hence, the relationship be­
tween reboiler level and reboiler steam pressure can be 
represented approximately as an overdamped second­
order transfer function with a right-half plane zero. 
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U(s) 

Figure 6.4 Two first-order process elements acting in 
parallel. 

Y(s) 

Next, we show that inverse responses can occur for 
two first-order transfer functions in a parallel arrange­
ment, as shown in Fig. 6.4. The relationship between 
Y(s) and U(s) can be expressed as 

Y(s) KI Kz 
---=----,-- + ---=----,-

U(s) TIS + 1 TzS + 1 
(6-16) 

KI(-r2s + 1) + K2(-ris + 1) 

(-ris + 1)('rzs + 1) 

or, after rearranging the numerator into standard gain/ 
time constant form, we have 

and 

Y(s) 

U(s) 

(K + K )(KITz + KzTI s + 1) 
I z KI + Kz 

---(-TI-s _+_1_);;_( T-zs_+_;;;_1_) -- ( 6-1?) 

KITz + KzTI 
T = 
a KI + Kz 

Knz + KzTI 
K 

(6-18) 

(6-19) 

(6-20) 

The condition for an inverse response to exist is Ta < 0, or 

KITz + KzTI 
K < 0 (6-21) 

For either positive or negative K, Eq. 6-21 can be re­
arranged to the convenient form 

Kz Tz -->-
KI TI 

(6-22) 

Note that Eq. 6-22 indicates that KI and K2 have oppo­
site signs, because TI > 0 and -r2 > 0. It is left to the 
reader to show that K > 0 when KI > 0 and that K < 0 
when KI < 0. In other words, the sign of the overall 
transfer function gain is the same as that of the slower 
process. Exercise 6.5 considers the analysis of a right­
half, plane zero in the transfer function. 

The step response of the process described by Eq. 6-14 
will have a negative slope initially (at t = 0) if the product 

of the gain and step change magnitude is positive 
(KM > 0), Ta is negative, and TI and Tz are both posi­
tive. To show this, let U(s) = M!s: 

~(s) - G(s)U(s) - KM(-ras + 1) (6-23) 
s(-ris + 1)(-rzs + 1) 

Because differentiation in the time domain corre­
sponds to multiplication by s in the Laplace domain ( cf. 
Chapter 3), we let z(t) denote dyjdt. Then 

KM(TaS + 1) 
Z(s) = s Y~) = G~)M = ~ 1)~ 1) \TIS + \TzS + 

(6-24) 

Applying the Initial Value Theorem, 

( ) dy I . [ KM(TaS + 1) ] z 0 = - = hm s -------'--=-------'---

dt t=O s--->oo hs + 1)(-rzs + 1) 

. [ KM(-ra + 1/s) ] KM-ra 
= s~~ (-ri + 1/s)(-rz + 1/s) = TITz 

(6-25) 

which has the sign of Ta if the other constants (KM, TI, 
and -r2) are positive. Note that if Ta is zero, the initial 
slope is zero. Evaluation of Eq. 5-48 fort= 0 yields the 
same result. 

6.2 PROCESSES WITH TIME DELAYS 

Whenever material or energy is physically moved in a 
process or plant, there is a time delay associated with the 
movement. For example, if a fluid is transported through 
a pipe in plug flow, as shown in Fig. 6.5, then the trans­
portation time between points 1 and 2 is given by 

length of pipe 
e = fluid velocity 

or equivalently, by 

volume of pipe 
volumetric flowrate 

(6-26) 

where length and volume both refer to the pipe seg­
ment between 1 and 2. The first relation in Eq. 6-26 
indicates why a time delay sometimes is referred to as a 
distance-velocity lag. Other synonyms are transportation 

Assumed 
flat velocity profile 

~ 

Point 
1 

Point 
2 

Figure 6.5 Transportation of fluid in a pipe for turbulent 
flow. 



Input x(t) 
or 

Output y(t) 

0 

X y 

Time 

Figure 6.6 The effect of a time delay is a translation of the 
function in time. 

lag, transport delay, and dead time. If the plug flow as­
sumption does not hold, for example, with laminar flow 
or for non-Newtonian liquids, approximation of the 
bulk transport dynamics using a time delay still may be 
useful, as discussed below. 

Suppose that xis some fluid property at point 1, such 
as concentration, and y is the same property at point 2 
and that both x and y are deviation variables. Then 
they are related by a time delay e 

{o t < e 
y(t) = x(t - e) t ~ e (6-27) 

Thus, the output y(t) is simply the same input function 
shifted backward in time by e. Figure 6.6 shows this 
translation in time for an arbitrary x(t). 

Equation 3-97 shows that the Laplace transform of a 
function shifted in time by t0 units is simply e-tGY. Thus, 
the transfer function of a time delay of magnitude e is 
given by 

Y(s) -- = G(s) = e-es 
X(s) 

(6-28) 

Besides the physical movement of liquid and solid 
materials, there are other sources of time delays in 
process control problems. For example, the use of a 
chromatograph to measure concentration in liquid or 
gas stream samples taken from a process introduces a 
time delay, the analysis time. One distinctive character­
istic of chemical processes is the common occurrence of 
time delays. 

Even when the plug flow assumption is not valid, 
transportation processes usually can be modeled approx­
imately by the transfer function for a time delay given in 
Eq. 6-28. For liquid flow in a pipe, the plug flow assump­
tion is most nearly satisfied when the radial velocity pro­
file is nearly flat, a condition that occurs for Newtonian 
fluids in turbulent flow. For non-Newtonian fluids and/or 
laminar flow, the fluid transport process still might be 
modeled by a time delay based on the average fluid 
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velocity. A more general approach is to model the flow 
process as a first-order plus time-delay transfer function 

(6-29) 

where Tm is a time constant associated with the degree of 
mixing in the pipe or channel. Both T m and em may have 
to be determined from empirical relations or by experi­
ment. Note that the process gain in (6-29) is unity when 
y and x are material properties such as composition. 

Next we demonstrate that analytical expressions for 
time delays can be derived from the application of con­
servation equations. In Fig. 6.5 suppose that a very small 
cell of liquid passes point 1 at time t. It contains Vc1(t) 
units of the chemical species of interest where V is the 
volume of material in the cell and c1 is the concentration 
of the species. At time t + e, the cell passes point 2 and 
contains Vc2(t + e) units of the species. If the material 
moves in plug flow, not mixing at all with adjacent mate­
rial, then the amount of species in the cell is constant: 

Vcz(t + e) = Vc1(t) 

or 

Cz(t + e) = Cl (t) 

An equivalent way of writing (6-31) is 

Cz(t) = c1(t - e) 

(6-30) 

(6-31) 

(6-32) 

if the flow rate is constant. Putting (6-32) in deviation 
form (by subtracting the steady-state version of (6-32)) 
and taking Laplace transforms gives 

CZ(s) _ -es 
C{(s) - e (6-33) 

When the fluid is incompressible, flow rate changes at 
point 1 propagate instantaneously to any other point in 
the pipe. For compressible fluids such as gases, the sim­
ple expression of (6-33) may not be accurate. Note that 
use of a constant time delay implies constant flow rate. 

6.2.1 Polynomial Approximations to e-os 

The exponential form of Eq. 6-28 is a nonrational transfer 
function that cannot be expressed as a rational function, a 
ratio of two polynominals ins. Consequently, (6-28) can­
not be factored into poles and zeros, a convenient form 
for analysis, as discussed in Section 6.1. However, it is pos­
sible to approximate e-es by polynomials using either a 
Taylor series expansion or a Pade approximation. 

The Taylor series expansion for e -es is: 

e2s2 e3s3 e4s4 esss 
e-es = 1 - es + -- - -- + --- -- + ... 

2! 3! 4! 5! 
(6-34) 

The Pade approximation for a time delay is a ratio of 
two polynomials in s with coefficients selected to match 
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the terms of a truncated Taylor series expansion of e-es. 
The simplest pole-zero approximation is the 1/1 Pade 
approximation: 

e 1- -s 
e-es R:j Gl(s) = 2 e 

1 + 2s 
(6-35) 

Equation 6-35 is called the 1/1 Pade approximation be­
cause it is first-order in both numerator and denominator. 

Performing the indicated long division in (6-35) gives 

A comparison of Eqs. 6-34 and 6-36 indicates that 
G1(s) is correct through the first three terms. There are 
higher-order Pade approximations, for example, the 
2/2 Pade approximation: 

es e2s2 
1 -2+12 

es e2s2 
1 +2+12 

(6-37) 

Figure 6.7a illustrates the response of the 1/1 and 2/2 
Pade approximations to a unit step input. The first­
order approximation exhibits the same type of discon­
tinuous response discussed in Section 6.1 in connection 
with a first-order system with a right-half plane zero. 
(Why?) The second-order approximation is somewhat 

y(t) 0.2 
K 

(a) 

(b) 

Figure 6.7 (a) Step response of 1/1 and 2/2 Pade 
approximations of a time delay (G1(s) and G2(s), 
respectively). (b) Step response of a first-order plus time­
delay process (e = 0.25T) using 1/1 and 2/2 Pade 
approximations of e-es. 

more accurate; the discontinuous response and the 
oscillatory behavior are features expected for a second­
order system (both numerator and denominator) with a 
pair of complex poles. (Why?) Neither approximation 
can accurately represent the discontinuous change in 
the step input very well; however, if the response of a 
first-order system with time delay is considered, 

Ke-es 
Gp(s) = -rs + 1 (6-38) 

Figure 6.7b shows that the approximations are satisfac­
tory for a step response, especially if e << -r, which is 
often the case. 

EXAMPLE6.3 

The trickle-bed catalytic reactor shown in Fig. 6.8 utilizes 
product recycle to obtain satisfactory operating conditions 
for temperature and conversion. Use of a high recycle rate 
eliminates the need for mechanical agitation. Concentrations 
of the single reactant and the product are measured at a 
point in the recycle line where the product stream is 
removed. A liquid phase first-order reaction is involved. 

Under normal operating conditions, the following as­
sumptions may be made: 

(i) The reactor operates isothermally with a reaction 
rate given by r = kc, where - r denotes the rate of 
disappearance of reactant per unit volume, c is the 
concentration of reactant, and k is the rate constant. 

(ii) All flow rates and the liquid volume V are constant. 

(iii) No reaction occurs in the piping. The dynamics of 
the exit and recycle lines can be approximated as 
constant time delays e1 and e2, as indicated in the 
figure. Let c1 denote the reactant concentration at 
the measurement point. 

(iv) Because of the high recycle flow rate, mixing in the 
reactor is complete. 

aq 

v 
c 

Recycle 
line 

AT 

Product 
line 
q 

Figure 6.8 Schematic diagram of a trickle-bed reactor 
with recycle line. (AT: analyzer transmitter; e1: time delay 
associated with material flow from reactor outlet to the 
composition analyzer; e2: time delay associated with 
material flow from analyzer to reactor inlet.) 



(a) Derive an expression for the transfer function 
Ci(s)/C[(s). 

(b) Using the following information, calculate ci(t) for a 
step change in ci(t) = 2000 kg/m3 

Parameter Values 

u = 12 

q = 0.05 m3/min e1 = 0.9 min 

k = 0.04 min-1 92 = 1.1 min 

SOLUTION 

(a) In analogy with Eq. 2-66; the component balance 
around the reactor is, 

de 
V dt = qci + uqcz - (1 + u)qc - Vkc (6-39) 

where the concentration of the reactant is denoted by c. 
Equation 6-39 is linear with constant coefficients. Sub­
tracting the steady-state equation and substituting de­
viation variables yields 

de' 
Vdt = qc[ + uqc2. - (1 + u)qc' - Vkc' (6-40) 

Additional relations are needed for c2(t) and ci(t). Be­
cause the exit and recycle lines can be modeled as 
time delays, 

ci(t) = c' (t - 91) 

c2.(t) = cl(t - Bz) 

(6-41) 

(6-42) 

Equations 6-40 through 6-42 provide the process 
model for the isothermal reactor with recycle. Taking 
the Laplace transform of each equation yields 

sVC'(s) = qC[(s) + uqC2_(s) - (1 + u)qC'(s) 
- VkC'(s) (6-43) 

Ci(s) = e-91SC'(s) 

C2(s) = e-ezsq(s) 

= e -(91 +ez)sc (s) 

= e-e3sC'(s) 

(6-44) 

(6-45) 

where 83 ~ 81 + Bz. Substitute (6-45) into (6-43) and 
solve for C'(s): 

C's = q Cs 6-46 
( ) sV- uqe-e3s + (1 + u)q + Vk ,( ) ( ) 

Equation 6-46 can be rearranged to the following 
form: 

where 

K 
C'(s) = 1 K(1 -e3s) C[(s) (6-47) 

TS + + U - e 

K=--q­
q + Vk 

(6-48) 
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v T = _ ___:___ 
q + Vk 

(6-49) 

Note that, in the limit as e3 ~ 0, e-e3s ~ 1 and 

K C'(s) = -- C(s) 
TS + 1 1 

(6-50) 

So K and T can be interpreted as the process gain 
and time constant, respectively, of a recycle reactor 
with no time delay in the recycle line, which is 
equivalent to a stirred isothermal reactor with no 
recycle. 

The desired transfer function Ci(s)/Ci(s) is ob­
tained by combining Eqs. 6-47 and 6-44 to obtain 

Ci(s) 

Ci(s) 
(6-51) 

(b) To find ci(t) when ci(t) = 2000 kg/m3, we multiply 
(6-51) by 2000/s 

Ci(s) = 2000Ke-elS (6-52) 
s[Ts + 1 + uK(1 - e-e3s)] 

and take the inverse Laplace transform. From inspec­
tion of (6-52) it is clear that the numerator time delay 
can be inverted directly; however, there is no trans­
form in Table 3.1 that contains a time-delay term in 
the denominator. To obtain an analytical solution, the 
denominator time-delay term must be eliminated by 
introducing a rational approximation, for example, the 
1/1 Pade approximation in (6-35). Substituting (6-35) 
and rearranging yields 

2000K(i s + 1 )e-e1s 

This expression can be written in the form 

2000K(TaS + 1)e-91S 
C'(s) -1 - s(T1S + 1)(TzS + 1) 

(6-53) 

(6-54) 

where Ta = 93/2 and T1 and Tz are obtained by factor­
ing the expression in brackets. For uK93 > 0, T1 and Tz 
are real and distinct. 

The numerical parameters in (6-53) are 

K = _q_ = 0.05 = 0 2 
q + Vk 0.05 + (5)(0.04) . 

T = __ V_ = 20min 
q + Vk 

Substituting these values in (6-53) gives 

400(s + 1 )e -0.9s 
C'(s) - -----==--------'------'---------

1 - s[20s2 + (20 + 1 + (24)(0.2)(1) )s + 1] 

400(s + 1)e-0·9s 

s(25s + 1)(0.8s + 1) 
(6-55) 
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Figure 6.9 Recycle reactor composition measured at 
analyzer: (a) complete response; (b) detailed view of 
short-term response. 

Taking the inverse Laplace and introducing the de­
layed unit step function S(t - 0.9) gives 

ci(t) = 400(1 - 0.99174e-(t-0.9)/25 

- 0.00826e-(t-0.9)1°·8)S(t - 0.9) (6-56) 

which is plotted in Fig. 6.9. A numerical solution of Eqs. 
6-40 through 6-42 that uses no approximation for the 
total recycle delay is indistinguishable from the approxi­
mate solution. Note that in obtaining (6-56), we did not 
approximate the numerator delay. It is dealt with exactly 
and appears as a time delay of 0.9 min in several terms. 

6.3 APPROXIMATION OF HIGHER­
ORDER TRANSFER FUNCTIONS 

In this section, we present a general approach for ap­
proximating higher-order transfer function models with 
lower-order models that have similar dynamic and 
steady-state characteristics. The low-order models are 
more convenient for control system design and analy­
sis, as discussed in Chapter 12. 

In Eq. 6-34 we showed that the transfer function for 
a time delay can be expressed as a Taylor series ex­
pansion. For small values of s, truncating the expan­
sion after the first-order term provides a suitable 
approximation: 

(6-57) 

Note that this time-delay approximation is a right-half 
plane (RHP) zero at s = +e. An alternative first-order 
approximation consists of the transfer function, 

-6s 1 1 e =-~---
eas 1 + es (6-58) 

which is based on the approximation, e68 = 1 + es. 
Note that the time constant has a value of e. 

Equations 6-57 and 6-58 were derived to approxi­
mate time-delay terms. However, these expressions can 
be reversed to approximate the pole or zero on the 
right-hand side of the equation by the time-delay term 
on the left side. These pole and zero approximations 
will be demonstrated in Example 6.4. 

6.3.1 Skogestad's "Half Rule" 

Skogestad (2003) has proposed a related approximation 
method for higher-order models that contain multiple 
time constants. He approximates the largest neglected 
time constant in the denominator in the following man­
ner. One-half of its value is added to the existing time 
delay (if any), and the other half is added to the smallest 
retained time constant. Time constants that are smaller 
than the largest neglected time constant are approxi­
mated as time delays using (6-58). A right-half plane 
zero is approximated by (6-57). The motivation for this 
"half rule" is to derive approximate low-order models 
that are more appropriate for control system design. 
Examples 6.4 and 6.5 illustrate Skogestad's half rule. 

EXAMPLE6.4 

Consider a transfer function: 

K(-0.1s + 1) 
G(s) - (5s + 1)(3s + 1)(0.5s + 1) (6-59) 

Derive an approximate first-order-plus-time-delay model, 

~ Ke-as 
G(s) = 'TS + 1 (6-60) 

using two methods: 

(a) The Taylor series expansions of Eqs. 6-57 and 6-58. 

(b) Skogestad's half rule. 

Compare the normalized responses of G(s) and the ap­
proximate models for a unit step input. 

SOLUTION 

(a) The dominant time constant (5) is retained. Applying 
the approximations in (6-57) and (6-58) gives 

and 

-0.1s + 1 ~ e-O.ls (6-61) 

_1_ ~ -3s 
3s+1~e 

1 ~ e-0.5s (6-62) 
0.5s + 1 

Substitution into (6-59) gives the Taylor series approx­
imation, Grs(s): 

~ Ke-O.lse-3se-0.5s Ke-3.6s 

Grs(s) = 5s + 1 = 5s + 1 (6-63) 
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Figure 6.10 Comparison of the actual and approximate 
models for Example 6.4. 

(b) To apply Skogestad's method, we note that the largest 
neglected time constant in (6-59) has a value of three. 
According to his "half rule," half of this value is added 
to the next largest time constant to generate a new time 
constant, T = 5 + 0.5(3) = 6.5. The other half provides 
a new time delay of 0.5(3) = 1.5. The approximation of 
the RHP zero in (6-61) provides an additional time 
delay of 0.1. Approximating the smallest time constant 
of 0.5 in (6-59) by (6-58) produces an additional time 
delay of 0.5. Thus, the total time delay in (6-60) is 

e = 1.5 + 0.1 + o.s = 2.1 

and G(s) can be approximated as 

Ke-2.1s 
Gsk(s) = 6.5s + 1 (6-64) 

The normalized step responses for G(s) and the two 
approximate models are shown in Fig. 6.10. Skoges­
tad's method provides better agreement with the ac­
tual response. 

EXAMPLE6.5 

Consider the following transfer function: 

K(1 - s)e-s 

G(s) = (12s + 1)(3s + 1)(0.2s + 1)(0.05s + 1) 
(6-65) 

Use Skogestad's method to derive two approximate models: 

(a) A first-order-plus-time-delay model in the form of (6-60). 

(b) A second-order-plus-time-delay model in the form 

- Ke-ss 
G( s) - --,-----------=-=-:-------,-,­

- (T1S + 1)(TzS + 1) 
(6-66) 

Compare the normalized output responses for G(s) 
and the approximate models to a unit step input. 
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Figure 6.11 Comparison of the actual model and approxi­
mate models for Example 6.5. The actual and second­
order model responses are almost indistinguishable. 

SOLUTION 

(a) For the first-order-plus-time-delay model, the dom­
inant time constant (12) is retained. One-half of the 
largest neglected time constant (3) is allocated to 
the retained time constant and one-half to the ap­
proximate time delay. Also, the small time con­
stants (0.2 and 0.05) and the zero (1) are added to 
the original time delay. Thus, the model parameters 
in (6-60) are 

3 e = 1 + 2 + 0.2 + o.o5 + 1 = 3.75 

3 
T = 12 + 2 = 13.5 

(b) An analogous derivation for the second-order-plus­
time-delay model gives 

e 1 + 022 + 0.05 + 1 2.15 

12, Tz = 3 + 0.1 3.1 

In this case, the half rule is applied to the third largest 
time constant, 0.2. 

The normalized step responses of the original and 
approximate transfer functions are shown in Fig. 6.11. 
The second-order model provides an excellent approxi­
mation, because the neglected time constants are much 
smaller than the retained time constants. The first­
order-plus-time-delay model is not as accurate, but it 
does provide a suitable approximation of the actual 
response. 

Skogestad (2003) has also proposed approximations 
for left-half plane zeros of the form, T£P + 1, where Ta > 0. 
However, these approximations are more compli­
cated and beyond the scope of this book. In these 
situations, a simpler model can be obtained by empir­
ical fitting of the step response using the techniques 
in Chapter 7. 
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6.4 INTERACTING AND 
NONINTERACTING PROCESSES 

Many processes consist of individual units that are con­
nected in various configurations that include series and 
parallel structures, as well the recycle of material or en­
ergy. It is convenient to classify process configurations as 
being either interacting or noninteracting. The distin­
guishing feature of a noninteracting process is that 
changes in a downstream unit have no effect on upstream 
units. By contrast, for an interacting process, downstream 
units affect upstream units, and vice versa. For example, 
suppose that the exit stream from a chemical reactor 
serves as the feed to a distillation column used to sepa­
rate product from unreacted feed. Changes in the 
reactor affect column operation but not vice versa-a 
noninteracting process. But suppose that the distillate 
stream from the column contains largely unreacted feed; 
then, it could be beneficial to increase the reactor yield 
by recycling the distillate to the reactor where it would be 
added to the fresh feed. Now, changes in the column af­
fect the reactor, and vice versa-an interacting process. 

An example of a system that does not exhibit interac­
tion was discussed in Example 4.4. The two storage 
tanks were connected in series in such a way that liquid 
level in the second tank did not influence the level in 
the first tank (Fig. 4.3). The following transfer functions 
relating tank levels and flows were derived: 

Hi(s) K1 

Q[(s) TlS + 1 
(4-53) 

Qi(s) 1 
(4-54) 

Hi(s) Kl 

H2(s) Kz 
( 4-55) 

Qi(s) TzS + 1 

Q2(s) 1 ( 4-56) 
H2(s) Kz 

where K1 = R 1, K2 = R2, T1 = A 1R1, Tz = A 2R2• Each 
tank level has first-order dynamics with respect to its 
inlet flow rate. Tank 2 level h2 is related to qi by a 
second-order transfer function that can be obtained by 
simple multiplication: 

H2(s) 
Q[(s) 

H2(s) Qi(s) Hi(s) 
------

Qi(s) Hi(s) Q[(s) 

Kz 
(6-67) 

A simple generalization of the dynamic expression 
in Eq. 6-67 is applicable to n tanks in series shown in 
Fig. 6.12: 

H~(s) 

Q[(s) 

and 

Q~(s) 

Q[(s) 

Kn 
n 

.fl(TjS + 1) 
z=l 

1 
n 

.fl(TjS + 1) 
z=l 

Figure 6.12 A series 
configuration of n 
noninteracting tanks. 

(6-68) 

(6-69) 



Figure 6.13 Two tanks in series whose liquid levels interact. 

Next consider an example of an interacting process 
that is similar to the two-tank process in Chapter 4. The 
process shown in Fig. 6.13 is called an interacting system 
because h1 depends on h2 (and vice versa) as a result of 
the interconnecting stream with flow rate q1. There­
fore, the equation for flow from Tank 1 to Tank 2 must 
be written to reflect that physical feature: 

(6-70) 

For the Tank 1 level transfer function, a much more 
complicated expression than ( 4-53) results: 

Hi(s) 

Q[(s) 

( R1RzAz ) 
(Rl + Rz) Rl + Rz s + 1 

R1RzA1Azs2 + (RzAz + R1A1 + RzA1)s + 1 
(6-71) 

It is of the form 

Hi(s) 

Q[(s) 
Ki(TaS + 1) 

-r2s2 + 2~TS + 1 
(6-72) 

In Exercise 6.15, the reader can show that~ > 1 by ana­
lyzing the denominator of (6-71); hence, the transfer 
function is overdamped and second-order, and has a neg­
ative zero at -1/-ra. where Ta = R1RzAz/(R1 + Rz). 
The transfer function relating h1 and h2, 

H2(s) 

Hi(s) 

Rz 

R1RzAz 
R1 + Rz s + 1 

(6-73) 

is of the form K2/(-raS + 1). Consequently, the overall 
transfer function between H2 and Q[ is 

H2(s) 

Q[(s) 
Rz 

(6-74) 

The above analysis of the interacting two-tank system 
is more complicated than that for the noninteracting 
system of Example 4.4. The denominator polynomial 
can no longer be factored into two first-order terms, 
each associated with a single tank. Also, the numerator 
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of the first tank transfer function in (6-72) contains a 
zero that modifies the dynamic behavior along the lines 
suggested in Section 6.1. 

6.5 STATE-SPACE AND TRANSFER 
FUNCTION MATRIX MODELS 

Dynamic models derived from physical principles typi­
cally consist of one or more ordinary differential equa­
tions (ODEs). In this section, we consider a general 
class of ODE models referred to as state-space models, 
that provide a compact and useful representation of dy­
namic systems. Although we limit our discussion to 
linear state-space models, nonlinear state-space models 
are also very useful and provide the theoretical basis 
for the analysis of nonlinear processes (Henson and Se­
borg, 1997; Khalil, 2002). 

Consider a linear state-space model, 

x =Ax+ Bu +Ed 

y = Cx 

(6-75) 
(6-76) 

where xis the state vector; u is the input vector of manip­
ulated variables (also called control variables); dis the 
disturbance vector; andy is the output vector of mea­
sured variables. (Boldface symbols are used to denote 
vectors and matrices, and plain text to represent scalars.) 
The elements of x are referred to as state variables. The 
elements of y are typically a subset of x, namely, the 
state variables that are measured. In general, x, u, d and 
y are functions of time. The time derivative of x is de­
noted by .i( =dxjdt); it is also a vector. Matrices A, B, C, 
and E are constant matrices. The vectors in (6-75) can 
have different dimensions (or "lengths") and are usually 
written as deviation variables. 

Because the state-space model in Eqs. (6-75) and (6-76) 
may seem rather abstract, it is helpful to consider a 
physical example. 

EXAMPLE6.6 

Show that the linearized CSTR model of Example 4.8 can 
be written in the state-space form of Eqs. 6-75 and 6-76. 
Derive state-space models for two cases: 

(a) Both cA and Tare measured 
(b) Only Tis measured 

SOLUTION 

The linearized CSTR model in Eqs. 4-84 and 4-85 can be 
written in vector-matrix form using deviation variables: 

r:~ t [a11 a12] [c~] + [ 0 JT~ (6_77) 

dt J a21 a22 T b2 
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Let x1 £ c.A and x2 £ T', and denote their time der­
ivatives by i1 and i2. In (6-77) the coolant temperature Tc is 
considered to be a manipulated variable. For this example, 
there is a single control variable, u £ T~, and no disturbance 
variable. Substituting these definitions into (6-77) gives 

(6-78) 

which is in the form of Eq. 6-75 with x = col[x1, x2]. ("col" 
denotes a column vector.) 

(a) If both T and cA are measured, then y = x and C =I 
in Eq. 6-76, where I denotes the 2 X 2 identity matrix. 
A and Bare defined in (6-78). 

(b) When only Tis measured, output vector y is a scalar, 
y = T', and Cis a row vector, C = [0,1]. 

Note that the state-space model for Example 6.6 has 
d = 0, because disturbance variables were not included 
in (6-77). By contrast, suppose that the feed composition 
and feed temperature are considered to be disturbance 
variables in the original nonlinear CSTR model in Eqs. 
2-66 and 2-68. Then the linearized model would include 
two additional deviation variables c.Ai and T[, which 
would also be included in (6-77). As a result, (6-78) 
would be modified to include two disturbance variables, 
d1 £ c;ii and d2 £ T[. 

The state-space model in Eq. 6-75 contains both depen­
dent variables, the elements of x, and independent vari­
ables, the elements of u and d. But why is x referred to as 
the "state vector"? This term is used because x(t) 
uniquely determines the state of the system at any time, t. 
Suppose that at time t, the initial value x(O) is specified 
and u(t) and d(t) are known over the time period [0, t]. 
Then x(t) is unique and can be determined from the ana­
lytical solution or by numerical integration. Analytical 
techniques are described in control engineering textbooks 
(e.g., Franklin et al., 2005; Ogata, 2008), while numerical 
solutions can be readily obtained using software packages 
such as MATLAB or Mathematica. 

6.5.1 Stability of State-Space Models 

A detailed analysis of state-space models is beyond the 
scope of this book but is available elsewhere (e.g., 
Franklin et al., 2005; Ogata, 2008). One important 
property of state-space models is stability. A state­
space model is said to be stable if the response x(t) is 
bounded for all u(t) and d(t) that are bounded. The sta­
bility characteristics of a state-space model can be de­
termined from a necessary and sufficient condition: 

Stability Criterion for State-Space Models 

The state-space model in Eq. (6-75) will exhibit a 
bounded response x(t) for all bounded u(t) and d(t) if and 
only if all of the eigenvalues of A have negative real parts. 

Note that stability is solely determined by A; the B, 
C, and E matrices have no effect. 

Next, we review concepts from linear algebra that 
are used in stability analysis. Suppose that A is ann X n 
matrix where n is the dimension of the state vector, x. 
Let A. denote an eigenvalue of A. By definition, the 
eigenvalues are then values of A. that satisfy the equa­
tion A.x = Ax (Strang, 2005). The corresponding values 
of x are the eigenvectors of A. The eigenvalues are the 
roots of the characteristic equation. 

IV- AI= 0 (6-79) 

where I is then X n identity matrix and IV- AI de­
notes the determinant of the matrix A./ - A. 

EXAMPLE6.7 

Determine the stability of the state-space model with the 
following A matrix: 

[
-4.0 

A = 1.2 
-0.5 

SOLUTION 

0.3 
-2.0 

2.0 

1.5] 1.0 
-3.5 

The stability criterion for state-space models indicates that 
stability is determined by the eigenvalues of A. They can 
be calculated using the MATLAB command, eig, after 
defining A: 

A = [ -4.0 0.3 1.5; 1.2 -2 1.0; -0.5 2.0 -3.5] 

eig(A) 

The eigenvalues of A are -0.83, -4.33 + 1.18j, and 
-4.33 -1.18j where j = £ v=T. Because all three eigen­
values have negative real parts, the state-space model is 
stable, although the dynamic behavior will exhibit oscilla­
tion due to the presence of imaginary components in the 
eigenvalues. 

6.5.2 The Relationship between State-Space 
and Transfer Fnnction Models 

State-space models can be converted to 
transfer function models. Consider again 
model in (6-78), which can be expanded as 

Xi = anxi + a12x2 

iz = a21xi + azzXz + bzu 

equivalent 
the CSTR 

(6-80) 

(6-81) 

Apply the Laplace transform to each equation (assum­
ing zero initial conditions for each deviation variable, 
xi andxz): 

sXi(s) = anXi(s) + a12Xz(s) (6-82) 

sXz(s) = aziXi(s) + azzXz(s) + bzU(s) (6-83) 



Solving (6-82) for X2(s) and substituting into (6-83) 
gives the equivalent transfer function model relating xl 
and U: 

s2 - (an + a22)s + ana22 - a12a21 
(6-84) 

Equation 6-82 can be used to derive the transfer func­
tion relating X 2 and U: 

b2(s - an) X2(s) 
U(s) s2 - (an + a22)s + ana22 - a12a21 

(6-85) 

Note that these two transfer functions are also the 
transfer functions for CA(s)/T~(s) and T'(s)/TXs), re­
spectively, as a result of the definitions for x1, x2, and u. 
Furthermore, the roots of the denominator of ( 6-84) 
and (6-85) are also the eigenvalues of A in (6-78). 

EXAMPLE6.8 

To illustrate the relationships between state-space models 
and transfer functions, again consider the electrically 
heated, stirred tank model in Section 2.4.3. First, equa­
tions (2-47) and (2-48) are converted into state-space 
form by dividing (2-47) by me and (2-48) by meee, 
respectively: 

dT W heAe dt = m (Ti - T) + me (Te - T) (6-86) 

(6-87) 

The nominal parameter values are the same as m 
Example 2.4: 

m = 10min 
w 

meee . 
we = l.Omm 

Consequently, 

meee . 
heAe = 1.0 mm 

1 . we = 0.05°C mm/kcal 

meee = 20 kcavoc 

me = 200 kcavoc 

heAe = 20 kcal/°C min 

(a) Using deviation variables (T', T;, Q') determine the 
transfer function between temperature T' and heat 
input Q'. Consider the conditions used in Example 
2.4: Q = 5000 kcaVmin and Ti = 100°C; at t = 0, Q is 
changed to 5,400 kcaVmin. Compare the expression 
for T'(s) with the time domain solution obtained in 
Example 2.4. 

(b) Calculate the eigenvalues of the state-space model. 
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SOLUTION 

(a) Substituting numerical values for the parameters gives 

dT dt = 0.1 (Ti - T) + 0.1 (Te - T) (6-88) 

dTe dt = 0.05 Q - (Te - T) (6-89) 

The model can be written in deviation variable form 
(note that the steady-state values can be calculated to 
be T = 350°C and Te = 640°C): 

dT' dt = 0.1 (T[- T') + 0.1 (T;- T') (6-90) 

dT' 
dte = 0.05 Q'- (T;- T') (6-91) 

T[ = 0 because the inlet temperature is assumed to be 
constant. Taking the Laplace transform gives 

sT'(s) = -0.2 T'(s) + 0.1 T;(s) (6-92) 

sT;(s) = 0.05 Q'(s) - T;(s) + T'(s) (6-93) 

Using the result derived earlier in (6-84) (see also 
( 4-32)), the transfer function is 

T'(s) 0.05 0.005 

Q'(s) 10? + 12s + 1 ? + 1.2s + 0.1 
(6-94) 

For the step change of 400° kcal/min, Q'(s) = 400 

kcal/min, then s 

2 
T'(s) = ----=---­

s(s2 + 12s + 0.1) 

The reader can verify that the inverse Laplace trans­
form is 

T'(t) = 20 [1 - 1.089e-0·091 + 0.0884e-1.111 ] (6-95) 

which is the same solution as obtained in Example 2.4. 

(b) The state-space model in 6-90 and 6-91 can be writ­
ten as 

[T'] [-0.2 0.1] [T'] [ o ] i;; = 1 -1 r; + o.o5 Q' (6-96) 

The 2 X 2 state matrix for this linear model is the same 
when either deviation variables (T', T;, Q') or the orig­
inal physical variables (T, Te, Q) are employed. The 
eigenvalues Ai of the state matrix can be calculated 
from setting the determinant of A - A I equals zero. 

det [-0.2 - A. 0.1 ] = 0 
1 -1- A. 

(-0.2- A.)(-1- A.)- 0.1 = 0 

A.2 + 1.2A. + 0.1 = 0 
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Solving for ll. using the quadratic formula gives 

= -1.2 + Y1.44- oA = -111 -o o9 
~) 2 . , . 

which is the same result that was obtained using the trans­
fer function approach. Because both eigenvalues are real, 
the response is non-oscillating, as shown in Figure 2.4. 

The state space form of the dynamic system is not 
unique. If we are principally interested in modeling the 
dynamics of the temperature T, the state variables of 
the process model can be defined as 

x ~ [ ~ ] (note r; is not an explicit variable). 

The resulting state-space description analogous to ( 6-88) 
and ( 6-89) would be 

dx1 
-=x2 
dt 

dx2 
dt = -1.2x2 - 0.1x1 + 0.05u 

(6-97) 

(6-98) 

Note that if (6-97) is differentiated once and we substi­
tute the right hand side of (6-98) for dx2fdt, then the 
same second-order model for T' is obtained. This is left 
as an exercise for the reader to verify. In addition, it is 
possible to derive other state space descriptions of the 
same second-order ODE, because the state-space form 
is not unique. 

A general expression for the conversion of a state­
space model to the corresponding transfer function 
model will now be derived. The starting point for the 
derivation is the standard state-space model in Eqs. 6-75 
and 6-76. Taking the Laplace transform of these two 
equations gives 

sX(s) = AX(s) + BU(s) + ED(s) (6-99) 

Y(s) = CX(s) (6-100) 

where Y(s) is a column vector that is the Laplace trans­
form of y(t). The other vectors are defined in an analo­
gous manner. After applying linear algebra and 
rearranging, a transfer function representation can be 
derived (Franklin et al., 2005): 

Y(s) = Gp(s)U(s) + Gd(s)D(s) (6-101) 

where the process transfer function matrix, Gp(s) is de­
fined as 

(6-102) 

and the disturbance transfer function matrix Gd(s) is de­
fined as 

(6-103) 

Note that the dimensions of the transfer function ma­
trices depend on the dimensions of Y, U, and D. 

Fortunately, we do not have to perform tedious 
evaluations of expressions such as (6-102) and (6-103) 
by hand. State-space models can be converted to 
transfer function form using the MATLAB com­
mand ss2tf. 

EXAMPLE6.9 

Determine Gp(s) for temperature T' and input Q' for 
Example 6.8 using Equations 6-102 and 6-103. 

SOLUTION 

For part (a) of Example 6.8, Y(s) = X1(s), and there is one 
manipulated variable and no disturbance variable. Conse­
quently, (6-101) reduces to 

Y(s) = C(sl- A)-1BU(s) (6-104) 

where Gp(s) is now a scalar transfer function. 
The calculation of the inverse matrix can be numerically 

challenging, although for this 2 X 2 case it can be done 
analytically by recognizing that 

_ 1 adjoint (sl - A) 
(sl - A) = det (sl - A) (6-105) 

The adjoint matrix is formed by the transpose of the cofac­
tors of A, so that 

[s + 1 0.1 ] 

(si- Arl = l.O s + 0.2 
? + 1.2s + 0.1 

(6-106) 

Note that the denominator polynomial formed by the 
determinant is the same one derived earlier in Example 6.8 
using transfer functions and algebraic manipulation. You 
should verify that the inverse matrix when multiplied by 
(sl- A) yields the identity matrix. 

To find the multivariable transfer function for T'(s)/ 
Q'(s), we use the following matrices from the state-space 
model: 

B = [ 0.~5 ] C = [1 0] 

Then the product 

C(sl- A)-1B 

r 
s + 1 

= [1 OJ s2 + 1.2s + 1 
1.0 

s2 + 1.2s + 1 

0.1 j 
? + 1.2s + 1 [ 0 ] (6-107) 

s + 0.2 0.05 

? + 1.2s + 1 



0.005 
Gp(s) = ? + 1.2s + 0.1 (6-108) 

which is the same result as in Eq. 6-95. The reader can 
also derive Gd(s) relating T'(s) and T[(s) using the 
matrix-based approach in Eq. 6-103; see Eq. (4-33) for 
the solution. 

It is also possible to convert a transfer function matrix in 
the form of Eq. 6-102 to a state-space model, and vice 
versa, using a single command in MATLAB. Using such 
software is recommended when the state matrix is larger 
than2 X 2. 

6.6 MULTIPLE-INPUT, MULTIPLE­
OUTPUT (MIMO) PROCESSES 

Most industrial process control applications involve a 
number of input (manipulated) variables and output 
(controlled) variables. These applications are referred 
to as multiple-input/multiple-output (MIMO) systems 
to distinguish them from the single-input/single-output 
(SISO) systems that have been emphasized so far. 
Modeling MIMO processes is no different conceptually 
than modeling SISO processes. For example, consider 
the thermal mixing process shown in Figure 6.14. The 
level h in the stirred tank and the temperature T are to 
be controlled by adjusting the flow rates of the hot and 
cold streams, wh and We, respectively. The tempera­
tures of the inlet streams Th and Te are considered to 
be disturbance variables. The outlet flow rate w is 
maintained constant by the pump, and the liquid prop­
erties are assumed to be constant (not affected by tem­
perature) in the following derivation. 

Noting that the liquid volume can vary with time, the 
energy and mass balances for this process are 

d[V(T- Tret)] 
pC dt = whC(Th- Tref) + WeC(Te- Tref) 

- wC(T- Tref) (6-109) 

h 

A = cross-section a I area 
of tank 

Figure 6.14 A multi-input, multi-output thermal mixing 
process. 

w 

T 
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(6-110) 

The energy balance includes a thermodynamic refer­
ence temperature Tref (see Section 2.4.1). Expanding 
the derivative gives 

d[V(T - Tret)] = (T _ T ) dV + V dT (6_111) 
dt ref dt dt 

Equation 6-111 can be substituted for the left side of 
Eq. 6-109. Following substitution of the mass balance 
(6-110), a simpler set of equations results with V = Ah 

dT 1 dt = pAh [whTh + WeTe - (wh + We)TJ (6-112) 

dh 1 dt = pA (wh + We - w) (6-113) 

After linearizing (6-112) and (6-113), putting them in 
deviation form, and taking Laplace transforms, we ob­
tain a set of eight transfer functions that describe the 
effect of each input variable (wh, w~, Th, TD on each 
output variable (T' and h'): 

T'(s) (Th- T)fw 
(6-114) 

Wh(s) TS + 1 

T'(s) (Te -T)jw 
(6-115) 

W~(s) TS + 1 

T'(s) whfw 
(6-116) 

Th(s) TS + 1 

T'(s) wefw 
(6-117) 

T~(s) TS + 1 

H'(s) 1/Ap 
(6-118) 

Wh(s) s 

H'(s) 1/Ap 
(6-119) 

W~(s) s 

H'(s) 
Th(s) = 0 (6-120) 

H'(s) 
T~(s) = 0 (6-121) 

where T = pAhjw is the average residence time in the 
tank and an overbar denotes a nominal steady-state 
value. 

Equations 6-114 through 6-117 indicate that all 
four inputs affect the tank temperature through first­
order transfer functions and a single time constant 
that is the nominal residence time of the tank T. 

Equations 6-118 and 6-119 show that the inlet flow 
rates affect level through integrating transfer func­
tions that result from the pump on the exit line. Fi­
nally, it is clear from Eqs. 6-120 and 6-121, as well as 
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from physical intuition, that inlet temperature changes 
have no effect on liquid level. 

A very compact way of expressing Eqs. 6-114 through 
6-121 is by means of a transfer function matrix: l (t,- T);w ('tc- T)/w wh!w 

w,rw l [T'(s)]= Ts+1 TS + 1 TS + 1 TS + 1 

H'(s) 1/Ap 1/Ap 0 0 

s s 

[Wj(')] W~(s) (6-122) 
Tf.(s) 
T~(s) 

Equivalently, two transfer function matrices can be 
used to separate the manipulated variables, wh and We, 

from the disturbance variables, Th and Tc: 

l
('th- T)/w 

[ T'(s)]= -rs+1 
H'(s) 1/Ap 

s 

wclw ][Th(s)J 
TS + 1 '( ) 

0 Tc S 
(6-123) 

The block diagram in Figure 6.15 illustrates how the 
four input variables affect the two output variables. 

Two points are worth mentioning in conclusion: 

1. A transfer function matrix, or, equivalently, the 
set of individual transfer functions, facilitates the 
design of control systems that deal with the in­
teractions between inputs and outputs. For ex­
ample, for the thermal mixing process in this 
section, control strategies can be devised that 
minimize or eliminate the effect of flow changes 

SUMMARY 

In this chapter we have considered the dynamics of 
processes that cannot be described by simple transfer 
functions. Models for these processes include numerator 
dynamics such as time delays or process zeros. An ob­
served time delay is often a manifestation of higher-order 
dynamics; consequently, a time-delay term in a transfer 
function model provides a way of approximating high­
order dynamics (for example, one or more small time 
constants). Important industrial processes typically have 
several input variables and several output variables. For­
tunately, the transfer function methodology for single-

w,;<sl (Th- T)!w 

TS + 1 

W~(s) <Tc- T)!w 

TS + 1 
+ 

+ T'(s) 

+ 

r,;(s) whlw 
+ 

--
,/ TS + 1 

T~(s) "' wclw 

TS + 1 

1/Ap _____,... --
s 

+ 
H'(s) 

+ 
1/Ap 
--

s 

Figure 6.15 Block diagram of the MIMO thermal mixing 
system with variable liquid level. 

on temperature and level. This type of multivari­
able control system is considered in Chapters 18 
and 20. 

2. The development of physically-based MIMO mod­
els can require a significant effort. Thus, empirical 
models rather than theoretical models often must 
be used for complicated processes. Empirical mod­
eling is the subject of the next chapter. 

input, single-output processes is also applicable to such 
multiple-input, multiple-output processes. In Chapter 7 
we show that empirical transfer function models can be 
easily obtained from experimental input-output data. 

State-space models provide a convenient represen­
tation of dynamic models that can be expressed as a 
set of first-order, ordinary differential equations. 
State-space models can be derived from first principles 
models (for example, material and energy balances) 
and used to describe both linear and nonlinear dy­
namic systems. 
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EXERCISES 
6.1 Consider the transfer function: 

• 0.7(? + 2s + 2) 
G( s) = --,-----'-----,-----,-----

s5 + 5s4 + 2s3 - 4s2 + 6 

(a) Plot its poles and zeros in the complex plane. A computer 
program that calculates the roots of the polynomial (such as 
the command roots in MATLAB) can help you factor the de­
nominator polynomial. 

(b) From the pole locations in the complex plane, what can 
be concluded about the output modes for any input change? 
(c) Plot the response of the output to a unit step input. Does 
the form of your response agree with your analysis for part 
(b)? Explain. 

6.2 The following transfer function is not written in a stan­
dard form: 

2(s + 0.5) -Ss 

G(s) = (s + 2)(2s + 1) e 

(a) Put it in standard gain/time constant form. 

(b) Determine the gain, poles and zeros. 

(c) If the time-delay term is replaced by a 1/1 Pade 
approximation, repeat part (b). 

6.3 For a lead-lag unit, 

Y(s) K(-ras + 1) 
X(s) -r1s + 1 

show that for a step input of magnitude M: 

(a) The value ofy at t = o+ is given by y(O+) = KM-rahl· 

(b) Overshoot occurs only for Ta > -r1, in which case 
dy/dt < 0. 

(c) Inverse response occurs only for Ta < 0. 

6.4 A second-order system has a single zero: 

Y(s) 

X(s) 

For a step input, show that: 

(a) y(t) can exhibit an extremum (maximum or minimum 
value) in the step response only if 

1- Tah2 -,--------''-......::. > 1 
1 - Tahl 

(b) Overshoot occurs only for Tahl > 1. 

(c) Inverse response occurs only for Ta < 0. 
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(d) If an extremum in y exists, the time at which it occurs can 
be found analytically. What is it? 

6.5 A process has the transfer function of Eq. 6-14 with ll K = 2, Tl = 10, T2 = 2. If Ta has the following values, 

Case i: Ta = 20 

Case ii: Ta = 4 

Case iii: Ta = 1 

Case iv: Ta = -2 

Simulate the responses for a step input of magnitude 0.5 and 
plot them in a single figure. What conclusions can you make, 
about the effect of the zero location? Is the location of the 
pole corresponding to -r2 important so long as -r1 > -r2? 

6.6 A process consists of an integrating element operating in 
parallel with a first-order element (Fig. E6.6). 

U(s) Y(s) 

Figure E6.6 

(a) What is the order of the overall transfer function, G(s) = 
Y(s)/U(s)? 
(b) What is the gain of G(s)? 

(c) What are the poles of G(s)? Where are they located in 
the complex s-plane? 

(d) What are the zeros of G(s)? Where are they located? 
Under what condition(s) will one or more of the zeros be lo­
cated in the right-half s-plane? 

(e) Under what conditions, will this process exhibit a right­
half plane zero? 
(f) For any input change, what functions of time (response 
modes) will be included in the response, y(t)? 

(g) Is the output bounded for any bounded input change, for 
example, u(t) = M? 
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6.7 A pressure-measuring device has been analyzed and can 
be described by a model with the structure shown in Fig. 
E6.7a. In other words, the device responds to pressure 
changes as if it were a first-order process in parallel with a 
second-order process. Preliminary tests have shown that the 
gain of the first-order process is -3 and the time constant 
equals 20 min, as shown in Fig. E6.7a. An additional test is 
made on the overall system. The actual output P m (not P;,) 
resulting from a step change in P from 4 to 6 psi is plotted in 
Fig. E6.7b. 

P'(s) 

Figure E6.7a 

K 

-3 
20s + 1 

P~(s) 

30,------------------------------. 

X 

26 
X 

X 

22 
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18 X X 
X X 

X X 
X 

14 

10~------------------------------~ 
0 20 40 60 80 100 

Time (min) 

Figure E6.7b 

(a) Determine Q'(t). 

(b) What are the values of K, T, and~? 

(c) What is the overall transfer function for the measure­
ment device P;,(s)/P'(s)? 

(d) Find an expression for the overall process gain. 

6.8 A blending tank that provides nearly perfect mixing is 

• 
connected to a downstream unit by a long transfer 
pipe. The blending tank operates dynamically like a 
first-order process. 

The mixing characteristics of the transfer pipe, on the other 
hand, are somewhere between plug flow (no mixing) and per­
fectly mixed. A test is made on the transfer pipe that shows 
that it operates as if the total volume of the pipe were split into 
five equal-sized perfectly stirred tanks connected in series. 

The process (tank plus transfer pipe) has the following 
characteristics: 

Vtank =2m3 

vpipe = 0.1 m3 

qtotal = 1m3/min 

where qtotal represents the sum of all flow rates into the 
process. 
(a) Using the information provided above, what would be the 
most accurate transfer function C~ut (s)/Cin (s) for the process 
(tank plus transfer pipe) that you can develop? Note: Cin and 
Cout are inlet and exit concentrations. 
(b) For these particular values of volumes and flow rate, what 
approximate (low-order) transfer function could be used to rep­
resent the dynamics of this process? 
(c) What can you conclude concerning the need to model the 
transfer pipe's mixing characteristics very accurately for this 
particular process? 
(d) Simulate approximate and full-order model responses to a 
step change in cin. 

6.9 By inspection determine which of the following process 
models can be approximated reasonably accurately by a 
first-order-plus-time-delay model. For each acceptable 
case, give your best estimate of e and T. 

(a) 
K 

(lOs + l)(lOs + 1) 

K 
(b) 

(lOs + l)(Ss + l)(s + 1) 

(c) 
K 

(lOs + l)(s + 1)2 

(d) 
K(20s + 1) 

lOs+ 1 

(e) 
K(0.5s + 1) 

(lOs + l)(s + 1) 

(f) 
K 

10s2 + lls + 1 

K 
(g) 100s2 + lOs + 1 

6.10 A process consists of five perfectly stirred tanks in series. 

• 
The volume in each tank is 30 L, and the volumetric 
flow rate through the system is 5 Llmin. At some partic­
ular time, the inlet concentration of a nonreacting 

species is changed from 0.60 to 0.45 (mass fraction) and held 
there. 

(a) Write an expression for c5 (the concentration leaving the 
fifth tank) as a function of time. 

(b) Simulate and plot c1, c2, ... , c5. Compare c5 at t = 30 min 
with the corresponding value for the expression in part (a). 

6.11 A composition analyzer is used to measure the concen­
tration of a pollutant in a wastewater stream. The relation­
ship between the measured composition Cm and the actual 
composition C is given by the following transfer function (in 
deviation variable form): 

c:r,(s) e-es 

C'(s) TS + 1 

where e = 2 min and T = 4 min. The nominal value of the 
pollutant is C = 5 ppm. A warning light on the analyzer 
turns on whenever the measured concentration exceeds 
25 ppm. 



Suppose that at timet= 0, the actual concentration begins to 
drift higher- C(t) = 5 + 2t, where C has units of ppm and t has 
units of minutes. At what time will the warning light tum on? 

6.12 For the process described by the exact transfer function 

• 5 G(s) - ------=-------
(lOs + 1)(4s + l)(s + 1)(0.2s + 1) 

(a) Find an approximate transfer function of second-order­
plus-time-delay form that describes this process. 

(b) Simulate and plot the response y(t) of both the approx­
imate model and the exact model on the same graph for a 
unit step change in input x(t). 

(c) What is the maximum error between the two responses? 
Where does it occur? 

6.13 Find the transfer functions Pi(s)/P,[(s) and P2(s)/P,[(s) 
for the compressor-surge tank system of Exercise 2.5 when it 
is operated isothermally. Put the results in standard (gain/ 
time constant) form. For the second-order model, determine 
whether the system is overdamped or underdamped. 

6.14 A process has the block diagram 

U(s) 
0.8 

Y(s) 
(0.4s + 1)2 2s2 + 3s + 1 

Derive an approximate first-order-plus-time-delay transfer 
function model. 

6.15 Show that the liquid-level system consisting of two inter­
acting tanks (Fig. 6.13) exhibits overdamped dynamics; that is, 
show that the damping coefficient in Eq. 6-72 is larger than one. 

6.16 An open liquid surge system (p = constant) is designed 
with a side tank that normally is isolated from the flowing 
material as shown in Fig. E6.16. 

Area =A1 

Figure E6.16 

Qo----,l 

Rl 
Valve 1 

Area =A2 R2 
Valve 2 

Tl,~ E :I 

Figure E6.19 
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(a) In normal operation, Valve 1 is closed (R1 ~ oo) and 
q1 = 0. What is the transfer function relating changes in q0 to 
changes in outflow rate q2 under these conditions? 

(b) Someone inadvertently leaves Valve 1 partially open 
(0 < R1 < oo ). What is the differential equation model for 
this system? 

(c) What do you know about the form of the transfer func­
tion Q2(s)/Q6(s) for Valve 1 partially open? Discuss but do 
not derive. 
(d) Is the response to changes in q0 faster or slower for Case 
(b) compared to Case (a)? Explain why but do not derive the 
response. 

6.17 The dynamic behavior of a packed-bed reactor can be 
approximated by a transfer function model 

T'(s) 3(2 - s) 

T[(s) (lOs + 1)(5s + 1) 

where Ti is the inlet temperature, Tis the outlet tempera­
ture CC), and the time constants are in hours. The inlet 
temperature varies in a cyclic fashion due to the changes in 
ambient temperature from day to night. 

As an approximation, assume that T[ varies sinusoidally 
with a period of 24 hours and amplitude of l2°C. What is the 
maximum variation in the outlet temperature, T? 

6.18 Example 5.1 derives the gain and time constant for a 

• 
first-order model of a stirred-tank heating process. 

(a) Simulate the response of the tank temperature to 
a step change in heat input from 3 X 107 caUhr to 

5 X 107 caUhr. 

(b) Suppose there are dynamics associated with changing the 
heat input to the system. If the dynamics of the heater itself 
can be expressed by a first-order transfer function with a gain 
of one and a time constant of 10 min, what is the overall 
transfer function for the heating system (tank plus heater)? 

(c) For the process in (b), approximate the time delay by a 
polynomial approximation and simulate the step increase in 
heat input. 

6.19 Distributed parameter systems such as tubular reac­
tors and heat exchangers often can be modeled as a set of 
lumped parameter equations. In this case an alternative 
(approximate) physical interpretation of the process is used 
to obtain an ODE model directly rather than by converting 

Ty 
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a PDE model to ODE form by means of a lumping method 
such as finite differences. As an example, consider a single 
concentric-tube heat exchanger with energy exchange be­
tween two liquid streams flowing in opposite directions, as 
shown in Fig. E6.19. We might model this process as if it 
were three small, perfectly stirred tanks with heat ex­
change. If the mass flow rates w1 and w2 and the inlet tem­
peratures T1 and T2 are known functions of time, derive 
transfer function expressions for the exit temperatures T7 

and T8 in terms of the inlet temperature T1. Assume that all 
liquid properties (p1, p2, Cp1, Cp2) are constant, that the 
area for heat exchange in each stage is A, that the overall 
heat transfer coefficient U is the same in each stage, and 
that the wall between the two liquids has negligible thermal 
capacitance. 

6.20 A two-input/two-output process involving simultane­
ous heating and liquid-level changes is illustrated in Fig. 
E6.20. Find the transfer function models and expressions 
for the gains and the time constant T for this process. What 
is the output response for a unit step change in Q? for a 
unit step change in w? Note: Transfer function models for 
a somewhat similar process depicted in Fig. 6.15 are given 
in Eqs. 6-80 through 6-87. They can be compared with your 
results. 

Q 

Heater 

Figure E6.20 

6.21 The jacketed vessel in Fig. E6.21 is used to heat a liq­
uid by means of condensing steam. The following informa­
tion is available: 
(i) The volume of liquid within the tank may vary, thus chang­
ing the area available for heat transfer. 
(ii) Heat losses are negligible. 
(iii) The tank contents are well mixed. Steam condensate is 
removed from the jacket by a steam trap as soon as it has 
formed. 
(iv) Thermal capacitances of the tank and jacket walls are 
negligible. 
(v) The steam condensation pressure Ps is set by a control 
valve and is not necessarily constant. 
(vi) The overall heat transfer coefficient U for this system is 
constant. 

Condensate 

Figure E6.21 

(vii) Flow rates qF and q are independently set by external 
valves and may vary. 

Derive a dynamic model for this process. The model should 
be simplified as much as possible. State any additional as­
sumptions that you make. 

(a) Find transfer functions relating the two primary output 
variables h (level) and T (liquid temperature) to inputs qF, q, 
and Ts. You should obtain six separate transfer functions. 

(b) Briefly interpret the form of each transfer function using 
physical arguments as much as possible. 

(c) Discuss qualitatively the form of the response of each 
output to a step change in each input. 

6.22 Your company is having problems with the feed stream 
to a reactor. The feed must be kept at a constant mass flow 
rate (w) even though the supply from the upstream process 
unit varies with time, w;(t). Your boss feels that an available 
tank can be modified to serve as a surge unit, with the tank 
level expected to vary up and down somewhat as the supply 
fluctuates around the desired feed rate. She wants you to 
consider whether (1) the available tank should be used, or 
(2) the tank should be modified by inserting an interior wall, 
thus effectively providing two tanks in series to smooth the 
flow fluctuations 

The available tank would be piped as shown in Fig. E6.22a: 

w;(t) 

h w 

Area =A 

Figure E6.22a 

In the second proposed scheme, the process would be modi­
fied as shown in Fig. E6.22b: 



Figure E6.22b 

In this case, an opening placed at the bottom of the interior 
wall permits flow between the two partitions. You may assume 
that the resistance to flow w1(t) is linear and constant (R). 
(a) Derive a transfer function model for the two-tank 
process [H2(s)/W[(s)] and compare it to the one-tank 
process [H'(s)/W[(s)]. In particular, for each transfer func­
tion indicate its order, presence of any zeros, gain, time 
constants, presence or absence of an integrating element, 
whether it is interacting or noninteracting, and so on. 

(b) Evaluate how well the two-tank surge process would 
work relative to the one-tank process for the case A 1 = A2 = 

A/2 where A is the cross-sectional area of the single tank. 
Your analysis should consider whether h2 will vary more or 
less rapidly than h for the same input flow rate change, for 
example, a step input change. 

(c) Determine the best way to partition the volume in the 
two-tank system to smooth inlet flow changes. In other 
words, should the first tank contain a larger portion of the 
volume than the second, and so on. 

(d) Plot typical responses to corroborate your analysis. For 
this purpose, you should size the opening in the two-tank in­
terior wall (i.e., chooseR) such that the tank levels will be the 
same at whatever nominal flow rate you choose. 

6.23 A process has the following block diagram representation: 

• U(s) 
(O.ls + 1)2 4s2 + 2s + 1 

Y(s) 

(a) Will the process exhibit overshoot for a step change in u? 
Explain/demonstrate why or why not. 
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(b) What will be the approximate maximum value of y forK = 

K1K2 = 1 and a step change, U(s) = 3/s? 

(c) Approximately when will the maximum value occur? 

(d) Simulate and plot both the actual fourth-order response 
and a second-order-plus-time-delay response that approxi­
mates the critically damped element for values of T1 = 0.1, 1, 
and 5. What can you conclude about the quality of the ap­
proximation when T1 is much smaller than the underdamped 
element's time scale? about the order of the underdamped 
system's time scale? 

6.24 The transfer function that relates the change in blood 

• 
pressure y to a change in u the infusion rate of a drug 
(sodium nitroprusside) is given by1 

Ke -elS(1 + ue -ezs) 
Gp(s) = TS + 1 

The two time delays result from the blood recirculation that 
occurs in the body, and u is the recirculation coefficient. The 
following parameter values are available: 

mmHg 
K = -l.O mllh ' 

U = 0.4, 61 = 30 S, 62 = 45 S, and T = 40 S 

Simulate the blood pressure response to a unit step change 
(u = 1) in sodium nitroprusside infusion rate. Is it similar to 
other responses discussed in Chapters 5 or 6? 

6.25 In Example 4.4, a two-tank system is presented. Using 
state-space notation, determine the matrices A, B, C, and E, 
assuming that the level deviations is hi and h2 are the state 
variables, the input variable is qi, and the output variable is 
the flow rate deviation, qz. 
6.26 The staged system model for a three-stage absorber is pre-

• 
sented in Eqs. (2-73)-(2-75), which are in state-space 
form. A numerical example of the absorber model sug­
gested by Wong and Luus2 has the following parameters: 

H = 75.72 lb, L = 40.8 lb/min, G = 66.7 lb/min, a = 0.72, and 
b = 0.0. Using the MATLAB function ss2tf, calculate the three 
transfer functions (Y{/lf, Yi/lf, Y:J/yt) for the three state vari­
ables and the feed composition deviation lJas the input. 

1Hahn, J., T. Edison, and T. F. Edgar, Adaptive IMC Control for Drug 
Infusion for Biological Systems, Control Engr. Practice, 10, 45 (2002). 
2Wong, K. T., and R. Luus, Model Reduction of High-order 
Multistage Systems by the Method of Orthogonal Collocation, Can. 
J. Chern. Eng. 58, 382 (1980). 
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7.1.3 Nonlinear Regression 
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7.2.1 Graphical Techniques for Second-Order Models 

7.2.2 Regression of Step Response Data 

7.2.3 Fitting an Integrator Model to Step Response Data 

7.2.4 Other Types of Input Excitation 

7.3 Neural Network Models 

7.3.1 Soft Sensors 

7.4 Development of Discrete-Time Dynamic Models 

7.4.1 Exact Discrete-Time Models 
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7.5.2 Process Identification of More Complicated Models 

Summary 

Several modeling approaches are used in process control 
applications. Theoretical models based on the chemistry 
and physics of the process represent one alternative. 
However, the development of rigorous theoretical mod­
els may not be practical for complex processes if the 
model requires a large number of equations with a sig­
nificant number of process variables and unknown para­
meters (e.g., chemical and physical properties). An 
alternative approach is to develop an empirical model 
directly from experimental data. Empirical models are 
sometimes referred to as black box models, because the 
process being modeled can be likened to an opaque box. 
Here the input and output variables (u and y, respec­
tively) are known, but the inner workings of the box are 
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not. (See Fig. 7.1, where vectors of time-varying variables 
u(t), y(t), and d(t) are shown.) The development of empir­
ical steady-state and dynamic models is the subject of this 
chapter. This activity is referred to as process or system 
identification (Ljung and Glad, 1994; Ljung, 1999). In gen­
eral, empirical dynamic models are simpler than theoreti­
cal models and offer the advantage that they can be 
solved in "real time." In other words, the computational 
time required for the model solution (e.g., transient re­
sponse) is much shorter than the actual process response 
time. However, this may not be true for complex models 
with many variables and equations. 

The key differences between process simulation and 
process identification can be summarized with the aid 
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u(t) 
Manipulated inputs 

d(t) 
Disturbances 

Process model 
M 

Figure 7.1 Input-output process model. 

y(t) 
Outputs 

of Fig. 7.1. In simulation, the process model.M is known, 
and we wish to generate the response y(t) for a speci­
fied input u(t) and a specified disturbance d(t). If .M is a 
linear dynamic model and u(t) and d(t) are expressed 
analytically, y(t) can be derived using Laplace trans­
forms (see Chapter 4). Alternatively, y(t) can be calcu­
lated numerically using software packages such as 
MATLAB (Ljung, 2007). If .M is a nonlinear dynamic 
model, y(t) can be obtained by numerical integration 
(cf. Chapter 2) after u(t) and d(t) are specified. By con­
trast, in process identification the model .M is deter­
mined from data for u(t), y(t), and d(t), if d can be 
measured. If the model structure is postulated but con­
tains unknown model parameters, then the model para­
meters can be obtained using regression techniques. 
This parameter estimation can be done with commer­
cially available software regardless of whether the 
process model is linear or nonlinear, or whether it is 
theoretically-based or empirical in nature. 

Steady-state empirical models can be used for instru­
ment calibration, process optimization, and specific in­
stances of process control. Single-input, single-output 
(SISO) models typically consist of simple polynomials 
relating an output to an input. Dynamic empirical mod­
els can be employed to understand process behavior 
during upset conditions. They are also used to design 
control systems and to analyze their performance. Em­
pirical dynamic models typically are low-order differ­
ential equations or transfer function models (e.g., first­
or second-order model, perhaps with a time delay), 
with unspecified model parameters to be determined 
from experimental data. However, in some situations 
more complicated models are valuable in control sys­
tem design, as discussed later in this chapter. 

The concept of a discrete-time model will now be in­
troduced. These models are generally represented by 
difference equations rather than differential equations. 
Most process control tasks are implemented via digital 
computers, which are intrinsically discrete-time sys­
tems. In digital control, the continuous-time process 
variables are sampled at regular intervals (e.g., every 
0.1 s); hence, the computer calculations are based on 

sampled data rather than continuous measurements. If 
process variables are observed only at the sampling in­
stants, the dynamic behavior can be modeled using a dis­
crete-time model in the form of a difference equation. 
The selection of discrete-time models over continuous­
time models is becoming commonplace, especially for 
advanced control strategies. 

Several methods for determining steady-state and dy­
namic empirical models for both continuous-time and 
discrete-time model types will now be presented. We 
first consider general model-fitting techniques based on 
linear and nonlinear regression that can be used to cal­
culate model parameters for any type of model. Then 
simple but very useful methods are presented for obtain­
ing first-order and second-order dynamic models from 
step response data using analytical solutions. These 
methods yield models suitable for the design of control 
systems; however, the resulting models are usually accu­
rate only for a narrow range of operating conditions 
close to the nominal steady state, where the process 
exhibits linear behavior. We also show the relationship 
between continuous-time and discrete-time models. Fi­
nally, we present several methods for developing linear 
discrete-time models for dynamic processes. 

7.1 MODEL DEVELOPMENT USING 
LINEAR OR NONLINEAR 
REGRESSION 

Before developing an empirical model for two variables, 
a single input u and a single output y, it is instructive 
first to plot the available data (e.g., y vs. u for steady­
state data and y and u vs. time for transient response 
data). From these plots it may be possible to visualize 
overall trends in the data and to select a reasonable 
form for the model. After the model form is selected, 
the unknown model parameters can be calculated and 
the model accuracy evaluated. This parameter calcula­
tion procedure is referred to as parameter estimation or 
regression (Ljung, 1999; Montgomery and Runger, 2007). 
These calculations are usually based on model fitting, 
that is, minimizing a measure of the differences between 
model predictions and data. However, the problem of 
fitting a model to a set of input-output data becomes 
complicated when the model relation is not simple or 
involves multiple inputs and outputs. 

First, we consider steady-state models. Suppose that 
a set of steady-state input-output data is available and 
shown as circles in Fig. 7.2. Variable y represents a 
process output (e.g., a reactor yield), whereas u repre­
sents an input variable (e.g., an operating condition 
such as temperature). Although a straight-line model 
(Model 1) provides a reasonable fit, higher-order poly­
nomial relations (Models 2 and 3) result in smaller 
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y 

u 

Figure 7.2 Three models for scattered data. 

errors between the data and the curve representing the 
empirical model. Models 2 and 3 provide better agree­
ment with the data at the expense of greater complexity 
because more model parameters must be determined. 
Sometimes the model form may be known from theoret­
ical considerations or past experience with the process. 

In Fig. 7.2, if the actual process behavior is linear, the 
differences (or residuals) between Modell and the data 
could be due to process disturbances or measurement 
errors. In empirical modeling, it is preferable to choose 
the simplest model structure that yields a good fit of the 
data, providing that the model is physically reasonable. 
Note that in Fig. 7.2, if Model 3 is extrapolated beyond 
the data range, it would apparently yield significantly 
different model predictions than Model 1 or 2. The se­
lection of the best model might require collecting more 
data, perhaps outside the range shown in Fig. 7.2, which 
then could be used to validate each model. 

7.1.1 Model Building Procedure 

In this section we present a systematic procedure for 
developing empirical dynamic models (Ljung, 1999). 
The procedure consists of the following steps: 

1. Formulate the model objectives; that is, how will 
the model be used, and who will be the user? 

2. Select the input and output variables for the 
model. 

3. Evaluate available data and develop a plan to ac­
quire additional data. A testing plan would specify 
the values of u or the form of u(t), for example, a 
step change or some other input sequence (see 
Section 7.2). 

4. Select the model structure and level of model 
complexity (e.g., steady-state vs. dynamic model, 
linear vs. nonlinear model). 

5. Estimate the unknown model parameters using 
linear or nonlinear regression. 

6. Using input and output data, evaluate model accu­
racy based on statistical considerations. It is desir­
able to use new data (if available) as well as the 
"old" data that were used to develop the model. If 
the model does not provide a satisfactory fit, return 

to Step 2 and try a different model. If possible, the 
model should be tested with new data (that is, vali­
dation data); if the model predictions agree with 
these data, the model is said to be validated. 

7. For a dynamic model, nonstatistical criteria also 
can be used to evaluate a model, such as speed of 
response, shape of response, correct stability prop­
erties, and correct steady-state gain. The utility of 
a model for designing controllers is also important 
in process control, where an overly complex model 
can be a disadvantage. Thus control-relevant mod­
els are desirable (Rivera and Jun, 2000). 

7.1.2 Linear Regression 

Statistical analysis can be used to estimate unknown 
model parameters and to specify the uncertainty associ­
ated with the empirical model. It can also be used to 
compare several candidate models (Draper and Smith, 
1998; Montgomery and Runger, 2007). For linear mod­
els, the least-squares approach is widely used to esti­
mate model parameters. Consider the linear (or 
straight-line) model in Fig. 7.2 (Model 1) and let Yi 
represent the data point where Yi is the model predic­
tion for u = ui. Then for the model, y = 131 + l32u + e, 
the individual data points can be expressed as 

(7-1) 

where 131 and 132 are the model parameters to be esti­
mated. ei is the random error for the particular data point. 

The least-squares method is the standard approach 
for calculating the values of 131 and 132 that minimize 
the sum of the squares of the errors S for an arbitrary 
number of data points, N: 

N N 
S = 2: e? = 2: (Yi- 131 - 132ui)2 (7-2) 

i=1 l i=1 

In (7-2), note that the values of Yi and ui are known, 
while 131 and 132 are to be calculated so as to minimize 
S, the objective function. The optimal estimates of 131 

and 132 calculated for a specific data set are designated 
as ~ and ~2. The model predictions are given by the re­
gression model: 

and the residuals ei are defined as 

a y A ei = i - Yi 

(7-3) 

(7-4) 

These least-squares estimates will provide a good fit if 
the errors ei are statistically independent and normally 
distributed. 

For a linear model and N data points, values of ~1 
and ~2 that minimize (7-2) are obtained by first setting 
the derivatives of S with respect to 131 and 132 equal to 
zero. Because S is a quadratic function, this approach 
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leads to two linear equations in two unknowns ~1 and 
~2• The analytical solution (Edgar et al., 2001) is 

where 

~1 
SuuSy - SuySu 

NSuu - (Su)2 

A NSuy - SuSy 

~2 = NS - (S )2 uu u 

N 
Su ~ LUi 

i=1 
N 

s ~ ~yi y . 
z= 

N 

L ur 
i=1 
N 

LuiYi 
i=1 

(7-5) 

(7-6) 

These calculations can be made using statistical pack­
ages or spreadsheets such as Excel. 

This least-squares estimation approach (also called 
linear regression) can be extended to more general 
models with 

1. More than one input or output variable 

2. Functions of the input variables u, such as polyno­
mials and exponentials, providing that the un­
known parameters appear linearly. 

A general nonlinear steady-state model which is linear 
in the parameters has the form 

p 

y = L~jxj + E (7-7) 
j=l 

The p unknown parameters (~j) are to be estimated, 
and the Xj are the p specified functions of u. Note that 
the unknown parameters ~j appear linearly in the 
model, and a constant term can be included by setting 
x1 = 1. 

The sum of the squares analogous to (7-2) is 

s = ~( Yi - j~ ~jxijJ (7-8) 

For Xij the first subscript corresponds to the ith data 
point, and the second index refers to the jth function 
of u. This expression can be written in matrix nota-
tion as 

S = (Y - X~f(Y - X~) (7-9) 

where the superscript T denotes the transponse of a 
vector or matrix and 

lx11 x12 · · · X1pl 
X21 X22 ··· X2p . . . . . . . . . 
Xn1 Xn2 Xnp 

X= 

The least-squares estimate ~ is given by Draper and 
Smith (1998), and Montgomery and Runger (2007), 

~ = (XTX)-lXTY (7-10) 

providing that matrix xTx is nonsingular so that its in­
verse exists. Note that the matrix X is comprised of 
functions of u; for example, if y = ~1 + ~2u + ~3u2 + E, 

then X1 = 1, X2 = u, and X3 = u2. 
If the number of data points is equal to the number 

of model parameters (i.e., N = p), Eq. 7-10 provides a 
unique solution to the parameter estimation problem, 
one that provides perfect agreement with the data 
points, as long as xTx is nonsingular. For N > p, a 
least-squares solution results that minimizes the sum 
of the squared deviations between each of the data 
points and the model predictions. 

The least-squares solution in Eq. 7-10 provides a 
point estimate for the unknown model parameters ~i 
but does indicate how accurate the estimates are. The 
degree of accuracy is expressed by confidence intervals 
that have the form, ~i ::!:: Ll~i· The Ll~1 are calculated 
from the (u, y) data for a specified confidence level 
(Draper and Smith, 1998). 

Next we consider the development of a steady-state 
performance model, such as might be used in optimiz­
ing the operating conditions of an electrical power gen­
erator (see Chapter 19). 

EXAMPLE7.1 

An experiment has been performed to determine the 
steady-state power delivered by a gas turbine-driven 
generator as a function of fuel flow rate. The following 
normalized data were obtained: 

Fuel Flow Rate 
U; 

1.0 
2.3 
2.9 
4.0 
4.9 
5.8 
6.5 
7.7 
8.4 
9.0 

Power Generated 
Y; 

2.0 
4.4 
5.4 
7.5 
9.1 

10.8 
12.3 
14.3 
15.8 
16.8 

The linear model in (7-1) should be satisfactory because 
the data reveal a monotonic trend. Compare the best lin­
ear and quadratic models. 

SOLUTION 

To solve for the linear model, Eqs. 7-5 and 7-6 could be ap­
plied directly. However, to illustrate the use of Eq. 7-7, first 
define the terms in the linear model: X1 = 1 and Xz = u. 
The following matrices are then obtained: 

xr = [ 1 
1.0 

yT = [2.0 

1 1 1 1 
2.3 2.9 4.0 4.9 

4.4 5.4 7.5 9.1 

5~8 6~5 1\ 8\ 9~o] 
10.8 12.3 14.3 15.8 16.8] 
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Solving for 13! and ~2 using Eq. 7-10 yields the same results 
given in Eqs. 7-5 and 7-6, with 13! = 0.0785 :±: 0.0039 and 
~2 = 1.859 :±: 0.093 (95% confidence limits are shown). 

To determine how much the model accuracy can be im­
proved by using a quadratic model, Eq. 7-10 is again ap­
plied, this time with X1 = 1, Xz = u, and X3 = u2. The 
estimated parameters and 95% confidence limits for this 
quadratic model are 

13! = 0.1707 :±: 0.0085, l3z = 1.811 :±: 0.096, and 

~ = 0.0047 :±: 0.0002 

The predicted values of y(y) are compared with the mea­
sured values (actual data) in Table 7.1 for both the linear 
and quadratic models. It is evident from this comparison 
that the linear model is adequate and that little improve­
ment results from the more complicated quadratic model. 

Table 7.1 A Comparison of Model Predictions from 
Example 7.1 

Linear Model Quadratic Model 
Prediction Prediction 

ui Yi h= ~1 + ~zui A ~ A A 2 
YZi = 1 + f3zui + f33ui 

1.0 2.0 1.94 1.99 
2.3 4.4 4.36 4.36 
2.9 5.4 5.47 5.46 
4.0 7.5 7.52 7.49 
4.9 9.1 9.19 9.16 
5.8 10.8 10.86 10.83 
6.5 12.3 12.16 12.14 
7.7 14.3 14.40 14.40 
8.4 15.8 15.70 15.72 
9.0 16.8 16.81 16.85 

(S = 0.0613) (S = 0.0540) 

7.1.3 Nonlinear Regression 

If the empirical model is nonlinear with respect to the 
model parameters, then nonlinear regression rather 
than linear regression must be used. For example, sup­
pose that a reaction rate expression of the form 
r A = kc!!t is to be fit to experimental data, where r A is 
the reaction rate of component A, cA is the reactant 
concentration, and k and n are model parameters. 

This model is linear with respect to rate constant k 
but is nonlinear with respect to reaction order n. A gen­
eral nonlinear model can be written as 

(7-11) 

where y is the model output, uj are inputs, and ~j are 
the parameters to be estimated. In this case, the ~j do 
not appear linearly in the model. However, we can still 
define a sum of squares error criterion to be minimized 
by selecting the parameter set ~/ 

N 
minS = 2:(Yi- Yif (7-12) 
~j i=l 

where Yi and }\ denote the ith output measurement 
and model prediction corresponding to the ith data 
point, respectively. The least-squares estimates are 
again denoted by ~· 

Consider the problem of estimating the time constants 
for first-order and overdamped second-order dynamic 
models based on the measured output response to a step 
input change of magnitude M. Analytical expressions for 
these step response were developed in Chapter 5. 

Transfer Function 

Y(s) K 

U(s) TS+ 1 

Y(s) 

U(s) 

Step Response 

y(t) = KM(1 - e-117) (5-18) 

(5-48) 

In the step response equations, tis the independent vari­
able instead of the input u used earlier, andy is the de­
pendent variable expressed in deviation form. Although 
steady-state gain K appears linearly in both response 
equations, the time constants are contained in a nonlin­
ear manner, which means that linear regression cannot 
be used to estimate them. 

Sometimes a variable transformation can be em­
ployed to transform a nonlinear model so that linear 
regression can be used (Montgomery and Runger, 
2007). For example, if K is assumed to be known, the 
first-order step response can be rearranged: 

ln(l-i~)=-~ (7-13) 

Because ln(l - y/KM) can be evaluated at each time ti, 
this model is linear in the parameter liT. Thus, this model 
has the standard linear form as Eq. 7-1, where the left­
hand side of (7-13) is Yi, ~1 = 0, and ui = ti. 

The transformation in Eq. 7-13 leads to the fraction 
incomplete response method of determining first-order 
models discussed in the next section. However, for step 
responses of higher-order models, such as Eq. 5-48, 
the transformation approach is not feasible. For these 
calculations, we must use an iterative optimization 
method to find the least-squares estimates of the time 
constants (Edgar et al., 2001). 
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As an alternative to nonlinear regression, a number 
of graphical correlations can be used quickly to find ap­
proximate values of T1 and Tz in second-order models. 
The accuracy of models obtained in this way is often 
sufficient for controller design. In the next section, we 
present several shortcut methods for estimating trans­
fer function parameters based on graphical analysis. 

7.2 FITTING FIRST- AND SECOND-ORDER 
MODELS USING STEP TESTS 

A plot of the output response of a process to a step 
change in input is sometimes referred to as the process 
reaction curve. If the process of interest can be approxi­
mated by a first-order or second-order linear model, 
the model parameters can be obtained by inspection of 
the process reaction curve. For example, recall the 
first-order model expressed in deviation variables, 

dy 
Tdt + y = Ku (7-14) 

where the system is initially at a steady state, with 
u(O) = 0 and y(O) = 0. If the input u is abruptly changed 
from 0 to M at time t = 0, the step response in Eq. 5-18 
results. The normalized step response is shown in Fig. 
7.3. The response y(t) reaches 63.2% of its final value at 
t = T. The steady-state change in y, ay, is given by 
ay = KM. From Eq. 5-18 or 7-13, after rearranging and 
evaluating the limit at t = 0, the initial slope of the nor­
malized step response is 

:t(iM}=O = ~ (7-15) 

Thus, as shown in Fig. 7.3, the intercept of the tangent at 
t = 0 with the horizontal line, y!KM = 1, occurs at t = T. 

As an alternative, T can be estimated from a step 
response plot using the value of t at which the response 
is 63.2% complete, as shown in the following example. 

1.0 

0.8 

y 

KM 
0.4 

0.2 

Figure 7.3 Step response of a first-order system and graphical 
constructions used to estimate the time constant, T. 

125t---------------w(=) 

(kg/% in) 

120 w(O) 

10 
Time (min) 

Figure 7.4 Temperature response of a stirred-tank reactor 
for a step change in feed flow rate. 

EXAMPLE7.2 

Figure 7.4 shows the response of the temperature Tin a 
continuous stirred-tank reactor to a step change in feed flow 
rate w from 120 to 125 kg/min. Find an approximate first­
order model for the process and these operating conditions. 

SOLUTION 

First note that .:lw = M = 125 - 120 = 5 kg/min. Because 
.:lT = T( oo) - T(O) = 160 - 140 = 20 oc, the steady-state 
gain is 

.:lT 20oc oc 
K=-= =4--

.:l w 5 kg/min kg/min 

The time constant obtained from the tangent construction 
shown in Fig. 7.4 is T = 5 min. Note that this result is con­
sistent with the "63.2% method," because 

T = 140 + 0.632(20) = 152.6 oc 

Consequently, the resulting process model is 

T'(s) 4 

W'(s) 5s+1 

where the steady-state gain is 4 °C/kg/min. 

Very few experimental step responses exhibit exactly 
first-order behavior, because 

1. The true process model is usually neither first­
order nor linear. Only the simplest processes ex­
hibit such ideal dynamics. 

2. The output data are usually corrupted with 
noise; that is, the measurements contain a ran­
dom component. Noise can arise from normal 
operation of the process, for example, inade­
quate mixing that produces eddies of higher and 
lower concentration (or temperature), or from 
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electronic instrumentation. If noise is completely 
random (i.e., uncorrelated), a first-order response 
plot may still be drawn that fits the output data well 
in a time-averaged sense. However, autocorrelated 
random noise, such as in drifting disturbances, can 
cause problems in the analysis. 

3. Another process input (disturbance) may change 
in an unknown manner during the duration of the 
step test. In the CSTR example, undetected 
changes in inlet composition or temperature are 
examples of such disturbances. 

4. It can be difficult to generate a perfect step input. 
Process equipment, such as the pumps and control 
valves discussed in Chapter 9, cannot be changed 
instantaneously from one setting to another but 
must be ramped over a period of time. However, 
if the ramp time is small compared to the process 
time constant, a reasonably good approximation 
to a step input may be obtained. 

In summary, departures from the ideal response curve 
in Fig. 7.3 are common. 

In order to account for higher-order dynamics that are 
neglected in a first-order model, a time-delay term can 
be included. This modification can improve the agree­
ment between model and experimental responses. The 
fitting of a first-order plus time-delay model (FOPTD), 

Ke-6s 
G(s) = TS + 1 (7-16) 

to the actual step response requires the following steps, 
as shown in Fig. 7.5: 

1. The process gain K is found by calculating the 
ratio of the steady-state change in y to the size of 
the input step change, M. 

2. A tangent is drawn at the point of inflection of the 
step response; the intersection of the tangent line 
and the time axis (where y = 0) is the time delay. 

3. If the tangent is extended to intersect the steady­
state response line (where y = KM), the point of 
intersection corresponds to time t = e + T. There­
fore, T can be found by SUbtracting 8 from the 
point of intersection. 

The tangent method presented here for obtaining the 
time constant suffers from using only a single point to 
estimate the time constant. Use of several points from 
the response may provide a better estimate. Again con­
sider Eq. 7-13, but now introduce the time shift t - e 
and rearrange to give the expression 

ln[y(oo) - Yi] = _ti- 8 
y(oo) T 

(7-17) 

The final steady-state value, y(oo ), equals KM. In 7-17, 
y(oo) - Yi can be interpreted as the incomplete response 

Figure 7.5 Graphical analysis of the process reaction curve 
to obtain parameters of a first-order-plus-time-delay model. 

for data point i; dividing by y(oo) yields the fraction in­

complete response: a semilog plot of [y(oo) - y;]ly(oo) 
vs. (ti - 8) will then yield a straight line with a slope of 
-liT, from which an average value ofT is obtained. An 
equation equivalent to 7-17 for the variables of Exam­
ple 7.2 is 

ln[ T(oo) - T(t)] 
T( oo) - T(O) 

t- e 
(7-18) 

The major disadvantage of the time-delay estimation 
method in Fig. 7.5 is that it is difficult to find the point of 
inflection, as a result of measurement noise and small­
scale recorder charts or computer displays. The method 
of Sundaresan and Krishnaswamy (1978) avoids use of 
the point of inflection construction entirely to estimate 
the time delay. They proposed that two times t1 and t2 

be estimated from a step response curve. These times 
correspond to the 35.3 and 85.3% response times, re­
spectively. The time delay and time constant are then 
calculated from the following equations: 

e = 1.3t1 - 0.29tz 

T = 0.67(tz - t1) (7-19) 

These values of e and T approximately minimize the dif­
ference between the measured response and the model 
response, based on a correlation for many data sets. By 
using actual step response data, model parameters K, e, 
and T can vary considerably, depending on the operat­
ing conditions of the process, the size of the input step 
change, and the direction of the change. These varia­
tions usually can be attributed to process nonlinearities 
and unmeasured disturbances. 
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7.2.1 Graphical Techniques for 
Second-Order Models 

In general, a better approximation to an experimental 
step response can be obtained by fitting a second-order 
model to the data. Figure 7.6 shows the range of step 
response shapes that can occur for the second-order 
model, 

K G(s) - -------=-=---
(-rls + 1)(-rzs + 1) 

(5-39) 

Figure 7.6 includes two limiting cases: -r2IT1 = 0, 
where the system becomes first-order, and -r21T1 = 1, the 
critically damped case. The larger of the two time con­
stants, -r1, is called the dominant time constant. The 
S-shaped response becomes more pronounced as the 
ratio of -r2IT1 becomes closer to one. 

Model parameters for second-order systems which 
include time delays can be estimated using graphical or 
numerical methods. A method due to Smith (1972) uti­
lizes a model of the form 

G(s) = Ke-es 
-r2s2 + 2~TS + 1 

(7-20) 

which includes both overdamped and underdamped 
cases. Smith's method requires the times (with apparent 
time delay removed) at which the normalized response 
reaches 20% and 60%, respectively. Using Fig. 7.7, the 
ratio of t20/t6o gives the value of ~- An estimate ofT can 
be obtained from the plot of t6of-r vs. tzolt6o· 

When graphically fitting second-order models, some 
caution must be exercised in estimating e. A second­
order model with no time delay exhibits a point-of­
inflection (see Fig. 7.6 when -r1 = -rz). If the tangent to 
the point-of-inflection shown in Fig. 7.5 is applied to this 
case, however, a nonzero time delay is indicated. To 
avoid this conflict, visual determination of 8 is recom­
mended for graphical estimation, but estimation of 8 by 
trial and error may be required to obtain a good fit. In 

y 

KM 

0.8 

0.6 

0.4 

0.2 

Figure 7.6 Step response for several overdamped second­
order systems. 

3 

Figure 7.7 Smith's method: relationship of~ and T to Tzo 
and 'TGO· 

the following examples, the time delay is subtracted 
from the actual time value; then the adjusted time, 
t' = t - 8, is employed for the actual graphical analysis. 
An alternative approach to fitting the parameters of 
the second-order model utilizes three points in the step 
response. Rangaiah and Krishnaswamy (1994, 1996). 

7.2.2 Regression of Step Response Data 

Model parameters of transfer function models can be 
estimated using nonlinear regression and standard soft­
ware such as Excel and MATLAB. To use Excel, the 
measured data must be placed in one column. The 
model predictions to be compared with the measured 
data are placed in a second column. The sum of squares 
of the errors is calculated and put into a cell, called the 
target cell. The target cell value can be minimized using 
the built-in Solver in the Tools menu. The window of 
the Solver allows the user to select the cell to mini­
mize/maximize, the range of cells to be adjusted (the 
model parameters), and the restrictions, if any, that 
apply. Clicking on (solve) will calculate the parameter 
values that minimize the sum of squares. The optimiza­
tion method used by Excel is based on the generalized 
reduced gradient technique (Edgar et al., 2001). 

In order to use MATLAB, it is necessary to write an 
M-file that defines the sum of squares of errors. Then 
the command fminu is used to calculate the minimum. 
The default algorithm in MATLAB is the BFGS quasi­
Newton method (Ljung, 2007). 

EXAMPLE7.3 

Step test data have been obtained for the off-gas C02 con­
centration response obtained from changing the feed rate 
to a bioreactor. Use Smith's method as well as nonlinear 
regression based on Excel and MATLAB to estimate 
parameters in a second-order model from experimental 



122 Chapter 7 Development of Empirical Models from Process Data 

6 
Time (min) 

10 12 

Figure 7.8 Normalized experimental step response. 

step response data shown in Fig. 7.8. For all three methods, 
assume e = 0 because the response curve becomes nonzero 
immediately after t = 0. Compare the results with a first­
order-plus-time-delay (FOPTD) model that is fit using the 
63.2% response method to estimate the time constant. 

SOLUTION 

Smith's Method 
The two points of interest are the 20% response time, 
t20 = 1.85 min, and the 60% response time, t60 = 5.0 min. 
Hence, t2oft6o = 0.37. From Fig. 7.7,' = 1.3 and t6ofT = 2.8; 
thus, T = 5.0/2.8 = 1.79 min. Because the model is over­
damped, the two time constants can be calculated from the 
following expressions: 

Tj = T' + T~, T2 = T' - T~ 
Solving gives T1 = 3.81 min and T2 = 0.84 min. 

For Fig. 7.8 the 63.2% response is estimated to occur at 
t = 5.3 min. Using the slope at the point of inflection, we 
can estimate the time delay to be e = 0.7 min. Note that 
T = 4.6 min, which is approximately equal to the sum of T1 

and T2 for the second-order model. 

Nonlinear Regression 
Using Excel and MATLAB, we calculate the time constants 
in Eq. 5-48 that minimize the sum of the squares of the 
errors between experimental data and model predictions 
(see Eq. 7-12). The data consisted of25 points between t = 0 
and t = 12 min with a sampling period of 0.5 min. A compar­
ison of the model parameters and the sum of squared errors 
for each method is shown below; the time delay is set to zero 
for the three second-order methods. 

Sum of 
T1 (min) T2 (min) Squares 

Smith 3.81 0.84 0.0769 
First order (e = 0.7 min) 4.60 0.0323 
Excel and MATLAB 3.34 1.86 0.0057 

Clearly, the nonlinear regression method is superior in 
terms of the goodness of fit, as measured by the sum of 
squares of the prediction error, but the required calcula­
tions are more complicated. Note that the nonlinear re­
gression methods employed by Excel and MATLAB 
produce identical results. 
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Figure 7.9 Comparison of step responses of fitted models 
with the original response data. 

The step responses are plotted in Fig. 7.9; all three cal­
culated models give an acceptable fit to the original step 
response curve. In fact, the nonlinear regression model is 
indistinguishable from the experimental response. Non­
linear regression does not depend on graphical correla­
tions and always provides a better fit to the data. It also 
permits the experimental step test to be terminated be­
fore the final steady state is reached; however, sufficient 
response data must be obtained for the regression 
method to be effective. 

7.2.3 Fitting an Integrator Model to Step 
Response Data 

In Chapter 5, we considered the response of a first-order 
process to a step change in input of magnitude M: 

(5-18) 

For short times, t < T, the exponential term can be ap­
proximated by a truncated Taylor Series expansion 

so that the response 

Yl(t) R:j KM[ 1 
KM = --t 

T 

(7-21) 

(7-22) 

is virtually indistinguishable from the step response of 
the integrating element 

G2(s) 

or in the time domain, 

K2 
s 

Y2(t) = K2Mt 

(7-23) 

(7-24) 

Thus, a first-order model can be approximated as an 
integrating element with a single parameter 

K 
K2=­

T 
(7-25) 
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y 
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Figure 7.10 Comparison of step responses for a FOPTD 
model (solid line) and the approximate integrator plus time 
delay model (dashed line). 

that matches the early ramp-like response to a step 
change in input. 

Similarly, the approximate short-term response of 
the FOPTD model in (7-16) to a step input of magni­
tude Mis 

KM y(t) = - (t - e)S(t - e) 
T 

that is, a ramp shifted by the time delay, e. Thus, an ap­
proximate integrator plus time delay model consisting 
of a constant K 2 = KIT and time delay e is obtained. As 
shown in Chapter 12, whenever Tis large compared to e, 
a control system can be designed using a two-parameter 
(K2 and e) model that is equally as effective as when 
using a three-parameter (K, T, and e) FOPTD model. 
Figure 7.10 shows that the two responses match well for 
relatively short times. 

7.2.4 Other Types of Input Excitation 

Sometimes a step change in a process input is not per­
missible owing to safety considerations or the possibility 
of producing off-specification (off-spec) material as are­
sult of the process output deviating significantly from the 
desired value. In these situations, other types of input 
changes that do not move the process to a new steady 
state can be selected. They include rectangular pulses 
(see Fig. 7.11), pulses of arbitrary shape, or even white 
(Gaussian) noise. Such "plant-friendly" inputs should be 
as short as possible, stay within actuator limits, and cause 
minimum disruption to the controlled variables (Rivera 
and Jun, 2000). For pulse forcing, the input is suddenly 
changed, left at its new value for a period of time, and 
then returned to its original value. Consequently, the 
process output also returns to its initial steady state, un­
less the process has an integrating mode (e.g., Eq. 7-23). 

Random Binary Sequence (RES) forcing involves a 
series of pulses of fixed height and random duration. At 
each sampling instant, a random number generator de­
termines whether the input signal is set at its maximum 
or minimum value. However, it is more convenient to 

Input 
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Figure 7.11 (a) Pulse and (b) PRBS inputs (one cycle). 

implement a pseudo random binary sequence (PRES), 
which is a two-level, periodic, deterministic signal of a 
specified length, shown in Fig. 7.11. The actual se­
quence of inputs can be repeated multiple times. The 
term pseudo random indicates the input is a repeating 
sequence that has the spectral characteristics of a random 
signal (Godfrey, 1993). The advantage of a PRBS is that 
the input excitation can be concentrated in particular fre­
quency ranges that correspond to the process dynamics 
and that are important for control system design (see 
Chapter 14 for more information on frequency response 
analysis). 

A PRBS sequence is characterized by two parame­
ters: the duration of the switching sequence (Ns) and 
the switching time or clock period Tsw• which is the 
minimum time between changes in the level of the sig­
nal. N 5 is a positive integer value, while Tsw is an inte­
ger multiple of the sampling period at. The signal 
repeats itself after N 5 Tsw units of time. The actual input 
sequence is generated by a set of n shift registers such 
that N 5 = 2n - 1. This means that N 5 assumes specific 
values such as 3, 7, 15, 31, etc. For example, for n = 4 
and N5 = 15, the input binary sequence is [0, 1, 1, 1, 1, 0, 
1, 0, 1, 1, 0, 0, 1, 0, 0, 0], where "0" represents the lower 
input value and "1" represents the higher input value. 
N5 and Tsw can be determined from a priori information 
about the process. Rivera and Jun (2000) have recom­
mended guidelines for specifying Tsw and N 5 , 

T < 2.78T~om Ns ::::: 2'7TI3sTifom 
sw-

<Xs Tsw 

where T:Om and T~om are high and low estimates of the 
dominant time constant. 13s is an integer corresponding 
to the settling time of the process (e.g., for t9s%, 13s = 3; 
for t99%, 13s = 5), which determines the length of the 
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test. Parameter cx8 represents the expected closed-loop 
speed of response, expressed as a multiple of the open­
loop response speed (typically, cx8 = 2). For arbitrary 
input changes such as PRBS, analytical expressions for 
the model responses are not available. Consequently, 
the model parameters must be estimated using linear 
or nonlinear regression. 

7.3 NEURAL NETWORK MODELS 

Most industrial processes such as chemical reactors and 
separation systems exhibit nonlinear behavior. Unfor­
tunately, many processes are so complex that signifi­
cant engineering time and effort is required to develop 
and validate detailed theoretical dynamic models. As 
an alternative, an empirical nonlinear model can be ob­
tained from experimental data. Neural networks (NN) 
or artificial neural networks are an important class of 
empirical nonlinear models. Neural networks have been 
used extensively in recent years to model a wide range 
of physical and chemical phenomena and to model 
other nonengineering situations such as stock market 
analysis, chess strategies, speech recognition, and med­
ical diagnoses. Neural networks are attractive whenever 
it is necessary to model complex or little understood 
processes with large input-output data sets, as well as to 
replace models that are too complicated to solve in real 
time (Su and McAvoy, 1997; Himmelblau, 2008). 

The exceptional computational abilities of the 
human brain have motivated the concept of an NN. 
The brain can perform certain types of computation, 
such as perception, pattern recognition, and motor con­
trol, much faster than existing digital computers 
(Haykin, 2009). The operation of the human brain is 
complex and nonlinear and involves massive parallel 
computation. Its computations are performed using 
structural constituents called neurons and the synaptic 
interconnections between them (that is, a neural net­
work). The development of artificial neural networks is 
an admittedly approximate attempt to mimic this bio­
logical neural network, in order to achieve some of its 
computational advantages. 

A multilayer feedforward network, one of the most 
common NN structures, is shown in Fig. 7.12. The neu­
rons (or nodes) are organized into layers (input, output, 
hidden); each neuron in the hidden layer is connected to 
the neurons in adjacent layers via connection weights. 
These weights are unknown parameters that are esti­
mated based on the input/output data from the process 
to be modeled. The number of unknown parameters can 
be quite large (e.g., 50 to 100), and powerful nonlinear 
programming algorithms are required to fit the parame­
ters to the data using the least-squares objective function 
(Edgar et al., 2001 ). If enough neurons are utilized, an 
input-output process can be accurately modeled by a 
neural net model. 

Inputs 

Input layer 

Figure 7.12 Multilayer neural network with three layers. 

ui = Input signals 

Wij = Weights 

Yj =Output signal 

Figure 7.13 Signal diagram for a neuron. 

As shown in Fig. 7.13, at each neuron inputs are col­
lected from other neurons or from bias terms, and their 
strength or magnitude is evaluated. These inputs are 
then summed and compared with a threshold level, and 
the appropriate output is determined. The connection 
weight (Wij) determines the relative importance of that 
input. The sum of the weighted inputs is then passed to a 
nonlinear transformation, as shown in Fig. 7.13. One 
type of transformation has a sigmoidal shape as is shown 
in the figure, although many options are available. 

The training of a neural network involves estimating 
the unknown parameters; this procedure generally uti­
lizes normal operating data (often large data sets) taken 
in the operating region where the model is intended to be 
used. After the parameters are estimated (the network is 
trained), another large set of data can be used to validate 
that the model is adequate. Sometimes the resulting NN 
model is not satisfactory, and changes in the model struc­
ture must be made, often by trial and error. Commercial 
software packages are available that make automatic em­
pirical modeling of complex processes feasible. 

Advanced applications of neural nets have been com­
mercially implemented in the areas of fault detection 
and diagnosis, sensor errors, and dynamic modeling and 
control (Su and McAvoy, 1997). In some cases, neural 
nets have been used to determine controller settings in 
advanced control systems. 



7.3.1 Soft Sensors 

A common problem shared by many industrial processes 
is the inability to measure key process variables noninva­
sively and in real time, especially the compositions of 
process streams and product properties. The develop­
ment of improved sensors, based on new techniques of 
analytical chemistry and modern electronic devices using 
fiber optics and semiconductors, has been an active area 
(cf. Appendix A). As an alternative, the use of easily 
measured secondary variables to infer values of unmea­
sured process variables is now receiving great interest; 
the term soft sensors is often used to denote this ap­
proach. Chemometrics is a term related to soft sensors 
that describes how data from process analyzers (e.g., 
spectra) can be analyzed and modeled for use in process 
monitoring and control (Brown, 1998). 

Soft sensors have become an attractive alternative to 
the high cost of accurate on-line measurements for ap­
plications where empirical models can accurately infer 
(that is, predict) unmeasured variables. For example, 
the environmental regulatory agency in Texas permits 
NN models to be used for monitoring emissions from 
various process units such as power boilers. The NN 
models use measurements of selected input and output 
variables to predict pollutants at the parts per billion 
level (Martin, 1997). In materials manufacturing, the 
real-time detection of cracks, inclusions, porosity, dis­
locations, or defects in metallurgical or electronic ma­
terials would be highly desirable during processing, 
rather than after processing is completed and defective 
products are shipped. Use of virtual sensor models to 
predict quality control measures, such as the formation 
and location of defects, can greatly reduce the stringent 
requirements imposed on hardware-based sensors. 

7.4 DEVELOPMENT OF DISCRETE-TIME 
DYNAMIC MODELS 

A digital computer by its very nature deals internally 
with discrete-time data or numerical values of functions 
at equally spaced intervals determined by the sampling 
period. Thus, discrete-time models such as difference 
equations are widely used in computer control applica­
tions. One way a continuous-time dynamic model can be 
converted to discrete-time form is by employing a finite 
difference approximation (Chapra and Canale, 2010). 
Consider a nonlinear differential equation, 

d~~t) = f(y, u) (7-26) 

where y is the output variable and u is the input variable. 
This equation can be numerically integrated (although 
with some error) by introducing a finite difference 
approximation for the derivative. For example, the 
first-order, backward difference approximation to the 
derivative at t = kat is 
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dy(t) y(k) - y(k - 1) -- = 
dt dt 

(7-27) 

where dt is the integration interval specified by the user 
and y(k) denotes the value of y(t) at t = kdt. Substituting 
Eq. 7-26 into (7-27) and evaluating.f(y, u) at the previous 
values of y and u (i.e., y(k- 1) and u(k- 1)) gives 

y(k) - ~;k - 1) = f(y(k - 1)), u(k - 1)) (7-28) 

or 

y(k) = y(k - 1) + dtf(y(k - 1), u(k - 1)) (7-29) 

Equation 7-29 is a first-order difference equation 
that can be used to predict y(k) based on information 
at the previous time step (k - 1). This type of expres­
sion is called a recurrence relation. It can be used to nu­
merically integrate Eq. 7-26 by successively calculating 
y(k) for k = 1, 2, 3, ... starting from a known initial 
condition y(O) and a specified input sequence, {u(k)}. In 
general, the resulting numerical solution becomes more 
accurate and approaches the correct solution y(t) as dt 
decreases. However, for extremely small values of dt, 
computer roundoff can be a significant source of error 
(Chapra and Canale, 2010). 

EXAMPLE7.4 

For the first-order differential equation, 
dy(t) 

Tdt + y(t) = Ku(t) (7-30) 

derive a recursive relation for y(k) using a first-order 
backwards difference for dy(t)!dt. 

SOLUTION 

The corresponding difference equation after approximat­
ing the first derivative is 

T(y(k) - y(k - 1)) + y(k - 1) = Ku(k - 1) (7-31) 
!:it 

Rearranging gives 

( !:it) K !:it y(k) = 1 - --;;:- y(k - 1) + -T- u(k - 1) (7-32) 

The new value y(k) is a weighted sum of the previous 
value y(k- 1) and the previous input u(k- 1). Equation 
7-32 can also be derived directly from (7-29). 

As shown in numerical analysis textbooks, the accu­
racy of Eq. 7-32 is influenced by the integration interval. 
However, discrete-time models involving no approxi­
mation errors can be derived for any linear differential 
equation under the assumption of a piecewise constant 
input signal, that is, the input variable u is held con­
stant over dt. Next, we develop discrete-time model­
ing methods that introduce no integration error for 
piecewise constant inputs, regardless of the size of at. 
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Such models are important in analyzing computer­
controlled processes where the process inputs are 
piecewise constant. 

7.4.1 Exact Discrete-Time Models 

For a process described by a linear differential equa­
tion, the corresponding discrete-time model can be 
derived from the analytical solution for a piecewise 
constant input. This analytical approach eliminates 
the discretization error inherent in finite-difference 
approximations. Consider a first-order model in 
Eq. 7-30 with previous output y[(k - 1)M] and a con­
stant input u(t) = u[(k - 1)1lt] over the time interval, 
(k- 1)1lt :::5 t < kilt. The analytical solution to Eq. 7-30 
at t = kilt is 

y(kllt) = (1 - e-MIT)Ku[(k - 1)1lt] 

+ e-llthy[(k - 1)M] (7-33) 

Equation 7-33 can be written more compactly as 

y(k) = e-llthy(k - 1) + K(1 - e-llth)u(k - 1) (7-34) 

Equation 7-34 is the exact solution to Eq. 7-30 at the 
sampling instants provided that u(t) is constant over 
each sampling interval of length M. Note that the con­
tinuous output y(t) is not necessarily constant between 
sampling instants, but (7-33) and (7-34) provide an 
exact solution for y(t) at the sampling instants, k = 1, 2, 
3, .... 

In general, when a linear differential equation of 
order p is converted to discrete time, a linear difference 
equation of order p results. For example, consider the 
second-order model: 

Y(s) K('ra5 + 1) 
G(s) = U(s) = (-r1s + 1)(-rzs + 1) 

(7-35) 

The analytical solution for a constant input provides 
the corresponding difference equation, which is also re­
ferred to as an autogressive model with external (or ex­
ogenous) input, or ARX model (Ljung, 1999): 

y(k) = a1y(k -1) + a2Y(k- 2) + b1u(k -1) 

where 

+ b2u(k-2) (7-36) 

(7-37) 

(7-38) 

(7-39) 

In Eq. 7-36 the new value of y depends on the values of 
y and u at the two previous sampling instants; hence, it 
is a second-order difference equation. If Tz = Ta = 0 in 
Eqs. 7-36 through 7-40, the first-order difference equa­
tion in (7-33) results. 

The steady-state gain of the second-order difference 
equation model can be found by considering steady­
state conditions. Let u and y denote the new steady­
state values after a step change in u. Substituting these 
values into Eq. 7-36 gives 

(7-41) 

Because y and u are deviation variables, the steady-state 
gain is simply y/u, the steady-state change in y divided by 
the steady-state change in u. Rearranging Eq. 7-41 gives 

. y b1 + bz 
Ga1n = = = --"----=--­

u 1 - a1- az 
(7-42) 

Substitution of Eqs. 7-37 through 7-40 into (7-42) gives 
K, the steady-state gain for the transfer function model 
in Eq. 7-35. 

Higher-order linear differential equations can be 
converted to a discrete-time, difference equation model 
using a state-space analysis (Astrom and Wittenmark, 
1997). 

7.5 IDENTIFYING DISCRETE-TIME 
MODELS FROM EXPERIMENTAL 
DATA 

If a linear discrete-time model is desired, one approach 
is to fit a continuous-time model to experimental data 
(cf. Section 7.2) and then to convert it to discrete-time 
form using the above approach. A more attractive ap­
proach is to estimate parameters in a discrete-time 
model directly from input-output data based on linear 
regression. This approach is an example of system iden­
tification (Ljung, 1999). As a specific example, consider 
the second-order difference equation in (7-36). It can 
be used to predict y(k) from data available at times, 
(k -1)1lt and (k- 2)M. In developing a discrete-time 
model, model parameters a1, a2, b1, and b2 are consid­
ered to be unknown. They are estimated by applying lin­
ear regression to minimize the error criterion in Eq. 7-8 
after defining 

13T = [a1 a2 b1 b2], X1 = y(k - 1), X 2 = y(k - 2), 

X3 = u(k - 1), and X 4 = u(k- 2) 

EXAMPLE7.5 

Consider the step response data y(k) in Table 7.2, which 
were obtained from Example 7.3 and Fig. 7.8 for t:.t = 1. 
At t = 0 a unit step change in u occurs, but the first output 
change is not observed until the next sampling instant. 
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Estimate the model parameters in the second-order differ­
ence equation from the input-output data. Compare this 
model with the models obtained in Example 7.3 using non­
linear regression. 

Table 7.2 Step Response Data 

k y(k) 

1 0.058 
2 0.217 
3 0.360 
4 0.488 
5 0.600 
6 0.692 
7 0.772 
8 0.833 
9 0.888 

10 0.925 

*~t = 1; fork< 0, y(k) = 0 and u(k) = 0. 

Table 7.3 Data Regression for Example 7.6 

0.058 0 0 1 0 
0.217 0.058 0 1 1 
0.360 0.217 0.058 1 1 
0.488 0.360 0.217 1 1 

Y= 
0.600 X= 0.488 0.360 1 1 
0.692 0.600 0.488 1 1 
0.722 0.692 0.600 1 1 
0.833 0.772 0.692 1 1 
0.888 0.833 0.772 1 1 
0.925 0.888 0.833 1 1 

SOLUTION 

For linear regression, there are four independent variables, 
y(k- 1), y(k- 2), u(k- 1), u(k- 2), one dependent vari­
able y(k), and four unknown parameters (a1, a2, b1, b2). We 
structure the data for regression as shown in Table 7.3 and 
solve Eq. 7-10. 

Table 7.4 compares the estimated parameters obtained 
by the two approaches. The linear regression results were 
obtained from Eq. 7-10. The results labeled nonlinear re­
gression were obtained by fitting a continuous-time 
model ( overdamped second-order with time constants T1 

Table 7.4 Comparison of Estimated Model 
Parameters for Example 7.5 

Linear Regression 

0.975 
-0.112 

0.058 
0.102 
1.168 

Nonlinear Regression 

0.984 
-0.122 

0.058 
0.101 
1.159 

Table 7.5 Comparison of 
Simulated Responses for Various 
Difference Equation Modelsa 

n y h YN 
1 0.058 0.058 0.058 
2 0.217 0.217 0.216 
3 0.360 0.365 0.366 
4 0.488 0.487 0.487 
5 0.600 0.595 0.596 
6 0.692 0.690 0.690 
7 0.772 0.768 0.767 
8 0.833 0.835 0.835 
9 0.888 0.886 0.885 

10 0.925 0.933 0.932 

ay, experimental data; Y£, linear 
regression; JN, nonlinear regression 

and Tz and gain K) to the data using nonlinear regres­
sion. The continuous-time model was then converted to 
the corresponding discrete-time model using Eqs. 7-36 
to 7-40. 

The parameters obtained from linear regression in Table 7.4 
are slightly different from those for nonlinear regression. 
This result occurs because for linear regression, four para­
meters were estimated; with nonlinear regression, three 
parameters were estimated. The estimated gain for linear 
regression, K = 1.168, is about 1% higher than the value 
obtained from nonlinear regression. 

Table 7.5 compares the simulated responses for the two 
empirical models. Linear regression gives slightly better 
predictions, because it fits more parameters. However, 
in this particular example, it is difficult to distinguish 
graphically among the three model step responses. 

Example 7.5 has shown how we can fit a second­
order difference equation model to data directly. The 
linear regression approach can also be used for higher­
order models, provided that the parameters still appear 
linearly in the model. It is important to note that the 
estimated parameter values depend on the sampling 
period l1t for the data collection. 

An advantage of the regression approach is that it is 
not necessary to make a step change in u in order to es­
timate model parameters. An arbitrary input variation 
such as a PRBS signal (see Fig. 7.11) over a limited pe­
riod of time would suffice. In fact, a PRBS has certain 
advantages in forming the xTx matrix in Eq. 7-10 
(Rivera and Jun, 2000). In particular, it is not necessary 
to force the system to a new steady state, a beneficial 
feature for industrial applications. Other advantages of 
PRBS are that the input is not correlated with other 
process trends, and that the test can be run for a longer 
time period than for a step change in the input. 



128 Chapter 7 Development of Empirical Models from Process Data 

7.5.1 Impulse and Step Response Models 

Another type of discrete-time model, the finite impulse 
response (FIR) or convolution model, has become impor­
tant in computer control. This model can be written as 

N 
y(k + 1) = y(O) + ~hiu(k - i + 1) (7-43) 

i=1 

Integer N is selected so that N !::.t::::: t8 , the settling time 
of the process (see Chapter 5). Note that an equivalent 
version of Eq. 7-43 can be written with y(k) instead of 
y(k + 1) on the left-hand side (as in Section 7.4) by shift­
ing the index backward one sampling period. A related 
discrete-time model can be derived from Eq. 7-43 and is 
called the finite step response model, or just the step re­
sponse model. To illustrate this relationship, we consider 
a simple (finite) impulse response model where N = 3. 
Expanding the summation in Eq. 7-43 gives 

y(k + 1) = y(O) + h1u(k) + hzu(k - 1) 
+ h3u(k - 2) (7-44) 

The step response coefficients Si are related to the im­
pulse response coefficients hi as shown in Fig. 7.14. By 
definition, the step response coefficients are simply the 
values of the response y at the sampling instants. Note 
that the impulse response coefficients are equal to the 
differences between successive step response coeffi­
cients, hi = si - si-1· If we substitute for hi in terms of 
si in (7-44), then 

y(k + 1) = y(O) + (S1 - So)u(k) 
+ (Sz - S1)u(k - 1) 
+ (S3 - Sz)u(k - 2) (7-45) 

Recognizing that S0 = 0 (see Fig. 7.14) and rearranging 
gives 

y(k + 1) = y(O) + S1[u(k)- u(k- 1)) 
+ Sz(u(k- 1) - u(k- 2)] 
+ S3u(k - 2) (7-46) 

Ll 
After defining D.u(k) = u(k) - u(k- 1), Eq. 7-46 
becomes 

y 

0 

Yss = SN 
-------------------------

y(4) = 84 

2!1t 3!1t 4!1t 511t 
Time 

Figure 7.14 The relationship between the step response (S;) 
and impulse response (h;) coefficients for the situation where 
y(O) = 0. 

y(k + 1) = y(O) + S1D.u(k) 
+ SzD.u(k - 1) + S3u(k - 2) (7-47) 

Similarly, the step response model that corresponds to 
the full impulse response model in Eq. 7-43 is given by 

N-1 
y(k + 1) = y(O) + ~ SiD.u(k - i + 1) 

i=1 

+ S N u( k - N + 1) 

This derivation is left to the reader. 

(7-48) 

A generalized framework for using step response 
models in model predictive control is presented in Chap­
ter 20. Note that Fig. 7.14 illustrates the case where there 
is no time delay in the process model. When a time delay 
is present, the initial step (or impulse) coefficients are 
zero. For example, if there is a time delay of d sampling 
periods, then S0, S1, ... , Sd are zero in Eq. 7-48. Similarly, 
hi = 0 for 0 ::5 i ::5 din Eq. 7-43. 

A discrete-time impulse or step response model can be 
developed from a transfer function model or a linear dif­
ferential (or difference) equation model. For example, 
consider a first-order transfer function with T = 1 min 
and K = 1, and a unit step input change. The first-order 
difference equation corresponding to Eq. 7-34 with 
y(O) = 0 and D.t = 0.2 is 

y(k) = 0.8187y(k- 1) + 0.1813u(k- 1), 

or, equivalently, 

y(k + 1) = 0.8187y(k) + 0.1813u(k). 

For u(O) = u(1) = · · · = u(k - 1) = 1.0 and D.t = 0.2, 
the step response fort= 0 tot= 10, consists of the data 
points in Table 7 .6. The values of the step response are 

Table 7.6 Selected Step Response 
Coefficients for First-Order Model 

Time Step, k sk 
0 0.0000 
1 0.1813 
2 0.3297 
3 0.4513 
4 0.5507 
5 0.6322 
6 0.6989 
7 0.7535 
8 0.7982 
9 0.8348 

10 0.8647 
15 0.9502 
20 0.9817 
25 0.9933 
30 0.9975 
35 0.9991 
40 0.9997 
45 0.9999 
49 1.0000 
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shown for 0 :s; k :s; 10, and selected values are included 
for 10 :s; k :s; 49. 

This modeling approach leads to a step response 
model that is equivalent to the first-order difference 
equation in Eq. 7-32 but that has many more parame­
ters. Given the two alternatives, it is clear that the 
number of model parameters (model parsimony) is 
an issue in selecting the appropriate model. 

When should a step response or impulse response 
model be selected? First, this type of model is useful 
when the actual model order or time delay is unknown, 
because this information is not required for step re­
sponse models. The model parameters can be calcu­
lated directly using linear regression. Second, step or 
impulse response models are appropriate for processes 
that exhibit unusual dynamic behavior that cannot be 
described by standard low-order models. We consider 
such an example next. 

y 

EXAMPLE7.6 

The industrial data shown in Fig. 7.15 were obtained for a 
step test of a distillation column in a gas recovery unit. 
The input is the column pressure, the output is in analyzer 
composition, and the sampling period is !1t = 1 min (120 
data points). Obtain the following models for the unit step 
changeintheinput: 

(1) Step response model with 50 coefficients 

(2) Discrete-time ARX model (N = 50): 

0.1 

0.08 

0.06 

0.04 

0.02 

y(k) = al)'(k - 1) + a2y(k - 2) 
+ a3y(k - 3) + a4y(k - 4) + b1u(k - 1) 
+ bzu(k - 2) + b3u(k - 3) 

(3) First-order-plus-time-delay model (cf. Eq. 7-16) 

(4) Second-order-plus-time-delay model with inverse re­
sponse: 

SOLUTION 

Figure 7.15 compares the four model responses with the 
experimental data. Excel was used to fit Models 3 and 4, 
while linear regression was used for Models 1 and 2. A step 
response model with 50 coefficients (and !1t = 2 min) pro­
vides a predicted response that is indistinguishable from 
the experimental data (solid line); it is shown as Modell. 
A step response model with 120 coefficients and l1t = 1 
min would provide an exact fit of the 120 data points. 

Models 2, 3, and 4 are as follows: 

(2) y(k) = 3.317y(k- 1) - 4.033y(k- 2) + 2.108y(k- 3) 
+ 0.392y(k- 4) - 0.00922u(k- 1) 
+ 0.0322u(k - 2) - 0.0370u(k - 3) 
+ 0.0141u(k - 4) 

0.082e - 44·8s 
(3) G(s) = 7.95s + 1 

0.088(1 - 12.2s)e-25 ·7s 

(4) G(s) = -1-0-9.--'--2?_+_2_3-.1s-'-----+-1-

Model 2 gives an adequate fit except for the initial inverse 
response (an artifact near t = 0). Models 3 and 4 provide 
poor approximations of the response for t ::s 25. However, 
Models 3 and 4 may be adequate for designing simple con­
trollers. 

0 -- Model 1 and experimental response 

-0.02 

-0.04 
0 20 40 

--- Model2 

-·-· Model 3 
........... Model 4 

60 
Time (min) 

80 100 120 
Figure 7.15 Comparison of model 
predictions for industrial column step 
responses, Example 7.7. 
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7.5.2 Process Identification of More 
Complicated Models 

In this section, we briefly consider three classes of more 
complicated process models: MIMO models, stochastic, 
models, and nonlinear discrete-time models. 

MIMO (multiple input, multiple output) process 
modeling is inherently more complicated than SISO 
modeling. For linear systems, the Principle of Superpo­
sition holds, which allows MIMO models to be devel­
oped through a series of single step tests for each input, 
while holding the other inputs constant. For a process 
with three inputs (u) and three outputs (y), we can in­
troduce a step change in u1, and record the responses 
for YI, yz, and y3. The three transfer functions involving 
u1, namely 

can be obtained using the techniques described in Sec­
tion 7.2. In a similar fashion, step changes in U2 and U3 
can be introduced in order to determine the other six 
Gij· Alternatively, discrete-time models can be devel­
oped for each output, as discussed earlier in this sec­
tion, using linear regression techniques. See Chapter 20 

SUMMARY 

When theoretical models are not available or are very 
complicated, empirical process models provide a viable 
alternative. In these situations, a model that is suffi­
ciently accurate for control system design can often be 
obtained from experimental input/output data. Step re­
sponse data can be analyzed graphically or by com-
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EXERCISES 

7.1 An operator introduces a step change in the flow rate qi 

• 
to a particular process at 3:05 A.M., changing the flow 
from 500 to 540 gaUmin. The first change in the process 
temperature T (initially at 120 °F) occurs at 3:09 A.M. 

After that, the response in T is quite rapid, slowing down 
gradually until it appears to reach a steady-state value of 
124.7 °F. The operator notes in the logbook that there is no 
change after 3:34 A.M. What approximate transfer function 
might be used to relate temperature to flow rate for this 
process in the absence of more accurate information? What 
should the operator do next time to obtain a better estimate? 

7.2 A single-tank process has been operating for a long pe-

• 
riod of time with the inlet flow rate qi equal to 30.4 
ft3/min. After the operator increases the flow rate sud­
denly at t = 0 by 10%, the liquid level in the tank 

changes as shown in Table E7.2. 

Table E7.2 

t h t h 
(min) (ft) (min) (ft) 

0 5.50 1.4 6.37 
0.2 5.75 1.6 6.40 
0.4 5.93 1.8 6.43 
0.6 6.07 2.0 6.45 
0.8 6.18 3.0 6.50 
1.0 6.26 4.0 6.51 
1.2 6.32 5.0 6.52 

Assuming that the process dynamics can be described by a 
first-order model, calculate the steady-state gain and the time 
constant using three methods: 

(a) From the time required for the output to reach 63.2% of 
the total change 

(b) From the initial slope of the response curve 

(c) From the slope of the fraction incomplete response 
curve 

(d) Compare the data and the three models by simulating 
their step responses. 

7.3 A process consists of two stirred tanks with input q and 

• 
outputs T1 and T2 (see Fig. E7.3). To test the hypothesis 
that the dynamics in each tank are basically first-order, 
a step change in q is made from 82 to 85 L!min, with 

output responses given in Table E7.3. 

(a) Find the transfer functions Tl(s)!Q'(s) and T'z(s)IT!(s). 
Assume that they are of the form K/( Tis + 1 ). 

Figure E7.3 
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Table E7.3 

t(min) TlCC) Tz (0 C) t(min) TlCC) Tz (0 C) 

0 10.00 20.00 11 17.80 25.77 
1 12.27 20.65 12 17.85 25.84 
2 13.89 21.79 13 17.89 25.88 
3 15.06 22.83 14 17.92 25.92 
4 15.89 23.68 15 17.95 25.94 
5 16.49 24.32 16 17.96 25.96 
6 16.91 24.79 17 17.97 25.97 
7 17.22 25.13 18 17.98 25.98 
8 17.44 25.38 19 17.99 25.98 
9 17.60 25.55 20 17.99 25.99 

10 17.71 25.68 50 18.00 26.00 

(b) Calculate the model responses to the same step change 
in q and plot with the experimental data. 

7.4 For a multistage bioseparation process described by the 
transfer function, 

G(s) 
2 

(Ss + 1)(3s + 1)(s + 1) 

calculate the response to a step input change of magnitude, 1.5. 

(a) Obtain an approximate first-order-plus-delay model 
using the fraction incomplete response method. 

(b) Find an approximate second-order model using a 
method of Section 7.2. 

(c) Calculate the responses of both approximate models 
using the same step input as for the third-order model. Plot 
all three responses on the same graph. What can you con­
clude concerning the approximations? 

7.5 Fit an integrator plus time-delay model to the unit step 

• 
response in Figure E7.5 for t ::s 15. The step response 
has been normalized by the steady-state gain. Compare 
the experimental response with the response predicted 

from the model. 

7.6 For the unit step response shown in Fig. E7.5, estimate 

• 
the following models using graphical methods: 
(a) First-order plus time-delay. 

1.0 

0.8 

0.6 
Output 

0.4 

0.2 

Figure E7.5 

5 10 15 
Time (min) 

20 25 
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(b) Second-order using Smith's method and nonlinear re­
gression. 

Plot all three predicted model responses on the same graph. 

7.7 A heat exchanger used to heat a glycol solution with a hot 
oil is known to exhibit FOPTD behavior, G1(s) = T'(s)!Q'(s), 
where T' is the outlet temperature deviation and Q' is the hot oil 
flow rate deviation. A thermocouple is placed 3 m downstream 
from the outlet of the heat exchanger. The average velocity of 
the glycol in the outlet pipe is 0.5 m/s. The thermocouple also is 
known to exhibit first-order behavior; however, its time constant 
is expected to be considerably smaller than the heat exchanger 
time constant. 

(a) Data from a unit step test in Q' on the complete system 
are shown in Fig. E7.7. Using a method of your choice, calcu­
late the time constants of this process from the step response. 

(b) From your empirical model, find transfer functions for 
the heat exchanger, pipe, and thermocouple. Think of the 
model as the product of three transfer functions: process, 
pipe flow, and sensor. What assumptions do you have to 
make to obtain these individual transfer functions from the 
overall transfer function? 

5 
Time (min) 

Figure E7.7 

7.8 The level in a tank responds as a first-order system to 

• 
changes in its inlet flow. The data shown below were 
gathered after the inlet flow was increased quickly 

from 1.5 to 4.8 gal/min. 
(a) Determine the transfer function by estimating the time 
constant using one of the methods of Section 7.2. Be sure to 
use deviation variables and include units for the model para­
meters. 

(b) Repeat part (a) using nonlinear regression (e.g., Excel) 
and the liquid level data. 

(c) Graphically compare the two model responses with the 
data. Which model is superior? (Justify your answer) 

Table E7.8 

Time Level Time Level 
(min) (ft) (min) (ft) 

0.00 10.4 1.75 20.3 
0.25 12.0 2.00 21.5 
0.50 13.5 2.25 22.1 
0.75 15.1 2.50 22.9 
1.00 16.8 2.75 23.7 
1.25 18.1 
1.50 19.2 15.0 30.7 (steady state) 

Table E7.9 

y y 

0 0 7 1.8 
1 0 8 2.4 
2 0 9 2.7 
3 0.3 10 2.8 
4 0.6 11 2.9 
5 0.9 12 3.0 
6 13. 13 3.0 

7.9 The output response data y shown above were generated 
from a step change in input u from 2 to 4 at time t = 0. 
Develop a transfer function model of the form 

Y(s) Ke-es 

U(s) (T1s + 1)(T2s + 1) 

7.10 Noisy data for the step response of a boiler temperature 
T to a decrease in air flow rate q from 1000 to 950 cfm are 
shown below. Develop a FOPTD model using a method from 
Chapter 7. Be sure to use deviation variables and report units 
for the model parameters. 

Table E7.11 

t (min) q (cfm) TCC) 

0 1000 849 
1 1000 851 
2 1000 850 
3 950 851 
4 950 849 
5 950 860 
6 950 867 
7 950 873 
8 950 878 
9 950 882 

10 950 886 
11 950 888 
12 950 890 
13 950 890 

7.11 Consider the first-order differential equation 

• dy 
5 dt + y(t) = 6u(t) y(O) = 3 

where u(t) is piecewise constant and has the following values: 

u(O) = 0 

u(1) = 1 

u(2) = 2 

u(3) = 3 

u(4) = 0 

u(t) = 0 fort> 4 

Derive a difference equation for this ordinary equation using 
l:1t = 1 and 

(a) Exact discretization 

(b) Finite difference approximation 
Compare the integrated results for 0 ::; t ::; 10. Examine 
whether t:.t = 0.1 improves the finite difference model. 

7.12 The following data were collected from a cell concen-

• 
tration sensor measuring absorbance in a biochemi­
cal stream. The input x is the flow rate deviation (in 



Table E7.12 

Time (s) X y 

0 0 3.000 
1 3 2.456 
2 2 5.274 
3 1 6.493 
4 0 6.404 
5 0 5.243 
6 0 4.293 
7 0 3.514 
8 0 2.877 
9 0 2.356 

10 0 1.929 

dimensionless units) and the sensor output y is given in volts. 
The flow rate (input) is piecewise constant between sampling 
instants. The process is not at steady state initially, so y can 
change even though x = 0. 

Fit a first-order model, y(k) = al)'(k- 1) + b1x(k- 1), to the 
data using the least-squares approach. Plot the model 
response and the actual data. Can you also find a first-order 
continuous transfer function G(s) to fit the data? 

7.13 Obtain a first-order discrete-time model from the 

• 
response data in Table E7.12. Compare your results with 
the first-order graphical method for step response data, 
fitting the gain and time constant. Plot the two simulated 

step responses for comparison with the observed data. 

7.14 Data for a person with type 1 diabetes are available as 

• 
both MATLAB and Excel data files on the book web 
site.1 Glucose measurements (y) were recorded every 
five minutes using a wearable sensor that measures sub­

cutaneous glucose concentration. The insulin infusion rate 
from a wearable subcutaneous insulin pump was also 
recorded every five minutes. The data files consist of experi­
mental data (u) for two step changes in the insulin infusion 
rate. The data are reported as deviations from the initial val­
ues that are considered to be the nominal steady-state values. 

It is proposed that the relationship between the glucose con­
centration y and the insulin infusion rate u can be described 
by a discrete-time, dynamic model of the form: 

y(k) = a1y(k - 1) + azY(k - 2) 
+ b1u(k - 1) + b2u(k - 2) 

Do the following: 

(a) Use the least squares approach to estimate the model 
parameters from the basall dataset. This data will be referred 
to as the calibration data. Graphically compare the model 
response and this data. 

(b) In order to assess the accuracy of the model from part 
(a), calculate the model response y to the u step changes in 
the validation data (basal2). Then graphically compare the 
model response y with the validation data y. 

1Book web site: www.wiley.com/college/seborg 
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(c) Repeat Steps (a) and (b) using an alternative transfer 
function model: 

Y(s) K 

U(s) TS + 1 

Estimate the model parameters using graphical techniques 
and the basall dataset. Then compare the model and experi­
mental response data for both datasets. 

(d) Which model is superior? Justify your answer by consid­
ering the least squares index for the one-step-ahead predic­
tion errors, 

N 

s = ~ [y(k) - .Y(k)f 
k~l 

where N is the number of data points. 

7.15 Consider the PCM furnace module of Appendix E. As­
C sume that hydrocarbon temperature T HC is the output 
~ variable and that air flow rate FA is the input variable. 

Do the following: 

(a) Develop a FOPTD model from response data for a step 
change in FA at t = 10 min from 17.0 to 20.0 m3/min. Summa­
rize your calculated model parameters in a table and briefly 
describe the method used to calculate them. 

(b) Repeat (a) for a second-order plus time-delay (SOPTD) 
model. 

(c) Plot the actual THe response and the two model 
responses for the FA step change of part (a). 

(d) Are the two models reasonably accurate? Which model 
is superior? Justify your answer by considering the least 
squares index for the prediction errors, 

N 

s = ~ [y(k) - jl(k)]2 

k~l 

where N is the number of data points. 

7.16 Consider the PCM distillation column module of 
Q Appendix E. Assume that distillate MeOH composition 
~ xv is the output variable and that reflux ratio R is the 

input variable. 

Do the following: 

(a) Develop a first-order plus time-delay (FOPTD) transfer 
function model from response data for a step change in R at 
t = 10 min from 1.75 to 2.0. Summarize your calculated model 
parameters in a table and briefly describe the method used to 
calculate them. 

(b) Repeat (a) for a second-order plus time-delay (SOPTD) 
model. 

(c) Plot the actual xv response and the two model responses 
for the R step change of part (a). 
(d) Are the two models reasonably accurate? Which model 
is better? Justify your answer by considering the least squares 
index for the prediction errors, 

N 

s = ~ [y(k) - y (k)]2 
k~l 

where N is the number of data points. 
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Summary 

In previous chapters, we considered the dynamic behav­
ior of representative processes and developed mathe­
matical tools required to analyze process dynamics. We 
are now prepared to consider the important topic of 
feedback control. 

The standard feedback control algorithms (also called 
control laws) are presented in this chapter, with emphasis 
on control algorithms that are widely used in the process 
industries. Proportional-integral-derivative (PID) control 
and on-off control are the predominant types of feedback 
control. Consequently, features and options for PID con­
trollers are discussed in detail. Finally, we introduce 
digital PID control algorithms to emphasize the strong 
parallels between digital and analog (continuous) ver­
sions of feedback control. The remaining elements in the 
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feedback control loop-sensors, transmitters, and control 
valves-will be considered in Chapter 9. 

8.1 INTRODUCTION 

We introduce feedback control systems by again con­
sidering the stirred-tank blending process of Chapters 2 
and4. 

8.1.1 Illustrative Example: The Continuous 
Blending Process 

A schematic diagram of a stirred-tank blending process 
is shown in Fig. 8.1. The control objective is to keep the 
tank exit composition x at the desired value set point 
by adjusting w2, the flow rate of species A, via the con­
trol valve. The composition analyzer-transmitter (AT) 



----Electrical signal :p 
I -----'tt- Pneumatic signal 

&--Set point 

I 
I 

~-D~----~~----x2=1 
: w2 

:xm 
I 

_J 

v 

Figure 8.1 Schematic diagram for a stirred-tank blending 
system. 

measures the exit composition and transmits it as an 
electronic signal to the feedback controller (AC). The 
controller compares the measured value Xm to the 
desired value (set point) and calculates an appropriate 
output signal p, an electronic signal that is sent to a 
current-to-pressure transducer (I/P) where it is converted 
to an equivalent pneumatic (air) signal that is compati­
ble with the control valve. The symbols of Fig. 8.1 are 
examples of the standard instrumentation symbols 
published by the Instrumentation, Systems and Automa­
tion (ISA) Society. In particular, an electronic signal is 
denoted by a dashed line and a pneumatic signal by a 
solid line with crosshatches. A compilation of common 
instrumentation symbols appears in Appendix D. 

This example illustrates that the basic components in 
a feedback control loop are: 

• Process being controlled (blending system) 

• Sensor-transmitter combination (AT) 

• Feedback controller (AC) 
• Current-to-pressure transducer (I!P) 

• Final control element (control valve) 
• Transmission lines between the various instru-

ments (electrical cables and pneumatic tubing) 

A current-to-pressure (or voltage-to-pressure) transducer 
is required if the control loop contains both electronic in­
struments and a pneumatic control valve. The term final 
control element refers to the device that is used to adjust 
the manipulated variable. It is usually a control valve but 
could be some other type of device, such as a variable 
speed pump or an electrical heater. The operation of this 
blending control system has been described in Section 1.2. 

The blending system in Fig. 8.1 involves analog in­
strumentation. For an analog device, the input and 
output signals are continuous (analog) rather than dis­
continuous (digital or discrete time). Analog devices 
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can be either electronic or pneumatic. For electronic 
devices such as sensors and controllers, the standard 
ranges for input and output signals are 4-20 rnA and 
1-5V (DC). Pneumatic instruments continue to be 
used, particularly in older plants or hazardous areas 
where electronic instruments are not intrinsically safe. 
For a pneumatic instrument, the input and output sig­
nals are air pressures in the range of 3 to 15 psig. Metal 
or plastic tubing (usually 1/4 or 3/8 OD) is used to in­
terconnect the various pneumatic instruments. As indi­
cated in Fig. 8.1, both electronic and pneumatic devices 
can be used in the same feedback control loop. 

Most new control systems utilize digital technology 
with the control algorithms implemented via digital 
computers and with digital signal pathways (networks) 
used (see Appendix A) for data transmission. Conse­
quently, we consider digital control algorithms. Instru­
mentation for process control, including computer 
hardware and software, are considered in greater detail 
in Chapter 9 and Appendix A. 

Now we consider the heart of a feedback control 
system, the controller itself. 

8.1.2 Historical Perspective 

We tend to regard automatic control devices as a mod­
ern development. However, ingenious feedback control 
systems for water-level control were used by the Greeks 
as early as 250 B.C. (Mayr, 1970), with their mode of op­
eration being very similar to that of the level regulator in 
the modern flush toilet. The fly-ball governor, which was 
first applied by James Watt to the steam engine in 1788, 
played a key role in the development of steam power. 

During the 1930s, three-mode controllers with propor­
tional, integral, and derivative (PID) feedback control 
action became commercially available (Ziegler, 1975). 
The first theoretical papers on process control were 
published during this same period. Pneumatic PID con­
trollers gained widespread industrial acceptance during 
the 1940s, and their electronic counterparts entered the 
market in the 1950s. The first computer control applica­
tions in the process industries were reported in the late 
1950s and early 1960s. Since the 1980s, digital hardware 
has been used on a routine basis and has had a tremen­
dous impact on process control. 

As a simple example of feedback control, consider 
the flow control loop in Fig. 8.2 where the flow rate of a 

Flow 
controller 

r----%----~ 
I 

Flow I 
transmitter 

Process stream __ ,._ _ ___. ____ -:;.-------i 

Figure 8.2 Flow control system. 

Control 
valve 
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Set point Ysp 

I 
I 
t 

Input signal Ym ___ _,,.;.jl ~ontroller I---~ Output signal p 
(from transmitter) L-------' " (to control valve) 

Figure 8.3 Simple diagram of a feedback controller. 

process stream is measured and transmitted electroni­
cally to a flow controller. The controller compares the 
measured value to the set point and takes the appropri­
ate corrective action by calculating the controller out­
put and transmitting it as an electronic signal to the 
control valve. 

The block diagram for the feedback controller of 
Fig. 8.2 is shown in Fig. 8.3. The set point is shown as a 
dashed line. For digital control systems, the set point 
would be entered by an operator using a computer ter­
minal. For an analog controller, the set point would be 
specified via a dial setting on the equipment. In addi­
tion to this local set point, some controllers have a re­
mote set-point option that permits them to receive an 
external set-point from another controller or a com­
puter. The input and output signals for analog con­
trollers are continuous signals that are either electrical 
or pneumatic. For digital control systems, the input sig­
nals are first converted from analog to digital form 
prior to the control calculations. Then, the calculated 
value of the controller output is converted from a digi­
tal signal to an analog signal for transmission to the 
control valve (or some other type of final control ele­
ment). These types of signal conversions are described 
in Appendix A. 

8.2 BASIC CONTROL MODES 

Next we consider the three basic feedback control modes 
starting with the simplest mode, proportional control. 

8.2.1 Proportional Control 

In feedback control, the objective is to reduce the error 
signal to zero where 

e(t) = Ysp(t) - Ym(t) 

and 

e(t) = error signal 

Ysp(t) = set point 

(8-1) 

Ym(t) = measured value of the controlled variable 
(or equivalent signal from the sensor/ 
transmitter) 

Although Eq. 8-1 indicates that the set point can be 
time-varying, in many process control problems it is 
kept constant for long periods of time. 

For proportional control, the controller output is 
proportional to the error signal, 

p(t) = p + Kce(t) (8-2) 

where 

p(t) = controller output 

p = bias (steady-state) value 

Kc = controller gain (usually dimensionless) 

The key concepts behind proportional control are that 
(1) the controller gain can be adjusted to make the 
controller output changes as sensitive as desired to 
deviations between set point and controlled variable, 
and that (2) the sign of Kc can be chosen to make the 
controller output increase (or decrease) as the error 
signal increases. For example, for the blending process in 
Fig. 8.1, we want w2 to decrease as x increases; hence, 
Kc should be a positive number. 

For proportional controllers, bias p can be adjusted, 
a procedure referred to as manual reset. Because the 
controller output equals p when the error is zero, p is 
adjusted so that the controller output, and conse­
quently the manipulated variable, are at their nominal 
steady-state values when the error is zero. For exam­
ple, if the final control element is a control valve, p is 
adjusted so that the flow rate through the control 
valve is equal to the nominal, steady-state value when 
e = 0. The controller gain Kc is adjustable and is usu­
ally tuned (i.e., adjusted) after the controller has been 
installed. 

For general-purpose controllers, Kc is dimensionless. 
This situation occurs when p and e in Eq. 8-2 have the 
same units. For example, the units could be associated 
with electronic or pneumatic instruments (rnA, volts, 
psi, etc.). For digital implementation, p and e are often 
expressed as numbers between 0 and 100%. The latter 
representation is especially convenient for graphical 
displays using computer control software. 

On the other hand, in analyzing control systems it 
can be more convenient to express the error signal in 
engineering units such as oc or mol/L. For these situa­
tions, Kc will not be dimensionless. As an example, 
consider the stirred-tank blending system. Suppose that 
e [ =] mass fraction and p [ =] rnA; then Eq. 8.2 implies 
that Kc [ =] rnA because mass fraction is a dimension­
less quantity. If a controller gain is not dimensionless, it 



e 

Figure 8.4 Proportional control: ideal behavior (slope of 
line= Kc)· 

includes the steady-state gain for another component 
of the control loop such as a transmitter or control 
valve. This situation is discussed in Chapter 11. 

Some controllers have a proportional band setting 
instead of a controller gain. The proportional band PB 
(in %) is defined as 

PB ~ 100% 
Kc 

(8-3) 

This definition applies only if Kc is dimensionless. Note 
that a small (narrow) proportional band corresponds to 
a large controller gain, whereas a large (wide) PB value 
implies a small value of Kc. 

The ideal proportional controller in Eq. 8-2 and 
Fig. 8.4 does not include physical limits on the controller 
output, p. A more realistic representation is shown in 
Fig. 8.5, where the controller saturates when its output 
reaches a physical limit, either Pmax or Pmin· In order to 
derive the transfer function for an ideal proportional 
controller (without saturation limits), define a devia­
tion variable p'(t) as 

p'(t) ~ p(t) - p (8-4) 

Then Eq. 8-2 can be written as 

p'(t) = Kce(t) 

p 

Pmax 

----'----- Pmin 
0 

0 
e 

Figure 8.5 Proportional control: actual behavior. 

(8-5) 
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It is unnecessary to define a deviation variable for the 
error signal, because e is already in deviation form, and 
its nominal steady-state value is e = 0. Taking Laplace 
transforms and rearranging (8-5) gives the transfer 
function for proportional-only control: 

P'(s) 
E(s) = Kc (8-6) 

An inherent disadvantage of proportional-only 
control is that a steady-state error (or offset) occurs 
after a set-point change or a sustained disturbance. In 
Chapter 11 we demonstrate that offset will occur for 
proportional-only control regardless of the value of Kc 
that is employed. Fortunately, the addition of the integral 
control mode facilitates offset elimination, as discussed 
in the next section. 

For control applications where offsets can be toler­
ated, proportional-only control is attractive because of 
its simplicity. For example, in some level control prob­
lems, maintaining the liquid level close to the set point 
is not as important as merely ensuring that the storage 
tank does not overflow or run dry. 

8.2.2 Integral Control 

For integral control action, the controller output depends 
on the integral of the error signal over time, 

1 1t p(t) = p + - e(t*) dt* 
TJ 0 

(8-7) 

where TJ. an adjustable parameter referred to as the 
integral time or reset time, has units of time. In the 
past, integral control action has been referred to as 
reset or floating control, but these terms are seldom 
used anymore. 

Integral control action is widely used because it 
provides an important practical advantage, the elimi­
nation of offset. To understand why offset is elimi­
nated, consider Eq. 8-7. In order for the controlled 
process to be at steady state, the controller output p 
must be constant so that the manipulated variable is 
also constant. Equation 8-7 implies that p changes with 
time unless e(t*) = 0. Thus, when integral action is 
used, p automatically changes until it attains the value 
required to make the steady-state error zero. This de­
sirable situation always occurs unless the controller 
output or final control element saturates and thus is un­
able to bring the controlled variable back to the set 
point. Controller saturation occurs whenever the distur­
bance or set-point change is so large that it is beyond 
the range of the manipulated variable. 

Although elimination of offset is usually an impor­
tant control objective, the integral controller in Eq. 8-7 
is seldom used by itself, because little control action 
takes place until the error signal has persisted for some 
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time. In contrast, proportional control action takes 
immediate corrective action as soon as an error is de­
tected. Consequently, integral control action is normally 
used in conjunction with proportional control as the 
proportional-integral (PI) controller: 

p(t) = P + Kc G(t) + ;I lot e(t*) dt*) (8-8) 

The corresponding transfer function for the PI con­
troller in Eq. 8-8 is given by 

P'(s) = K (1 + __l_) = K (-r1s + 1) 
E(s) c -r1s c -r1s (8-9) 

The response of the PI controller to a unit step 
change in e(t) is shown in Fig. 8.6. At time zero, 
the controller output changes instantaneously due to 
the proportional action. Integral action causes the 
ramp increase inp(t) fort> 0. When t = TJ. the integral 
term has contributed the same amount to the controller 
output as the proportional term. Thus, the integral ac­
tion has repeated the proportional action once. Some 
commercial controllers are calibrated in terms of 11-r1 

(repeats per minute) rather than -r1 (minutes, or min­
utes per repeat). For example, if -r1 = 0.2 min, this cor­
responds to 11-r1 having a value of 5 repeats/minute. 

One disadvantage of using integral action is that it 
tends to produce oscillatory responses of the controlled 
variable and, as we will see in Chapter 11, it reduces 

Time 

Figure 8.6 Response of proportional-integral 
controller to unit step change in e(t). 

the stability of the feedback control system. A limited 
amount of oscillation can usually be tolerated, because 
it often is associated with a faster response. The unde­
sirable effects of too much integral action can be 
avoided by proper tuning of the controller or by includ­
ing derivative control action (Section 8.2.3), which 
tends to counteract the destabilizing effects. 

Reset Windup 

An inherent disadvantage of integral control action is 
a phenomenon known as reset windup. Recall that the 
integral mode causes the controller output to change 
as long as e(t*) =F 0 in Eq. 8-8. When a sustained error 
occurs, the integral term becomes quite large and the 
controller output eventually saturates. Further buildup 
of the integral term while the controller is saturated 
is referred to as reset windup or integral windup. Fig­
ure 8.7 shows a typical response to a step change in set 
point when a PI controller is used. Note that the indi­
cated areas under the curve provide either positive or 
negative contributions to the integral term depending 
on whether the measurement of the controlled vari­
able Ym is below or above the set point Ysp· The large 
overshoot in Fig. 8.7 occurs because the integral term 
continues to increase until the error signal changes 
sign at t = t1. Only then does the integral term begin 
to decrease. After the integral term becomes suffi­
ciently small, the controller output moves away from 

Figure 8.7 Reset windup during a set-point change. 



the saturation limit and has the value determined by 
Eq. 8-8. 

Reset windup occurs when a PI or PID controller en­
counters a sustained error, for example, during the 
start-up of a batch process or after a large set-point 
change. It can also occur as a consequence of a large 
sustained disturbance that is beyond the range of the 
manipulated variable. In this situation, a physical limi­
tation (control valve fully open or completely shut) 
prevents the controller from reducing the error signal 
to zero. Clearly, it is undesirable to have the integral 
term continue to build up after the controller output 
saturates, because the controller is already doing all it 
can to reduce the error. Fortunately, commercial con­
trollers provide anti-reset windup. In one approach, 
reset windup is reduced by temporarily halting the inte­
gral control action whenever the controller output satu­
rates. The integral action resumes when the output is 
no longer saturated. The anti-reset windup feature is 
sometimes referred to as a batch unit, because it is re­
quired when batch processes are started up automati­
cally (see Chapter 22). 

8.2.3 Derivative Control 

The function of derivative control action is to antici­
pate the future behavior of the error signal by consider­
ing its rate of change. In the past, derivative action was 
also referred to as rate action, pre-act, or anticipatory 
control. For example, suppose that a reactor temperature 
increases by 10 oc in a short period of time, say, 3 min. 
This clearly is a more rapid increase in temperature 
than a 10 oc rise in 30 min, and it could indicate a 
potential runaway situation for an exothermic reaction. 
If the reactor were under manual control, an experienced 
plant operator would anticipate the consequences and 
quickly take appropriate corrective action to reduce 
the temperature. Such a response would not be obtain­
able from the proportional and integral control modes 
discussed so far. Note that a proportional controller 
reacts to a deviation in temperature only, making no 
distinction as to the time period over which the devi­
ation develops. Integral control action is also ineffec­
tive for a sudden deviation in temperature, because 
the corrective action depends on the duration of the 
deviation. 

The anticipatory strategy used by the experienced 
operator can be incorporated in automatic controllers 
by making the controller output proportional to the 
rate of change of the error signal or the controlled vari­
able. Thus, for ideal derivative action, 

de(t) 
p(t) = p + TDdt (8-10) 

where -rv, the derivative time, has units of time. Note 
that the controller output is equal to the nominal 
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value p as long as the error is constant (that is, as 
long as de/dt = 0). Consequently, derivative action is 
never used alone; it is always used in conjunction 
with proportional or proportional-integral control. 
For example, an ideal PD controller has the transfer 
function: 

(8-11) 

By providing anticipatory control action, the derivative 
mode tends to stabilize the controlled process. Thus, it 
is often used to counteract the destabilizing tendency 
of the integral mode (Chapters 11 and 14). 

Derivative control action also tends to improve the 
dynamic response of the controlled variable by the 
settling time, the time it takes reducing to reach 
steady state. But if the process measurement is noisy, 
that is, if it contains high-frequency, random fluctua­
tions, then the derivative of the measured variable 
will change wildly, and derivative action will amplify 
the noise unless the measurement is filtered, as dis­
cussed in Chapter 17. Consequently, derivative action 
is seldom used for flow control, because flow control 
loops respond quickly and flow measurements tend to 
be noisy. 

Unfortunately, the ideal proportional-derivative 
control algorithm in Eq. 8-11 is physically unrealizable 
because it cannot be implemented exactly using either 
analog or digital controllers. For analog controllers, 
the transfer function in (8-11) can be approximated by 

P'(s) = K (1 + -rvs ) 
E(s) c rnvs + 1 

(8-12) 

where the constant a typically has a value between 0.05 
and 0.2, with 0.1 being a common choice. In Eq. 8-12 
the denominator term serves as a derivative mode filter 
(or a derivative filter) that reduces the sensitivity of the 
control calculations to noisy measurements. Derivative 
filters are used in virtually all commercial PD and PID 
controllers. 

8.2.4 Proportional-Integral-Derivative Control 

Now we consider the combination of the proportional, 
integral, and derivative control modes as a PID con­
troller. PI and PID control have been the dominant con­
trol techniques for process control for many decades. 
For example, a survey has indicated that large-scale con­
tinuous processes typically have between 500 and 5,000 
feedback controllers for individual process variables 
such as flow rate and liquid level (Desborough and 
Miller, 2001). Of these controllers, 97% utilize some 
form of PID control. 

Many variations of PID control are used in practice; 
next, we consider the three most common forms. 
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E(s) P'(s) 

Figure 8.8 Block diagram of the parallel form of PID control 
(without a derivative filter). 

Parallel Form of PID Control 

The parallel form of the PID control algorithm (with­
out a derivative filter) is given by 

[ 1 r de(t)] 
p(t) = p + Kc e(t) + TJ }o e(t*) dt* + Tvdt (8-13) 

The corresponding transfer function is 

P'(s) [ 1 ] 
-( ) = Kc 1 + - + TvS E s 'T[S 

(8-14) 

Figure 8.8 illustrates that this controller can be viewed 
as three separate elements operating in parallel on E(s). 

Table 8.1 Common PID Controllers 

Controller Other Names 

Figure 8.9 Block diagram of the series form of PID control 
(without a derivative filter). 

The parallel-form PID controller with and without a 
derivative filter are shown in Table 8.1. 

Series Form of PID Control 

Historically, it was convenient to construct early ana­
log controllers (both electronic and pneumatic) so that 
a PI element and a PD element operated in series. The 
series form of PID control without a derivative filter is 
shown in Fig. 8.9. In principle, it makes no difference 
whether the PD element or the PI element comes first. 
Commercial versions of the series-form controller 
have a derivative filter that is applied to either the 
derivative term, as in Eq. 8-12, or to the PD term, as in 
Eq. 8-15: 

P'(s) = K (TJS + 1)( Tvs + 1 ) 
E(s) c TJS rnvs + 1 

(8-15) 

The consequences of adding a derivative filter are ana­
lyzed in Exercise 14.16. 

Type Used Controller Equation Transfer Function 

Parallel Ideal, additive, ( 1 lot de(t)) P'(s) ~ 1 ) 
ISA form 

p(t) = p + Kc e(t) + ~ 0 e(t*) dt* + TD dt E(s) = Kc 1 + TJS + Tvs 

Parallel with Ideal, P'(s) ~ 1 Tvs ) 
derivative realizable, See Exercise 8.10(a) --=K 1+-+ 
filter ISA standard 

E(s) c TJS aTvs + 1 

Series Multiplicative, See Exercise 8.11 P'(s) c1s + 1) 
interacting E(s) = Kc --------;;;- (Tvs + 1) 

Series with Physically 
P'(s) = K(T1s + 1)( Tvs + 1) derivative realizable See Exercise 8.10(b) 

filter E(s) c TJS aTvs + 1 

lot de(t) P'(s) K1 

Expanded N oninteracting p(t) = p + Kce(t) + K1 e(t*) dt* + Kv dt E(s) = Kc + s + Kvs 

Parallel, with Idealf3, 'Y 
( 1 lot dev(t)J P'(s) = Kc(Ep(s) + ___!__ E(s) + TvsEv(sij proportional controller p(t) = p + Kc ep(t) + TJ 0 e(t*) dt* + TD~ 

and TJS 

derivative where ep(t) = 13Ysp(t) - Ym(t) where Ep(s) = f3Ysp(s) - Y m(s) 
weighting e(t) = Ysp(t) - Ym(t) E(s) = Ysp(s) - Y m(s) 

ev(t) = 'YYsp(t) - Ym(t) Ev(s) = 'Y Ysp(s) - Y m(s) 



Expanded Form of PID Control 

The expanded form of PID control is: 

t de(t) 
p(t) = p + Kce(t) + KI j0 e(t*) dt* + KD dt (8-16) 

Note that the controller parameters for the expanded 
form are three "gains," Kc, Kb and KD, rather than the 
standard parameters, Kc, TJ, and TD· The expanded form 
of PID control is used in MATLAB. This form might 
appear to be well suited for controller tuning, because 
each gain independently adjust the influences only one 
control mode. But the well-established controller tuning 
relations presented in Chapters 12 and 14 were devel­
oped for the series and parallel forms. Thus, there is little 
advantage in using the expanded form in Eq. 8-16. 

8.3 FEATURES OF PID CONTROLLERS 

Next, we consider common extensions of the basic PID 
controllers that greatly enhance their performance. 

8.3.1 Elimination of Derivative and 
Proportional Kick 

One disadvantage of the previous PID controllers is 
that a sudden change in set point (and hence the error, e) 
will cause the derivative term momentarily to become 
very large and thus provide a derivative kick to the final 
control element. This sudden "spike" is undesirable and 
can be avoided by basing the derivative action on the 
measurement, Ym, rather than on the error signal, e. To 
illustrate the elimination of derivative kick, consider 
the parallel form of PID control in Eq. 8-13. Replacing 
de/dt by -dymldt gives 

I 1 t dym(t)J 
p(t) = p + Kc le(t) + TJ }o e(t*) dt* - TD ~ (8-17) 

This method of eliminating derivative kick is a stan­
dard feature in most commercial controllers. For a 
series-form PID controller, it can be implemented 
quite easily by placing the PD element in the feedback 
path, as shown in Fig. 8.10. Note that the elimination of 

P'(s) E(s) K ( TJS + 1 ) 
c TJS 1------i~ 

Figure 8.10 Block diagram of the series form of PID control 
that eliminates derivative kick. 
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derivative kick for set-point changes does not affect the 
controller performance when the Ysp is constant. Thus, 
Eqs. (8-13) and (8-17) provide identical responses to 
process disturbances when the set point is constant. 

A more flexible PID control algorithm can be obtained 
by weighting the set point in both the proportional and 
the derivative terms. This modification eliminates the 
proportional kick that also occurs after a step change in 
set point. For this modified PID algorithm, a different 
error term is defined for each control mode: 

( 1 t deD(t)) 
p(t) = p + Kc~p(t) + TJ }o e(t*) dt* + TD ~ 

(8-18) 

with: 

ep(t) ~ 13Ysp(t) - Ym(t) (8-19) 

e(t) ~ Ysp(t) - Ym(t) (8-20) 

eD(t) ~ "'IYsp(t) - Ym(t) (8-21) 

where 13 and -y are nonnegative constants. This control 
algorithm is known as the parallel PID controller with 
proportional and derivative mode weighting, or the beta­
gamma controller. The modified PID control algorithm 
in Eq. 8-18 allows for independent set-point weighting in 
the proportional and derivative terms. Thus, to eliminate 
derivative kick, -y is set to zero; to eliminate proportional 
kick, 13 is set to zero. The 13 weighting parameter can be 
used to tune this PID controller performance for set­
point changes, as discussed in Chapter 12. Note that the 
definition of the integral mode error in (8-20) is the same 
as for the standard control law in (8-13); this error term 
is essential in order to eliminate offset after a set-point 
change or sustained disturbance. 

Finally, it should be noted that, although digital 
controller settings can be specified exactly, analog con­
troller settings represent only nominal values. Although 
it would be desirable to be able to specify Kc, TJ, and TD 
accurately and independently for analog controllers, in 
practice there are interactions among the control modes 
owing to hardware limitations. Consequently, the actual 
controller settings may differ from the dial settings by as 
muchas30%. 

Table 8.1 shows the most important forms of PID 
controllers, controller equations, and transfer functions. 
The derivation of several controller equation forms is 
left as an exercise for the reader. The table is organized 
by the descriptive names used in this book, but common 
synonyms are also included. However, all these terms 
should be used with caution as a result of the inconsistent 
terminology that occurs in the literature. For example, 
referring to the parallel form (the first line of Table 8.1) as 
an "ideal controller" is misleading, because its derivative 
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Table 8.2 Key Characteristics of Commercial PID Controllers 

Controller Controller Typical 
Feature Parameter Symbol Units Range* 

Controller Kc Dimensionless 0.1-100 
Proportional gain [%/%,rnA/rnA] 
mode Proportional PB % 1-1000% 

band = 100%/Kc 

Integral time 
(or reset time) 

Integral Reset rate 
mode 

Integral mode 
"gain" 

Derivative time 

Derivative Derivative mode 
mode "gain" 

Derivative filter 
parameter 

Control interval 
(Digital controllers) 

*Based on McMillan (2006). 

mode amplifies noise, an undesirable characteristic. In 
addition, the terms interacting and noninteracting can be 
quite confusing, because a controller's modes can be 
noninteracting in the time domain (controller equation) 
but interacting in the Laplace domain (transfer function) 
and vice versa. Some of these idiosyncrasies are evident 
from the exercises and from the frequency response 
analysis of Chapter 14. 

Table 8.2 summarizes important characteristics of rep­
resentative commercial PID controllers. The operating 
interval (sampling period/sampling frequency) informa­
tion applies to the digital controllers of Section 8.6. 

8.3.2 Reverse or Direct Action 

The controller gain can be either negative or positive.1 

For proportional control, when Kc > 0, the controller 
output p(t) increases as its input signal Ym(t) decreases, 
as is apparent after combining Eqs. 8-2 and 8-1: 

p(t) - P = Kc[Ysp(t) - Ym(t)] (8-22) 

Thus if Kc > 0, the controller is called a reverse-acting 
controller. When Kc < 0, the controller is said to be 
direct acting, because p increases as Ym increases. Note 
that these definitions are based on the measurement, 

1For some computer control software, Kc must be positive. The user 
enters the designation of reverse or direct action as a separate binary 
parameter. 

TJ 

1fTJ 

KI 

TD 

Kn 

a 

t:.t 

Time 0.02-20min 
[min, s] 1-1000 s 

Repeats/time 0.001-1 repeats/s 
[min-I, s-1] 0.06--60 repeats/min 

Time-1 0.1-100 
[min-I, s-1] 

Time 0.1-10min. 
[min, s] 5-500 s 

Time 0.1-100 
[min, s] 

Dimensionless 0.05-0.2 

Time 0.1 s-10 min 
[s, min] 

Ym(t), rather than the error, e(t). Direct-acting and 
reverse-acting proportional controllers are compared 
in Fig. 8.11. 

p 

---"'------- Pmin 

0 

p 

0 

(a) 

0 
0 

(b) 

e 

e 

Figure 8.11 Reverse and direct-acting proportional controllers: 
(a) reverse acting (Kc > 0), (b) direct acting (Kc < 0). 



To illustrate why both direct-acting and reverse-acting 
controllers are needed, again consider the flow control 
loop in Fig. 8.2. Suppose that the flow transmitter is 
designed to be direct-acting so that its output signal in­
creases as the flow rate increases. Most transmitters are 
designed to be direct-acting. Also assume that the con­
trol valve is designed so that the flow rate through the 
valve increases as the signal to the valve, p(t), increases. 
In this case the valve is designated as air-to-open (or fail 
close). The question is: should the flow controller have 
direct or reverse action? Clearly, when the measured 
flow rate is higher than the set point, we want to reduce 
the flow by closing the control valve. For an air-to-open 
valve, the controller output signal should be decreased. 
Thus, the controller should be reverse-acting. 

But what if the control valve is air-to-close (or fail 
open) rather than air-to-open? Now when the flow rate 
is too high, the controller output should increase to fur­
ther close the valve. Here, a direct-acting controller is 
required. 

It is extremely important that the controller action 
be specified correctly, because an incorrect choice 
usually results in loss of control. For the flow control 
example, having the wrong controller action would 
force the control valve to stay fully open or fully closed 
(why?). Thus, the controller action must be carefully 
specified when a controller is installed or when a trou­
blesome control loop is being analyzed. The following 
guideline is very useful and can be justified by the sta­
bility analysis techniques of Chapter 11. 

General Guideline for Specifying the Controller 
Action (Direct or Reverse): The overall product of 
the gains for all of the components in the feedback 
control loop must be positive. 

For example, the blending control system in Fig. 8.1 has 
five components in the feedback control loop: the 
process, the sensor, the controller, the liP transducer, 
and the control valve. 

8.3.3 Automatic/Manual Control Modes 

Equations 8-2 to 8-16 describe how controllers perform 
during the automatic mode of operation. However, in 
certain situations, the plant operator may decide to 
override the automatic mode and adjust the controller 
output manually. 

This manual mode of controller operation is very 
useful during a plant start-up, shutdown, or emergency 
situation. A manual/automatic switch, or the software 
equivalent, is used to transfer the controller from the 
automatic mode to the manual mode, and vice versa. 
During these transfers, it is important that the con­
troller output not change abruptly and "bump" the 
process. Consequently, most controllers facilitate 
bumpless transfers. 
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A controller may be left in manual for long periods 
of time (or indefinitely) if the operator is not satisfied 
with its performance in the automatic mode. Conse­
quently, if a significant percentage of the controllers in 
a plant is in manual, it is an indication that the control 
systems are not performing well or that the plant oper­
ators do not have much confidence in them. The topic 
of troubleshooting poorly performing control loops is 
considered in Chapter 12. 

8.4 ON-OFF CONTROLLERS 

On-off controllers are simple, inexpensive feedback 
controllers that are commonly used as thermostats in 
home heating systems and domestic refrigerators. 
They are also used in noncritical industrial applica­
tions such as some level control loops and heating sys­
tems. However, on-off controllers are less widely used 
than PID controllers, because they are not as versatile 
or as effective. 

For ideal on-off control, the controller output has 
only two possible values: 

p(t) = {Pmax 
Pmin 

if e ::::: 0 

if e < 0 (8-23) 

where Pmax and Pmin denote the on and off values, 
respectively (for example, for a typical digital computer 
implementation, Pmax = 100% and Pmin = 0%; for a 
current-based electronic controller, Pmax = 20 rnA and 
Pmin = 4 rnA). On-off controllers can be modified to 
include a dead band for the error signal to reduce sensi­
tivity to measurement noise (Shinskey, 1996). Equation 
8-23 also indicates why on-off control is sometimes 
referred to as two-position or bang-bang control. Note 
that on-off control can be considered a special case of 
proportional control with a very high controller gain 
(see Fig. 8.5). 

The disadvantages of on-off control are that it results 
in continual cycling of the controlled variable and pro­
duces excessive wear on the control valve (or other 
final control element). The latter disadvantage is signif­
icant if a control valve is used, but less of a factor for 
solenoid valves or solenoid switches that are normally 
employed with on-off controllers. 

8.5 TYPICAL RESPONSES OF FEEDBACK 
CONTROL SYSTEMS 

The responses shown in Fig. 8.12 illustrate the typical 
behavior of a controlled process after a step change in a 
disturbance variable occurs. The controlled variable y 
represents the deviation from the initial steady-state 
value. If feedback control is not used, the process 
slowly reaches a new steady state. Proportional control 
speeds up the process response and reduces the offset. 
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No control 

Proportional control 

y 

Figure 8.12 Typical process responses with feedback control. 

The addition of integral control action eliminates off­
set but tends to make the response more oscillatory. 
Adding derivative action reduces both the degree of 
oscillation and the response time. The use of P, PI, 
and PID controllers does not always result in oscilla­
tory process responses; the nature of the response 
depends on the choice of the controller settings (Kc, 
TJ, and Tv) and the process dynamics. However, the 
responses in Fig. 8.12 are representative of what occurs 
in practice. 

The qualitative effects of changing individual con­
troller settings are shown in Figs. 8.13 to 8.15. In gen­
eral, increasing the controller gain tends to make the 
process response less sluggish; however, if too large a 
value of Kc is used, the response may exhibit an unde­
sirable degree of oscillation or even become unstable. 
Thus, an intermediate value of Kc usually results in the 
best control. These guidelines are also applicable to PI 
and PID control, as well as to the proportional con­
troller shown in Fig. 8.13. 

Increasing the integral time, TJ, usually makes PI and 
PID control more conservative (sluggish) as shown in 
Fig. 8.14. Theoretically, offset will be eliminated for all 
positive values of TJ. But for very large values of TJ, the 
controlled variable will return to the set point very 
slowly after a disturbance or set-point change occurs. 

Increasing Kc 

y 

No control 
(Kc = 0) --------

QL---------------------------

Time 

Figure 8.13 Proportional control: effect of controller gain. 

y 

y 

Increasing r1 

Time 

(a) 

lncreasingKc 

Time 

(b) 

Figure 8.14 Proportional-integral control: (a) effect of 
integral time, (b) effect of controller gain. 

It is more difficult to generalize about the effect of the 
derivative time Tv. For small values, increasing Tv tends 
to improve the response by reducing the maximum devia­
tion, response time, and degree of oscillation, as shown in 
Fig. 8.15. However, if Tv is too large, measurement noise 
is amplified and the response may become oscillatory. 
Thus, an intermediate value of Tv is desirable. More 
detailed discussions of how PID controller settings should 
be specified are presented in Chapters 11, 12, and 14. 

y 

Increasing rv 

Time 

Figure 8.15 PID control: effect of derivative time. 



8.6 DIGITAL VERSIONS OF PID 
CONTROLLERS 

So far we have assumed that the input and output signals 
of the controller are continuous functions of time. How­
ever, there has also been widespread application of digi­
tal control systems due to their flexibility, computational 
power, and cost effectiveness. In this section we briefly 
introduce digital control techniques by considering digi­
tal versions of PID control. A more complete discussion 
of digital computer control is presented in Chapter 17 
and Appendix A. 

When a feedback control strategy is implemented 
digitally, the controller input and output are digital (or 
discrete-time) signals rather than continuous (or analog) 
signals. Thus, the continuous signal from the measure­
ment device (sensor/transmitter) is sampled and con­
verted to a digital signal by an analog-to-digital converter 
(ADC). A digital control algorithm is then used to calcu­
late the controller output, a digital signal. Because most 
final control elements are analog devices, the digital out­
put signal is usually converted to a corresponding analog 
signal by a digital-to-analog converter (DAC). However, 
some electronic final control elements can receive digital 
signals directly, as discussed in Chapter 9. 

8.6.1 Position and Velocity Algorithms for 
Digital PID Control 

There are two alternative forms of the digital PID con­
trol equation, the position form and the velocity form. 
A straightforward way of deriving a digital version of 
the parallel form of the PID controller (Eq. 8-13) is to 
replace the integral and derivative terms by finite dif­
ference approximations, 

r k 
}o e(t*) dt* R:j # ejb.t (8-24) 

de ek - ek-1 
dt R:j b.t (8-25) 

where 

at= the sampling period (the time between successive 
measurements of the controlled variable) 

ek = error at the kth sampling instant fork = 1, 2, ... 

Substituting Eqs. 8-24 and 8-25 into (8-13) gives the 
position form, 

Pk = P + Kc[ek + b.t ±ej + :D (ek - ek-1)1 (8-26) 
TJ j=1 JJ.t J 

where Pk is the controller output at the kth sampling in­
stant. The other symbols in Eq. 8-26 have the same 
meaning as in Eq. 8-13. Equation 8-26 is referred to as 
the position form, because the actual value of the con­
troller output is calculated. 
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In the velocity form, the change in controller output 
is calculated. The velocity form can be derived by writing 
Eq. 8-26 for the (k- 1) sampling instant: 

_ [ b.t k-1 TD J 
Pk-1 = P + Kc ek-1 + - ~ ej + """",\ (ek-1 - ek-z) 

TJ j=1 JJ.t 

(8-27) 

Note that the summation still begins atj = 1, because it 
is assumed that the process is at the desired steady state 
for j :5 0, and thus ej = 0 for j :5 0. Subtracting Eq. 8-27 
from (8-26) gives the velocity form of the digital PID 
algorithm: 

~ at 
b.pk = Pk- Pk-1 = Kc (ek- ek-1) + -ek 

TJ 

(8-28) 

The velocity form has three advantages over the posi­
tion form: 

1. It inherently contains antireset windup, because 
the summation of errors is not explicitly calculated. 

2. This output is expressed in a form, b.pk, that can 
be utilized directly by some final control elements, 
such as a control valve driven by a pulsed stepping 
motor. 

3. For the velocity algorithm, transferring the con­
troller from manual to automatic model does 
not require any initialization of the output (p in 
Eq. 8-26). However, the control valve (or other 
final control element) should be placed in the 
appropriate position prior to the transfer. 

Certain types of advanced control strategies, such as 
cascade control and feedforward control, require that 
the actual controller output Pk be calculated explicitly. 
These strategies are discussed in Chapters 15 and 16. 
However, Pk can easily be calculated by rearranging 
Eq. 8-28: 

Pk = Pk-1 + KJ(ek- ek-1) + at ek ~ TJ 

+ ~ (ek- 2ek-1 + ek-z)] (8-29) 

A minor disadvantage of the velocity form is that the 
integral mode must be included. When the set point is 
constant, it cancels out in both the proportional and de­
rivative error terms. Consequently, if the integral mode 
were omitted, the process response to a disturbance 
would tend to drift away from the set point. 

The position form of the PID algorithm (Eq. 8-26) 
requires a value of p, while the velocity form in Eq. 8-28 
does not. Initialization of either algorithm is straight­
forward, because manual operation of the control sys­
tem usually precedes the transfer to automatic control. 
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Hence, p (or Pk-l for the velocity algorithm) is simply 
set equal to the signal to the final control element at 
the time of transfer. As noted previously, the velocity 
form is less prone to reset windup problems. 

8.6.2 Modifications of the Basic PID Control 
Algorithms 

We now consider several modifications of the basic PID 
control algorithms that are widely used in industry. 

1. Elimination of Reset Windup. For controllers 
that contain integral control action, reset windup 
can occur when the error summation grows to a 
very large value. Suppose the controller output 
saturates at an upper or lower limit, as the result 
of a large sustained error signal. Even though the 
measured variable eventually reaches its set point 
(where ek = 0), the controller may be wound up 
because of the summation term. Until the error 
changes sign for a period of time, thereby reduc­
ing the value of the summation, the controller will 
remain at its saturation limit. 

For the position algorithm, several modifica­
tions can be made to reduce reset windup: 
a. Place an upper limit on the value of the summa­

tion. When the controller saturates, suspend the 
summation until the controller output moves 
away from the limit. 

b. Back-calculate the value of ek that just causes 
the controller to saturate. When saturation oc­
curs, use this value as the error term, ek-l• in 
the next controller calculation. 

Experience has indicated that approach (b) is su­
perior to (a), although it is somewhat more com­
plicated. 

For the velocity form in Eqs. 8-28 or 8-29, no 
summation appears, and thus the reset windup 
problem is avoided. However, the control algo­
rithm must be implemented so that f:..pk is disre­
garded if Pk is at a saturation limit, implying that Pk 
should be monitored at all times. In general, the 
velocity form is preferred over the position form. 

2. Elimination of Derivative Kick. When a sudden 
set-point change is made, the PID control algo­
rithms in Eq. 8-26 or Eq. 8-28 will produce a large 
immediate change in the output due to the deriva­
tive control action. For digital control algorithms, 

SUMMARY 

In this chapter we have considered the most common 
types of feedback controllers. Although there are poten­
tially many forms of feedback control, the process indus­
tries rely largely on variations of PID control and on-off 
control. The remaining important elements within the 

several methods are available for eliminating de­
rivative kick: 
a. In analogy with Eq. 8-17, derivative action can 

be applied to the measurement, Ym,k• rather 
than the error signal. Thus, for the position 
form in Eq. 8-26, ek is replaced by -ym,k in the 
derivative term: 

Pk = p + Kc lek + at ± ej- :D (ym,k- Ym,k-l)l (8-30) 
L TJ j=l ~t J 

The velocity form in Eq. 8-28 can be modified 
in an analogous fashion. 

b. Change the set point gradually by ramping it 
to the new value. This strategy limits the rate 
of change of the set point and thus reduces the 
derivative kick. 

If measurement noise combined with a large ratio 
of derivative time to sampling period (-rvf~t) 

causes an overactive derivative mode, then the 
error signal must be filtered before calculating the 
derivative action (see Chapter 17). 

3. Effect of Saturation on Controller Peiformance. 
Another difficulty that can occur for a digital con­
troller equation such as Eq. 8-30 is that a small 
change in the error can cause the controller output 
to saturate for certain values of the controller set­
tings. Suppose that Kc-rvf~t = 100 due to a small 
sampling period, and that ek and Pk are both scaled 
from 0 to 100%. A 1% change in ~ek = ek- ek-l 
will cause a 100% change in Pk, thus exceeding its 
upper limit. Therefore, the values of the controller 
settings and at should be checked to ensure that 
they do not cause such overrange problems. For 
the velocity algorithm, the change in the con­
troller output can be constrained by using rate lim­
its or clamps, that is, lower and upper bounds on 
the change, ~Pk· 

4. Other Optional features. For some control appli­
cations, it is desirable that the controller output 
signal not be changed when the error is small, 
within a specified tolerance. This optional feature 
is referred to as gap action. Finally, in gain sched­
uling, the numerical value of Kc depends on the 
value of the error signal. These controller options 
are discussed in more detail in Chapter 16. 

For a more detailed discussion of digital control algo­
rithms, see Chapter 17. 

control loop-sensors, transmitters, and final control 
elements- are discussed in detail in the next chapter. 
Once the steady-state and dynamic characteristics of these 
elements are understood, we can investigate the dynamic 
characteristics of the controlled process (Chapter 11 ). 
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EXERCISES 

8.1 An electronic PI temperature controller has an output p 
of 12 rnA when the set point equals the nominal process tem­
perature. The controller response to step change in the tem­
perature set point of 3 rnA (equivalent to a change of 5°F) is 
shown below: 

t, s p,mA 

0- 12 
0+ 10 
20 9 
60 7 
80 6 

Determine the controller gain Kc (rnA/rnA) and the integral 
time, TJ. Is the controller reverse-acting or direct-acting? 

8.2 The physically realizable form of the PD transfer func­
tion is given in the first equation of Exercise 8.1. 

(a) Show how to obtain this transfer function with a parallel 
arrangement of two much simpler functions in Fig. E8.2: 

E(s) P'(s) 

Figure E8.2 

(b) Find expressions for K 1, K 2, and T1 that can be used to 
obtain desired values of Kc, Tv, and u. 

(c) Verify the relations for Kc = 3, Tv= 2, u = 0.1. 

8.3 The parallel form of the PID controller has the transfer 
function given by Eq. 8-14. Many commercial analog con­
trollers can be described by the series form given by Eq. 8-15. 

(a) For the simplest case, u ~ 0, find the relations between 
the settings for the parallel form (K!, Tf, Tb) and the settings 
for the series form (Kc, TJ, Tv). 
(b) Does the series form make each controller setting (Kc, TJ, 
or Tv) larger or smaller than would be expected for the paral­
lelform? 

(c) What are the magnitudes of these interaction effects for 
Kc = 4, TJ = 10 min, Tv = 2 min? 
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Instrumentation Symbols and Identification, Standard ISA-5.I-I984 
(RI992), International Society of Automation (ISA), Research 
Triangle Park, NC (1992). 
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(d) What can you say about the effect of nonzero u on these 
relations? (Discuss only first-order effects.) 

8.4 Exercise 1.7 shows two possible ways to design a feedback 
control loop to obtain a desired rate of liquid flow. Assume that 
in both Systems I and II, the flow transmitter is direct-acting 
(i.e., the output increases as the actual flow rate increases). How­
ever, the control valve in System I is "air-to-open," meaning that 
an increasing pressure signal from the controller will open the 
valve more, thus increasing the flow rate (See Chapter 9). On 
the other hand, the control valve in System II is "air-to-close." 
The dynamics for both of the valves are negligible. 

(a) For each of these valves, what is the sign of its gain, Kv? 
(b) Which controller must be direct-acting? reverse-acting? 
Use physical arguments to support your answers. 

(c) What sign should the controller gain have for each case? 

8.5 A liquid-level control system can be configured in either 
of two ways: with a control valve manipulating flow of liquid 
into the holding tank (Fig. E8.5a), or with a control valve 

(a) 

(b) 

Figure E8.5 
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manipulating the flow of liquid from the tank (Fig. E8.5b ). 
Assuming that the liquid-level transmitter always is direct­
acting, 

(a) For each configuration, what control action should a pro­
portional pneumatic controller have if the control valve is air­
to-open? 

(b) If the control valve is air-to-close? 

8.6 If the input Y m to a PI controller changes stepwise 
(Ym(s) = 2/s) and the controller output changes initially as in 
Fig. E8.6, what are the values of the controller gain and inte­
gral time? 

p'(t) 

Figure E8.6 

8.7 An electronic PID temperature controller is at steady 
state with an output of 12 rnA. The set point equals the 
nominal process temperature initially. At t = 0, the set 
point is increased at the rate of 0.5 rnA/min (equivalent to a 
rate of 2°F/min). If the current settings are 

Kc = 2 (dimensionless) 
TJ = 1.5 min 

Tn = 0.5 min 

(a) Derive an expression for the controller output p(t). 
(b) Repeat (a) for a PI controller. 

(c) Plot the two controller outputs and qualitatively discuss 
their differences. 

8.8 Find an expression for the amount of derivative kick 
that will be applied to the process when using the position 
form of the PID digital algorithm (Eq. 8-26) if a set-point 
change of magnitude 11Ysp is made between the k - 1 and k 
sampling instants. 
(a) Repeat for the proportional kick, that is, the sudden 
change caused by the proportional mode. 

(b) Plot the sequence of controller outputs at the k - 1, 
k, ... sampling times for the case of a set-point change of 
11ysp magnitude made just after the k - 1 sampling time if 

Figure E8.13 

the controller receives a constant measurement Ym and the 
initial set point is Ysp = Ym· Assume that the controller output 
initially is p. 
(c) How can Eq. 8-26 be modified to eliminate derivative 
kick? 

8.9 (a) For the case of the digital velocity P and PD algo­
rithms, show how the set point enters into calculation of 
11pk on the assumption that it is not changing, that is, Ysp is 
a constant. 
(b) What do the results indicate about use of the velocity 
form of P and PD digital control algorithms? 

(c) Are similar problems encountered if the integral mode is 
present, that is, with PI and PID forms of the velocity algo­
rithm? Explain. 

8.10 What differential equation model represents the paral-

• 
lel PID controller with a derivative filter? (Hint: Find 
a common denominator for the transfer function 
first.) 

(a) Repeat for the series PID controller with a derivative filter. 

(b) Simulate the time response of each controller for a step 
change in e(t). 

8.11 What is the corresponding control law for the series PID 
controller? Qualitatively describe its response to a step 
change in e(t). 

8.12 Consider a standard feedback control system where 
each component is functioning properly. Briefly indicate 
whether you agree or disagree with the following state­
ments: 

(a) For proportional-only control, the controller output is 
always proportional to the error signal. 

(b) A PI controller always eliminates offset after a sustained, 
unmeasured disturbance. 

8.13 Consider the liquid storage system in Fig. E8.13. Sup­
pose that q2 must be kept constant, and, consequently, h2 is 
to be controlled by adjusting q1. Suppose that the ql control 
valve is fail-open. Should the level controller for h2 be re­
verse acting or direct-acting? Justify your answer. 

8.14 A steam-heated evaporator used to concentrate a 
feed stream by evaporating water is shown in Fig. E8.14. 
The mass fraction of solute in the exit stream x is mea­
sured and controlled by adjusting the steam flow rate, S. 
The control valve is fail-close. Should the composition 
controller be direct-acting? Justify your answer. 
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Figure E8.14 

8.15 A very hot stream is cooled by cold water in a counter­
current heat exchanger: shown in Fig. E8.15: 
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Temperature Th2 is to be controlled by adjusting flow rate, we . 
The temperature sensor/transmitter (TT) is direct-acting. 
Should the feedback controller be direct-acting or reverse­
acting? 

8.16 Consider the schematic diagram of a controlled blend­
ing process shown in Fig. 8.1. The control objective is to con­
trol the mass fraction of the exit stream, x, by adjusting inlet 
flow rate, w2, using a feedback controller. The mass fractions 
of a key chemical component in the inlet streams, x1 and x2, 

are constant, and mass flow rate w1 is a disturbance variable. 
The liquid volume Vis constant. The composition sensor/trans­
mitter (AT) and the current-to-pressure transducer (liP) are 
both direct-acting devices. 

What is the minimum amount of information you would 
need in order to decide whether the feedback controller, AC, 
should be reverse-acting or direct-acting? 

::·. ::.-~-----~'-----H-ea_t_e_x_c-ha_n_g_e_r __ ___.I"" ,.,_c;p_T_T--,- ::·. ::, 

Figure E8.15 
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CHAPTER CONTENTS 

9.1 Sensors, Transmitters, and Transducers 

9.1.1 Standard Instrumentation Signal Levels 

9.1.2 Sensors 

9.1.3 Static and Dynamic Characteristics 

9.2 Final Control Elements 
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9.4.3 Dynamic Measurement Errors 

Summary 

Having considered PID controllers in Chapter 8, we now 
consider the other components of the feedback control 
loop. As an illustrative example, consider the stirred-tank 
heating system in Fig. 9.1. A thermocouple measures the 
liquid temperature and converts it to a millivolt-level 
electrical signal. This signal is then amplified to a voltage 
level and transmitted to the electronic controller. The 
feedback controller performs the control calculations and 
sends the calculated value as an output signal to the final 
control element, an electrical heater that adjusts the rate 
of heat transfer to the liquid. This example illustrates the 
three important functions of a feedback control loop: (1) 
measurement of the controlled variable (CV), (2) adjust­
ment of the manipulated variable (MV), and (3) signal 
transmission between components. 

The interconnection between the process and the con­
troller in Fig. 9.1 can be considered to be an interface 
(analog or digital). The interconnection is required for a 
single controller Fig. 9.2 or for a number of controllers in 
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a computer control system Fig. 9.3. In each case, the inter­
face consists of all measurement, manipulation, and trans­
mission instruments. The interface elements in Fig. 9.3 all 
contain a common feature. Each involves the conversion 
of a variable, for example, temperature to a voltage-level 
signal. Final control elements, or actuators, are used to 
manipulate process variables (usually flow rates). 

This chapter introduces key instrumentation concepts 
and emphasizs how the choice of measurement and ma­
nipulation hardware affects the characteristics of the 
control system. Many of the assumptions that are com­
monly used to simplify the design of control systems­
linear behavior of instruments and actuators, negligible 
instrumentation and signal transmission dynamics­
depend on the proper design and specification of control 
loop instrumentation. A number of general references 
and handbooks can be utilized for specification of 
instrumentation (e.g., Connell, 1996; Liptak, 2003; 
Johnson, 2008; Edgar et al., 2008; Scott, 2008). 
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Figure 9.1 Schematic diagram for a stirred-tank heating 
control system. 

Appendix A describes digital computer control and 
digital instrumentation systems. A significant amount 
of instrumentation used today is based on digital tech­
nology, although traditional analog instrumentation is 
still-viable used. Consequently, we consider both in 
this chapter. 
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Figure 9.2 A controller/process interface. 
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9.1 SENSORS, TRANSMITTERS, 
AND TRANSDUCERS 

The operation of complex industrial plants would be 
difficult, if not impossible, without the measurement 
and control of critical process variables. Large plants 
typically have hundreds or thousands of process vari­
ables that are repetitively measured on-line every few 
seconds or minutes. In addition, important product 
properties are measured in quality control labs less 
frequently-e.g., once per hour, once an eight-hour 
shift, or daily. Consequently, the design and mainte­
nance of accurate, reliable measurement systems is a 
critical aspect of process control. The lack of a reliable, 
cost-effective on-line sensor can be a key limitation 
on the effectiveness of a process control system. 

A physical variable is measured by a sensor which 
produces a physical response (e.g., electrical or me­
chanical) that is related to the value of the process vari­
able. For example, in the stirred-tank heating system in 
Fig. 9.1, the thermocouple generates a millivolt electri­
cal signal that increases as the temperature of the liquid 
increases. However, for this temperature measurement 
to be used in the control calculations, the millivolt­
level signal must be converted to an appropriate voltage 
or current signal in a standard input range for the 
controller (see Section 9.1.1). This conversion is done 
by a transmitter. 

In the process control literature, the terms sensor, 
transmitter, and sensor-transmitter, are used more or 
less interchangeably; we follow suit in this book. 

It is often necessary to convert an instrumentation 
signal from one form to another. A device that performs 
this conversion is referred to as a transducer. One com­
mon application is when the controller output signal is 
a current signal and the final control element is a pneu­
matic control valve (see Section 9.2.1). The required 
conversion is performed by a current-to-pressure (I/P) 
transducer. Voltage-to-pressure (E/P) transducers are 
also quite common. 

Figure 9.3 Computer control 
system with multiple 
measurements and multiple 
actuators. 
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9.1.1 Standard Instrnmentation Signal Levels 

Before 1960, instrumentation in the process industries 
utilized pneumatic (air pressure) signals to transmit 
measurement and control information almost exclu­
sively. These devices make use of mechanical force­
balance elements to generate signals in the range of 3 
to 15 psig, an industry standard. Since about 1960, elec­
tronic instrumentation has become predominant. The 
standard signal ranges for analog instruments are 4 to 
20 rnA and 1 to 5 V, direct current (VDC). 

9.1.2 Sensors 

We now briefly discuss commonly used sensors for the 
most important process variables. Additional informa­
tion is available in Soloman (1999), Liptak (2003), 
Shuler and Kargi (2002), Scott (2008), and Connell 
(1996). The main categories of measurements used in 
process control are temperature, pressure, flow rate, 
liquid level, and composition. Table 9.1lists sensor op­
tions for each of these five categories. 

Selection Criteria. The selection of a measurement 
device should consider the following factors: 

1. Measurement range (span). The required mea­
surement range for the process variable must lie 
entirely within the instrument's range of perfor­
mance. 

2. Performance. Depending on the application, 
accuracy, repeatability, or some other measure of 
performance is appropriate. For closed-loop con­
trol, speed of response is also important. 

3. Reliability. Manufacturers provide baseline condi­
tions. Previous experience with the measurement 
device is very important. 

4. Materials of construction. The instrument may 
need to withstand high temperatures, high pres­
sures, and corrosive and abrasive environments. 
For some applications, seals or purges may be 
necessary. 

5. Prior use. For the first installation of a specific 
measurement device at a site, training of mainte­
nance personnel and purchases of spare parts 
might be necessary. 

6. Potential for releasing process materials to the 
environment. Preventing exposure to fugitive 
emissions for maintenance personnel is important 
when the process fluid is corrosive or toxic. Steril­
ity in bioprocesses must be maintained. 

7. Electrical classification. If the sensor is not inher­
ently compatible with possible exposure to haz­
ards, suitable enclosures must be purchased and 
included in the installation costs. 

8. Invasive or non-invasive. The insertion of a 
probe (invasive) can cause fouling, which leads to 
inaccurate measurements. Probe location must be 
selected carefully to ensure measurement accu­
racy and minimize fouling. 

Temperature. The most common temperature sensors 
are filled systems, thermocouples, resistance tempera­
ture detectors (RTDs), and pyrometers. Measurement 
principles are, respectively, based on measurement of 
volumetric expansion, electromotive force generated 
by two dissimilar metals, resistance as a function of 
temperature, and wavelength of radiated energy 
(Liptak, 2003). Thermocouples and RTDs can be used 
up to 1000 °C, although RTDs are much more accurate. 
Pyrometry is typically used above 900 oc (e.g., in high­
temperature applications such as combustion). Newer 

Table 9.1 On-Line Measurement Options for Process Control 

Temperature Flow Pressure Level Composition 

Thermocouple Orifice Liquid column Float-activated Gas-liquid chromatography (GLC) 
Resistance temperature Venturi Elastic element -chain gauge, Mass spectrometry (MS) 

detector (RTD) Rotameter - bourdon tube lever Magnetic resonance analysis (MRA) 
Filled-system thermometer Turbine -bellows -magnetically Infrared (IR) spectroscopy 
Bimetal thermometer Vortex -shedding -diaphragm coupled Raman spectroscopy 
Pyrometer Ultrasonic Strain gauges Head devices Ultraviolet (UV) spectroscopy 

-total radiation Magnetic Piezoresistive -bubble tube Thermal conductivity 
-photoelectric Thermal mass transducers Electrical Refractive index (RI) 
-ratio Corio lis Piezoelectric (conductivity) Capacitance probe 

Laser Target transducers Radiation Surface acoustic wave 
Surface acoustic wave Optical fiber Radar Electrophoresis 
Semiconductor Electrochemical 

Paramagnetic 
Chemilbioluminescence 
Tunable diode laser absorption 



options include surface acoustic wave (SAW), which 
measures attenuation and frequency shift as a function 
of temperature on a solid surface, and semiconductors, 
whose resistance varies with temperature. 

Differential Pressure. For pneumatic instrumenta­
tion, pressure sensing is quite straightforward. A bel­
lows, bourdon tube, or diaphragm isolates process 
liquid or gas from the instrument, at the same time fur­
nishing a deflection to a force-balance element that 
generates a proportional signal in the 3 to 15 psig 
range. For electronic instrumentation, a strain gauge 
often is used to convert pressure into an elongation of 
resistance wires, which changes a millivolt-level emf. 
This signal can be amplified to an appropriate voltage 
or current range. 

A pressure difference can be measured similarly by 
placing the two process pressure connections on either 
side of a diaphragm. Electronic measurements typically 
use a strain gauge to convert the diaphragm deflection 
in differential pressure instruments in the same way as in 
pressure measurement instruments. For many proceses, 
the liquid or gas streams cannot be brought into direct 
contact with the sensing element (diaphragm) because 
of high temperature or corrosion considerations. In 
these cases an inert fluid, usually an inert gas, is used to 
isolate the sensing element. 

More recently, fiber-optic sensors have been devel­
oped to measure pressure in high-temperature environ­
ments (Krohn, 2000). Multivariable transmitters are 
available that measure several process variables (see 
Fig. 9.4). 

Liquid or Gas Flow Rate. Selection of a flow trans­
mitter should consider the following factors: nature of 
the flowing material (liquid/gas/solid), corrosiveness, 
mass vs. volume measurement, nature of the signal, 
cost, accuracy, current plant practice, space available, 
and necessary maintenance (Spitzer, 2001). 

Flow rate can be measured indirectly, using the 
pressure drop across an orifice or venturi as the input 
signal to conventional differential pressure instru­
mentation. In this case, the volumetric flow rate is 
proportional to the square root of the pressure drop. 
The orifice plate is normally sized to provide a pres­
sure drop in the range of 20 to 200 in of water, but 
this approach is not very accurate ( ±5%) compared 
to venturi meters ( ±2% ). Volumetric flow rates can 
also be measured using turbine flowmeters. The pulse 
output signal can be modulated to give an electronic 
signal, which can be totalized in a counter and sent 
periodically to a controller. Deflection of a vane in­
serted in the pipe or channel also can be used as a 
flow sensor, such as in a target meter or a vortex 
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shedding meter. Magnetic flow meters can be used to 
measure volumetric flow rates of conducting fluids. 

Mass flow meters that are independent of changes in 
pressure, temperature, viscosity, and density include 
the thermal mass meter and the coriolis meter. Ther­
mal mass meters are widely used in semiconductor 
manufacturing and in bioprocessing for control of low 
flow rates (called mass flow controllers, or MFCs). 
MFCs measure the heat loss from a heated element 
which varies with flow rate, with an accuracy of ±1 %: 
Coriolis meters use a vibrating flow loop that under­
goes a twisting action due to the coriolis effect. The 
amplitude of the deflection angle is converted to a volt­
age that is nearly proportional to the liquid mass flow 
rate, with an accuracy of ±0.5%. Sufficient space must 
be available to accommodate the flow loop, and pres­
sure losses of 10 psi should be allowable (Henry et al., 
2000). Capacitance probes measure the dielectric con­
stant of the fluid and are useful for flow measurements 
of slurries and other two-phase flows. The accuracy of 
ultrasonic meters has been improved during recent 
years owing to better sensors and software for analysis 
of the wave patterns; they are attractive because of 
their noninvasive nature and the absence of moving 
parts that can wear out (Baker, 2000). 

Liquid Level. The position of a free float or the buoy­
ancy effects on a fixed float can be detected and con­
verted to level if the liquid density is known. The 
difference in pressure between the vapor above the liq­
uid and the bottom of the liquid can be similarly used. 
Pressure taps (tubes connected from the transmitter to 

Figure 9.4 A multivariable pressure transmitter that 
measures absolute pressure, differential pressure, and 
temperature (Courtesy of ABB). 
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the appropriate process locations) can be kept from 
plugging by maintaining very low flows of inert gas 
through the taps to the process. The attenuation of 
high-energy radiation (e.g., from nuclear sources) by 
the liquid also can be used when solid material or gas 
streams cannot be in contact with process liquids. 

Chemical Composition. Chemical composition is 
generally the most challenging on-line measurement. 
Before the era of on-line analyzers, messengers were 
required to deliver samples to the laboratory for 
analysis and to return the results to the control room. 
The long time delay involved prevented process ad­
justment from being made, affecting product quality. 
The development of on-line analyzers has automated 
this approach and reduced the analysis time. How­
ever, manual sampling is still frequently employed, 
especially in the specialty chemical industry, where 
few instruments are commercially available. Because 
a chemical composition analysis system can be very 
expensive, it is important to assess the payback of 
such an investment vs. the cost of manual sampling. 
Potential quality improvements can be an important 
consideration. 

In order to obtain quantitative composition measure­
ments, specific instruments must be chosen depending 
on the nature of the species to be analyzed. Measuring 
a specific concentration requires a unique chemical or 
physical attribute. In infrared (IR) spectroscopy, the 
vibrational frequency of specific molecules like CO 
and C02 can be probed by absorbing electromagnetic 
radiation. Ultraviolet radiation analyzers operate 
similarly to infrared analyzers in that the degree of 
absorption for specific compounds occurs at specific 
frequencies and can be measured. Turbidity, an indica­
tor of cell mass in a bioreactor, can be measured by 
absorbance in a spectrophotometer. Magnetic resonance 
analysis (formerly called nuclear magnetic resonance) 
uses magnetic moments to discern molecular structure 
and concentrations for both chemical and biochemical 
systems. 

Significant advances have occurred during the past 
decade to obtain lower cost measurements, in some 
cases miniaturizing the size of the measurement system 
in order to make on-line analysis feasible and reducing 
the time delays that often are present in analyzers. Re­
cently, chemical sensors have been placed on microchips, 
even those requiring multiple, physical, chemical, and 
biochemical steps (such as electrophoresis) in the analy­
sis. These devices have been called lab-on-a-chip (Chow, 
2002). The measurements of chemical composition can 
be direct or indirect, the latter case referring to applica­
tions where some property of the process stream is mea­
sured (such as refractive index) and then related to 
composition of a particular component. 

In gas chromatography (GC), usually the thermal 
conductivity is used to measure concentration. The 
GC can measure many components in a mixture at 
the same time, whereas most other analyzers can only 
detect one component; hence, GC is widely em­
ployed. A gas sample (or a vaporized liquid sample) 
is carried through the GC by an inert gas, and compo­
nents of the sample are separated by a packed bed. 
Because each component has a different affinity for 
the column packing, it passes through the column at a 
different time during the sample analysis, allowing in­
dividual concentrations to be measured. Typically, all 
components can be analyzed in a five- to ten-minute 
time period (although miniaturized GCs are faster). 
The GC can measure concentrations ranging from 
parts per billion (ppb) to tens of percent, depending 
on the compound (Nichols, 1988). High-performance 
liquid chromatography (HPLC) can be used to mea­
sure dissolved solute levels, including proteins 
(Shuler and Kargi, 2002). 

Mass spectroscopy (MS) determines the partial 
pressures of gases in a mixture by directing ionized 
gases into a detector under a vacuum (10-6 torr), and 
the gas phase composition is then monitored more or 
less continuously based on the molecular weight of the 
species (Nichols, 1988). Sometimes GC is combined 
with MS in order to obtain a higher level of discrimi­
nation of the components present. As an example, 
complete analysis of a combustion gas requires multi­
ple on-line analyzers as follows: 

03 
S02 
NOx 
CO, C02, S02 

Oz 
Trace hydrocarbons 

UV photometer 
UV fluorescence 
Chemiluminescence 
Infrared 
Paramagnetic 
GC/MS 

Fiber-optic sensors are attractive options (but more 
expensive) for acquiring measurements in harsh envi­
ronments such as high temperature or pressure. The 
transducing technique used by these sensors is optical 
and does not involve electrical signals, so they are 
immune to electromagnetic interference. Raman spec­
troscopy uses fiber-optics and involves pulsed light 
scattering by molecules. It has a wide variety of appli­
cations in process control (Dakin and Culshaw, 1997). 

Many composition measurements are both difficult 
and expensive to obtain. Indirect means of measuring 
concentrations are often less expensive and faster for 
example, relating the mole or mass fraction of a liquid 
component to pH or conductivity, or the concentra­
tion of one component in a vapor stream to its IR or 
UV absorption. Often an indirect measure is used to 
infer composition; for example, the liquid temperature 



on a plate near the top of a distillation column might 
be used to indicate composition of the distillate 
stream. 

A related approach is to use a process model as a 
soft sensor (see Section 7.3) to estimate process vari­
ables that cannot be measured in real time. For exam­
ple, predictive emissions monitoring systems (PEMS) 
relate trace pollutant concentrations to operating con­
ditions such as temperature, pressure, and excess air; 
see Section 7.3. 

Physical Properties. This category includes such mea­
surements as density, moisture, turbidity, viscosity, re­
fractive index, pH, dielectric constant, and thermal 
conductivity. See Liptak (2003) and Shuler and Kargi 
(2002) for more details on various on-line instrument 
alternatives. 

9.1.3 Static and Dynamic Characteristics 

As noted above, the output signal from a sensor­
transmitter (or transmitter) must be compatible with 
the input range of the controller that receives the signal. 
Transmitters are generally designed to be direct-acting; 
that is, the output signal increases as the measured vari­
able increases. In addition, most commercial transmit­
ters have an adjustable input range. For example, a 
temperature transmitter might be adjusted so that the 
input range of a platinum resistance element (the sen­
sor) is 50-150 °C. In this case, the following correspon­
dence is obtained: 

Input Output 

4mA 
20mA 

20 --------------

4 -----------
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This instrument has a lower limit, or zero, of 50 oc and a 
range, or span, of 150 o - 50 o = 100 oc. Note that the 
transmitter is designed for a specific type of sensor; hence, 
the zero and span of the overall sensor/transmitter are ad­
justable. Figure 9.5 illustrates the concepts of zero and 
span. In this example, the relation between temperature 
and the transmitted (measured) signal is linear. If the sen­
sor power supply fails, the transmitter output signal has a 
value of 0 rnA, which would move the controller output 
and final control element to their minimum or maximum 
values. If this action could lead to an unsafe condition, 
the transmitter output signal could be inverted to give 
the highest value in the operating range. 

For this temperature transmitter, the relation be­
tween the output and input is 

( 20mA -4 rnA) o Tm(mA) = 150 oc _50 oc (T-50 C) +4 rnA 

= (o.16 ~t) T( 0 C) - 4 rnA 

The gain of the measurement element Km is 0.16 mArC. 
For any linear instrument 

output range 
K = --=---------=-

m span (9-1) 

For a nonlinear instrument, the gain at an operating 
point is the tangent to the characteristic input-output 
relation at the operating point. Figure 9.6 illustrates a 
typical case. Note that the gain changes whenever the 
operating point changes; hence, it is preferable to uti­
lize instruments that exhibit nearly linear behavior. 
Gain Km changes when the span is changed but is in­
variant to changes in the zero. 

~---Span= 100o ___ ~ 
Zero= 50°1 

I 

QL-----------~----------~----------~ 
0 50 100 150 Figure 9.5 A linear instrument 

calibration showing its zero and span. 
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0 50 100 150 Figure 9.6 Gain of a nonlinear transmitter as a 

Dynamic Characteristics of Sensor-Transmitters. Many 
sensor-transmitters respond quickly and have measure­
ment dynamics that are negligible compared to slower 
process dynamics. For other applications where measure­
ment dynamics are not negligible, significant dynamic 
errors can occur, that is, large differences between the 
true values and the measured values for transient con­
ditions. For example, a bare thermocouple will have a 
rapid response to a changing fluid temperature. But a 
thermocouple placed in a protective thermowell with a 
large mass and large specific heat, can have a significant 
measurement time constant (see Section 9.4). Repre­
sentative time constants for a variety of sensors have 
been reported (Riggs and Karim, 2006). 

Many sensor-transmitters have overdamped dynam­
ics and exhibit monotonic responses to a step change in 
the variable being measured. Thus, it is reasonable to 
model this type of measurement dynamics as a first­
order transfer function between the actual value y and 
the measured value Ym: 

Ym(s) Km 

Y(s) TmS + 1 
(9-2) 

where Km is the gain given by Eq. 9-1 and '~"m is the 
measurement time constant. For the temperature 
transmitter example, the units of Km are mAJDC. 

Significant measurement dynamics can occur due to 
a poor sensor location or a long sampling line. For ex­
ample, if a pH sensor for a continuous neutralization 
process is located in the exit line, a long distance from 
the process vessel, a significant time delay can arise 
due to the distance-velocity lag (see Section 6.2). Time 
delays can also result when an on-line composition 
measurement requires a long sample line because an 

function of operating point. 

expensive analyzer in a protected environment is lo­
cated a long distance from the sample location near 
the process unit. This common situation can produce a 
significant distance-velocity lag. 

9.2 FINAL CONTROL ELEMENTS 

Every process control loop contains a final control ele­
ment (or actuator), the device that enables a process 
variable to be manipulated. For most chemical and pe­
troleum processes, the final control elements (usually 
control valves) adjust the flow rates of materials-solid, 
liquid, and gas feeds and products-and, indirectly, the 
rates of energy transfer to and from the process. Figure 9.1 
illustrates the use of an electrical resistance heater as 
the final control element. In this case, the controller 
output, a voltage signal, cannot be applied directly to 
the terminals of the heater, because the controller is not 
designed to supply the electrical energy requirements of 
the heater. Hence, a transducer must be placed between 
the controller and the heater (not shown in Fig. 9.1). 

9.2.1 Control Valves 

There are many different ways to manipulate the flows 
of material and energy into or out of a process; for ex­
ample, the speed of a pump drive, screw conveyer, or 
blower can be varied. However, a simple and widely 
used method of accomplishing this result with fluids is 
to use a control valve. The control valve components 
include the valve body, trim, seat, and actuator. The 
valve body contains an orifice that allows for the flow of 
liquids and/or gases. The trim modulates the flow rate 
and can be a plug, ball, disk, or gate (Borden, 1998). 
The seat consists of protective material (typically metal 



Actuating 
signal 

Flow~ 
direction 

or soft polymer) inserted around the orifice to provide 
a tight shutoff and to increase the life of the valve when 
corrosive or solid materials pass through it. Control 
valves are either linear (rising stem) or rotary in design. 
Linear valves are usually globe valves that open and 
close the valve by moving a plug vertically away from 
the orifice and seat. This movement changes the cross­
sectional area available for fluid flow. Rotary valves are 
closed by a 90° turn of the closing element (also called 
quarter-turn valves); these valves are used for both on­
off and flow modulating control valves. The actuator 
provides the force for opening and closing the valve. 
Rotary valves are more compact, less expensive, and 
easier to maintain. The primary types of quarter-turn 
valves are the plug valve, the butterfly valve, the ball 
valve, and the rotary globe valve. For more informa­
tion concerning control valves, there is extensive litera­
ture (Borden, 1998; Fitzgerald, 1995; Liptak, 2003, 
2006; Emerson Process Management, 2005; Edgar 
et al., 2008). 

Control valves typically utilize some type of mechan­
ical driver to move the valve plug into and out of its 
seat, thus opening or closing the area for fluid flow. The 
mechanical driver can be either (1) a DC motor or a 
stepping motor that screws the valve stem in and out in 
much the same way as a hand valve would be operated 
or (2) a pneumatically operated diaphragm device that 
moves the stem vertically against the opposing force of 
a fixed spring, called a rising stem valve. Motor drivers 
are used for very large valves and with some electronic 
controllers. The stepping motor is particularly useful 
for control valves using digital control, because the 
valve rotates a small fraction of a turn (2 or 3°) for each 
pulse it receives from the controller. 

Despite the growing use of motor-driven valves, 
most control applications utilize pneumatically driven 
control valves of the rising stem type shown schemati­
cally in Fig. 9.7. As the pneumatic controller output 
signal increases, increased pressure on the diaphragm 
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Figure 9.7 A pneumatic control valve 
(air-to-open). 

compresses the spring, thus pulling the stem out and 
opening the valve further. This type of control valve is 
referred to as air-to-open (A-0). By reversing either 
the plug/seat or the spring/air inlet orientation, the 
valve becomes air-to-close (A-C). For example, if the 
spring is located below the diaphragm and the air inlet 
is placed above the diaphragm, an air-to-close valve re­
sults. Normally, the choice of A-0 or A-C valve is 
based on safety considerations. We choose the way the 
valve should operate (full flow or no flow) based on the 
desired response in an emergency situation. Hence, 
A-C and A-0 valves often are referred to as fail-open 
(FO) and fail-close (FC), respectively. 

EXAMPLE9.1 

Pneumatic control valves are to be specified for the 
applications listed below. State whether an A-0 or A-C 
valve should be specified for the following manipulated 
variables, and give reason(s): 

(a) Steam pressure in a reactor heating coil. 

(b) Flow rate of reactants into a polymerization reactor. 

(c) Flow of effluent from a wastewater treatment holding 
tank into a river. 

(d) Flow of cooling water to a distillation condenser. 

SOLUTION 

(a) A-0 (fail-close) to make sure that a transmitter fail­
ure will not cause the reactor to overheat, which is 
usually more serious than having it operate at too low 
a temperature. 

(b) A-0 (fail-close) to prevent the reactor from being 
flooded with excessive reactants. 

(c) A-0 (fail-close) to prevent excessive and perhaps 
untreated waste from entering the stream. 

(d) A-C (fail-open) to ensure that overhead vapor is com­
pletely condensed before it reaches the receiver. 
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9.2.2 Valve Positioners 

For important control loops, pneumatic control valves 
should be equipped with a valve positioner, a type of 
mechanical or digital feedback controller that senses 
the actual stem position, compares it to the desired 
position, and adjusts the air pressure to the valve ac­
cordingly. Valve positioners are used to increase the 
relatively small mechanical force that can be exerted 
by a 3-15 psig pressure signal operating directly on 
the valve diaphragm. Valve positioners largely elimi­
nate valve deadband and hysteresis, flow rate loading 
(the effect of back pressure on the valve opening), and 
other undesirable characteristics due to friction forces 
in the valve unit; hence, they are widely used. The 
valve positioner is mounted on the side of the valve 
actuator and can reduce the valve deadband from about 
±5% to ±0.5%, a significant enhancement. Details on 
mechanical valve positioners are given in Perry's Hand­
book (Edgar et al., 2008). A photo of a control valve 
with a valve positioner is shown in Fig. 9.8. 

Control Valve Dynamics. Control valve dynamics 
tend to be relatively fast compared to the dynamics of 
the process itself. However, the overall behavior of 
pneumatic control valves can include nonlinear phe­
nomena such as dead band, stick-slip phenomena, 
backlash and hysteresis (Blevins et al., 2003; Edgar 
et al., 2008). Dead band and hysteresis are illustrated in 
Fig. 9.9. Fortunately, their effects can be reduced sig­
nificantly by employing valve positioners. 

For purposes of control system analysis using trans­
fer functions, the dynamic behavior of the control valve 
(and valve positioner) can be approximated by a first­
order transfer function Gv(s) between the manipulated 
variable u(t) and the signal to the control valve p(t), 

Figure 9.8 Modem control valves using digital valve 
controllers (Courtesy Emerson Process Management). 

Figure 9.9 Nonideal instrument behavior: (a) hysteresis; 
(b) deadband. 

U(s) Kv 
P(s) = Gv(s) = TvS + 1 (9-3) 

where Tv << Tp and Tp is the largest process time 
constant. 

9.2.3 Specifying and Sizing Control Valves 

Control valves are specified by first considering both 
properties of the process fluid and the desired flow 
characteristics in order to choose the valve body mater­
ial and type. Then the desired characteristics for the 
actuator are considered. The choice of construction 
material depends on the corrosive properties of the 
process fluid at operating conditions. Commercial 
valves made of brass, carbon steel, and stainless steel 
can be ordered off the shelf, at least in smaller sizes. 
For large valves and more exotic materials of construc­
tion, special orders usually are required. 

A design equation used for sizing control valves 
relates valve lift f to the actual flow rate q by means of 
the valve coefficient Cv, the proportionality factor that 
depends predominantly on valve size or capacity: 

(9-4) 

Here q is the flow rate, f( f) is the valve characteristic, 
!l.P v is the pressure drop across the valve, and g5 is the 
specific gravity of the fluid. This relation is valid for 
nonflashing liquids. See Edgar et al. (2008) for other 
cases such as flashing liquids. 

Specification of the valve size is dependent on the 
valve characteristic f. Three control valve characteris­
tics are mainly used. For a fixed pressure drop across 
the valve, the valve characteristic f(O :5 f :5 1) is related 
to the lift f (0 :5 f :5 1) that is, the extent of valve open­
ing, by one of the following relations: 

Linear: 

Quick opening: 

Equal percentage: 

f=f 
t= v.e 
f = Rf-1 

(9-5) 
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Figure 9.10 Inherent control valve characteristics. 

where R is a valve design parameter that is usually in 
the range 20 to 50. Figure 9.10 illustrates these three 
flow/lift characteristics. The quick-opening valve above 
is referred to as a square root valve (valves with 
quicker-opening characteristics are available). The 
equal percentage valve is given that name because the 
slop~ of the f vs. e curve, df/de, is proportional to f, 
l~admg to an e~ual percentage change in flow for a par­
ticular change me, anywhere in the range. 

Unfortunately, sizing of control valves depends on 
the fluid processing units, such as pumps, heat exchang­
ers, or filters, that are placed in series with the valve. 
Considering only control objectives, the valve would be 
sized to take most of the pressure drop in the line. This 
choice would give the valve maximum influence over 
process changes that disturb the flow rate, such as up­
stream (supply) pressure changes. It also would yield 
the smallest (least expensive) valve. However, the most 
economical operating conditions require the valve to in­
troduce as little pressure drop as possible, thus mini­
mizing pumping costs (electrical power). 

The following compromise serves as a guideline: 

Guideline. In general, a control valve should be 
sized so that it takes approximately one-quarter 
to one-third of the total pressure drop in the line 
at the design flow rate. 

P1 = 40 psig 
(constant) ~-------.. 
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To illustrate the tradeoffs, consider the following ex­
ample adapted from Luyben and Luyben (1997). A 
control valve with linear characteristics is placed in se­
ries with a heat exchanger, both supplied by a pump 
~ith .a constant discharge pressure at 40 psi (although 
Its discharge flow rate varies). If the heat exchanger 
has already been sized to give a 30-psi pressure drop 
(11Phe) for a 200-gal/min flow of liquid (specific gravity 
equal to. one), then the valve will take a 10-psi drop 
(11Pv)· Figure 9.11 shows the equipment configuration. 
The linear control valve is sized so that it is half open 
(f = e = 0.5) at these conditions. Hence 

Cv = 200 _ 
o.5VIO - 127 

which, using manufacturers' data books, would require 
a 4-in control valve. 

The rangeability of a control valve is defined as the 
ratio of maximum to minimum input signal level. For 
control valves, rangeability translates to the need to 
operate the valve within the range 0.05 :::::; f:::::; 0.95 or a 
rangeability of 0.95/0.05 = 19. For the case where the 
flow is reduced to 25% of design, (50 gal/min) the heat 
exchanger pressure drop will be reduced approximately 
to 1.9 psi [30 X (0.25)2], leaving the control valve to 
supply the remaining 38.1 psi. The valve operating 
value of f, obtained by rearranging Eq. 9-2, is 
(50/127)V38.T or 0.06; hence, the valve is barely open. 
If the valve exhibits any hysteresis or other undesirable 
behavior due to internal stiction (combination of me­
chanical sticking and friction), it likely will cycle (close 
completely, then open too wide) as the controller out­
put signal attempts to maintain this reduced flow setting. 
A valve positioner will reduce the cycling somewhat. If a 
centrifugal pump is used, the pump discharge pressure 
will actually increase at the lower flow rate, leading to a 
lower value off and even worse problems. 

Choice of Valve Characteristics. The choice of valve 
characteristic and its effect on valve sizing deserve 
some discussion at this point. A valve with linear be­
havior would appear to be the most desirable. How­
ever, the designer's objective is to obtain an installed 
valve characteristic that is as linear as possible that is, 
to have the flow through the valve and all connected 
process units vary linearly with e. Because 11Pv usually 

Heat exchanger~ Control ~ 
valve 

M'he = 30 psi M'v = 10 psi 
Pump Figure 9.11 A control valve placed in series with 

a pump and a heat exchanger. Pump discharge 
pressure is constant. at 200 gal/m1n at 200 gal/min 
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varies with flow rate, a nonlinear valve often will yield 
a more linear flow relation after installation than will a 
linear valve characteristic. In particular, the equal per­
centage valve is designed to compensate, at least ap­
proximately, for changes in f:..Pv with flow rate. In the 
heat exchanger case, the valve coefficient Cv should be 
selected to match the choice of f:..Phelf:..Pv at design op­
erating conditions. The objective is to obtain a nearly 
linear relation for q with respect to .e over the normal 
operating range of the valve. 

Control valves must be sized very carefully. This can 
be particularly difficult, because many of the published 
recommendations are ambiguous or conflicting, or do 
not match control system objectives. For example, one 
widely used guideline is that the valve be half open at 
nominal operating conditions, while some vendors rec­
ommend that the required Cv not exceed 90% of the 
valve's rated Cv. The latter approach may result in poor 
control of the process if the controller output often ex­
ceeds the "required" (design) conditions as a result of 
disturbances. However, this recommendation does re­
duce the valve size considerably compared to the use of 
Luyben and Luyben's criterion. A more conservative 
criterion is that the required valve Cv be sized at 70% 
the valve's rated Cv and that the Cv required to accom­
modate the maximum expected flow rate (not the de­
sign flow rate) equal to 90% of the valve's rated Cv. If 
energy costs are high, it may be more economical to 
have the valve take 33% of the pressure drop at nomi­
nal operating condition. The lower figures will yield 
larger valves, and therefore higher equipment costs, 
but lower pumping costs (energy costs) due to lower 
pressure loss. 

Some general guidelines for valve characteristic se­
lection are as follows: 

1. If the pump characteristic (discharge pressure vs. 
flow rate) is fairly flat and system frictional losses 
are quite small over the entire operating region, 
choose a linear valve. However, this situation oc­
curs infrequently, because it results from an 
overdesigned process (pump and piping capacity 
too large). 

2. To select an equal percentage valve; 

a. Plot the pump characteristic curve and f:..Ps, the 
system pressure drop curve without the valve, as 
shown in Fig. 9.12. The difference between these 
two curves is f:..Pv. The pump should be sized so 
that f:..Pvlf:..Ps is 25 to 33% at the design flow 
rate qd. 

b. Calculate the valve's rated Cv, the value that 
yields at least 100% of qd with the available 
pressure drop at that higher flow rate. 

c. Compute q as a function of .e using Eq. 9-4, the 
rated Cv, and f:..Pv from (a). A plot of the valve 

p 
or !!J' 

Flow rate, q 

Figure 9.12 Calculation of the valve pressure drop ( .:lP v) 
from the pump characteristic curve and the system pressure 
drop without the valve (.:lPs). 

characteristic (q vs . .f) should be reasonably lin­
ear in the operating region of interest (at least 
around the design flow rate). If it is not suitably 
linear, adjust the rated Cv and repeat. 

EXAMPLE9.2 

A pump furnishes a constant head of 40 psi over the entire 
flow rate range of interest. The heat exchanger pressure 
drop is 30 psig at 200 gaUmin (qd) and can be assumed to 
be proportional to q2. Select the rated Cv of the valve and 
plot the installed characteristic for the following cases: 

(a) A linear valve that is half open at the design flow rate. 

(b) An equal percentage valve (R = 50 in Eq. 9-5) that is 
sized to be completely open at 110% of the design 
flow rate. 

(c) Same as in (b), except with a Cv that is 20% higher 
than calculated. 

(d) Same as in (b), except with a Cv that is 20% lower 
than calculated. 

SOLUTION 

First we write an expression for the pressure drop across 
the heat exchanger 

.:lPhe = (_!j_)2 (9-6) 
30 200 

.:lPs = .:lPhe = 30 (z6o r (9-7) 

Since the pump head is constant at 40 psi, the pressure 
drop available for the control valve is 

.:lPv = 40- .:lPhe = 40-30 ( 260 Y (9-8) 



30 

·u; 
Q_ 20 

l:l..-

10 

Discharge pressure = 40 psi 

80 120 160 200 240 
q, gal/min 

Figure 9.13 Pump characteristic and system 
pressure drop for Example 9.2. 

Figure 9.13 illustrates these relations. Note that in all four 
design cases 11Pvll1P8 = 10/30 = 33% at qd. 

(a) First calculate the rated Cv using (9-4). 

Cv = _1QQ_ = 126.5 
0.5v'IO 

We will use Cv = 125. For a linear characteristic valve, 
use the relation between e and q from Eq. 9-2: 

e = ---'q=------

cv~ 
(9-9) 

Using Eq. 9-9 and values of 11Pv from Eq. 9-7, the 
installed valve characteristic curve can be plotted 
(Fig. 9.14). 

(b) From (9-7) and (9-8), 11Pv = 3.7 psi. The rated Cv at 
110% of qd can be calculated. 

200 

160 

q, 
120 gal/min 

80 

60 

0 

c = 220 = 114.4 
v -vrt 

0 0.2 0.4 0.6 
c 

1. 
2. 
3. 
4. 
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Use a value of Cv = 115. For the equal percentage 
valve, rearrange Eq. 9-2 as follows: 

or 

---=q __ = Re-1 

CvVlJi:; 

C=1+log( ~)/logR 
Cv 11Pv 

(9-10) 

(9-11) 

Substituting Cv = 115, R =50, and values of q and 11Pv 
yields the installed characteristic curve in Fig. 9.14. 

(c) Cv = 1.2(115) = 138 

(d) Cv = 0.8(115) = 92 

Using the installed characteristics in Fig. 9.14, note that 
the maximum flow rate that could be achieved in this sys­
tem (negligible pressure drop across the valve) would 
have a pressure drop of 40 psi across the heat exchanger: 

(~~~X r = ~~ (9-12) 

From these results we conclude that an equal percentage 
valve with Cv = 115 would give a reasonably linear in­
stalled characteristic over a large range of flows and have 
sufficient capacity to accommodate flows as high as 110% 
of the design flow rate. 

Sometimes it is advantageous to use two control 
valves, even though there is only a single controlled 
variable. As an example, consider a jacketed batch reac­
tor. For an exothermic reaction, it may be necessary to 
initially heat the batch to a temperature at which the 
reaction rate is significant by passing a hot liquid 
through the jacket. But as the exothermic reaction pro­
ceeds, it is necessary to remove heat by passing coolant 
through the jacket in order to control the batch tem­
perature. One solution is to use a split range control 
strategy (Chapter 16) with the heating and cooling 
valves operating in parallel. 

Valve 
type 

Linear 
Eq.% 
Eq.% 
Eq.% 

0.8 

Cv 

125 
115 
138 

92 

1.0 Figure 9.14 Installed valve 
characteristics for Example 9.2. 
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For flow control problems where the nominal flow 
rate is very large, two control valves, one large and one 
small, can be used to provide tight flow control (see 
Exercise 9.8). 

9.3 SIGNAL TRANSMISSION AND 
DIGITAL COMMUNICATION 

Electronic controllers (digital or analog) can be located 
relatively far from their instruments with little concern 
for the impedance of the intervening transmission lines 
or for the time of transmission, which for all practical 
purposes is instantaneous. Multipair shielded cable has 
traditionally been used for this purpose. An advantage 
of such two-wire systems is that the power supply can 
be located in the loop; thus, separate wiring is not re­
quired. Most transmitter analog signals are in the form 
of current rather than voltage, because voltage is af­
fected by wire and connector resistances, which change 
with wire length, temperature and aging. Voltage-level 
control and instrumentation signals (e.g., 1 to 5 VDC) 
are better restricted to situations where short distances 
are involved. Very careful practice must be followed in 
wiring and terminating analog signals to prevent bias­
ing, attenuation, or inducing noise (e.g., 60-Hz noise) in 
the transmission lines. Usually, shielded coaxial cable is 
required to minimize these effects. 

Pneumatic pressure signals between instruments are 
transmitted by means of tubing, usually 1/4- or 3/8 in. 
diameter. The propagation of a signal changing in time 
through such a medium is limited by dynamic accuracy 
considerations (Section 9.4) to 100 or 200 meters at 
most. 

Signals from digital instruments and controllers are 
usually transmitted in digital format as a sequence of 
on-off pulses. Digital transmission is carried out over a 
single data highway that is linked in serial or daisy­
chain fashion to all instruments and controllers. A mi­
crocomputer built into each instrument or controller is 
responsible for communicating periodically over the 
highway, either directing information to or requesting 
information from some other device. 

Various field network protocols such as fieldbus and 
profibus provide the capability of transferring digital 
information and instructions among field devices, 
instruments, and control systems. Fieldbus is an all­
digital, serial, two-wire communications system config­
ured like a local area network (Berge, 2002). The fieldbus 
software mediates the flow of information among the 
components. Fieldbus technology replaces the dedi­
cated set of wires required for each instrument and mit­
igates the problem of electrical interference existing in 
4-20 rnA signal transport. Multiple digital devices can 
be connected and communicate with each other via the 
digital communication line, which greatly reduces 
wiring cost for a typical plant. 

In recent years, there has been considerable interest 
in using wireless networks for process control applica­
tions (Caro, 2008; Song et al., 2006). For large indus­
trial plants, a major financial benefit of wireless devices 
is the savings associated with the design and implemen­
tation of complex wired networks. However, there are 
major challenges for wireless communication that in­
clude security concerns and line-of-sight limitations. 
Most process control applications of wireless networks 
have been for monitoring, but control applications are 
anticipated in the future (Song et al., 2006). 

Appendix A contains additional information on digi­
tal communication and wireless networks for process 
control. 

9.4 ACCURACY IN INSTRUMENTATION 

The accuracy of control instrumentation is very impor­
tant with accuracy requirements inherently related to 
control system objectives. For example, cooling water 
flow errors on the order of 10% (of the measured flow 
rate) might be acceptable in a control loop regulating the 
temperature of a liquid leaving a condenser, as long as 
the measurements are simply biased from the true value 
by this constant amount. On the other hand, errors in the 
feed flow rate to a process on the order of 1 or 2% might 
be unacceptable if throughput/inventory calculations 
must be made with these data. 

9.4.1 Terms Used to Describe 
Instrument Accuracy 

We now introduce several terms that are commonly as­
sociated with the accuracy of process instruments. The 
measurement error (or error) is the difference between 
the true value and the measured error. Instrument ven­
dors often express accuracy as a percentage of full scale 
(% FS) where the term full scale refers to the span of 
the instrument. Suppose that the % FS error of a tem­
perature transmitter is reported as 1% and the zero and 
span are adjusted so that the instrument operates over 
the range of 10-70 °C. Since the span is 70-10 = 
60 °C, the measurement error is 1% of 60 °C, or 0.6 °C. 
Consequently, the relative error (obtained by dividing 
the error by the value of the measurement) at 10 oc is 
0.6/10 = 6%. Thus, when instrument accuracy is ex­
pressed as % FS, the relative error can be quite large 
for small values of the measured variable. 

Resolution refers to the smallest interval between 
two numerical values that can be distinguished. For ex­
ample, if a temperature transmitter has a resolution of 
0.1 oc, it is not possible for it to distinguish between ac­
tual temperatures of 21.62 oc and 21.67 °C. 

Precision refers to the variability of a measurement 
for specified conditions and a particular instrument. It 
is usually expressed in terms of a standard deviation or 
range. For example, suppose that a composition sample 
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Most likely 
True value measured value 

14 Total error 
(maximum) 

12 Systematic 
error (bias) 

Random 
error : • 

(repeatabi I ity) 1 

2 

0.25 0.30 
q, flow units 

was carefully prepared and divided into four parts, and 
that the composition of each part was measured using 
an analyzer. If the four measurements of a key compo­
nent are 21.3, 22.7, 20.6, and 21.5%, the analyzer preci­
sion could be expressed as the range, 22.7-20.6=2.1 %, 
or as the standard deviation, 0.87%. 

Repeatability is similar to precision but refers to the 
variability of replicate measurements in a set of data. 
The variability is due to random errors from both 
known and unknown sources. The variability can be ex­
pressed as a range or standard deviation. 

Bias refers to a constant error in the data due to a 
deterministic cause rather than random variations. A 
thermocouple measurement in a vessel could be consis­
tently lower than the actual fluid temperature because 
of conduction heat losses, in which the thermocouple is 
in contact with the vessel wall. 

Figure 9.15 displays an error analysis for a dataset 
consisting of replicate measurements at known flow 
rates. The dataset contains both a systematic error 
(bias) and random errors. 

Manufacturers of measurement devices always state 
the accuracy of the instrument. However, these state­
ments specify reference conditions at which the mea­
surement device will perform with the stated accuracy, 
with temperature and pressure most often appearing 
in the reference conditions. When the measurement 
device is used at other conditions, the accuracy is 
affected. Manufacturers usually provide statements indi­
cating how accuracy is affected when the conditions of 
use deviate from the reference conditions. Whenever a 
measurement device provides data for real-time opti­
mization, accuracy is very important (see Chapter 19). 

9.4.2 Calibration of Instruments 

Any important instrument should be calibrated both 
initially (before commissioning) and periodically (as it 
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Figure 9.15 Analysis of types of error 
for a flow instrument whose range is 
0 to 4 flow units. 

remains in service). In recent years, the use of smart 
sensors has become more widespread. These devices 
incorporate a microcomputer as part of the sensor/ 
transmitter, which can greatly reduce the need for 
in-service calibration and checkout. Their key fea­
tures are: 

1. Checks on the internal electronics, such as verify­
ing that the voltage levels of internal power sup­
plies are within specifications. 

2. Checks on environmental conditions within the 
instruments. 

3. Compensation of the measured value for condi­
tions such as temperature and pressure within the 
instrument. 

4. Linearizing the output of the transmitter if neces­
sary (e.g., square root extraction of the differential 
pressure for a head-type flow transducer) can be 
done within the instrument instead of within the 
control system. 

5. Configuring the transmitter from a remote loca­
tion, such as changing its zero or span. 

6. Automatic recalibration of the transmitter. 

9.4.3 Dynamic Measurement Errors 

In this section, the dynamic measurement error associ­
ated with a temperature sensor is analyzed. Figure 9.16 
shows a thermocouple placed in a metal thermowell 
with mass m and specific heat C. The dynamic lag intro­
duced by the thermowell/thermocouple combination 
can be easily estimated if several simplifying assump­
tions are made. In particular, assume that the well and 
thermocouple are always at the same temperature T m• 

which can be different from the surrounding fluid tem­
perature T. Further assume that heat is transferred only 
between the fluid and the well (there are no ambient 
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Fluid 

Thermocouple 
leads 

- -

at temperature T 

Figure 9.16 Schematic diagram of a thermowelU 
thermocouple. 

losses from the thermowell due to conduction along its 
length to the environment). An energy balance on the 
thermowell gives 

dTm 
mC dt = UA(T- Tm) (9-13) 

where U is the heat transfer coefficient and A is the 
heat transfer area. Rearranging gives 

(9-14) 

Converting to deviation variables and taking the Laplace 
transform gives 

T~(s) 1 
T'(s) TS + 1 

(9-15) 

with T ~ mCIUA. 
The transfer function in Eq. 9-15 indicates that the 

dynamic measurement lag of the sensor will be mini­
mized if the thermal capacitance of the well (mC) is 
made as small as possible and if UA is made large. The 

SUMMARY 

In this chapter we have considered the instrumentation 
required for process control applications. Sensors pro­
vide information about process output variables (in a 
form that can be transmitted to the controllers), and 
the final control elements are used to manipulate 
process input variables based on signals from the con-

combined effect will be to make T small. Thus, we 
should make the thermowell as thin as possible, consis­
tent with maintaining isolation between the thermo­
couple and the process fluid. At the same time, because 
U will be strongly dependent on the fluid velocity, the 
thermowell should be placed in a region of maximum 
fluid velocity, near the centerline of a pipe or in the 
vicinity of a mixing impeller. The model indicates that 
materials such as a plastic, which have a lower specific 
heat C than a metal, will yield a somewhat faster 
dynamic response. However, such a material typically 
has low heat conductivity, which may invalidate the 
assumption that the entire thermowell is at the same 
temperature. In this case, a more rigorous model incor­
porating the effect of heat conduction in the thermowell 
must be used to evaluate the effect of heat capacitance/ 
conduction tradeoffs. 

Any measurement transducer output contains some 
dynamic error; an estimate of the error can be calcu­
lated if transducer time constant T and the maximum 
expected rate of change of the measured variable are 
known. For a ramp input, x(t) = at, and a first-order 
dynamic model (see Eq. 9-15), the transducer output y 
is related to x by: 

1 1 a 
Y(s) = TS+ 1 X(s) = TS+ 1 s2 (9-16) 

The ramp response y(t) of a first-order system was ob­
tained in Eqs. 5-19 through 5-21. The maximum devia­
tion between input and output is aT (obtained when 
t >> T), as shown in Fig. 5.5. Hence, as a general result, 
we can say that the maximum dynamic error that can 
occur for any instrument with first-order dynamics is 

Emax = I y(t)- x(t) I max = aT 

Clearly, by reducing the time constant, the dynamic 
error can be made negligibly small. 

In general, measurement and transmission time con­
stants should be less than one-tenth the largest process 
time constant, preferably much less, to reduce dynamic 
measurement errors. The dynamics of measurement, 
transmission, and final control elements also significantly 
limit the speed of response of the controlled process. 
Thus, it is important that the dynamics of these compo­
nents be made as fast as is practical or economical. 

trollers. The technology trend is for more microcom­
puter-based instrumentation and digital transmission of 
information, which are considered in more detail in 
Appendix A. 

Another major trend is the increasing integration 
of sensing elements into silicon chip microcircuitry. 



Using this approach, we can now measure pressure, 
temperature, ion and gas concentration, radiation 
level, and other important process variables with sen­
sors that directly incorporate all circuitry needed to 
self-compensate for environmental changes and to 
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EXERCISES 

9.1 Several linear transmitters have been installed and cali-
brated as follows: 

} Flow rate: 400 gaUmin ~ 15 psig pneumatic 
0 gaUmin ~ 3 psig } transmitter 

Pressure: 30 inHg ~20mA current 
10 inHg ~4mA } transmitter 

Level: 20m ~svDc voltage 
O.Sm ~1 VDC transmitter 

Concentration: 20 g/L ~10VDC } voltage 
2 giL ~1 VDC transmitter 

(a) Develop an expression for the output of each transmit­
ter as a function of its input. Be sure to include appropriate 
units. 

(b) What is the gain of each transmitter? zero? span? 
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9.2 A process instrumentation diagram for a flash drum is 
shown in Fig. E9.2. Steam is condensed in a steam coil to va­
porize a portion of the liquid feed, and the liquid product is 
removed by a pump. There are control valves for the steam 
flow, vapor product, liquid product, feed flow, and steam 
chest (which allows the steam chest to be rapidly evacuated in 
emergency situations). Determine whether the five valves 
should be fail-close (F/C) or fail-open (F/0) for safe opera­
tion, for each of three cases: 

(a) The safest conditions are achieved by the lowest temper­
ature and pressure in the flash vessel. 

(b) Vapor flow to downstream equipment can cause a haz­
ardous situation. 

(c) Liquid flow to downstream equipment can cause a haz­
ardous situation. 

Discuss various scenarios of air failure (or power failure). 
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9.3 Suppose that the temperature in an exothermic continu­
ous stirred-tank reactor is controlled by manipulating the 
coolant flow rate using a control valve. A PID controller 
is used and is well-tuned. Which of these changes could 
adversely affect the stability of the closed-loop system? Briefly 
justify your answers. 

(a) The span of the temperature transmitter is increased 
from 20 oc to 40 °C. 

(b) The zero of the temperature transmitter is increased 
from 15 oc to 20 °C. 

(c) The control valve trim is changed from linear to equal 
percentage. 

(d) The feed flow rate is doubled. 

9.4 Chilled ethylene glycol (sp gr = 1.11) is pumped through 
the shell side of a condenser and a control valve at a nominal 
flow rate of 200 gal/min. The total pressure drop over the entire 
system is constant. The pressure drop over the condenser is 
proportional to the square of the flow rate and is 30 psi at the 
nominal flow rate. Make plots of flow rate versus vs. stem posi­
tion C for linear and equal percentage control valves, assuming 
that the valves are set so that f( C) = 0.5 at the nominal flow rate. 
Prepare these plots for the situations where the pressure drop 
over the control valve at the design flow is 

(a) 5 psi 

(b) 30 psi 

(c) 90 psi 

What can you conclude concerning the results from these 
three sets of design conditions? In particular, for each case, 
comment on linearity of the installed valve, ability to handle 
flow rates greater than nominal, and pumping costs. 

9.5 A pneumatic control valve is used to adjust the flow rate of 
a petroleum fraction (specific gravity = 0.9) that is used as fuel 
in a cracking furnace. A centrifugal pump is used to supply the 
fuel, and an orifice meter/differential pressure transmitter is 
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Figure E9.2 

used to monitor flow rate. The nominal fuel rate to the furnace 
is 320 gal/min. Select an equal percentage valve that will be 
satisfactory to operate this system. Use the following data (all 
pressures in psi; all flow rates in gal/min): 

(a) Pump characteristic (discharge pressure): 

P = (1 - 2.44 X 10-6q2)Pde 

where P de is the pump discharge pressure when the pump is 
dead ended (no flow). 

(b) Pressure drop across the orifice: 

11P0 = 1.953 X 10-4q2 

(c) Pressure drop across the furnace burners: 

11Pb = 40 

(d) R for the valve: 50 

(e) Operating region of interest: 

250 ,; q ,; 350 

This design attempt should attempt to minimize pumping 
costs by keeping the pump capacity (related to Pde) as low 
as possible. In no case should 11Pvii1P8 be greater than 0.33 
at the nominal flow rate. Show, by means of a plot of the 
installed valve characteristic (q vs. C), just how linear the 
final design is. 

9.6 Consider the evaporator and control system in Figure 
13.6. Briefly answer the following questions: 

(a) Should each control valve be fail-open (FO) or fail-close 
(FC)? 

(b) Should each PI controller be direct-acting or reverse­
acting? 

9.7 A theoretical force balance for the control valve shown 
in Fig. 9.7 can be expressed as 

g dx M d2x PAn+ M- -Kx -P1A -R- =--
gc P dt gc d? 



where 

M = mass of movable stem = 10 lbm 
P = valve air pressure input 

An = diaphragm area 
g, gc = gravity, conversion constants 

K = spring constant = 3,600 lbf/ft 
Pr = fluid pressure 

Ap = valve plug area 
R = coefficient of friction (stem to packing) 

= 15,000 lbf/ft/s 
x = valve position 

Assuming the second-order differential equation is linear, find 
values of the coefficients of the equation (in deviation variable 
form) and determine whether the valve dynamic behavior is 
overdamped or underdamped. 

9.8 It has been suggested that the liquid flow rate in a large 
diameter pipeline could be better regulated by using two con­
trol valves instead of one. Suppose that one control valve has 
a large Cv value, that the other has a small Cv value, and that 
the flow controller will primarily adjust the smaller valve 
while also making occasional adjustments to the large valve, 
as needed. Which of the two alternative configurations seems 
to be the more promising: placing the control valves in series 
(Configuration I), or in parallel (Configuration II)? Briefly 
justify your answer. 

q~q q q 

Configuration I 

Configuration II 

Figure E9.8 

9.9 A temperature transmitter is used to measure the liquid 
temperature in a bioreactor. A steady-state calibration of this 
instrument yields the following data: 

Temperature, oc 
0 

100 
200 
300 
400 

~easurement,mA 

4.0 
8.1 

11.9 
16.1 
20.0 

Exercises 167 

A process engineer runs a test on the reactor under controlled 
conditions in which its temperature is changed by + 3 °C/min. 
The transmitter output was recorded during this test, con­
verted to °C, and compared with a standard thermometer 
which is known to be accurate and to have a time constant of 
20 s. The test data are 

Time from 
Start of Test, min 

2.0 
3.0 
4.0 
5.0 

Temperature COC) 
Std. Thermometer TIC Transmitter 

111.8 
115.1 
117.9 
121.1 

107.8 
111.0 
114.1 
117.0 

For steady-state conditions, the standard thermometer and 
thermocouple-transmitter outputs are identical. Assuming 
that the transmitter/thermocouple can be modeled by a first­
order transfer function, find KandT. 

9.10 An engineer sets the pressure in a supply tank using 
a very accurate manometer as a guide and then reads the 
output of a 20-psig pressure gauge attached to the tank 
as 10.2 psig. Sometime later she repeats the procedure and 
obtains values of 10.4 and 10.3 psig. Discuss the following 
gauge properties: 

(a) Precision 
(b) Accuracy 
(c) Resolution 
(d) Repeatability 

Express these answers on a percentage of full-scale basis. 

9.11 A process temperature sensor/transmitter in a fermenta­
tion reactor exhibits second-order dynamics with time con­
stants of 1 s and 0.1 s. If the quantity being measured changes 
at a constant rate of 0.1 °C/s, what is the maximum error that 
this instrument combination will exhibit? What is the effect 
of neglecting the smaller time constant? Plot the response. 
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Summary 

Process safety has been a primary concern of the 
process industries for decades. But in recent years, 
safety issues have received increased attention as a re­
sult of increased public awareness of potential risks, 
stricter legal requirements, and the increased complex­
ity of modern industrial plants. Chemical engineers 
have a special role to perform in assuring process safety. 
As Turton et al. (2008) have noted, "As the professional 
with the best knowledge of the risks of a chemical pro­
cessing operation, the chemical engineer has a responsi­
bility to communicate those risks to employers, 
employees, clients, and the general public." Further­
more, in the American Institute of Chemical Engineers 
(AIChE) Code of Ethics, the first responsibility of 
chemical engineers is to "hold paramount the safety, 
health, and welfare of the public in performance of their 
professional duties." Professional societies that include 
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the AIChE, the Institution of Chemical Engineers 
(London), and the International Society of Automation 
(ISA) have played a leading role in developing safety 
standards and reference materials. For example, the 
AIChE Center for Chemical Process Safety (CCPS) has 
published a number of books (AIChE, 1993, 2001, 
2007) and a journal devoted to safety, Process Safety 
Progress. 

The overall safety record of the process industries 
has been quite good, despite several highly publicized 
plant incidents. In fact, the accident and loss statistics 
for the chemicals and allied products industries are 
among the best of the manufacturing sectors (Crowl 
and Louvar, 2002). But it is not possible to eliminate 
risk entirely, and unfortunate accidents occasionally 
occur (Kletz, 1995; Mannan and Lees, 2005; Crowl and 
Louvar, 2002; Banerjee, 2003). 



Process safety is considered at various stages during 
the development and operation of a process: 

1. An initial safety analysis is performed during the 
preliminary process design. 

2. A very thorough safety review is conducted during 
the final stage of the process design, using tech­
niques such as hazard and operability (HAZOP) 
studies, failure mode and effect analysis, and fault 
tree analysis (AIChE, 1993; Kletz, 1999; Crowl 
and Louvar, 2002). 

3. After plant operation begins, HAZOP studies are 
conducted on a periodic basis in order to identify 
and eliminate potential hazards. 

4. Many companies require that any proposed plant 
change or change in operating conditions requires 
formal approval via a Management-of-Change 
(MOC) process that considers the potential impact 
of the change on the safety, environment, and health 
of the workers and the nearby communities. Further­
more, facilities that process significant quantities of 
hazardous materials must comply with government 
regulations from agencies such as the Environmental 
Protection Agency (EPA) and the Occupational 
Safety and Health Administration (OSHA). 

5. After a serious industrial plant accident or inci­
dent in the United States, a thorough investiga­
tion is conducted by an independent government 
agency, the Chemical Safety Board (CSB), to de­
termine the root cause of the incident, assess re­
sponsibility, and suggest safety improvements. 
The subsequent accident report is made available 
on an Internet site: www.chemsafety.gov. 

The process control system, instrumentation, and 
alarms play critical roles in ensuring plant safety. But if 
they do not function properly, they can be a contribut­
ing factor or even a root cause of a serious incident 
(Kletz et al., 1995). In this chapter, we provide an 
overview of the influence of process dynamics and con­
trol on process safety. 

10.1 LAYERS OF PROTECTION 

In modern industrial plants, process safety relies on the 
principle of multiple layers of protection (AIChE, 1993, 
2001; ISA, 1996). A typical configuration is shown in 
Figure 10.1. Each layer of protection consists of a group­
ing of equipment and/or human actions. The layers of 
protection are shown in the order of activation that oc­
curs as a plant incident develops, with the most effective 
layers used first. The basic concept is that an incident 
should be handled at the lowest possible layer. In the in­
terior of the diagram, the process design itself provides 
the first level of protection. The next two layers consist 
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of the basic process control system (BPCS), augmented 
with two levels of alarms and operator supervision or in­
tervention. An alarm indicates that a measurement has 
exceeded its specified limits and may require either op­
erator intervention or an automated response. 

The fourth layer consists of a safety instrumented sys­
tem (SIS) and/or an emergency shutdown (ESD) sys­
tem. The SIS, formerly referred to as a safety interlock 
system, automatically takes corrective action when the 
process and BPCS layers are unable to handle an emer­
gency. For example, the SIS could automatically turn 
off the reactant and catalyst pumps for a chemical reac­
tor after a high temperature alarm occurs. The SIS is 
described in Section 10.1.4. 

In the fifth layer of protection, passive relief devices, 
such as rupture disks and relief valves, provide physical 
protection by preventing excessive pressures from being 
generated within process vessels and pipelines. If over­
pressurization occurs, the relief valve or rupture disk 
opens and the fluid is vented to an appropriate location, 
such as a combustion flare stack, incinerator, scrubber, 
waste treatment facility, or the atmosphere. Such pas­
sive devices operate independently of the SIS system. 

Finally, dikes are located around process units and 
storage tanks to contain liquid spills. Emergency re­
sponse plans are used to address extreme situations, in­
form the nearby community, and implement evacuation 
plans, if necessary. 

The functioning of the multiple-layer protection sys­
tem can be summarized as follows (AIChE, 1993): 
"Most failures in well-designed and operated chemical 
processes are contained by the first one or two protec­
tion layers. The middle levels guard against major re­
leases and the outermost layers provide mitigation 
response to very unlikely major events. For major haz­
ard potential, even more layers may be necessary." 

It is evident from Figure 10.1 that process control and 
automation play important roles in ensuring process 
safety. In particular, many of the protective layers in Fig­
ure 10.1 involve instrumentation and control equipment. 
Furthermore, the process and instrument dynamics are 
key considerations in safety analysis. For example, after 
a major incident develops, how much time elapses be­
fore the sensors detect the new conditions and corrective 
action is taken? If the incident remains undetected, how 
long will it take for an emergency situation to result? 

Next, we consider the role of process control and 
instrumentation in the protection layers of Fig. 10.1. 

10.1.1 The Role of the Basic Process 
Control System 

The basic process control system (BPCS) consists of feed­
back and feedforward control loops that regulate process 
variables such as temperatures, flow rates, liquid levels, 
and pressures. Although the BPCS typically provides 
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Protection layers for a typical process are shown 
in the order of activation expected as a hazardous 
condition is approached 

ESD = Emergency shutdown 

SIS= Safety Interlock system 

satisfactory control during routine process operation, it 
may not do so during abnormal conditions. For example, 
if a controller output or manipulated variable saturates, 
the controlled variable may exceed allowable limits. 
Similarly, the failure or malfunction of a component in 
the feedback loop, such as a sensor, control valve, or 
transmission line, could cause the process operation to 
enter an unacceptable region. In this case, the opera­
tion of the process is transferred to the SIS system. 
Typical component failure rates are shown in Table 10.1, 
expressed as the average number of faults per year. 

10.1.2 Process Alarms 

The second and third layers of protection rely on 
process alarms to inform operators of abnormal situa-

Figure 10.1 Typical layers of 
protection in a modern chemical plant 
(AIChE, 1993). 

tions. A block diagram for an alarm system is shown in 
Fig. 10.2. An alarm is generated automatically when a 
measured variable exceeds a specified high or low limit. 
The logic block is programmed to take appropriate cor­
rective action when one or more alarm switches are 
triggered. After an alarm occurs, the logic block acti­
vates an annunciator, either a visual display or an audi­
ble sound such as a horn or bell. For example, if a 
reactor temperature exceeds a high alarm limit, a light 
might flash on a computer screen, with the color indi­
cating the alarm priority (e.g., yellow for a less serious 
situation, red for a critical situation). An alarm contin­
ues until it is acknowledged by an operator action, such 
as pressing a button or a key on a computer keyboard. If 
the alarm indicates a potentially hazardous situation, an 
automated corrective action is initiated by the SIS. Two 



Table 10.1 Failure Rates for Selected Components 
(Mannan and Lees, 2005) 

Instrument 

Control valve 
Valve positioner 
Current/pressure transducer 
Pressure measurement 
Flow measurement (fluids) 

Orifice plate & DIP transmitter 
Magnetic flowmeter 

Temperature measurement 
Thermocouple 
Mercury-in-steel thermometer 

Controller (electronic) 
Flow switch 
Pressure switch 
Alarm indicator lamp 
Gas-liquid chromatograph 

Failure Frequency 
(faults per year) 

0.60 
0.44 
0.49 
1.41 

1.73 
2.18 

0.52 
0.027 
0.29 
1.12 
0.34 
0.044 

30.6 

types of high and low alarm limits are widely employed. 
Warning limits are used to denote minor excursions from 
nominal values, whereas alarm limits indicate larger, . . 
more senous excursiOns. 

Connell (1996) has proposed the following classifica­
tion system for process alarms: 

Type 1 Alarm: Equipment status alarm. Equipment sta­
tus indicates, for example, whether a pump is on or 
off, or whether a motor is running or stopped. 

Type 2 Alarm: Abnormal measurement alarm. If a 
measurement is outside specified limits, a high 
alarm or low alarm signal is triggered. 

Type 3 Alarm: An alarm switch without its own 
sensor. This type of an alarm is directly activated 
by the process, rather than by a sensor signal; thus 
it is utilized in lieu of a sensor. Type 3 alarms are 
used for situations where it is not necessary to 
know the actual value of the process variable, only 
whether it is above or below a specified limit. 

Figure 10.3 shows typical configurations for Type 2 
and 3 alarms. In the Type 2 alarm system, the flow sen­
sor/transmitter (FT) signal is sent to both a flow con­
troller (FC) and a flow switch (FSL refers to "flow-

Instrument __ ~ 
signals 

Alarm 
activation 

Alarm 
logic 
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switch-low"). When the measurement is below the 
specified low limit, the flow switch sends a signal to an 
alarm that activates an annunciator in the control room 
(FAL refers to "flow-alarm-low"). By contrast, for the 
Type 3 alarm system in Fig. 10.3b, the flow switch is 
self-actuated and thus does not require a signal from a 
flow sensor/transmitter. Type 3 alarms are preferred 
because they still function in case the sensor is out of 
service. Type 3 alarms are also used to indicate that an 
automatic shutdown system has tripped. 

Type 4 Alarm: An alarm switch with its own sensor. 
A Type 4 alarm system has its own sensor, which 
serves as a backup in case the regular sensor fails. 
The alarm sensor also allows sensor drifts and fail­
ures to be detected more readily than a switch does. 

Type 5 Alarm: Automatic shutdown or startup sys­
tem. These important and widely used systems are 
described in the next section on Safety Instru­
mented Systems. 

It is tempting to specify tight alarm limits for a large 
number of process variables. But this temptation 
should be resisted, because an excessive number of un­
necessary alarms can result. Furthermore, too many 
alarms can be as detrimental as too few, for several rea­
sons. First, frequent nuisance alarms tend to make the 
plant operators less responsive to important alarms. 
For example, if a tank is being filled during a plant 
startup, low-level alarms could occur repeatedly but be 
of no value to the plant operator. Second, in an actual 
emergency, a large number of unimportant alarms can 
obscure the root cause of the problem. Third, the rela­
tionships between alarms need to be considered. Thus, 
the design of an appropriate alarm management system 
is a challenging task. 

10.1.3 Safety Instrumented System (SIS) 

The SIS in Figure 10.1 serves as an emergency backup 
system for the BPCS. The SIS starts automatically 
when a critical process variable exceeds specified alarm 
limits that define its allowable operating range. Its ini­
tiation results in a drastic action, such as starting or 
stopping a pump or shutting down a process unit. Con­
sequently, it is used only as a last resort to prevent in­
jury to people or equipment. The term Safety Interlock 
System was previously used, but the newer term Safety 

Annunciators 

Final control 
elements Figure 10.2 A general block diagram 

for an alarm system 
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@ = Flow alarm low @ = Flow switch low 

(a) Type 2 alarm system (shared sensor) 

(b) Type 3 alarm system (based on a switch) 

(c) Type 4 alarm system (separate sensor) 

Figure 10.3 Alternative flow alarm configurations 

Instrumented System is now preferred because it is 
more general. 

It is very important that the SIS function indepen­
dently of the BPCS; otherwise, emergency protection 
will be unavailable during periods when the BPCS is 
not operating (e.g., as a result of a malfunction or 
power failure). Thus, it is recommended that the SIS be 
physically separated from the BPCS and have its own 
sensors and actuators (AIChE, 1993). 

Sometimes redundant sensors and actuators are uti­
lized. For example, triply redundant1 sensors are used 
for critical measurements, with SIS actions based on 
the median of the three measurements. This strategy 
prevents a single sensor failure from crippling SIS op­
eration. The SIS also has a separate set of alarms so 
that the operator can be notified when the SIS initiates 
an action (e.g., turning on an emergency cooling 
pump), even if the BPCS is not operational. 

As an alternative approach, redundant computer 
control systems can be employed, with each system 
having the BPCS, SIS, and ESD functions (ABB, 2009; 
Camp, 2009). This approach provides greater security 
but tends to be more complex and expensive. 

1 Arguably, this strategy should be referred to as doubly redundant, 
rather than triply redundant, because three sensors are used. 

10.1.4 Interlocks and Emergency 
Shutdown Systems 

The SIS operation is designed to provide automatic 
responses after alarms indicate potentially hazardous 
situations. The objective is to have the process reach a 
safe condition. The automatic responses are imple­
mented via interlocks and via automatic shutdown and 
startup systems. Distinctions are sometimes made be­
tween safety interlocks and process interlocks; the lat­
ter are used for less critical situations to provide 
protection against minor equipment damage and unde­
sirable process conditions, such as the production of 
off -specification product. 

Two simple interlock systems are shown in Fig. 10.4. 
For the liquid storage system, the liquid level must stay 
above a minimum value in order to avoid pump damage 
such as cavitation. If the level drops below the specified 
limit, the low-level switch (LSL) triggers both an alarm 
(LAL) and a solenoid switch (S) (or solenoid) that turns 
the pump off. For the gas storage system in Fig. 10.4b, the 
solenoid valve is normally closed. But if the pressure of 
the hydrocarbon gas in the storage tank exceeds a speci­
fied limit, the high pressure switch (PSH) activates an 
alarm (PAH) and causes the solenoid valve to open fully, 

Liquid 
storage 

tank 

Gas 
storage 

tank 

@ = Level switch low 

0 = Solenoid switch 

(a) Low-level interlock 

8 =Pressure switch high 

(b) High-pressure interlock 

Figure 10.4 Two interlock configurations 



thus reducing the pressure in the tank. For interlock and 
other safety systems, a solenoid switch can be replaced by 
a sensor transmitter if the measurement is required. 

Another common interlock configuration is to locate 
a solenoid switch between a controller and a control 
valve. When an alarm is actuated, the solenoid trips and 
causes the air pressure in the pneumatic control valve to 
be vented; consequently, the control valve reverts to ei­
ther its fail-open or fail-close position. Interlocks have 
traditionally been implemented as hard-wired systems 
that are independent of the control hardware. But, for 
most applications, software implementation of the in­
terlock logic via a digital computer or a programmable 
logic controller is a viable alternative. Programmable 
logic controllers (PLCs) used for batch processes are 
considered in Chapter 22 and Appendix A. 

If a potential emergency situation is very serious, the 
ESD system automatically shuts down or starts up 
equipment. For example, a pump would be turned off 
(or tripped) if it overheats or loses lubricant pressure. 
Similarly, if an exothermic chemical reaction starts to 
run away, it may be possible to add a quench material 
that stops the reaction quickly. For some emergency 
situations, the appropriate response is an automatic 
startup of equipment, rather than an automatic shut­
down. For example, a backup generator or a cooling 
water pump could be started if the regular unit shuts 
down unexpectedly. 

Although the ESD function is essential for safe 
process operation, unnecessary plant shutdowns and 
startups should be avoided, because they result in loss 
of production and generate off-specification product 
during the subsequent plant startup. Also, the emer­
gency shutdowns and startups for a process unit involve 
risks and may activate additional safety systems that 
also shutdown other process units. Such nuisance shut­
downs can create additional hazards. The use of redun­
dant sensors can reduce unnecessary shutdowns. 

10.2 ALARM MANAGEMENT 

As industrial processes have become more complex 
and integrated, the topics of alarm management and 
abnormal situation management have become increas-
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ingly important, both from safety and economic consid­
erations. For example, it has been estimated that pre­
ventable abnormal situations have an annual impact of 
over $10 billion on the operations of the U.S.-based 
petrochemical industry because of production loss, 
equipment damage, etc. (ASM, 2009). Alarm manage­
ment and the occurrence of an excessive number of 
alarms during an abnormal situation (an alarm flood) 
have often been cited as contributing factors in investi­
gations of major industrial plant accidents. In this sec­
tion, we consider key elements of effective alarm 
management and response to abnormal situations. 

Before computer control systems were available, a 
process alarm was connected to a light box and an audible 
alarm on a panel board. When an alarm occurred, the 
light box flashed and/or a horn sounded, thus attracting 
the operator's attention. The operator then acknowl­
edged the alarm by pressing a button. Because panel 
board space was quite limited, only key process vari­
ables could be alarmed. But the introduction of mod­
ern computer control systems, beginning in the 1970s, 
drastically changed this situation. It became feasible to 
alarm virtually any measured variable and to display 
the alarms on a computer monitor. As a result, engi­
neers are able to alarm very large numbers of process 
variables, which can inadvertently generate many spu­
rious or nuisance alarms, an alarm overload. For exam­
ple, during the Three Mile Island accident in 1979, the 
nuclear power plant operators were overwhelmed 
with information, much of which was irrelevant or in­
correct. Fortunately, no one was injured in the accident 
(Nuclear Regulatory Commission, 2008). 

Representative alarm experience for the process in­
dustries is compared with recommended guidelines in 
Table 10.2. A standing (or stale) alarm is one that re­
mains in an alarm state for an extended period of time, 
such as 24 h. Unfortunately, the actual alarm rates in 
Table 10.2 exceed the guidelines by large margins. This 
alarm overload can distract or confuse operators, mak­
ing it difficult for them to determine which alarms are 
most important for the current situation. Dire conse­
quences can result, such as incorrect decisions, loss pro­
duction, and unsafe process operation. Consequently, 
alarm management and abnormal situation management 

Table 10.2 Alarm Rates Per Plant Operator in the Process Industries t 

EEMUA Guideline Oil & Gas Petrochemical Power Other 

Average alarms per day 144 1200 1500 2000 900 
Average standing alarms 9 50 100 65 35 
Peak alarms (per 10-min interval) 10 220 180 350 180 
Average alarms (per 10-min interval) 1 6 9 8 5 
Alarm distribution % 

(low/medium/high) 80115/5 25/40/35 25/40/35 25/40/35 25/40/35 

tEngineering Equipment & Materials Users' Association (2007). 
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have become increasingly important issues in recent 
years. Alarm requirements are also the subject of gov­
ernment regulations (OSHA, 1996). 

10.2.1 Alarm Guidelines 

The design and maintenance of alarm management sys­
tems has been the subject of numerous articles, stan­
dards, and books (AIChE, 2007; Hollifield and Habibi, 
2007; Katzel, 2007; ASM, 2009). Some important guide­
lines are shown in Table 10.3. 

These alarm guidelines are illustrated by two com­
mon situations. 

Tank-Filling Operation 

A tank is filled using a pump on an inlet line. In order 
to avoid nuisance alarms, the low-level alarm should be 

Table 10.3 Guidelines for Alarm Design and Management 

1. Each alarm should have two important characteristics; it 
should result from an abnormal situation and require a 
specific operator response. 

2. Alarm systems and displays should be designed with the 
user (the plant operator) in mind. 

3. Each alarm should have a priority level to indicate its 
level of importance. Typically, two to four priority levels 
are employed. For example, the four levels could be 
designated as critical, emergency, high, and low 
(Hollifield and Habibi, 2007). 

4. Protective alarms related to process safety or alarms that 
require an immediate response should be assigned the 
highest priority. 

5. An alarm should continue until it is acknowledged. 
6. Operators should respond to every alarm, regardless of 

priority, but alarm overload should be avoided. 
7. Alarm suppression should only be allowed when there is 

a legitimate reason (e.g., an instrument is out of service). 
Also, automated reminders should be employed so that it 
is not possible for an operator to suppress an alarm and 
then forget about it (i.e., alarm storing is preferable to 
alarm suppression). 

8. Each alarm should be logged with a time/date stamp and a 
record of the corresponding operator actions. Suppressed 
alarms should be included in the log. 

9. Alarm histories should be reviewed on a regular basis in 
order to reduce standing alarms and nuisance alarms. 

10. Alarm limit changes should be carefully considered and 
well-documented. Changes for critical protective alarms 
should be approved via an MOC order. 

11. State-based alarming can greatly improve alarm manage­
ment by eliminating nuisance alarms. It involves 
automatic adjustment of alarm limits to accommodate 
different process conditions, such as startups, shutdowns, 
changes in feedstocks or production rates (Hollifield and 
Habibi, 2007). 

suppressed (or the alarm limit changed) during this op­
eration. Similarly, the low-flow alarm should be sup­
pressed (or its limit changed) when the pump is turned 
off. Automatic adjustment of the alarm limits for rou­
tine tank filling is an example of state-based alarming 
(Guideline 11). It also satisfies Guideline 1 by not gen­
erating an alarm for a routine and known situation. 

Regular and Backup Pumps 

Consider a situation where there is a regular pump and 
a spare pump (Hollifield and Habibi, 2007). During 
typical operations, there could be zero, one, or two 
pumps running, with the latter situation occurring dur­
ing a routine switch from one pump to the other. 
Alarms can be used to indicate the status of each 
pump. If the alarm strategy is to have an alarm activate 
when a pump is not running, one of the two pumps is 
always in an alarm state. 

An alternative approach is to allow the operator to 
specify the number of pumps that are supposed to be 
running. Then digital logic could be used to activate 
an alarm only when the actual number of operating 
pumps differs from the desired number. This ap­
proach conforms with Guideline 1, because nuisance 
alarms are avoided during routine changes in process 
operations. 

EXAMPLE 10.1 

Consider the liquid surge system shown in Figure 10.5. A 
high-level alarm is used to prevent tank overflow. After a 
high alarm sounds, the operator has ten minutes to 
respond before the ESD system turns off the pumps on 
the inlet streams. The tank is 6 ft in diameter, 8 ft tall, and 
half-full at the nominal conditions. The density of the 
liquid is constant. The nominal values and ranges of the 
flow rates are shown as follows: 

Flow rate Nominal Value (ft3/min) Range (ft3/min) 

ql 10 8-12 

qz 5 4-6 
q 15 13-17 

Figure 10.5 Liquid surge system. 



(a) Assuming that the pumps are operating properly, de­
termine an appropriate set-point value for the high­
level alarm, that is, the numerical value of liquid level 
h that triggers the alarm. 

(b) What additional safety features are required to handle 
unanticipated pump shutdowns? 

SOLUTION 

(a) For constant liquid density, the mass balance for the 
liquid in the tank is 

dh 
pAdt = p(ql + qz - q) (10-1) 

In order to specify the high alarm limit, consider the 
worst-case conditions that result in the largest rate of 
change, dhldt. This situation occurs when the inlet 
flow rates are at their maximum values and the exit 
flow rate is a minimum. Substituting q1 = 12 ft3/min, 
qz = 6 ft3 /min, and q = 13 ft3 /min gives: 

dh 5 ft3/min 
- = = 0.176 ftl min (10-2) 
dt 'IT(3ft)2 

Consequently, the maximum increase in liquid level 
that can occur during any 10-min period is, 

Mmax = (10 min) (0.176 ft/min) = 1.76 ft (10-3) 

Thus, the alarm limit should be at least 1.76 ft below 
the tank height. As a safety margin, choose 2 ft and set 
the high alarm limit at 6 ft. 

(b) A pump failure could result in tank overflow or a 
tank level so low that the exit pump could be dam­
aged. Thus, high and low level alarms should be 
connected to interlocks on the inlet and exit pumps, 
respectively. 

Annunciated alarms per 10 minutes 

10.2 Alarm Management 175 

Table 10.4 Recommended Alarm Event Priority 
Distribution t 

Alarm Priority 

Emergency 
High 
Low 

tHollifield and Habibi (2007). 

% of Total Alarms 

3-7% (5%) 
15-25% (15%) 
70-80% (80%) 

10.2.2 Alarm Rationalization 

Because processes and process conditions change over 
time, it is necessary to review alarm system perfor­
mance on a periodic basis. The review should be based 
on the alarm history and a number of key performance 
metrics. Some of the most important alarm metrics are 
the following (Jofriet, 2005): 

(a) Frequency of alarm activations (e.g., alarms per day) 

(b) Priority distribution (e.g., numbers of high, medium, 
and low alarms) 

(c) Alarm performance during upset conditions (e.g., 
the numbers of alarms activated during the first 10 
min and the subsequent 10-min periods) 

(d) Identification of bad actors-individual alarm 
points that generate a large fraction of the total 
alarms 

These metrics are illustrated in Table 10.2 for a set 
of industrial plant data (Hollifield and Habibi, 2007). 
A recommended alarm priority distribution is shown 
in Table 10.4 with the Table 10.2 guidelines in paren­
theses. 

100,-------------------~------------~ 
peak= 144 

80 
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Figure 10.6 Example of annunciated 
graphs for one operator station over a 
period of 8 weeks (Hollifield and Habibi, 
2007). 
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Figure 10.7 An example of the 10 most frequent alarms (bad 
actors) over an 8-week period (Hollifield and Habibi, 2007). 

A critical analysis of the alarm metrics can result in 
significant improvements in alarm management. In par­
ticular, it can identify potentially dangerous alarm 
floods where operators are overwhelmed by a large 
number of alarms in a small time interval. It can also 
delineate bad actors. An industrial example of an alarm 
flood is shown in Fig. 10.6; identification of the associ­
ated bad actors is shown in Fig. 10.7. Analysis of bad 
actor alarm data can identify process problems or 
alarm limits that are inappropriate (e.g., too aggres­
sive). Figure 10.7 indicates that only four alarms gener­
ate over 40% of the total number of alarms. 

Case Study 

A review of an alarm history has identified that the bad 
actors include level, pressure, and temperature alarms 
that are associated with a liquid-phase, continuous, 
stirred-tank reactor. The chemical reactions are exother­
mic, and the CSTR is used at different times to make 
two products, A or B. The low-level and low-pressure 
alarm violations occur mainly during shutdown opera­
tions, whereas high temperature alarms for the jacket 
cooling water occur primarily when product B is pro­
duced. It is desirable to devise a strategy for reducing 
these bad actor alarms. 

Because these nuisance alarms tend to occur for differ­
ent known-process conditions, a state-based alarming 
strategy is warranted (Guideline 11 of Table 10.3). In par­
ticular, different alarm levels are required for the three 
reactor conditions. For example, the following alarm lim­
its could be employed with variables expressed in %. 

Level Level Pressure Cooling water 
Condition (high) (low) (high) temperature 

(high) 

Product A 90% 10% 85% 75% 
ProductB 90% 10% 85% 85% 
Shutdown/ 5% 0% 10% 30% 
empty 

Production of B involves a more exothermic reaction 
and thus tends to result in a higher cooling water tem­
perature. When the reactor is shut down and evacu­
ated, the level alarm settings are reduced to very low 
values. In particular, if reactor is not completely evacu­
ated, the alarm sounds if the liquid level exceeds 5%. 
The state-based alarm settings eliminate many of the 
nuisance alarms. 

10.3 ABNORMAL EVENT DETECTION 

The overall goal of process control is to maintain prod­
uct quality under safe operating conditions. When op­
erating conditions exceed acceptable limits as a result 
of external causes, equipment malfunctions, or human 
error, unacceptable situations can occur, including un­
safe conditions, off-specification product, decreased 
production, and environmental degradation. Major 
process excursions may even require plant shutdown to 
prevent catastrophic events, such as explosions, fires, or 
discharge of toxic chemicals. Thus the detection and 
resolution of abnormal conditions, especially potentially 



disastrous situations, are very important plant activities 
that have received considerable attention in recent 
years, especially from government organizations (e.g., 
OSHA, 1996), engineering societies (AIChE 2007), 
and industrial organizations (EEMUA, 1997; ASM, 
2009). 

In this section, we consider the early detection of 
abnormal conditions, an activity referred to as abnor­
mal event detection (AED). It is important to note the 
crucial role of plant operating personnel, especially 
plant operators, in AED. Their process knowledge 
and experience can provide both early detection of 
abnormal situations and remedial action to either re­
turn the plant to normal levels of operation or to shut 
down the process. However, an operator's response 
depends on many factors: the number of alarms and 
the frequency of occurrence of abnormal conditions; 
how information is presented to the operator; the 
complexity of the plant; and the operator's intelli­
gence, training, experience, and reaction to stress. 
Consequently, computational tools that assist plant 
personnel are crucial to the success of operating com­
plex manufacturing plants. These computational tools 
can be embedded in the process control system. In 
this section, we consider three general approaches for 
AED. 

10.3.1 Fault Detection Based on Sensor and 
Signal Analysis 

Analysis of past and current values of measured vari­
ables can provide valuable diagnostic information for 
the detection of abnormal events. As described in 
Section 10.1, on-line measurements are routinely 
checked to ensure that they are between specified 
high and low limits and to ensure that the rate of 
change is consistent with the physical process. Also, a 
simple calculation can identify a common type of sen­
sor malfunction or fault. 

Suppose that the sample variance of a measured 
variable, x, is calculated from n consecutive measure­
ments with a constant sample period (e.g., 11t = 1 
min). The sample variance s2 is defined as (see 
Appendix F): 

(10-4) 

Based on the expected process variability, measurement 
noise, and past experience, a lower limit for s2, s2 min, 

can be specified. For subsequent on-line monitoring, if 
s2 < s2 min, there is reason to be believe that the mea­
surement may be essentially constant, because of a 
"dead" or "frozen" sensor. 
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Other simple signal analyses can be used to detect 
common problems, such as sticking control valves 
(Shoukat Choudhury et al., 2008) and oscillating control 
loops (Thornhill and Horch, 2007). For AED applica­
tions that involve many process variables, multivariable 
statistical techniques, such as Principal Component 
Analysis (PCA) and Partial Least Squares (PLS), can be 
very effective (see Chapter 21). 

10.3.2 Model-Based Methods 

Both steady-state and dynamic process models can pro­
vide useful information for AED. The model can be ei­
ther a physical model (Chapter 2) or an empirical 
model (Chapter 7). For example, equipment perfor­
mance calculations based on mass and energy balances 
can be used to calculate thermal efficiencies for energy­
intensive processes such as furnaces. An unusually low 
value could indicate a potentially hazardous situation, 
such as a burner malfunction. 

If a chemical composition or a product quality vari­
able cannot be measured on-line, it may be possible to 
predict it from measured process variables, such as flow 
rates, temperatures, and pressures. When the predictions 
are used for feedback control, this strategy is referred 
to as inferential control (see Chapter 16). On-line pre­
diction of future values of controlled variables based 
on a dynamic model is a key element of a widely used, 
advanced control strategy: model predictive control 
(see Chapter 20). 

Periodic evaluations of steady-state conservation 
equations provide a powerful tool for abnormal event 
detection. The error of closure, E0 of a steady-state 
mass or component balance for a continuous process 
can be defined as 

Ec = Rate In - Rate Out (10-5) 

An unusually large error of closure (in absolute 
value) suggests an abnormal event, for example, a 
malfunctioning sensor or an equipment problem, 
such as heat exchanger fouling, as illustrated by 
Example 10.2. 

EXAMPLE 10.2 

A feed mixture of two components is separated in a 
distillation column, as shown in Fig. 10.8 where F, D, and 
Bare molar flow rates and z, y, and x are mole fractions of 
the more volatile component. Assume that the three flow 
rates are constant: F = 4 mol/min, D = B = 2 mol/min. 
During normal operation, each composition measurement 
contains random errors. Based on previous experience, it 
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Figure 10.8 Schematic diagram of a distillation column. 

can be assumed that the population means fL and population 
standard deviations a (see Appendix F for definitions) 
have the following values: 

fL 
(J' 

z 

0.500 
0.010 

y 

0.800 
0.020 

At steady state, the measured compositions were: 

z = 0.485, y = 0.825, x = 0.205 

X 

0.200 
0.005 

Is there statistically significant evidence to support the 
assertion that one or more of the composition sensors are 
not working properly? 

SOLUTION 

The error of closure for the steady-state component bal­
ance is: 

Ee = Fz-Dy-Bx 

Substituting the measured values gives, 

Ee = 4(0.485) - 2(0.825) - 2(0.205) = -0. 120 mol!min 

As shown in Appendix F, the standard deviation of Ee is: 

<J'Ee = Y( 4?(0.01)2 + (2)2(0.02)2 + (2)2(0.005)2 

= 0.0574 mol!min 

Because the absolute value of the observed value of Ee is 
more than two standard deviations away from the ex­
pected value of zero, there is strong statistical evidence 
that an abnormal event has occurred. For example, if Ee is 
normally distributed, with a mean of fLEe = 0 and a stan­
dard deviation of aEe = 0.0574, the corresponding Z value 
(see Appendix F) is 

Z = Ee- fLEe = -0.120-0 = _ 2 09 
<J'Ee 0.0574 · 

The probability that an abnormal event has occurred is the 
probability that IZI > 2.09. From the table for the standard 

normal probability distribution (Montgomery and Runger, 
2007), this probability is 0.963. Thus, there is significant 
statistical evidence to include that an abnormal event has 
occurred. 

This error analysis can be extended to the situation 
where the flow measurements also contain random 
errors. 

10.3.3 Knowledge-Based Methods 

In the previous section, quantitative models were used 
to detect abnormal events. As an alternative, the AED 
assessment can utilize qualitative information based on 
process knowledge and past experience. This general 
strategy is referred to as a knowledge-based approach. 
It relies on specific methods, such as causal analysis, 
fault-tree diagrams, fuzzy logic, logical reasoning, and 
expert systems (Chiang et al., 2001; Dash and Venkata­
subramanian, 2003). 

To illustrate the use of qualitative knowledge in 
AED, consider the liquid storage system in Fig. 10.5. 
Using qualitative concepts such as low, normal and 
high, an AED would be indicated if the following logi­
cal IF-THEN statement is true based on measurements 
of ql, qz, q3 and dhldt: 

IF ("q1 i~ normal or low") AND ("q2 is normal or 
low") AND ("q is normal or high") AND ("dh/dt is 
high"), THEN ("an AED has occurred"). This type of 
analysis requires thresholds for each qualitative con­
cept and process variable. 

For this simple example, a similar analysis could be 
based on a quantitative approach, namely, a dynamic 
model based on an unsteady-state mass balance. The 
level could be changing as a result of process changes 
or a sensor failure. However, for more complicated 
processes, a reasonably accurate dynamic model may 
not be available, and thus a qualitative approach can be 
used to good advantage. The diagnosis of the abnormal 
event could lead to a subsequent root cause analysis, 
where the source of the abnormality is identified and 
appropriate corrective actions are taken. 

10.4 RISK ASSESSMENT 

Risk assessment considers the consequences of poten­
tial hazards, faults, failures, and accident scenarios. In 
particular, it provides a quantitative assessment of risk 
in contrast to other approaches (e.g., a HAZOP study) 
that provide qualitative assessments. Because industrial 
processes are complex and interconnected, risk assess­
ment determines overall failure probabilities from 
those of individual components. For example, the failure 



rate of a typical temperature control loop depends on 
the failure rates of the individual components: sensor/ 
transmitter, controller, liP transducer (if required), and 
the control valve. Consequently, in this section, we con­
sider relevant reliability concepts based on probability 
theory and statistics. Appendix F reviews concepts 
from probability and statistics that are needed for this 
analysis. 

10.4.1 Reliability Concepts 

A typical failure rate curve for process equipment 
and other hardware has the "bathtub shape" shown 
in Fig. 10.9. For much of its lifetime, the failure rate is 
approximately constant, with a value denoted by 1-L· 
In the subsequent analysis, a constant failure rate is 
assumed for each component; however, extensions 
can be made to include time-varying failure rates. 

The probability that the component does not fail 
during the interval, (0, t), is defined to be the reliability, 
R. For a component with a constant failure rate f.L, R is 
given by the exponential probability distribution 
(Crowl and Louvar, 2002), 

(10-6) 

and the corresponding failure probability Pis: 

P=1-R (10-7) 

Both P and R are bounded by [0, 1]. The expected 
mean time between failures (MTBF) is given by 

Q) -~ 
~ 
::::l 

ro 
LL 

MTBF = _!_ 
1-L 

Period of approximately 
constant p, 

Infant 
mortality 

Time 

(10-8) 

Old age 
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10.4.2 Overall Failure Rates 

We consider overall failure rates for two common 
situations. 

Components in series: Consider a system of n inde­
pendent components, each with an individual failure 
rate, f.Li· Suppose that all of the components must 
operate properly in order for the overall system to func­
tion. The reliability of the overall system R is given by, 

n 

R= IIRi 
i=l 

(10-9) 

where Ri is the reliability of the i-th component. Then 
the overall failure probability Pis, 

(10-10) 

where Pi = 1 - Ri 
Components in parallel (redundant components): Im­

proved system reliability can be achieved by using re­
dundant components. For example, in Section 10.1, 
redundant sensors and control loops were used in SIS 
and ESD systems. Suppose that m independent sensors 
are available and only one needs to be operational in 
order for the feedback control loop to operate properly. 
The probability that all m sensors fail is: 

m 

P= II Pi 
i=l 

and the reliability of the overall system is: 
m 

R = 1 - p = 1 - II (1 - Ri) 
i=l 

(10-11) 

(10-12) 

The calculation of overall failure rates from individual 
failure rates is illustrated in the following example. 

Figure 10.9 The "bathtub curve," showing a typical 
failure rate plot for hardware and instruments. 
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EXAMPLE 10.3 

A flow control loop consists of a differential pressure flow 
sensor/transmitter, a digital PI controller, an I/P transducer, 
a control valve, and a valve positioner. Determine the 
reliability, failure rate, and MTBF for this control loop. 

SOLUTION 

Using the failure rate data in Table 10.1, the calculated 
values are 

Failure Reliability Failure 
rate, fL (per yr) probability 

Component ( failures/yr) R = e-fLt P=1-R 

DIP flowmeter 1.73 0.18 0.82 
Digital controller t 0.05 0.95 0.05 
liP transducer 0.49 0.61 0.39 
Control valve 0.60 0.55 0.45 
Valve positioner 0.44 0.64 0.36 

t Assumed value (not in Table 10.1). 

All of the components must function properly in order for 
the control loop to operate. Thus, the components can be 
considered to be in a series configuration. The overall reli­
ability of components in series is the probability that no 
failures occur. It can be calculated using Eq. (10-9): 

5 
R = II Ri = (0.18)(0.95)(0.61)(0.55)(0.64) = 0.037 

i~l 

The overall failure probability per year is, 

p = 1 - 0.037 = 0.96 

The overall failure rate is calculated from Eq. (10-6): 

0.037 = e-fL 

fL = -ln (0.037) = 3.3 failures/yr 

The mean time between failures is: 
1 

MTBF =- = 0. 3 yr 
fL 

10.4.3 Fault and Event Tree Analysis 

In order to evaluate the reliability and failure rates for 
complex processes, it is necessary to consider carefully 
the available physical information about causes and ef­
fects of possible failure modes. This information can be 

SUMMARY 

Process safety is both a paramount concern in manu­
facturing plants and a primary issue in control system 
design. In this chapter, it has been shown that automa­
tion and process control play key roles in ensuring safe 

incorporated into the risk assessment using two types 
of analyses based on logic diagrams: fault tree analysis 
(FTA) and event tree analysis (ETA). Fault trees dis­
play all of the component failures that can lead to a 
very serious situation, such as an accident or an explo­
sion, and the subsequent chain of events. Event trees 
are similar to fault trees but focus on a single initiating 
event, such as a component failure, and then evaluate 
the consequences, classified according to how serious 
they are. Both FT A and ETA are used to analyze pro­
posed designs for new processes and to diagnose the re­
liability of existing or retrofit processes (Crowl and 
Louvar, 2002; Banerjee, 2003). 

For fault tree analysis, the starting point is to specify 
an undesirable serious situation, called the top effect, 
and then to consider all possible causes that could pro­
duce it. For example, the specified top effect could be 
the over-pressurization of a chemical reactor. Possible 
causes could include a reduction or loss of coolant, ex­
cess catalyst, an ineffective pressure control loop, etc. 
Each possible cause is analyzed further to determine 
why it occurred. For example, the pressure control loop 
problem could be to the result of a sensor or control 
valve malfunction. Thus, FT A is a top-down approach 
that generates a tree of causal relations, starting with 
the specified top event and working backward. Stan­
dard logic concepts, such as AND and OR, are used in 
the logic diagrams. 

Event tree analysis is a similar technique, but its 
starting point is a single cause, rather than a single out­
come. For the previous chemical reactor example, the 
specified starting point might be a blockage in the 
coolant piping or a sensor failure in the pressure control 
loop. Logic diagrams are used to illustrate how the initial 
root cause propagates through different levels in the 
event tree and produces one or more undesirable out­
comes. Thus ETA is called a bottom-up approach. 

After an FT A or ETA diagram is generated, a prob­
ability or probability distribution is specified for each 
step in the tree, and a risk assessment analysis is made. 
Although the FT A and ETA can be time-consuming 
and involve a degree of subjectivity, they can provide 
considerable insight into reliability, provided that 
there is considerable physical insight and/or experi­
ence available. Also, fault and event trees can be de­
vised with different levels of detail (Deshotels and 
Dejmek, 1995). 

process operation. The primary strategy for process 
safety is based on the concept of layers of protection 
that is illustrated in Fig. 10.1. Alarm management and 
alarm resolution are essential components of a plant 



safety system. The selection of the variables to be alarmed 
and their alarm limits are based on hazard identifica­
tion and risk assessment. Abnormal event detection 
and risk assessment can play key roles in enhancing 
plant safety. 
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EXERCISES 

10.1 Air samples from a process area are continuously drawn 
through a ¥4-in diameter tube to an analytical instrument that 
is located 40 m away. The tubing has an outside diameter of 
6.35 mm and a wall thickness of 0.762 mm. The flow rate 
through the transfer line is 10 cm3/s for ambient conditions of 
20°C and 1 atm. The pressure drop in the transfer line is negli­
gible. Because chlorine gas is used in the process, a leak can 
poison workers in the area. It takes the analyzer 5 s to respond 
after chlorine first reaches it. Determine the amount of time 
that is required to detect a chlorine leak in the processing 
area. State any assumptions that you make. Would this 
amount of time be acceptable if the hazardous gas were car­
bon monoxide, instead of chlorine? 
(Adapted from: Student Problems for Safety, Health, and 
Loss Prevention in Chemical Processes, AIChE Center for 
Chemical Process Safety, NY, 1990). 

10.2 The two-phase feed stream for the gas-liquid separator 
(or flash drum) shown in Fig. E10.2 consists of a hydrocarbon 
mixture. Because the pressure in the vessel is significantly 
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Finally, as Rinard (1990) has poignantly noted, "The 
regulatory control system affects the size of your pay­
check; the safety control system affects whether or not 
you will be around to collect it." 
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lower than the feed pressure, part of the liquid feed flashes to 
form a gas phase. The hydrocarbons are flammable and some­
what hazardous. Discuss the process safety issues and propose 
an alarm/SIS strategy. 

Figure E10.2 
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10.3 The loss of the coolant to a process vessel can produce 
an unacceptably high pressure in the vessel. As a result, a 
pressure relief valve is used to reduce the pressure by releas­
ing the vapor mixture to the atmosphere. But if the mixture is 
toxic or flammable, the release can be hazardous. For the dis­
tillation column in Fig. E10.3, which operates at above ambi­
ent temperature, propose an alarm/SIS system that will 
reduce the number of releases to the environment, even 
though the occasional loss of coolant flow to the condenser is 
unavoidable. (Note: The pressure relief valve at the top of the 
column is not shown in Fig. E10.3.) 

10.4 The probability of a particular type of sensor functioning 
properly is 0.99. Consequently, a triply redundant sensor sys­
tem has been proposed for a critical measurement. Thus, 
three independent sensors will be installed, and the median 
of the three measurements will be used for the alarms and 
control calculations. What is the probability that at least two 
of the sensors will be working at any time? 

Reflux 
R 

Bottoms 
B 
xa 

10.5 Consider the liquid storage tank with a low-level inter­
lock, as shown in Fig. 10.4. Suppose that an independent low­
level alarm is added, with its set-point value above the value 
for the low-level switch. If both the low-level alarm and the 
low-level interlock system fail simultaneously, the pump 
could be seriously damaged. What is the probability that this 
occurs? What is the mean time between failures? 

10.6 For the reliability analysis of the flow control loop in Ex­
ample 10.3, the DIP flowmeter is the least reliable compo­
nent. Suppose that a second, identical flowmeter is used in a 
backup mode so that it could be automatically and immedi­
ately employed if the first flowmeter failed. How much would 
the overall system reliability improve by adding the second 
sensor? 

10.7 Using the failure rate data in Table 10.1, evaluate there­
liability and mean time between failures for the high-pressure 
interlock in Fig. 10.4. 
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Summary 

In this chapter we consider the dynamic behavior of 
processes that are operated using feedback control. This 
combination of the process, the feedback controller, and 
the instrumentation is referred to as a feedback control 
loop or a closed-loop system. Thus, the term closed-loop 
system is used to denote the controlled process. We 

begin by demonstrating that block diagrams and transfer 
functions provide a useful description of closed-loop 
systems. We then use block diagrams to analyze the 
dynamic behavior of several simple closed-loop systems. 

Although feedback control yields many desirable 
characteristics, it also has one undesirable characteristic. 
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If the controller is poorly designed or the process 
dynamic characteristics change after the controller is 
implemented, the resulting closed-loop system can be 
unstable. This means that the controller can produce a 
growing oscillation in the controlled variable rather 
than keeping it at the set point. Understanding the 
source of this unstable behavior, and how to prevent 
it, are important issues. In this chapter, several math­
ematical stability criteria are introduced, and practi­
cal methods for analyzing closed-loop stability are 
considered. 

11.1 BLOCK DIAGRAM 
REPRESENTATION 

In Chapters 1 and 8 we have shown that a block diagram 
provides a convenient representation of the flow of 
information around a feedback control loop. The previ­
ous discussion of block diagrams was qualitative rather 
than quantitative, because the blocks were labeled 
but did not indicate the relationships between process 
variables. However, quantitative information can also 
be included by showing the transfer function for each 
block. 

To illustrate the development of a block diagram, we 
return to a previous example, the stirred-tank blending 
process considered in earlier chapters. The schematic 
diagram in Fig. 11.1 shows the blending tank with the 
flow rate of pure component A, w2, as the manipulated 
variable. The control objective is to regulate the tank 
composition, x, by adjusting the mass flow rate w2. The 
primary disturbance variable is assumed to be inlet 
composition x1. The tank composition is measured by a 
sensor/transmitter whose output signal Xm is sent to an 
electronic controller. Because a pneumatic control 
valve is used, the controller output (an electrical signal 
in the range of 4 to 20 rnA) must be converted to an 
equivalent pneumatic signal Pt (3 to 15 psig) by a cur­
rent-to-pressure transducer. The transducer output sig­
nal is then used to adjust the valve. 

X 

w 

X, V 

Xm~ -y 
I X8p 

Figure 11.1 Composition control system for a stirred-tank 
blending process. 

Next, we develop a transfer function for each of the 
five elements in the feedback control loop. For the sake 
of simplicity, flow rate w1 is assumed to be constant, 
and the system is initially operating at the nominal 
steady rate. Later, we extend this analysis to more gen­
eral situations. 

11.1.1 Process 

In Example 4.5 the approximate dynamic model of a 
stirred-tank blending system was developed: 

X'(s) = (r/; 1)xi(s) + (r/; 1)wz(s) (11-1) 

where 

1- .X 
and K 2 =----=­

w 
(11-2) 

Figure 11.2 provides a block diagram representation of 
the information in Eqs. 11-1 and 11-2 and indicates the 
units for each variable. In the diagram, the deviation 
variable, Xa(s), denotes the change in exit composition 
due to a change in inlet composition Xi(s) (the dis­
turbance). Similarly, X~(s) is a deviation variable that 
denotes the change in X'(s) due to a change in the 
manipulated variable (the flow rate of pure A, W~(s)). 
The effects of these changes are additive because 
X' (s) = Xa(s) + X~(s) as a direct consequence of the 
Superposition Principle for linear systems discussed in 
Chapter 3. Recall that this transfer function representa­
tion is valid only for linear systems and for nonlinear 
systems that have been linearized, as is the case for the 
blending process model. 

11.1.2 Composition Sensor-Transmitter 
(Analyzer) 

We assume that the dynamic behavior of the composi­
tion sensor-transmitter can be approximated by a first­
order transfer function: 

X~(s) Km 
X'(s) TmS + 1 

(11-3) 

This instrument has negligible dynamics when T >> Tm· 

For a change in one of the inputs, the measured composi­
tion x:n(t) rapidly follows the true composition x'(t), even 

X1(s) Kl 
--

mass ] TS + 1 
fraction Xa(sl 

W;2(s) K2 + X'(s) 
-- + 

[kg/min] TS + 1 X~(s) [ mass 
fraction 

Figure 11.2 Block diagram of the blending process. 
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X'(s) x:n(s) 

[mass fraction] [mAl [mass fraction] 
E(s) ( 1 ) 

)------:;~ Kc 1 + TfS 
[mAl 

P'(s) 

[mAl 

x:r,(s) 

[mAl Figure 11.3 Block diagram for the 
composition sensor-transmitter 
(analyzer). Figure 11.4 Block diagram for the controller. 

while x'(t) is slowly changing with time constant T. Hence, 
the dynamic error associated with the measurement can 
be neglected (cf. Section 9.4). A useful approximation is 
to set Tm = 0 in Eq. 11-3. The steady-state gain Km de­
pends on the input and output ranges of the composition 
sensor-transmitter combination, as indicated in Eq. 9-1. 
The block diagram for the sensor-transmitter is shown in 
Fig.11.3. 

11.1.3 Controller 

Suppose that an electronic proportional plus integral 
controller is used. From Chapter 8, the controller trans­
fer function is 

P'(s) = K (1 + __l_) 
E(s) c T1s 

(11-4) 

where P'(s) and E(s) are the Laplace transforms of the 
controller output p' (t) and the error signal e(t). Note that 
p' and e are electrical signals that have units of rnA, while 
Kc is dimensionless. The error signal is expressed as 

e(t) = x;p(t) - x:n(t) 

or after taking Laplace transforms, 

E(s) = x;p(s) - x:n(s) 

(11-5) 

(11-6) 

The symbol x;p(t) denotes the internal set-point compo­
sition expressed as an equivalent electrical current 
signal. This signal is used internally by the controller. 
x;p(t) is related to the actual composition set point 
x~p(t) by the sensor-transmitter gain Km (which is the 
slope of the calibration curve): 

(11-7) 

Thus 

x~p(s) 

X~p(s) = Km (11-8) 

The block diagram representing the controller in 
Eqs. 11-4 through 11-8 is shown in Fig. 11.4. The sym­
bol that represents the subtraction operation is called 
a comparator. 

In general, if a reported controller gain is not dimen­
sionless, it includes the gain of at least one other device 

(such as an actuator) in addition to the dimensionless 
controller gain. 

11.1.4 Cnrrent-to-Pressnre (liP) Transdncer 

Because transducers are usually designed to have linear 
characteristics and negligible (fast) dynamics, we assume 
that the transducer transfer function merely consists of 
a steady-state gain K 1p: 

P((s) 
P'(s) =KIP (11-9) 

In Eq. 11-9, P((s) denotes the output signal from the IIP 
transducer in deviation form. The corresponding block 
diagram is shown in Fig. 11.5. 

11.1.5 Control Valve 

As discussed in Section 9.2, control valves are usually 
designed so that the flow rate through the valve is a 
nearly linear function of the signal to the valve actuator. 
Therefore, a first-order transfer function usually pro­
vides an adequate model for operation of an installed 
valve in the vicinity of a nominal steady state. Thus, we 
assume that the control valve can be modeled as: 

W2(s) Kv 

p((s) Tvs+1 
(11-10) 

The block diagram for an IIP transducer plus pneu­
matic control valve is shown in Fig. 11.6. 

P'(s) 

[mAl [psi] 

Figure 11.5 Block diagram for the 1/P transducer. 

W2(s) 

[kg/min] 

Figure 11.6 Block diagram for the control valve. 
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Xi(s) Kl 
--
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Kc(1 +;Is) 
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Figure 11.7 Block diagram for the entire blending process composition control system. 

Now that transfer functions and block diagrams 
in Figs. 11.2 to 11.6 have been developed for the 
individual components of the feedback control sys­
tem, we can combine this information to obtain the 
composite block diagram of the controlled system 
shown in Fig. 11.7. 

11.2 CLOSED-LOOP TRANSFER 
FUNCTIONS 

The block diagrams considered so far have been specif­
ically developed for the stirred-tank blending system. 
The more general block diagram in Fig. 11.8 contains 
the standard notation: 

Y =controlled variable 

U =manipulated variable 

D = disturbance variable 
(also referred to as the load variable) 

P =controller output 

E = error signal 

Y m = measured value of Y 

Ysp =set point 

p 

Ysp = internal set point (used by the controller) 

Yu = change in Y due to U 

Ya = change in Y due to D 

Gc = controller transfer function 

Gv = transfer function for the final control 
element 

GP = process transfer function 

G d = disturbance transfer function 

Gm = transfer function for 
sensor add transmitter 

Km = steady-state gain for Gm 

In Fig. 11.8 each variable is the Laplace transform of 
a deviation variable. To simplify the notation, the 
primes and s dependence have been omitted; thus, Y 
is used rather than Y'(s). Because the final control 
element is often a control valve, its transfer function 
is denoted by Gv. Note that the process transfer func­
tion Gp indicates the effect of the manipulated vari­
able on the controlled variable. The disturbance 
transfer function Ga represents the effect of the dis­
turbance variable on the controlled variable. For the 

y 

Figure 11.8 Standard block diagram of a feedback control system. 
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p y 

Figure 11.9 Alternative form of the standard block diagram of a feedback control system. 

stirred-tank blending system, Gd and GP are given in 
Eq. 11-1. 

The standard block diagram in Fig. 11.8 can be used to 
represent a wide variety of practical control problems. 
Other blocks can be added to the standard diagram to 
represent additional elements in the feedback control 
loop such as the current-to-pressure transducer in Fig. 
11.7. In Fig. 11.8, the signal path from E to Y through 
blocks Gc, Gv, and GP is referred to as the forward path. 
The path from Y to the comparator through Gm is called 
the feedback path. 

Figure 11.9 shows an alternative representation of 
the standard block diagram that is also used in the con­
trol literature. Because the disturbance transfer func­
tions appear in different locations in Figs. 11.8 and 11.9, 
different symbols are used. For these two block dia­
grams to be equivalent, the relation between Y and D 
must be preserved. Thus, Gd and Gd must be related by 
the expression Gd = GP Gd. 

Note that Ysp and D are the independent input sig­
nals for the controlled process because they are not af­
fected by operation of the control loop. By contrast, U 
and D are the independent inputs for the uncontrolled 
process. To evaluate the performance of the control 
system, we need to know how the controlled process 
responds to changes in D and Yw In the next section, 
we derive expressions for the closed-loop transfer func­
tions, Y(s)!Ysp(s) and Y(s)/D(s). But first, we review 
some block diagram algebra. 

11.2.1 Block Diagram Reduction 

In deriving closed-loop transfer functions, it is often con­
venient to combine several blocks into a single block. For 
example, consider the three blocks in series in Fig. 11.10. 
The block diagram indicates the following relations: 

X1 = G1U 

Xz = GzX1 

X 3 = G3X2 

(11-11) 

By successive substitution, 

(11-12) 

or 

(11-13) 

where G ~ G3G2G1. Equation 11-13 indicates that the 
block diagram in Fig. 11.10 can be reduced to the 
equivalent block diagram in Fig. 11.11. 

11.2.2 Set-Point Changes 

Next we derive the closed-loop transfer function for 
set-point changes. The closed-loop system behavior for 
set-point changes is also referred to as the servomech­
anism (servo) problem in the control literature, because 
early applications were concerned with positioning de­
vices called servomechanisms. We assume for this case 
that no disturbance change occurs and thus D = 0. From 
Fig. 11.8, it follows that 

Y = Yd + Yu 

Yd = GdD = 0 (because D = 0) 

Yu = GPU 

Combining gives 

Figure 11.10 Three blocks in series. 

Figure 11.11 Equivalent block diagram. 

(11-14) 

(11-15) 

(11-16) 

(11-17) 
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Figure 11.8 also indicates the following input/output re­
lations for the individual blocks: 

U = GvP 

P =GeE 

E = Ysp- Ym 

Ysp = KmYsp 

Ym= GmY 

Combining the above equations gives 

Y = GpGvP = GpGvGcE 

= GpGvGc(Ysp- Ym) 

= GpGvGc(KmYsp - GmY) 

(11-18) 

(11-19) 

(11-20) 

(11-21) 

(11-22) 

(11-23) 

(11-24) 

(11-25) 

Rearranging gives the desired closed-loop transfer 
function, 

(11-26) 

In both the numerator and denominator of Eq. (11-26) 
the transfer functions have been rearranged to follow 
the order in which they are encountered in the feed­
back control loop. This convention makes it easy to de­
termine which transfer functions are present or missing 
in analyzing subsequent problems. 

11.2.3 Disturbance Changes 

Now consider the case of disturbance changes, which is 
also referred to as the regulator problem since the 
process is to be regulated at a constant set point. From 
Fig. 11.8, 

Y = Yd + Yu = GdD + GPU 

Substituting (11-18) through (11-22) gives 

Y = GdD + GPU 
= GdD + GpGvGc(KmYsp - GmY) 

(11-27) 

(11-28) 

Because Ysp = 0 we can rearrange (11-28) to give the 
closed-loop transfer function for disturbance changes: 

Y Gd 
D 1 + GcGvGpGm 

(11-29) 

A comparison of Eqs. 11-26 and 11-29 indicates that 
both closed-loop transfer functions have the same de­
nominator, 1 + GcGvGpGm. The denominator is often 
written as 1 + GaL where GaL is the open-loop trans­
fer function, GaL ~ GcGvGpGm. The term open-loop 
transfer function (or open-loop system) is used 
because GaL relates Y m to Ysp if the feedback loop 
is opened just before the comparator. 

At different points in the above derivations, we as­
sumed that D = 0 or Ysp = 0, that is, that one of the 
two inputs was constant. But suppose that D =/= 0 and 

Ysp =/= 0, as would be the case if a disturbance occurs 
during a set-point change. To analyze this situation, we 
rearrange Eq. 11-28 and substitute the definition of 
GaL to obtain 

(11-30) 

Thus, the response to simultaneous disturbance vari­
able and set-point changes is merely the sum of the in­
dividual responses, as can be seen by comparing Eqs. 
11-26, 11-29, and 11-30. This result is a consequence of 
the Superposition Principle for linear systems. 

11.2.4 General Expression for Feedback 
Control Systems 

Closed-loop transfer functions for more complicated 
block diagrams can be written in the general form 

where 

z Tit 
(11-31) 

Z is the output variable or any internal 
variable within the control loop 

Zi is an input variable (e.g., Ysp or D) 

Tit= product of the transfer functions in the 
forward path from zi to z 
lie = product of every transfer function in 
the feedback loop 

Thus, for the previous servo problem, we have Zi = Ysp• 
Z = Y, lit= KmGcGvGp, and lie = GaL· For the regu­
lator problem, Zi = D, Z = Y, lit= Gd, and lie= GaL· 
It is important to note that Eq. 11-31 is applicable only 
to portions of a block diagram that include a feedback 
loop with a negative sign in the comparator. 

EXAMPLE 11.1 

Find the closed-loop transfer function Y!Ysp for the complex 
control system in Fig. 11.12. Notice that this block diagram 
has two feedback loops and two disturbance variables. This 
configuration arises when the cascade control scheme of 
Chapter 16 is employed. 

SOLUTION 

Using the general rule in (11-31), we first reduce the 
inner loop to a single block as shown in Fig. 11.13. To solve 
the servo problem, set Dt = Dz = 0. Because Fig. 11.13 con­
tains a single feedback loop, use (11-31) to obtain 
Fig. 11.14a. The final block diagram is shown in Fig. 11.14b 
with Y!Ysp = Km1 Gs. Substitution for G4 and Gs gives the 
desired closed-loop transfer function: 

Y KmtGctGczGtGzG3 

Ysp 1 + GczGtGmz + GctGzG3GmtGczGt 
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y 

Figure 11.12 Complex control system. 

y 

Figure 11.13 Block diagram for reduced system. 

ysp ,I Kml I ,I G5 

(a) 

ysp ) I Km1G51 

y 
) 

(b) 

Figure 11.14 Final block diagrams for Example 11.1. 

11.3 CLOSED-LOOP RESPONSES OF 
SIMPLE CONTROL SYSTEMS 

In this section, we consider the dynamic behavior of 
several elementary control problems for disturbance 
variable and set-point changes. The transient responses 
can be determined in a straightforward manner if the 
closed-loop transfer functions are available. 

Consider the liquid-level control system shown in 
Fig. 11.15. The liquid level is measured and the level 
transmitter (L T) output is sent to a feedback controller 
(LC) that controls liquid level h by adjusting volumet­
ric flow rate qz. A second inlet flow rate, q1, is the 
disturbance variable. Assume that 

1. The liquid density p and the cross-sectional area 
of the tank A are constant. 

2. The flow-head relation is linear, q3 = h/R. 
3. The level transmitter, 1/P transducer, and pneu­

matic control valve have negligible dynamics. 
4. An electronic controller with input and output in 

% is used (full scale = 100% ). 

Derivation of the process and disturbance transfer 
functions directly follows Example 4.4. Consider the 
unsteady-state mass balance for the tank contents: 

(11-32) 
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h 

Figure 11.15 Liquid-level control system. 

Substituting the flow-head relation, q3 = h/R, and in­
troducing deviation variables gives 

dh' h' 
A dt = qi + qzR (11-33) 

Thus, we obtain the transfer functions 

H'(s) 

Q2(s) 

H'(s) Kp 
Qi(s) = Gd(s) = TS + 1 

(11-34) 

(11-35) 

where K =Rand T = RA. Note that Gp(s) and Gd (s) 
are idenfical, because q1 and qz are both inlet flow rates 
and thus have the same effect on h. 

Because the level transmitter, liP transducer, and 
control valve have negligible dynamics, the correspond­
ing transfer functions can be written as Gm(s) = Km, 
G1p(s) = Km and Gv (s) = Kv· The block diagram for 
the level control system is shown in Fig. 11.16, where 
the units of the steady-state gains are apparent. The 
symbol H; denotes the desired value of liquid level (in 
meters), arid ii;P denotes the corresponding value (in %) 
that is used internally by the computer. Note that these 
two set-points are related by the level transmitter gain 
Km, as was discussed in Section 11.1. . 

The block diagram in Fig. 11.16 is in the alternative 
form of Fig. 11.9 with G:f(s) = 1. 

p' 
Km Gc(s) Kfp 

[m] [%] 

Figure 11.16 Block diagram for level control system. 

11.3.1 Proportional Control and Set-Point 
Changes 

If a proportional controller is used, Gc(s) = Kc· From 
Fig. 11.16 and the material in the previous section, it 
follows that the closed-loop transfer function for set­
point changes is given by 

H'(s) KcKirKvKmi(Ts + 1) 
---

H;p (s) 1 + KcKirKvKmi(Ts + 1) 
(11-36) 

This relation can be rearranged in the standard form 
for a first-order transfer function, 

H'(s) K1 

H;p(s) T1s + 1 
(11-37) 

where 

(11-38) 

Tl = 1 +KoL (11-39) 

and the open-loop gain KaL is given by 

KaL = KcKirKvKrKm (11-40) 

Equations 11-37 to 11-40 indicate that the closed-loop 
process has first-order dynamics with a time constant Tl 

that is smaller than the process time constant T. We as­
sume here that KaL > 0; otherwise, the control system 
would not function properly, as will be apparent from 
the stability analysis later in this chapter. Because T1 < T, 

the feedback controller enables the controlled process to 
respond more quickly than the uncontrolled process. 

From Eq. 11-37, it follows that the closed-loop re­
sponse to a unit step change of magnitude M in set point 
is given by 

(11-41) 

This response is shown in Fig. 11.17. Note that a 
steady-state error or offset exists, because the new 
steady-state value is K 1M rather than the desired value 
M(K1 < 1). The offset is defined as 

offset~ h;p(oo) - h'(oo) (11-42) 

QJ. 

[m3/minl 

Q~ KP H' 
Kv 

[m3/minl TS + 1 [ml [psi] 

H/n H' 
Km 

[ml [%] 
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Figure 11.17 Step response for proportional control 
(set-point change). 

For a step change of magnitude M in set point, 
h~p(oo) = M. From (11-41), it is clear thath'(oo) = K1M. 
Substituting these values and (11-38) into (11-42) gives 

M 
offset=M- K 1M = 1 + KaL 

EXAMPLE 11.2 

(11-43) 

Consider the level control system shown in Fig. 11.15, imple­
mented with a computer whose inputs and outputs are cali­
brated in terms of full range (100% ). The tank is 1 m in 
diameter, while the valve on the exit line acts as a linear 
resistance with R = 6.37 min!m2. The level transmitter has 
a span of 2.0 m and an output range of 0 to 100%. The valve 
characteristic f of the equal percentage control valve is 
related to the fraction of lift .e by the relation f = (30)c-1. 
The air-to-open control valve receives a 3 to 15 psi signal 
from an 1/P transducer, which, in turn, receives a 0 to 100% 
signal from the computer-implemented proportional-only 
controller. When the control valve is fully open (f = 1), the 
flow rate through the valve is 0.2 m3/min. At the nominal op­
erating condition, the control valve is half-open ( .e = 0.5). 
Using the dynamic model in the block diagram of Fig. 11.16, 
calculate the closed-loop responses to a step change in the set 
point of 0.3 m for three values of the controller gain: Kc = 4, 
8, and20. 

SOLUTION 

From the given information, we can calculate the cross­
sectional area of the tank A, the process gain Kp, and the 
time constant: 

A= 'il' (0.5 m)2 = 0.785 m2 

Kp = R = 6.37 min/m2 

T=RA=5min 

(11-44) 

The sensor-transmitter gain Km can be calculated from 
Eq. 9-1: 

output range 
Km = --:.-----"---_:::____ 

mput range 
100-0% -=-=-=:----__::__:-=- = 50% /m 

2m 
(11-45) 
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The gain for the IP transducer is given by 

15-3 psi 
K1p = 100 _ O% = 0.12 psi/% (11-46) 

Next, we calculate the gain for the control valve Kv· The 
valve relation between flow rate q and fraction of lift .e can 
be expressed as (cf. Eqs. 9-4 and 9-5) 

q = 0.2(30)£-1 

Thus 

:~ = 0.2ln 30 (30)c-1 

At the nominal condition, .e = 0.5 and 

dq 3 . 
df = 0.124 m /mm 

The control valve gain Kv can be expressed as 

dq (dq)(d.e) 
Kv = dpt = df dpt 

(11-47) 

(11-48) 

(11-49) 

(11-50) 

If the valve actuator is designed so that the fraction of lift 
.e varies linearly with the IP transducer output p 1, then 

df M 1 - 0 0 0833 ·-1 (11-51) 
dp1 b.p1 15 - 3 psi = · psl 

Then, from Eqs. 11-48, 11-50, and 11-51, 

(11-52) 

An alternative method for estimating Kv is to use the tangent 
to the valve characteristic curve (see Chapter 9). Now that all 
of the gains and the time constant in Fig. 11.16 have been 
calculated, we can calculate the closed-loop gain K1 and time 
constant T1 in Eq. 11-41. Substituting these numerical values 
into Eqs. 11-38 and 11-39 for the three values of Kc gives 

4 
8 

20 

T1 (min) 

1.94 
1.20 
0.56 

0.612 
0.759 
0.887 

The closed-loop responses are shown in Fig. 11.18. In­
creasing Kc reduces both the offset and the time required 
to reach the new steady state. 
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Figure 11.18 Set-point responses for Example 11.2. 
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Equation 11-43 suggests that offset can be reduced 
by increasing Kc· However, for most control problems, 
making Kc too large can result in oscillatory or unstable 
responses due to the effect of additional lags and time 
delays that have been neglected in the present analysis. 
For example, we have neglected the dynamics associ­
ated with the control valve, level transmitter, and pneu­
matic transmission line between the 1/P transducer and 
control valve. A more rigorous analysis, including the 
dynamics of these components, would reveal the possi­
bility of oscillations or instability. Stability problems as­
sociated with feedback control systems are analyzed in 
Section 11.4. 

For many liquid-level control problems, a small off­
set can be tolerated, because the vessel serves as a 
surge capacity (or intermediate storage volume) be­
tween processing units. 

11.3.2 Proportional Control and Disturbance 
Changes 

From Fig. 11.16 and Eq. 11-29, the closed-loop transfer 
function for disturbance changes with proportional 
control is 

H'(s) Kpf(Ts + 1) 

Qi(s) 1 + Kad(Ts + 1) 
(11-53) 

Rearranging gives 

H'(s) Kz 

Qi(s) T1s+ 1 
(11-54) 

where Tl is defined in (11-39) and K 2 is given by 

Kz = l+KaL (11-55) 

A comparison of (11-54) and (11-37) indicates that 
both closed-loop transfer functions are first-order, and 
they have the same time constant. However, the 
steady-state gains, K 1 and K 2, are different. 

From Eq. 11-54 it follows that the closed-loop re­
sponse to a step change in disturbance of magnitude M 
is given by 

(11-56) 

The offset can be determined from Eq. 11-56. Now 
h~p ( oo) = 0, because we are considering disturbance 
changes and h' ( oo) = K2M for a step change of magni­
tude M. Thus, 

KpM 
offset = 0- h'( oo ) = -KzM = - 1 + KaL (11-57) 

As was the case for set-point changes, increasing Kc 
reduces the amount of offset for disturbance changes. 

EXAMPLE 11.3 

For the liquid-level control system and numerical parameter 
values of Example 11.2, calculate the closed-loop response 
to a step change in the disturbance variable of 0.05 m3/min. 
Calculate the offsets and plot the results for Kc = 1, 2, and 5. 

SOLUTION 

The closed-loop responses in Fig. 11.19 indicate that in­
creasing Kc reduces the offset and speeds up the closed­
loop response. The offsets are 
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Figure 11.19 Disturbance responses for Example 11.3. 

The negative values of offset indicate that the controlled 
variable is greater than the set point. For Kc = 0 (no con­
trol), the offset is -0.318. 

11.3.3 PI Control and Disturbance Changes 

For PI control, Gc(s) = Kc(l + 11T1s). The closed-loop 
transfer function for disturbance changes can then be 
derived from Fig. 11.16: 

H'(s) 

Qi(s) 1 + K 0 L(l + 11T1s)/(Ts + 1) 

Clearing terms in the denominator gives 

H'(s) 

Qi(s) 

(11-58) 

(11-59) 

Further rearrangement allows the denominator to be 
placed in the standard form for a second-order transfer 
function: 

H'(s) 

Qi(s) 
(11-60) 
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Disturbance change Set-point change 

Time Time 

K3 = TJ IKcK[pKvKm (11-61) 

~3 =~C~)/! (11-62) 

T3 = yiTTJIKoL (11-63) 

For a unit step change in disturbance, Qi(s) = 1/s, and 
(11-59) becomes 

H'(s) 
T~S2 + 2~3T3S + 1 

(11-64) 

For 0 < ~3 < 1, the response is a damped oscillation 
that can be described by 

It is clear from (11-65) that h' ( oo) = 0 because of the 
negative exponential term. Thus, the addition of inte­
gral action eliminates offset for a step change in distur­
bance. It also eliminates offset for step changes in set 
point. In fact, integral action eliminates offset not only 
for step changes, but also for any type of sustained 
change in disturbance or set point. By a sustained 
change, we mean one that eventually settles out at a 
new steady-state value, as shown in Fig. 11.20. How­
ever, integral action does not eliminate offset for a 
ramp disturbance. 

Equation (11-63) and Fig. 11.21 indicate that increas­
ing Kc or decreasing -r1 tends to speed up the response. 
In addition, the response becomes more oscillatory as 
either Kc or -r1 decreases. But in general, closed-loop 
responses become more oscillatory as Kc is increased 
(see Example 11.4). These anomalous results occur 
because the small dynamic lags associated with the con­
trol valve and transmitter were neglected. If these lags 
are included, the transfer function in (11-60) is no 
longer second-order, and then increasing Kc makes the 
response more oscillatory. 

11.3.4 PI Control of an Integrating Process 

Consider the electronic liquid-level control system 
shown in Fig. 11.22. This system differs from the previ­
ous example in two ways: (1) the exit line contains a 

Figure 11.20 Sustained changes in disturbance and 
set point. 

pump, and (2) the manipulated variable is the exit flow 
rate rather than an inlet flow rate. In Section 5.3, we saw 
that a tank with a pump in the exit stream can act as an 
integrator with respect to flow rate changes, because 

H'(s) 
Q§(s) 

1 G (s) = --
P As 

H'(s) 1 
Qi(s) = Ga(s) = As 

(11-66) 

(11-67) 

If the level transmitter and control valve in Fig. 11.22 
have negligible dynamics, then Gm(s) = Km and 
Gv(s) = Kv. For PI control, Gc(s) = Kc(1 + 11-r1s). 
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Figure 11.21 Effect of controller settings on disturbance 
responses. 
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Figure 11.22 Liquid-level control system with pump in 
exit line. 

Substituting these expressions into the closed-loop 
transfer function for disturbance changes 

H'(s) 

Qi(s) 

and rearranging gives 

H'(s) K4s 

Qi(s) T~S2 + 2~4T4S + 1 

where 

~4 = 0.5 YKoL TJ 

(11-68) 

(11-69) 

(11-70) 

(11-71) 

(11-72) 

and KoL = KcKvKpKm with Kp = -1/A. A comparison 
of Eqs. 11-67 and 11-69 indicates that feedback control 
significantly changes the relation between Q1 and H. 
Note that Eq. 11-67 is the transfer function for the 
uncontrolled process, whereas Eq. 11-69 is the closed­
loop transfer function for disturbance changes. 

From the analysis of second-order transfer func­
tions in Chapter 5, we know that the closed-loop 
response is oscillatory for 0 < ~4 < 1. Thus, Eq. 11-72 
indicates that the degree of oscillation can be reduced 
by increasing either Kc(Kc > 0) or -r1. The effect of -r1 is 
familiar, because we have noted previously that in­
creasing -r1 tends to make closed-loop responses less 
oscillatory. However, the effect of Kc is just the oppo­
site of what normally is observed. In most control 
problems, increasing Kc tends to produce a more os­
cillatory response. However, (11-72) indicates that in­
creasing Kc results in a less oscillatory response. This 
anomalous behavior is due to the integrating nature 
of the process (cf. Eq. 11-66). 

This liquid-level system illustrates the insight that 
can be obtained from block diagram analysis. It also 

demonstrates the danger in blindly using a rule of 
thumb such as "decrease the controller gain to reduce 
the degree of oscillation." 

The analysis of the level control system in Fig. 11.22 
has neglected the small dynamic lags associated with 
the transmitter and control valve. If these lags were 
included, then for very large values of Kc the closed­
loop response would indeed tend to become more 
oscillatory. Thus, if -r1 is held constant, the effect of 
Kc on the higher-order system can be summarized as 
follows: 

Value ofKc 

Small 
Moderate or large 
Very large 

Closed-Loop Response 

Oscillatory 
Overdamped (nonoscillatory) 
Oscillatory or unstable 

Because the liquid-level system in Fig. 11.22 acts as 
an integrator, the question arises whether the controller 
must also contain integral action to eliminate offset. 
This question is considered further in Exercise 11.6. 

In the previous examples, the denominator of the 
closed-loop transfer function was either a first- or second­
order polynomial in s. Consequently, the transient 
responses to specified inputs were easily determined. In 
many control problems, the order of the denominator 
polynomial is three or higher, and the roots of the poly­
nomial have to be determined numerically. Furthermore, 
for higher-order (n > 2) systems, feedback control can 
result in unstable responses if inappropriate values of 
the controller settings are employed. 

11.4 STABILITY OF CLOSED-LOOP 
CONTROL SYSTEMS 

An important consequence of feedback control is that 
it can cause oscillatory responses. If the oscillation has 
a small amplitude and damps out quickly, then the con­
trol system performance is generally considered to be 
satisfactory. However, under certain circumstances, the 
oscillations may be undamped or even have an ampli­
tude that increases with time until a physical limit is 
reached, such as a control valve being fully open or 
completely shut. In these situations, the closed-loop 
system is said to be unstable. 

In the remainder of this chapter, we analyze the 
stability characteristics of closed-loop systems and 
present several useful criteria for determining 
whether a system will be stable. Additional stability 
criteria based on frequency response analysis are dis­
cussed in Chapter 14. But first we consider an illus­
trative example of a closed-loop system that can 
become unstable. 



EXAMPLE 11.4 

Consider the feedback control system shown in Fig. 11.8 
with the following transfer functions: 

1 
Gv = 2s+1 

1 
Gm = s+ 1 

(11-73) 

(11-74) 

Show that the closed-loop system produces unstable re­
sponses if controller gain Kc is too large. 

SOLUTION 

To determine the effect of Kc on the closed-loop response 
y(t), consider a unit step change in set point, Ysp(s) = lis. 
In Section 11.2 we derived the closed-loop transfer func­
tion for set-point changes (cf. Eq. 11-26): 

y KmGcGvGp 

Ysp 1 + GcGvGpGm 
(11-75) 

Substituting (11-73) and (11-74) into (11-75) and rearrang­
ing gives 

Kc(s + 1) 1 
Y(s) = -;;------=-;:-....:....__ __ 

10s3 + 17s2 + 8s + 1 +Kc s 
(11-76) 

After Kc is specified, y(t) can be determined from the in­
verse Laplace transform of Eq. 11-76. But first the roots of 
the cubic polynomial in s must be determined before per­
forming the partial fraction expansion. These roots can be 
calculated using standard root-finding techniques (Chapra 
and Canale, 2010). Figure 11.23 demonstrates that as Kc 
increases, the response becomes more oscillatory and is 
unstable for Kc = 15. More details on the actual stability 
limit of this control system are given in Example 11.10. 

y 

4,--------,--------,--------,-------. 

Time (min) 

Figure 11.23 Effect of controller gains on closed-loop 
response to a unit step change in set point (Example 11.4). 

The unstable response for Example 11.4 is oscilla­
tory, with the amplitude growing in each successive 
cycle. In contrast, for an actual physical system, the am­
plitudes will increase until a physical limit is reached or 
an equipment failure occurs. Because the final control 
element usually has saturation limits (see Chapter 9), 
the unstable response will manifest itself as a sustained 

11.4 Stability of Closed-Loop Control Systems 195 

oscillation with a constant amplitude instead of a con­
tinually increasing amplitude. Sustained oscillations 
can also occur without having the final control element 
saturate, as was mentioned in Section 11.3. 

Clearly, a feedback control system must be stable as 
a prerequisite for satisfactory control. Consequently, it 
is of considerable practical importance to be able to 
determine under what conditions a control system 
becomes unstable. For example, for what values of the 
PID controller parameters Kc, TJ, and Tv is the con­
trolled process stable? 

11.4.1 General Stability Criterion 

Most industrial processes are stable without feedback 
control. Thus, they are said to be open-loop stable, or 
self-regulating. An open-loop stable process will return 
to the original steady state after a transient disturbance 
(one that is not sustained) occurs. By contrast, there are 
a few processes, such as exothermic chemical reactors, 
that can be open-loop unstable. These processes are 
extremely difficult to operate without feedback control. 

Before presenting various stability criteria, we intro­
duce the following definition for unconstrained linear 
systems. We use the term unconstrained to refer to the 
ideal situation where there are no physical limits on the 
input and output variables. 

Definition of Stability. An unconstrained linear 
system is said to be stable if the output response is 
bounded for all bounded inputs. Otherwise it is said 
to be unstable. 

By a bounded input, we mean an input variable that 
stays within upper and lower limits for all values of 
time. For example, consider a variable u(t) that varies 
with time. If u(t) is a step or sinusoidal function, then it 
is bounded. However, the functions u(t) = t and u(t) = e3t 

are not bounded. 

EXAMPLE 11.5 

A liquid storage system is shown in Fig. 11.24. Show that 
this process is not self-regulating by considering its 
response to a step change in inlet flow rate. 

SOLUTION 

The transfer function relating liquid level h to inlet flow 
rate qi was derived in Section 5.3: 

H'(s) 1 
Qi(s) As 

(11-77) 

where A is the cross-sectional area of the tank. For a step 
change of magnitude M0, Q[(s) = Mofs, and thus 

Mo 
H'(s) = - (11-78) 

Ai 
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h 

(Kuo, 2002). Note that a pole-zero cancellation occurs 
if a zero and a pole have the same numerical value. 

Comparing Eqs. 11-81 and 11-82 indicates that the 
poles are also the roots of the following equation, 
which is referred to as the characteristic equation of the 
closed-loop system: 

1 +GaL= 0 (11-83) 

The characteristic equation plays a decisive role in de-
q termining system stability, as discussed below . 

....__----'~ 

Figure 11.24 A liquid storage system that is not self­
regulating. 

Taking the inverse Laplace transform gives the transient 
response, 

h'(t) = Mot 
A 

(11-79) 

We conclude that the liquid storage system is open-loop 
unstable (or non-self-regulating) because a bounded input 
has produced an unbounded response. However, if the 
pump in Fig. 11.24 were replaced by a valve, then the 
storage system would be self-regulating (cf. Example 4.4). 

Characteristic Equation 

As a starting point for the stability analysis, consider 
the block diagram in Fig. 11.8. Using block diagram 
algebra that was developed earlier in this chapter, we 
obtain 

where GaL is the open-loop transfer function, 
GaL = GcGvGpGm. 

For the moment consider set-point changes only, in 
which case Eq. 11-80 reduces to the closed-loop trans­
fer function 

(11-81) 

If GaL is a ratio of polynomials ins (i.e., a rational func­
tion), then the closed-loop transfer function in Eq. 11-81 
is also a rational function. After rearrangement, it can be 
factored into poles (p;) and zeroes (zi) as 

Y (s- Zl)(s- zz) ... (s- Zm) 
Ysp = K' (s-Pl)(s- Pz) ... (s- Pn) (11-82) 

where K' is a multiplicative constant that gives the 
correct steady-state gain. To have a physically realiz­
able system, the number of poles must be greater than 
or equal to the number of zeroes; that is, n ~ m 

For a unit change in set point, Ysp(s) = 1/s, and Eq. 
11-82 becomes 

K' (s- Zl)(s- zz) ... (s- Zm) y = - --'------=--'--------="----------'------"-''--

s (s-Pl)(s- pz) ... (s-Pn) 
(11-84) 

If there are no repeated poles (i.e., if they are all dis­
tinct poles), then the partial fraction expansion of Eq. 
11-84 has the form considered in Section 6.1, 

Ao A1 Az An 
Y(s) = -+--+--+···+-- (11-85) 

s s - P1 s - Pz s - Pn 

where the {A;} can be determined using the methods 
of Chapter 3. Taking the inverse Laplace transform of 
Eq. 11-85 gives 

y(t) = A 0 + A 1eP1t + A 2ePzt + ·· · + AnePnt (11-86) 

Suppose that one of the poles is a positive real number; 
that is, Pk > 0. Then it is clear from Eq. 11-86 that y(t) is 
unbounded, and thus the closed-loop system in Fig. 11.8 
is unstable. If Pk is a complex number, Pk = ak + jbk, 
with a positive real part (ak > 0), then the system is 
also unstable. By contrast, if all of the poles are nega­
tive (or have negative real parts), then the system is 
stable. These considerations can be summarized in the 
following stability criterion: 

General Stability Criterion. The feedback control 
system in Fig. 11.8 is stable if and only if all roots of the 
characteristic equation are negative or have negative 
real parts. Otherwise, the system is unstable. 

Figure 11.25 provides a graphical interpretation of 
this stability criterion. Note that all of the roots of the 
characteristic equation must lie to the left of the imagi­
nary axis in the complex plane for a stable system to 
exist. The qualitative effects of these roots on the tran­
sient response of the closed-loop system are shown in 
Fig. 11.26. The left portion of each part of Fig. 11.26 
shows representative root locations in the complex 
plane. The corresponding figure on the right shows the 
contributions these poles make to the closed-loop re­
sponse for a step change in set point. Similar responses 
would occur for a step change in a disturbance. A sys­
tem that has all negative real roots will have a stable, 
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Figure 11.25 Stability regions in the complex plane for roots 
of the characteristic equation. 

nonoscillatory response, as shown in Fig. 11.26a. On 
the other hand, if one of the real roots is positive, then 
the response is unbounded, as shown in Fig. 11.26b. A 
pair of complex conjugate roots results in oscillatory 
responses as shown in Figs. 11.26c and 11.26d. If the 
complex roots have negative real parts, the system is 
stable; otherwise it is unstable. Recall that complex 
roots always occur as complex conjugate pairs. 

The root locations also provide an indication of 
how rapid the transient response will be. A real root 
at s = -a corresponds to a closed-loop time constant 
of T = 1/a, as is evident from Eqs. 11-85 and 11-86. 
Thus, real roots close to the imaginary (vertical) axis 
result in slow responses. Similarly, complex roots near 
the imaginary axis correspond to slow response modes. 
The farther the complex roots are away from the real 
axis, the more oscillatory the transient response will be 
(see Example 11.14). However, the process zeros also 
influence the response, as discussed in Chapter 6. 

Note that the same characteristic equation occurs for 
both disturbance and set-point changes because the term, 
1 + GaL, appears in the denominator of both terms in 
Eq. 11-80. Thus, if the closed-loop system is stable for 
disturbances, it will also be stable for set-point changes. 

The analysis in Eqs. 11-80 to 11-86 that led to the 
general stability criterion was based on a number of as­
sumptions: 

1. Set-point changes (rather than disturbance 
changes) were considered. 

2. The closed-loop transfer function was a ratio of 
polynomials. 

3. The poles in Eq. 11-82 were all distinct. 
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Figure 11.26 Contributions of characteristic equation roots 
to closed-loop response. 

However, the general stability criterion is valid even if 
these assumptions are removed. In fact, this stability 
criterion is valid for any linear control system (comprised 
of linear elements described by transfer functions). By 
contrast, for nonlinear systems rigorous stability analyses 
tend to be considerably more complex and involve spe­
cial techniques such as Liapunov and Popov stability cri­
teria (Khalil, 2001). Fortunately, a stability analysis of a 
linearized system using the techniques presented in this 
chapter normally provides useful information for non­
linear systems operating near the point of linearization. 

From a mathematical point of view, the general stabil­
ity criterion presented above is a necessary and sufficient 
condition. Thus, linear system stability is completely 
determined by the roots of the characteristic equation. 

EXAMPLE 11.6 

Consider the feedback control system in Fig. 11.8 with 
Gv = Kv, Gm = 1, and GP = Kpi(TpS + 1). Determine the 
stability characteristics if a proportional controller is used, 
Gc = Kc. 
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SOLUTION 

Substituting the transfer functions into the characteristic 
equation in (11-83) gives 

which reduces to 

TpS+1+KcKvKp = 0 

This characteristic equation has a single root, 
1 +KcKvKp 

s =-
Tp 

(11-87) 

(11-88) 

The closed-loop system will be stable if this root is nega­
tive. Because time constants are always positive (Tp > 0), 
the feedback control system will be stable if KcKvKp > -1. 
This means that as long as the controller has the correct 
control action (i.e., reverse- or direct-acting, as per Section 
8.3), then the system will be stable. For example, if Kp > 0 
and Kv > 0, then the controller must be made reverse­
acting so that Kc > 0. By contrast, if Kp < 0, then a direct­
acting controller (Kc < 0) is required. 

EXAMPLE 11.7 

Consider the feedback control system in Example 11.4, 
but now assume that Gm = 1. Determine the range of Kc 
values that result in a stable closed-loop system. 

SOLUTION 

Substituting these transfer functions into Eq. 11-83 gives 

Kc 
1 + = 0 

(2s + 1)(5s + 1) 

which can be rearranged as 

Applying the quadratic formula yields the roots, 

-7 ± Y49-40(Kc+1) 
s = 20 

(11-89) 

(11-90) 

(11-91) 

To have a stable system, both roots of this characteristic 
equation must have negative real parts. Equation 11-91 
indicates that the roots will be negative if 40(Kc + 1) > 0, 
because this means that the square root will have a value 
less than 7. If 40(Kc + 1) > 0, then Kc + 1 > 0 and 
Kc > -1. Thus, we conclude that the closed-loop system 
will be stable if Kc > -1. 

The stability analyses for Examples 11.6 and 11.7 
have indicated that these closed-loop systems will be 
stable for all positive values of Kc, no matter how large. 
However, this result is not typical, because it occurs 
only for the special case where the open-loop system is 
stable and the open-loop transfer function GaL is first­
or second-order with no time delay. In more typical 
problems, Kc must be below an upper limit to have a 

stable closed-loop system.2 See the examples in the 
next section. 

EXAMPLE 11.8 

Consider a process, Gp = 0.2/( -s + 1), that is open-loop 
unstable. If Gv = Gm = 1, determine whether a propor­
tional controller can stabilize the closed-loop system. 

SOLUTION 

The characteristic equation for this system is 

-s+1+0.2Kc= 0 (11-92) 

which has the single root s = 1 + 0.2Kc- Thus, the stability 
requirement is that Kc < -5. This example illustrates the 
important fact that feedback control can be used to stabi­
lize a process that is not stable without control. 

In Examples 11.6 to 11.8, the characteristic equations 
were either first- or second-order, and thus we could 
find the roots analytically. For higher-order polynomi­
als, this is not possible, and numerical root-finding 
techniques (Chapra and Canale, 2010), also available in 
MATLAB and Mathematica, must be employed. An 
attractive alternative, the Routh stability criterion, is 
available to evaluate stability without requiring calcula­
tion of the roots of the characteristic equation. 

11.4.2 Routh Stability Criterion 

Routh (1905) published an analytical technique for de­
termining whether any roots of a polynomial have posi­
tive real parts. According their general stability criterion, 
a closed-loop system will be stable only if all of the 
roots of the characteristic equation have negative real 
parts. Thus, by applying Routh's technique to analyze 
the coefficients of the characteristic equation, we can 
determine whether the closed-loop system is stable. 
This approach is referred to as the Routh stability 
criterion. It can be applied only to systems whose char­
acteristic equations are polynomials in s. Thus, the 
Routh stability criterion is not directly applicable to 
systems containing time delays, because an e-es term 
appears in the characteristic equation where e is the 
time delay. However, if e-es is replaced by a Pade ap­
proximation (see Section 6.2), then an approximate sta­
bility analysis can be performed (cf. Example 11.11). 
An exact stability analysis of systems containing time 
delays can be performed by direct root-finding or by 
using a frequency response analysis and the Bode or 
Nyquist stability criterion presented in Chapter 14. 

2If a direct-acting controller is used (i.e., Kc < 0), then stability 
considerations place an upper limit on - Kc rather than on Kc. 



The Routh stability criterion is based on a character­
istic equation that has the form 

(11-93) 

We arbitrarily assume that an > 0. If an < 0, simply 
multiply Eq. 11-93 by -1 to generate a new equation 
that satisfies this condition. A necessary (but not suffi­
cient) condition for stability is that all of the coeffi­
cients (ao, a1, ... , an) in the characteristic equation be 
positive. If any coefficient is negative or zero, then at 
least one root of the characteristic equation lies to the 
right of, or on, the imaginary axis, and the system is 
unstable. If all of the coefficients are positive, we next 
construct the following Routh array: 

Row 

1 an an-2 an-4 
2 an-1 an-3 an-5 
3 b1 b2 b3 
4 c1 c2 

n+1 Z1 

The Routh array has n + 1 rows, where n is the order 
of the characteristic equation, Eq. 11-93. The Routh 
array has a roughly triangular structure with only a sin­
gle element in the last row. The first two rows are 
merely the coefficients in the characteristic equation, 
arranged according to odd and even powers of s. The 
elements in the remaining rows are calculated from the 
formulas 

b1 = 
an-1an-2- anan-3 

(11-94) 
an-1 

b2 = 
an-1an-4 -anan-5 

(11-95) 
an-1 

b1an-3- an-1b2 
(11-96) C1 = 

b1 

b1an-5- an-1b3 
(11-97) c2 = 

b1 

Note that the expressions in the numerators of 
Eqs. 11-94 to 11-97 are similar to the calculation of 
a determinant for a 2 X 2 matrix except that the 
order of subtraction is reversed. Having constructed 
the Routh array, we can now state the Routh stability 
criterion: 
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Routh Stability Criterion. A necessary and sufficient 
condition for all roots of the characteristic equation in 
Eq. 11-93 to have negative real parts is that all of the 
elements in the left column of the Routh array are 
positive. 

Next we present three examples that show how the 
Routh stability criterion can be applied. 

EXAMPLE 11.9 

Determine the stability of a system that has the character­
istic equation 

(11-98) 

SOLUTION 

Because the s term is missing, its coefficient is zero. Thus, 
the system is unstable. Recall that a necessary condition 
for stability is that all of the coefficients in the characteris­
tic equation must be positive. 

EXAMPLE 11.10 

Find the values of controller gain Kc that make the feed­
back control system of Example 11.4 stable. 

SOLUTION 

From Eq. 11-76, the characteristic equation is 

10s3 + 17s2 + Ss + 1 + Kc = 0 (11-99) 

All coefficients are positive provided that 1 + Kc > 0 or 
Kc > -1. The Routh array is 

10 8 
17 1 + Kc 
bl b2 
cl 

To have a stable system, each element in the left column of 
the Routh array must be positive. Element b1 will be posi­
tive if Kc < 12.6. Similarly, c1 will be positive if Kc > -1. 
Thus, we conclude that the system will be stable if 

-1 < Kc < 12.6 (11-100) 

This example illustrates that stability limits for con­
troller parameters can be derived analytically using the 
Routh array; in other words, it is not necessary to spec­
ify a numerical value for Kc before performing the sta­
bility analysis. 

EXAMPLE 11.11 

Consider a feedback control system with Gc = Kco Gv = 2, 
Gm = 0.25, and Gp = 4e-s/(5s + 1). The characteristic 
equation is 

(11-101) 
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Because this characteristic equation is not a polynomial in 
s, the Routh criterion is not directly applicable. However, 
if a polynomial approximation to e -s is introduced, such as 
a Pade approximation (see Chapter 6), then the Routh cri­
terion can be used to determine approximate stability lim­
its. For simplicity, use the 1/1 Pade approximation, 

-s (1- O.Ss) e ""---1 + O.Ss 
(11-102) 

and determine the stability limits for the controller gain. 

SOLUTION 

Substituting Eq. 11-102 into 11-101 gives 

( 1 - 0.5s) 1 + 5s + 2Ke 1 + 0_5s = 0 (11-103) 

Multiplying both sides by 1 + O.Ss and rearranging gives 

2.5s2 + (5.5- Ke)s + (1 + 2Ke) = 0 (11-104) 

The necessary condition for stability is that each coeffi­
cient in this characteristic equation must be positive. This 
situation occurs if -0.5 < Ke < 5.5. The Routh array is 

2.5 
5.5- Ke 
1 + 2Ke 

1 + 2Ke 
0 

In this example, the Routh array provides no additional 
information but merely confirms that the system with the 
Pade approximation is stable if -0.5 < Ke < 5.5. 

An exact time-delay analysis, without the Pade approxi­
mation and based on the Bode stability criterion (see Ex­
ample 14.6), indicates that the actual upper limit on Ke is 
4.25, which is 23% lower than the approximate value of 
5.5 from the Routh stability criterion and the 111 Pade ap­
proximation. If the 2/2 Pade approximation in Eq. 6-37 is 
used with the Routh stability criterion, an approximate 
maximum controller gain Kern = 4.29 will be obtained, 
much closer to the correct value of 4.25. This derivation is 
left as an exercise for the reader. 

11.4.3 Direct Substitution Method 

The imaginary axis divides the complex plane into sta­
ble and unstable regions for the roots of the character­
istic equation, as indicated in Fig. 11.26. On the 
imaginary axis, the real part of s is zero, and thus we 
can write s = jw. Substituting s = jw into the character­
istic equation allows us to find a stability limit such as 
the maximum value of Kc (Luyben and Luyben, 1997). 
As the gain Kc is increased, the roots of the characteris­
tic equation cross the imaginary axis when Kc = Kern· 

EXAMPLE 11.12 

Use the direct substitution method to determine Kern for the 
system with the characteristic equation given by Eq. 11-99. 

SOLUTION 

Substitute s = jw, w = wrn, and Ke = Kern into Eq. 11-99: 

-lOjw~ -17w;;,. + 8jwrn + 1 +Kern= 0 

or (11-105) 

(1 +Kern -17w;;..) + j(8wrn -lOw~) = 0 

Equation 11-105 is satisfied if both the real and imaginary 
parts are identically zero: 

1 + Kern- 17w;;,. = 0 

8wrn - lOw~= wrn(8 - lOw;;,.) = 0 

Therefore, 

w;;.. = 0.8 ~ Wrn = ±0.894 

and from (11-106a), 

Kern= 12.6 

(11-106a) 

(11-106b) 

(11-107) 

Thus, we conclude that Ke < 12.6 for stability. Equation 
11-107 indicates that at the stability limit (where Ke =Kern= 
12.6), a sustained oscillation occurs that has a frequency of 
wrn = 0.894 radian/min if the time constants have units of 
minutes. (Recall that a pair of complex roots on the imagi­
nary axis, s = ± jw, results in an undamped oscillation of fre­
quency w.) The corresponding period P is 2'iT/0.894 = 
7.03min. 

The direct-substitution method is related to the 
Routh stability criterion in Section 11.4.2. If the char­
acteristic equation has a pair of roots on the imagi­
nary axis, equidistant from the origin, and all other 
roots are in the left-hand plane, the single element in 
the next-to-last row of the Routh array will be zero. 
Then the location of the two imaginary roots can be 
obtained from the solution of the equation. 

where C and Dare the two elements in the (n- 1) row 
of the Routh array, as read from left to right. 

The direct-substitution method is also related to 
the frequency response approach of Chapter 14, 
because both techniques are based on the substitu­
tions= jw. 

11.5 ROOT LOCUS DIAGRAMS 

In the previous section we have seen that the roots of 
the characteristic equation play a crucial role in deter­
mining system stability and the nature of the closed­
loop responses. In the design and analysis of control 
systems, it is instructive to know how the roots of the 
characteristic equation change when a particular sys­
tem parameter such as a controller gain changes. A 



root locus diagram provides a convenient graphical dis­
play of this information, as indicated in the following 
example. 

EXAMPLE 11.13 

Consider a feedback control system that has the open­
loop transfer function, 

4Kc 
G ( s) - -,-----------,---,--------'---:--,-----------,-

oL - (s + 1)(s + 2)(s + 3) 
(11-108) 

Plot the root locus diagram for 0 ::; Kc ::; 20. 

SOLUTION 

The characteristic equation is 1 + GaL = 0 or 

(s + 1)(s + 2)(s + 3) + 4Kc = 0 (11-109) 

The root locus diagram in Fig. 11.27 shows how the three 
roots of this characteristic equation vary with Kc. When 
Kc = 0, the roots are merely the poles of the open-loop trans­
fer function, -1, - 2, and - 3. These are designated by an 
X symbol in Fig. 11.27. As Kc increases, the root at -3 de­
creases monotonically. The other two roots converge and 
then form a complex conjugate pair when Kc = 0.1. When 
Kc = Kcm = 15, the complex roots cross the imaginary axis 
and enter the unstable region. This illustrates why the sub­
stitution of s = jw (Section 11.3) determines the unstable 
controller gain. Thus, the root locus diagram indicates that 
the closed-loop system is unstable for Kc > 15. It also indi­
cates that the closed-loop response will be nonoscillatory 
for Kc < 0.1. 

Imaginary 
part 

4 

3 

2 

Kc = 15 
+--t+--t+----lr-----l~t-Elr-l----1----1----l----l Rea 1 

4 part -6 -5 -4 -3 2 3 
-1 

-2 

-3 

-4 

Figure 11.27 Root locus diagram for third-order system. 

11.5 Root Locus Diagrams 201 

The root locus diagram can be used to provide a quick 
estimate of the transient response of the closed-loop sys­
tem. The roots closest to the imaginary axis correspond 
to the slowest response modes. If the two closest roots 
are a complex conjugate pair (as in Fig. 11.28), then the 
closed-loop system can be approximated by an under­
damped second-order system as follows. 

Consider the standard second-order transfer function 
of Chapter 6, 

(11-110) 

which has the following roots when 0 < ~ < 1: 

~ -~ s = -- ::!:: 1 (11-111) 
T T 

These roots are shown graphically in Fig. 11.28. Note 
that the length din Fig. 11.28 is given by 

d = ~ ( ~ y + 1 ~2 ~2 = {!; = ~ (11-112) 

Consequently, 

cos tiJ (11-113) 

and 

(11-114) 

This information provides the basis for a second-order 
approximation to a higher-order system, as illustrated 
in Example 11.14. 

--
T 

Imaginary 
part 

---
T 

-~ 
T 

Figure 11.28 Root locations for 
underdamped second-order system. 
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EXAMPLE 11.14 

Consider the root locus diagram in Fig. 11.27 for the third­
order system of Example 11.13. For Kc = 10, determine 
values of ~ and T that can be used to characterize the tran­
sient response approximately. 

SOLUTION 

For Kc = 10, there is one real root and two complex roots. 
By measuring the angle til and the distance d to the com­
plex root, we obtain 

til = cos-1 ~ = 75o 

d = 2.3 

Then it follows from Eqs. 11-113 and 11-114 that 

\; = 0.25 and T = 0.43. 

SUMMARY 

This chapter has considered the dynamic behavior of 
processes that are operated under feedback control. A 
block diagram provides a convenient representation for 
analyzing control system performance. By using block 
diagram algebra, expressions for closed-loop transfer 
functions can be derived and used to calculate the 
closed-loop responses to disturbance and set-point 
changes. Several liquid-level control problems have 
been considered to illustrate key features of propor­
tional and proportional-integral control. Proportional 
control results in offset for sustained disturbance or 
set-point changes; however, these offsets can be elimi­
nated by including integral control action. 

We have also considered several stability criteria for 
linear systems that can be described by transfer func­
tion models. The various steps involved in performing a 
stability analysis are shown in Fig. 11.29. 

If the process model is nonlinear, then advanced sta­
bility theory can be used (Khalil, 2001), or an approxi­
mate stability analysis can be performed based on a 
linearized transfer function model. If the transfer 
function model includes time delays, then an exact sta­
bility analysis can be performed using root-finding or, 
preferably, the frequency response methods of Chap­
ter 14. A less desirable alternative is to approximate 
thee-as terms and apply the Routh stability criterion. 

Having dealt with the stability of closed-loop sys­
tems, we can consider our next topic, the design of 
feedback control systems. This important subject is 
considered in Chapters 12 and 14. A number of promi­
nent control system design and tuning techniques are 
based on stability criteria. 

Thus, the third-order system can be approximated by an un­
derdamped second-order system with \; and 'T values given 
above. This information (and the material in Chapter 6) 
provide a useful characterization of the transient response. 

The utility of root locus diagrams has been illustrated 
by the third-order system of Examples 11.13 and 11.14. 
The major disadvantage of root locus analysis is that 
time delays cannot be handled conveniently, and they 
require iterative solution of the nonlinear and nonra­
tional characteristic equation. Nor is it easy to display 
simultaneous changes in more than one parameter 
(e.g., controller parameters Kc and T1). For this reason, 
the root locus technique has not found much use as a 
design tool in process control. 

Root locus diagrams can be quickly generated by 
using a hand calculator or a computer with root-finding 
techniques such as are provided in MATLAB. 

Yes 

Substitutes =}w or 
apply frequency 

response stabi I ity 
criteria (Chapter 14) 

No 

No 

Apply stabi I ity tests 
for nonlinear 

systems (Khalil, 2001) 

Yes Apply Routh 
stabi I ity criterion 

Figure 11.29 Flow chart for performing a stability analysis. 
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EXERCISES 

11.1 A temperature control system for a distillation column is 
shown in Fig. E11.1. The temperature T of a tray near the top 
of the column is controlled by adjusting the reflux flow rate R. 
Draw a block diagram for this feedback control system. You 
may assume that both feed flow rate F and feed composition 
Xp are disturbance variables and that all of the instrumenta­
tion, including the controller, is pneumatic. 

Reflux R 

Feed 

Figure E11.1 

11.2 Consider the liquid-level, PI control system similar to 
Fig. 11.16 with the following parameter values: A = 3 ft2, 

R = 1.0 minJft2, Kv = 0.2 ft3/min psi, Km = 4 mA/ft, 
Kc = 5.33, K1p = 0.75 psi/rnA, and TJ = 3 min. Suppose that 
the system is initially at the nominal steady state with a liquid 
level of 2 ft. If the set point is suddenly changed from 2 to 3 ft, 
how long will it take the system to reach (a) 2.5 ft and (b) 3ft? 

11.3 Consider proportional-only control of the stirred-tank 
heater control system in Fig. E11.3. The temperature trans-

Km Kc 

r,;,(s) 

[mAl 

Figure E11.3 
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Luyben, W. L. and M. L. Luyben, Essentials of Process Control, 
McGraw-Hill, New York, 1997. 

Routh, E. J ., Dynamics of a System of Rigid Bodies, Part 11, Macmillan, 
London, 1905. 

mitter has a span of 50 oF and a zero of 55 °F. The nominal 
design conditions are T = 80 °F and 'f; = 65 °F. The con­
troller has a gain of 5, while the gains for the control valve 
and current-to-pressure transducer are Kv = 1.2 (dimension­
less) and K1p = 0.75 psi/rnA, respectively. The time constant 
for the tank is T = 5 min. The control valve and transmitter 
dynamics are negligible. After the set point is changed from 
80 to 85 °F, the tank temperature eventually reaches a new 
steady-state value of 84.14 °F, which was measured with a 
highly accurate thermometer. 

(a) What is the offset? 

(b) What is the process gain K 2? 

(c) What is the pressure signal p1 to the control valve at the 
final steady state? 

11.4 It is desired to control the exit concentration of c3 of the 
liquid blending system shown in Fig. E11.4. Using the infor­
mation given below, do the following: 

(a) Draw a block diagram for the composition control 
scheme, using the symbols in Fig. E11.4. 

(b) Derive an expression for each transfer function and sub­
stitute numerical values. 

(c) Suppose that the PI controller has been tuned for the 
nominal set of operating conditions below. Indicate whether 
the controller should be retuned for each of the following sit­
uations. (Briefly justify your answers). 
(i) The nominal value of c2 changes to c2 = 8.5 lb solute/ft3. 

(ii) The span of the composition transmitter is adjusted so 
that the transmitter output varies from 4 to 20 rnA as c3 

varies from 3 to 14lb solute/ft3. 

(iii) The zero of the composition transmitter is adjusted so 
that the transmitter output varies from 4 to 20 rnA as c3 

varies from 4 to 10 lb solute/ft3. 

P~(s) K2 T'(s) 
Kv 

TS + 1 [psi] [oF] 

Km 
T'(s) 

[oF] 
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r---
I 
I 
I 

ql I 
cl l I 

$ 
h =4ft 

Available Information 

1. The tank is perfectly mixed. 
2. An overflow pipe is used to keep the mixture height 
at 4ft. 
3. The volumetric flow rate and solute concentration of 
stream 2, q2 and c2, vary with time, whereas those of stream 1 
are constant. 
4. The density of all three streams are identical and do not 
vary with time. 
5. A 2-min time delay is associated with the composition 
measurement. The transmission output signal varies linearly 
from 4 to 20 rnA as c3 varies from 3 to 9lb solute/ft3. 

6. The pneumatic control valve has negligible dynamics. 
Its steady-state behavior is summarized below where p 1 is the 
air pressure signal to the control valve from the liP trans­
ducer. 

Pt (psi) 

6 
9 

12 

qz (gal/min) 

20 
15 
10 

7. An electronic, direct-acting PI controller is used. 
8. The current-to-pressure transducer has negligible dynam­
ics and a gain of 0.3 psi/rnA. 
9. The nominal operating conditions are: 

p = 75 lb/ft3 c3 = 5 lb solute/ft3 

Zh = 75 lb/ft3 c2 = 7lb solute/ft3 

7.fz = 75 lb/ft3 cl = 2 lb solute/ft3 

D =tank diameter= 4ft. 

11.5 A control system has the following transfer functions 

in its block diagram (see Fig. 11.8): Gc= 1, Gv =2, 

Gd = Gp = s(s ~ 1)' Gm = 1. For a unit step change in Ysp, 

determine 

(a) Y(s)!Ysp(s) 

(b) y(oo) 
(c) Offset (note proportional control is being used) 

(d) y(0.5) 

(e) if the closed-loop response is oscillatory 

11.6 For a liquid-level control system similar to that in Fig. 
11.22, Appelpolscher has argued that integral control action 

q2 

c2 

Figure E11.4 

is not required because the process acts as an integrator ( cf. 
Eq. 11-77). To evaluate his assertion, determine whether 
proportional-only control will eliminate offset for step changes 
in (a) set point and (b) disturbance variable. 

11.7 A block diagram for internal model control, a control 
technique that is considere~!)n Chapter 12, is shown in Fig. 
E11.7. Transfer function GP denotes the process model, 
while GP denotes the actual process transfer function. It has 
been assumed that Gv = Gm = 1 for simplicity. Derive 
closed-loop transfer functions for both the servo and regu­
lator problems. 

D 

u y 

Figure E11.7 

11.8 An electrically heated, stirred-tank system is shown in 
Fig. E11.8. Using the given information, do the following: 

(a) Draw a block diagram for the case where T3 is the con­
trolled variable and voltage signal V2 is the manipulated vari­
able. Derive an expression for each transfer function. 

(b) Repeat part (a) using V1 as the manipulated variable. 
(c) Which of these two control configurations would provide 
better control? Justify your answer. 

Available Information 

1. The volume of liquid in each tank is kept constant using an 
overflow line. 
2. Temperature To is constant. 
3. A 0.75-gal/min decrease in q0 ultimately makes T1 in­
crease by 3 °F. Two-thirds of this total temperature change 



V1 SCR 
Power 
amp 

Figure E11.8 

Tank 1 

V2 SCR 
Power 
amp 

occurs in 12 min. This change in q0 ultimately results in a 5 °F 
increase in T3. 

4. A change in V1 from 10 to 12 volts ultimately causes T1 to 
change from 70 to 78 °F. A similar test for V2 causes T3 to 
change from 85 to 90 °F. The apparent time constant for 
these tests is 10 min. 
5. A step change in Tz produces a transient response in T3 

that is essentially complete in 50 ( = T min). 
6. The thermocouple output is amplified to give 
V3 = 0.15T3 + 5, where V3 [=]volts and T3 [ =] °F. 
7. The pipe connecting the two tanks has a mean residence 
time of30 s. 

11.9 The block diagram of a special feedback control system 
is shown in Fig. E11.9. Derive an expression for the closed­
loop transfer function, Y(s)ID(s). 

11.10 A block diagram of a closed-loop system is shown in 
Fig. E11.10. 

(a) Derive a closed-loop transfer function for disturbance 
changes, Y(s)!D(s). 
(b) For the following transfer functions, what values of Kc 
will result in a stable closed-loop system? 

p 

Figure E11.9 
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Tank 2 

Km = 1 

11.11 A mixing process consists of a single stirred-tank 
instrumented as shown in Fig. E11.11. The concentration of a 
single species A in the feed stream varies. The controller at­
tempts to compensate for this by varying the flow rate of pure 
A through the control valve. The transmitter dynamics are 
negligible. 

(a) Draw a block diagram for the controlled process. 

(b) Derive a transfer function for each block in your block 
diagram. 

Process 

(i) The volume is constant (5m3). 
(ii) The feed flow rate is constant CiiF = 7m3/min). 
(iii) The flow rate of the A stream varies but is small com­
pared to qp (qA = 0.5 m3/min). 

y 
G 
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Figure Ell.lO 
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Figure Ell.ll 

(iv) cp =50 kg/m3 and cA = 800 kg/m3. 

(v) All densities are constant and equal. 

Transfer Line 

(i) The transfer line is 20 m long and has 0.5 m inside 
diameter. 
(ii) Pump volume can be neglected. 

Composition Transmitter Data 

Cm (rnA) 
4 
20 

Transmitter dynamics are negligible. 

PID Controller 

(i) Derivative on measurement only ( cf. Eq. 8-17) 
(ii) Direct or reverse acting, as required 
(iii) Current (rnA) input and output signals 

liP Transducer Data 

p (rnA) 
4 

20 

Pt (psig) 
3 

15 

Control Valve 

An equal percentage valve is used, which has the following 
relation: 

Pv-3 

qA = 0.17 + 0.03 (20) 12 

For a step change in input pressure, the valve requires ap­
proximately 1 min to move to its new position. 

11.12 A PI controller is to be used in a temperature con­
trol system for a bioreactor. For nominal conditions, it 
has been determined that the closed-loop system is stable 
when TJ = 10 min and -10 < Kc < 0. Would you expect 
these stability limits to change for any of the following 
instrumentation changes? Justify your answers using quali­
tative arguments. 

(a) The span on the temperature transmitter is reduced from 
40 to 20 oc. 
(b) The zero on the temperature transmitter is increased 
from 10 to 30 °C. 

(c) The control valve "trim" is changed from linear to equal 
percentage. 



0.5 

11.13 A process is described by the transfer function 

K G(s) - ...,--------,----
(Ts + 1)(s + 1) 

4 
s+3 

Find the range of controller settings that yield stable closed­
loop systems for: 

(a) A proportional-only controller. 

(b) A proportional-integral controller. 

(c) What can you say about the effect of adding the inte­
gral mode on the stability of the controlled system; that is, 
does it tend to stabilize or destabilize the system relative to 
proportional-only control? Justify your answer. 

11.14 The block diagram of a feedback control system is 
shown in Fig. E11.14. Determine the values of Kc that result 
in a stable closed-loop system. 

11.15 The question has been raised whether an open-loop un­
stable process can be stabilized with a proportional-only con­
troller. 
(a) For the process and controller shown in Fig. E11.15a, 
find the range of Kc values that yield a stable response. (Note 
that T is positive.) 

Figure E11.15a 

(b) Check the gain of Y(s)IYsp(s) to make sure that the 
process responds in the correct direction if Kc is within the 
range of part (a). 

(c) ForK = 10 and T = 20, find the value of Kc that yields a 
pole at s = -0.1. What is the offset for these conditions? 

Figure E11.15b 
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D 6 

y 

Figure E11.14 

(d) Suppose that you had designed the controller neglecting 
a second smaller time constant. Would the controller still 
yield a stable closed-loop response? To check the "robust­
ness" of your design, find the general conditions on Kc and 
Tm for stability if the system is as shown in Fig. E11.15b. Are 
these conditions generally easy (or difficult) to meet? Why? 
Show for T m = 5 that the value of Kc from part (c) does or 
does not still yield a stable system. 

11.16 For the liquid-level control system in Fig. 11.22, deter­
mine the numerical values of Kc and T1 that result in a stable 
closed-loop system. The level transmitter has negligible dy­
namics, while the control valve has a time constant of 10 s. 
The following numerical values are available: 

A= 3ft2 

7j3 = 10 gaUmin 

Kv = -1.3 gaUmin/mA 

Km = 4mA/ft 

11.17 As a newly hired engineer of the Ideal Gas Company, 
you are trying to make a reputation in the Process Control 
Group. However, this objective turns out to be a real chal­
lenge with I. M. Appelpolscher as your supervisor. At lunch 
one day, I.M.A. declares that a simple second-order process 
with a PI controller will always have a stability upper limit on 
Kc; that is, Kc is limited for all values of TJ > 0. His best argu­
ment is that the open-loop process with the controller is third 
order. Furthermore, he claims that any critically damped sec­
ond-order process will show he is right. 

Muttering "au contraire," you leave the table and quickly 
investigate the properties of 

(a) What are the necessary and sufficient conditions for 
closed-loop stability for a PI controller? 
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(b) From these conditions, can you find a relationship for TJ 

in terms of Kc that will guarantee stability? Show the stability 
region in a plot of TJ versus Kc. 

(c) Do some values of TJ guarantee stability for all values of 
Kc? If so, what is the smallest value? 

11.18 It is desired to control the exit temperature T2 of the 
heat exchanger shown in Fig. E11.18 by adjusting the steam 
flow rate Ws· Unmeasured disturbances occur in inlet temper­
ature T1. The dynamic behavior of the heat exchanger can be 
approximated by the transfer functions 

T2(s) _ 2.5e-s _ __'T__ 
W~(s) - lOs+ 1 [-] lb/s 

T2(s) 0.9e-Zs . . 
T! ( s) = 5s + 1 [ =] dtmens10nless 

where the time constants and time delays have units of sec­
onds. The control valve has the following steady-state charac­
teristic: 

where p is the controller output expressed in rnA. At the 
nominal operating condition, p = 12 rnA. After a sudden 
change in the controller output, Ws reaches a new steady-state 
value in 20 s (assumed to take five time constants). The tem­
perature transmitter has negligible dynamics and is designed 
so that its output signal varies linearly from 4 to 20 rnA as T2 

varies from 120 to 160 °F. 

(a) If a proportional-only feedback controller is used, 
what is Kcm? What is the frequency of the resulting oscilla­
tion when Kc = Kcm? (Hint: Use the direct-substitution 
method and Euler's identity.) 

(b) Estimate Kcm using the Routh criterion and a 111 Pade 
approximation for the time-delay term. Does this analysis 
provide a satisfactory approximation? 

~--------~ 
I I 
I IP 

I 
TT 

Liquid ~--T_2_• w __ .__ _ __, 
out 

Steam 

Liquid T1, w 
in -------~~LL---,---~ 

[!] = Steam trap 

Figure E11.18 

11.19 A process is described by the transfer function 

4(1- 5s) 
G(s)---,------,----,----'-_---'---:-_---,-

(25s + 1)(4s + 1)(2s + 1) 

which includes actuator and measurement dynamics. The 
process engineering group has the option of redesigning the 
process to eliminate the right-half plane zero. They need to 
determine whether this modification will yield a substantially 
better (faster) controlled process. 

(a) For a proportional-only controller, find the stability 
bounds for Kc for the existing process. 

(b) Repeat part (a) for the case where the RHP zero has 
been eliminated. 

(c) From analysis and/or your knowledge of closed-loop 
systems, what can you conclude about the potential speed 
of response of this controlled process if the zero can be 
eliminated? 

11.20 A feedback control system has the open-loop transfer 
function, GoL(s) = 0.5Kce-3s/(10s + 1). Determine the values 
of Kc for which the closed-loop system is stable using two ap­
proaches: 

(a) An approximate analysis using the Routh stability cri­
terion and a 1/1 Pade approximation for e-3s. 

(b) An exact analysis based on substitution of s = jw. (Hint: 
Recall Euler's identity.) 

11.21 A process control 

ill transfer functions: 

Gp(s) 

system contains the following 

2 e -1.5s 

(60s+1)(5s+l) 

0.5 e--{)·3s 

3 s+ 1 

3 e--{).2s 

2s+l 

Gc(s) = Kc 

(a) Show how G0 L(s) can be approximated by a FOPTD 
model; 

Find K, T, and e for the open-loop process transfer function. 

(b) Use Routh stability methods and your FOPTD model to 
find the range of Kc values that will yield a stable closed-loop 
system. Repeat for the full-order model using simulation. 

(c) Determine Kcm and the corresponding value of w. 

11.22 For the control system based on the standard feedback 
control configuration in Fig. 10.8 

determine whether the value of a affects the stability of the 
closed-loop system. Assume Kc > 0. You do not need to 
solve for the roots of the characteristic equation to answer 
the question. 

11.23 Consider proportional-only control of the level 
control system in Fig. 11.16. The level transmitter has a 
span of 10 ft. and a zero of 15 ft. Recall that the standard 



instrument ranges are 4 to 20 rnA and 3 to 15 psia. The 
nominal design conditions are h = 20 ft. The controller has 
a gain of 5 while the gain for the control valve is Kv = 0.4 
cfm/psi, respectively. The time constant for the tank is T = 

5 min. After the set-point is changed from 20 to 22 ft, the 
tank level eventually reaches a new steady-state value of 
21.92 ft. 

(a) What is the offset? 

(b) What are the gains Km and Kp in Fig. 11.16? (Give their 
units also) 

(c) How could the controller be modified to obtain zero offset? 

11.24 A control system has Gv = Gm = 1 and a second-order 
process Gp with Kp = 2, r 1 = 4 min, and r 2 = 1 min, which is 
to be controlled by a PI controller with Kc = 2 and r1 = r 1 = 
4 min (i.e., the integral time of the controller is set equal to 
the dominant time constant). For a set-point change 

(a) Determine the closed-loop transfer function. 

(b) Derive the characteristic equation, which is a quadratic 
polynomial ins. Is it overdamped or underdamped? 

(c) Can a large value of Kc make the closed-loop process 
unstable? 

11.25 The set-point of the control system under proportional 

control (Kc = 2.0) undergoes a step change of magnitude 2. 
5 

For GvGp = ( 
s + 1)(2s + 1) and Gm = 1, 

(a) Determine when the maximum value of y occurs. 

(b) Determine the offset. 

(c) Determine the period of oscillation. 

(d) Draw a sketch of y(t) as a function of time, showing key 
characteristics as determined in (a), (b), and (c). 

11.26 A batch process has a process gain of E A/min (but no 
dynamics). The maniulated variable is the etch time, so the 
controlled variable is the film thickness. There are no time 
constants that need to be included. Assume Gv = Gm = 1. 
Derive the closed-loop transfer function for a set-point 
change for two different controllers: 

(a) 

(b) 

Gc = Kc 

G = _l_ c 
TJS 
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In both cases, analyze the effect of a unit step set-point 
change. Sketch the response and show whether there is offset 
or not. 

11.27 Determine whether the following closed-loop transfer 
functions for (Y!Ysp) are stable or unstable or undetermined 
(requires further analysis): 

SKc 
(a) 5s + 1 

SKc 
(b) s2 + 3s + 2 

(c) 
s3 + 6s2 + 12s + 8 + SKc 

Give a reason for each answer, i.e., does the value of Kc affect 
stability of the controlled system? 

11.28 Derive the characteristic equation and construct 

• 
the Routh array for a control system with the following 
transfer functions: Gc = Kc, 

1 3 
GvGp = (s + 1)(0.5s + 1)' Gm = s + 3" 
Is the system stable for (a) Kc = 9, (b) Kc = 11, (c) Kc = 13? 

Check your answers using simulation. 

11.29 

• 
Suppose a control system is modeled by 

GvGp = 1 
3, Gm = 1, and Gc = Kc. Find the 

(s + 1) 

highest value of Kc for a proportional controller for which the 
system is stable, using the Routh array, and verify your result 
using simulation. Replace the controller with a PD controller 
(Kc = 10). Determine the range of Tn for which the system is 
stable. Check your results using simulation. 
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Summary 

Several examples in Chapter 11 demonstrated that the 
controller settings have a major effect on closed-loop 
stability. For most control problems, the closed-loop 
system is stable for a wide range of controller settings. 
Consequently, there is an opportunity to specify con­
troller settings so that the desired control system per­
formance is achieved. 

To further illustrate the influence of controller settings, 
we consider a simple closed-loop system that consists of a 
first-order-plus-time-delay model and a PI controller. 
The simulation results in Fig. 12.1 show the disturbance 
responses for nine combinations of the controller gain Kc 
and integral time -r1• As Kc increases or TJ decreases, the 
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response to the step disturbance becomes more aggres­
sive. Controller 1 produces an unstable response, while 
Controller 5 arguably provides the best response. This 
example demonstrates that controller settings can be ad­
justed to achieve the desired closed-loop system perfor­
mance, a procedure referred to as controller tuning. 

In this chapter, we consider general controller design 
methods and tuning relations for PID controllers based 
on transfer function models and transient response cri­
teria. Controller settings based on frequency response 
criteria will be presented in Chapter 14. Advanced 
process control strategies are considered later, begin­
ning with Chapter 15. 
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Figure 12.1 Unit-step disturbance responses for the candidate controllers (FOPTD Model: K = 1, 8 = 4, T = 20) and G = Gd. 

12.1 PERFORMANCE CRITERIA FOR 
CLOSED-LOOP SYSTEMS 

The function of a feedback control system is to ensure 
that the closed-loop system has desirable dynamic and 
steady-state response characteristics. Ideally, we would 
like the closed-loop system to satisfy the following per­
formance criteria: 

1. The closed-loop system must be stable 
2. The effects of disturbances are minimized, provid­

ing good disturbance rejection 
3. Rapid, smooth responses to set-point changes are 

obtained, that is, good set-point tracking 
4. Steady-state error (offset) is eliminated 
5. Excessive control action is avoided 
6. The control system is robust, that is, insensitive to 

changes in process conditions and to inaccuracies 
in the process model 

In typical control applications, it is not possible to 
achieve all of these goals simultaneously, because they 
involve inherent conflicts and tradeoffs. The tradeoffs 
must balance two important objectives, performance and 

robustness. A control system exhibits a high degree of 
performance if it provides rapid and smooth responses 
to disturbances and set-point changes with little, if any, 
oscillation. A control system is robust if it provides satis­
factory performance for a wide range of process condi­
tions and for a reasonable degree of model inaccuracy. 
Robustness can be achieved by choosing conservative 
controller settings (typically, small values of Kc and large 
values of T1), but this choice tends to result in poor per­
formance. Thus, conservative controller settings sacrifice 
performance in order to achieve robustness. Robustness 
analysis is considered in Appendix J. 

A second type of tradeoff occurs because PID con­
troller settings that provide excellent disturbance rejec­
tion can produce large overshoots for set-point changes. 
On the other hand, if the controller settings are speci­
fied to provide excellent set-point tracking, the distur­
bance responses can be very sluggish. Thus, a tradeoff 
between set-point tracking and disturbance rejection 
occurs for standard PID controllers. Fortunately, this 
tradeoff can be avoided by using a controller with two 
degrees of freedom, as shown in Section 12.4. 
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PID controller settings can be determined by anum-
ber of alternative techniques: 

1. Direct Synthesis (DS) method 
2. Internal Model Control (IMC) method 
3. Controller tuning relations 
4. Frequency response techniques 
5. Computer simulation 
6. On-line tuning after the control system is installed 

Because Methods 1-5 are based on process models, 
they can be used to specify controller settings before 
the control system is installed. However, for important 
control loops, these initial controller settings are typi­
cally adjusted after the control system is installed. This 
on-line tuning is based on simple experimental tests 
that are often required because the process models 
used to calculate the preliminary controller settings are 
not exact. Consequently, the objective for Methods 1-5 
is to provide good initial controller settings that can 
subsequently be fine tuned on-line, if necessary. Be­
cause on-line tuning can be time-consuming, it is very 
useful to have good initial controller settings in order 
to minimize the required time and effort. 

Methods 1 and 2 are based on simple transfer function 
models and will be considered in Section 12.2. The con­
troller tuning relations of Method 3 are analytical expres­
sions and correlations for the PID controller settings. 
They are considered in Section 12.3. Design techniques 
based on frequency response analysis (Method 4) are the 
subject of Chapter 14. Computer simulation of the con­
trolled process (Method 5) can provide considerable in­
sight into dynamic behavior and control system 
performance. In particular, software such as MATLAB 
and Lab VIEW facilitates the comparison of alternative 
control strategies and different controller settings. (See 
Appendices C and E of Doyle (2000).) Method 6, on-line 
tuning, is considered in Section 12.5. 

A comparison of PID tuning relations in Section 12.6 
and an introduction to the important practical problem 

Figure 12.2 Block diagram 
for a standard feedback 
control system. 

of troubleshooting control/oops in Section 12.7 conclude 
this chapter. 

12.2 MODEL-BASED DESIGN METHODS 

If a reasonably accurate dynamic model of the process 
is available, it is advantageous to base the controller de­
sign on the process model. A wide variety of model­
based design strategies are available for designing PID 
controllers. In this section, we consider two important 
model-based design methods that are especially useful 
in process control. Model-based techniques can also be 
used to design feedforward controllers (Chapter 15) 
and advanced control systems (Chapters 16, 17, and 20). 

12.2.1 Direct Synthesis Method 

In the Direct Synthesis (DS) method, the controller de­
sign is based on a process model and a desired closed­
loop transfer function. The latter is usually specified for 
set-point changes, but closed-loop disturbance transfer 
functions can also be utilized (Chen and Seborg, 2002). 
The DS approach provides valuable insight into the rela­
tionship between the process model and the resulting 
controller. Although the resulting feedback controllers 
do not always have a PID structure, the DS method does 
produce PI or PID controllers for common process mod­
els, as will be demonstrated throughout this chapter. 

As a starting point for the analysis, consider the 
block diagram of a feedback control system in Fig. 12.2. 
The closed-loop transfer function for set-point changes 
was derived in Section 11.2: 

y KmGcGvGp 

Ysp 1 + GcGvGpGm 
(12-1) 

For simplicity, let G ~ GvGpGm and assume that 
Gm = Km. Then Eq. 12-1 reduces to1 

y GcG 

Ysp 1 + GcG 
(12-2) 

1We use the symbols G and Gc to denote G(s) and Gc(s), for the sake of simplicity. 



Rearranging and solving for Gc gives an expression for 
the ideal feedback controller: 

1 ( YIYsp ) 
Gc = G 1 - YIYsp (12-3a) 

Equation 12-3a cannot be used for controller design, 
because the closed-loop transfer function YIYsp is not 
known a priori. Also, it is useful to dist£1guish between 
the actual process G and the model, G, that provides 
an approximation of the process behavior. A practical 
design equatio~ can be derived by replacing the un­
known G by G, and YIYsp by a desired closed-loop 
transfer function, (Y!Ysp)d: 

1 [ (Y!Ysp)d ] 
G =- (12-3b) 

c G 1 - (Y!Ysp)d 

The specification of (Y!Ysp)d is the key design decision 
and will be considered later in this section. Note that the 
controller transfer function in (12-~b) contains the inverse 
of the process model due to the 1/ G term. This feature is a 
distinguishing characteristic of model-based control. 

Desired Closed-Loop Transfer Function 

The performance of the DS controller in Eq. 12-3b 
strongly depends on the specification of the desired 
closed-loop transfer function, (Y!Ysp)d· Ideally, we 
would like to have (YIYsp)d = 1 so that the controlled 
variable tracks set-point changes instantaneously with­
out any error. However, this ideal situation, called per­
fect control, cannot be achieved by feedback control 
because the controller does not respond until e =/= 0. 
For processes without time delays, the first-order 
model in Eq. 12-4 is a more reasonable choice 

( J~Jd = TcS 1+ 1 (l2-4) 

where Tc is the desired closed-loop time constant. This 
model has a settling time of~ 5-r0 as shown in Section 5.2. 
Because the steady-state gain is one, no offset occurs for 
set-point changes. By substituting (12-4) into (12-3b) and 
solving for Gc, the controller design equation becomes 

G=__!__l_ c ~ 

G TcS 
(12-5) 

The liTes term provides integral control action and 
thus eliminates offset. Design parameter T c provides a 
convenient controller tuning parameter that can be 
used to make the controller more aggressive (small Tc) 

or less aggressive (large Tc)· 

If the process transfer function contains a known 
time delay e, a reasonable choice for the desired 
closed-loop transfer function is 

( y) e-6s 

Ysp d = TcS + 1 
(12-6) 
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The time-delay term in (12-6) is essential, because it is 
physically impossible for the controlled variable to 
respond to a set-point change at t = 0, before t = e. If 
the time delay is unknown, e must be replaced by an 
estimate. Combining Eqs. 12-6 and 12-3b gives 

1 e-6s 

Gc = G TcS + 1 - e-6s 
(12-7) 

Although this controller is not in a standard PID form, 
it is physically realizable. Sometimes, the symbol A is 
used instead of Tc in Eq. 12-6, and the Direct Synthesis 
method is referred to as the lambda-tuning method 
(McMillan, 2006). 

Next, we show that the design equation in Eq. 12-7 
can be used to derive PID controllers for simple 
process models. The following derivation is based on 
approximating the time-delay term in the denominator 
of (12-7) with a truncated Taylor series expansion: 

(12-8) 

Substituting (12-8) into the denominator of Eq. 12-7 
and rearranging gives 

1 e-6s 

Gc = G (Tc + e)s (12-9) 

Note that this controller also contains integral control 
action. 

Time-delay approximations are less accurate when 
the time delay is relatively large compared to the domi­
nant time constant of the process. Note that it is not 
necessary to approximate the time-delay term in the 
nu!Eerator, because it is canceled by the identical term 
in G, when the time delay is known exactly. 

Next, we derive controllers for two important process 
models. For each derivation, we assume that the model 
is perfect ( G = G). 

First-Order-Plus-Time-Delay (FOPTD) Model 
Consider the standard first-order-plus-time-delay model, 

K -6s 
~ e 
G(s) = -rs + 1 (12-10) 

Substituting Eq. 12-10 into Eq. 12-9 and rearranging 
gives a PI controller, Gc = Kc(l + 11-r1s), with the fol­
lowing controller settings: 

(12-11) 

The expressions for the PI controller settings in (12-11) 
provide considerable insight. Controller gain Kc 
depends inversely on model gain K, which is reason­
able based on the stability analysis in Chapter 11. In 
particular, if the product KcK is constant, the charac­
teristic equation and stability characteristics of the 
closed-loop system do not change. It is also reasonable 
that -r1 = T, because slow processes have large values 
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ofT, and thus TJ should also be large for satisfactory 
control. As Tc decreases, Kc increases, because a faster 
set-point response requires more strenuous control 
action and thus a larger value of Kc. The time delay e 
imposes an upper limit on K 0 even for the limiting 
case where Tc ~ 0. By contrast, Kc becomes unbounded 
when 8 = 0 and Tc ~ 0. 

Second-Order-Plus-Time-Delay (SOPTD) Model Con­
sider a second-order-plus-time delay model, 

~ Ke-68 
G(s) - --,------------'==--, __ _ 

(T1S + 1)(TzS + 1) 
(12-12) 

Substitution into Eq. 12-9 and rearrangement gives a 
PID controller in parallel form, 

where 

1 
Gc = Kc(1 + -s + Tvs) 

TJ 
(12-13) 

The tuning relations in Eq. 12-14 indicate that for large 
values of e, Kc decreases, but TJ and Tv do not. Again, 
the time delay imposes an upper limit on Kc as Tc ~ 0. 

The controller settings in Eqs. 12-11 and 12-14 
become more conservative (smaller Kc) as Tc increases. 
If e is relatively large (for example, 81T1 > 0.5), a con­
servative choice of Tc is prudent, because the controller 
design equations are based on the time-delay approxi­
mation in Eq. 12-8. 

A number of guidelines for choosing Tc that are 
applicable to both the Direct Synthesis method and the 
Internal Model Control method are presented in 
Section 12.2.2. 

EXAMPLE 12.1 

Use the DS design method to calculate PID controller set­
tings for the process: 

G = 2e-s 
(lOs + 1)(5s + 1) 

Consider three values of the desired closed-loop time con­
stant: Tc = 1, 3, and 10. Evaluate the controllers for unit 
step changes in both the set point and the disturbance, as­
suming that Gd = G. Repeat the evaluation for two cases: 

(a) The process model is perfect ( G = G). 

(b) The model gain is incorrect, K = 0.9, instead of the actual 
value, K = 2. Thus, 

G = 0.9e-s 
(lOs + 1)(5s + 1) 

SOLUTION 

The controller settings for this example are 

'Tc = 1 'Tc = 3 'Tc = 10 

Kc(K=2) 3.75 1.88 0.682 
Kc (K=0.9) 8.33 4.17 1.51 
'TJ 15 15 15 
'TD 3.33 3.33 3.33 

The values of Kc decrease as 'T c increases, but the values 
of 'TJ and 'TD do not change, as indicated by Eq. 12-14. 
Although some of these controller settings have been re­
ported with three significant figures for purposes of com­
parison, calculating a third digit is not necessary in 
practice. For example, controllers with Kc values of 8.33 
and 8.3 would produce essentially the same closed-loop 
responses. 

Figures 12.3 and 12.4 compare the closed-loop responses 
for the three DS controllers. As 'Tc increases, the responses 

y 

1.8 .--....-----,---,---...,-----,---,---,----, 

--Tc=l 
--- Tc=3 
---- Tc = 10 

0o~-~20~-4~0~~6~0-~80~~1~0~0-712~0~-1~4~0-~160 

Time 

Figure 12.3 Simulation results for Example 12.1 (a): 
correct model gain. 
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become more sluggish, and the maximum deviation is 
larger after the disturbance occurs at 'T = 80. For case (b), 
when the model gain is 0.9, about 50% too low, the closed­
loop response for 'Tc = 1 in Fig. 12.4 is excessively 
oscillatory and would even become unstable if K = 0.8 had 
been considered. The disturbance responses for 'T c = 3 and 
'Tc = 10 in Fig. 12.4 are actually better than the correspond­
ing responses in Fig. 12.3 because the former have shorter 
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settling times and smaller maximum deviations. This 
improvement is due to the larger values of Kc for case (b). 

The Simulink diagram for this example is quite simple, 
as shown in Fig. 12.5. (See Appendix C.) However, the 
simulation results for Figs. 12.3 and 12.4 were generated 
using a modified controller that eliminated derivative kick 
(see Chapter 8). 

(9~:.1 Time 
2 

lOs+ 1 5s + 1 
Clock · 

To Workspace 1 Step 
Disturbance 

Transfer Fcn3 Transfer Fcn4 Time 
Delay2 

Step Change 
in Set Point 

PI D Controller Transfer Fen 1 Transfer Fcn2 Time 
Delayl 

To Workspace 

Figure 12.5 Simulink diagram for Example 12.1. 

The specification of the desired closed-loop transfer 
function, (Y!Ysp)d, should be based on the assumed 
process model, as well as the desired set-point re­
sponse. The FOPTD model in Eq. 12-6 is a reasonable 
choice for many processes but not all. For example, 
suppose that the process model contains a right-half 
plane zero term denoted by (1 - Tas) where Ta > 0. 
Then if Eq. 12-6 is selected, the DS controller will have 
the (1 - TaS) term in its denominator and thus be unsta­
ble, a very undesirable feature. This problem can be 
avoided by replacing (12-6) with (12-15): 

(_X_) = (1 - Tas)e-as 
Ysp d TcS + 1 

(12-15) 

The DS approach should not be used directly for 
process models with unstable poles. However, it can be 
applied if the model is first stabilized by an additional 
feedback control loop. 

12.2.2 Internal Model Control (IMC) 

A more comprehensive model-based design method, 
Internal Model Control (IMC), was developed by 
Morari and coworkers (Garcia and Morari, 1982; 
Rivera et al., 1986). The IMC method, like the DS 
method, is based on an assumed process model and 
leads to analytical expressions for the controller set­
tings. These two design methods are closely related and 
produce identical controllers if the design parameters 
are specified in a consistent manner. However, the 
IMC approach has the advantage that it allows model 
uncertainty and tradeoffs between performance and ro­
bustness to be considered in a more systematic fashion. 

The IMC method is based on the simplified j>lock di­
agram shown in Fig. 12.6b. A process model G and the 
controlle£ output P are used to calculate the model re­
sponse, Y. The model response is subtract~d from the 
actual response Y, and the difference, Y - Y, is used as 
the in_Eut signal to the IMC cont~ller, G~. In general, 
Y =/= Y due to modeling errors ( G =/= G) and unknown 
disturbances (D =/= 0) that are not accounted for in the 
model. 

The block diagrams for conventional feedback con­
trol and IMC are compared in Fig. 12.6. It can be 

y 

(a) Classical feedback control 

(b) Internal model control 

Figure 12.6 Feedback control strategies. 
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shown that the two block diagrams are equivalent if 
controllers Gc and G~ satisfy the relation 

G* 
G = c 

c 1- G*G c 
(12-16) 

Thus, any IMC controller G~ is equivalent to a stan­
dard feedback controller Gc, and vice versa. 

The following closed-loop relation for IMC can be 
derived from Fig. 12.6b using the block diagram alge­
bra of Chapter 11: 

1- G*G 
c D G*G 

y = c y + 
1 + G~(G -G) sp 1 + G~(G- G) 

(12-17) 

For the special case of a perfect model, G = G, 
Eq. 12-17 reduces to 

Y = G~GYsp + (1 - G~G)D (12-18) 

The IMC controller is designed in two steps: 

Step 1. The process model is factored as 

a= a+ a_ (12-19) 

where G + contains any time delays and right-half 
plane zeros. In addition, G + is required to have a 
steady-state gain equal to one in order to ensure that 
the two factors in Eq. 12-19 are unique. 

Step 2. The IMC controller is specified as 

G* = _1_/ 
c a_ (12-20) 

where f is a low-pass filter with a steady-state gain of 
one.2 It typically has the form 

1 
f= (-reS+ 1Y (12-21) 

In analogy with the DS method, T c is the desired 
closed-loop time constant. Parameter r is a positive in­
teger. The usual choice is r = 1. 

Note that the IMC controller in Eq. 12-20 is based on 
the invertible part of the proc~ss m2del, C;_, rather 
than the entire process model, G. If G had been used, 
~e controller could contain a prediction term e +es jif 
G+ contains a time delay 8), or an unstable pole (if G+ 
contains a right-half plane zero). Thus, by employing 
the factorization of (12-19) and using a filter of the 
form of (12-21), the resulting IMC controller G~ is 
guaranteed to be physically realizable and stable. In 
general, the noninvertible part of the model, G +, 

2The term low-pass filter is a frequency response concept that will be 
explained in Chapter 14. 

places limitations on the performance that can be 
achieved by any control system (Goodwin et al., 2001). 
Because the standard IMC design method is based on 
pole-zero cancellation, the IMC approach must be 
modified for processes that are open-loop unstable. 

For the ideal situation where the process model is per­
fect (G = G), substituting Eq. 12-20 into (12-18) gives 
the closed-loop expression 

(12-22) 

Thus, the closed-loop transfer function for set-point 
changes is 

y ~ 

-=G+f 
Ysp 

(12-23) 

The IMC and Direct Synthesis (DS) design methods 
can produce equivalent controllers and identical 
closed-loop responses, even when modeling errors are 
present. This equivalence occurs if the desired transfer 
function (Y!Ysp)d in (12-3b) is set equal to Y!Ysp in 
(12-23). Recall that Eq. 12-16 shows how to convert 
G~ to the equivalent Gc. 

The IMC design method is illustrated in the follow­
ing example. 

EXAMPLE 12.2 

Use the IMC design method to design two controllers for 
the FOPTD model in (12-10). Assume thatfis specified by 
(12-21) with r = 1, and consider two approximations for 
the time-delay term: 

(a) 1/1 Pade approximation: 

e 
1- -s 

-es- 2 e =---e 
1 + -s 

2 

(b) First-order Taylor series approximation: 

e-es = 1 - es 

SOLUTION 

(a) Substituting Eq. 12-24a into (12-10) gives 

~ ~ ~ 

Factor this model as G = G+ G_ where 

~ e 
G+ = 1 - -s 

2 

(12-24a) 

(12-24b) 

(12-25) 

(12-26) 



and 

(12-27) 

Note that G+ has a steady-state gain of one, as re­
quired in the IMC design procedure. 

Substituting Eqs. 12-27 and 12-21 into Eq. 12-20 and 
setting r = 1 gives 

(1 + ~s)(-rs + 1) 
G*=-------

c K(TcS + 1) 
(12-28) 

The equivalent controller Gc can be obtained from 
Eq.12-16, 

(12-29) 

and rearranged into the PID controller of (12-13) with: 

1 2(i)+ 1 e -r 

Kc= K2(~)+1, T[=z-+ T, -rn= 2(i)+1 

(12-30) 

(b) Repeating this derivation for the Taylor series approx­
imation gives a standard PI controller for Gc: 

1 T 
Kc = K Tc + 9' TJ = T (12-31) 

A comparison of (12-30) and (12-31) indicates that the 
type of controller that is designed depends on the 
time-delay approximation. Furthermore, the IMC 
controller in (12-31) is identical to the DS controller 
for a first-order-plus-time-delay model. This equiva­
lence can be confirmed by noting that the DS con­
troller settings in (12-14) reduce to the IMC settings in 
(12-31) for -r1 = T and Tz = 0. 

Selection of Tc 

The choice of design parameter Tc is a key decision in 
both the DS and IMC design methods. In general, in­
creasing Tc produces a more conservative controller be­
cause Kc decreases while T1 increases. Several IMC 
guidelines for Tc have been published for the FOPTD 
model in Eq. 12-10: 

1. Tcf8 > 0.8 and Tc > 0.1 T 
2. T > Tc > 8 

3. Tc = 8 

(Rivera et al., 1986) 
(Chien and 
Fruehauf, 1990) 
(Skogestad, 2003) 
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For more general process models with a dominant 
time constant, Tctom, guideline (2) can be generalized 
to: Tctom > Tc > 8. For example, setting Tc = Tctom/3 
means that the desired closed-loop response is three 
times faster than the open-loop response. 

12.3 CONTROLLER TUNING RELATIONS 

In the last section, we have seen that model-based de­
sign methods such as DS and IMC produce PI or PID 
controllers for certain classes of process models. Ana­
lytical expressions for PID controller settings have 
been derived from other perspectives as well. These ex­
pressions are referred to as controller tuning relations, 
or just tuning relations. In this section we present some 
of the most widely used tuning relations as well as some 
promising new ones. 

12.3.1 IMC Tuning Relations 

The IMC method can be used to derive PID controller 
settings for a variety of transfer function models. Differ­
ent tuning relations can be derived depending on the 
type of lowpass filter f and time-delay approximation 
(e.g., Eq. 12-24) that are selected (Rivera et al., 1986; 
Chien and Fruehauf, 1990; Skogestad, 2003). 

Table 12.1 presents the PID controller tuning rela­
tions for the parallel form that were derived by Chien 
and Fruehauf (1990) for common types of process 
models. The IMC filter f was selected according to 
Eq. 12-21 with r = 1 for first-order and second-order 
models. For models with integrating elements, the 
following expression was employed: 

(2Tc- C)s + 1 do+ I f = where C = --
(Tcs + 1)2 ds s=O 

(12-32) 

In Table 12.1 two controllers are listed for some 
process models ( cf. controllers G and H, and also M 
and N). For these models, the PI controller in the first 
row was derived based on the time-delay approxima­
tion in (12-24b ), while the PID controller in the next 
row was derived based on (12-24a). The tuning rela­
tions in Table 12.1 were derived for the parallel form 
of the PID controller in Eq. 12-13. The derivations 
are analogous to those for Example 12.2. Chien and 
Fruehauf (1990) have reported the equivalent tuning 
relations for the series form of the PID controller in 
Chapter 8. The controller settings for the parallel 
form can easily be converted to the corresponding set­
tings for the series form, and vice versa, as shown in 
Table 12.2. 

The following example illustrates the use of the tun­
ing relations in Table 12.1. 
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Table 12.1 IMC-Based PID Controller Settings for Gc(s) (Chien and Fruehauf, 1990) 

Case 

A 

B 

c 

Model 

K 
TS + 1 

K 

T 

D 

T2s2 + 2~TS + 1 

K(-13s + 1) 
13 > 0 

T2s2 + 2~TS + 1' 

E 

F 

G 

H 

I 

J 

K 

L 

M 

N 

0 

K 
s 

K 
s(Ts + 1) 
Ke-6s 

TS + 1 

Ke-6s 

TS + 1 

K(T3S + 1)e-es 

(TlS + 1)(TzS + 1) 

K(T3S + 1)e-es 

T2s2 + 2~TS + 1 

K(-T3S + 1)e-es 

(TlS + 1)(TzS + 1) 

K(--r3s + 1)e-es 

T2s2 + 2~TS + 1 

Ke--1ls 

s(Ts + 1) 

Tc 

2Tc + T 

T~ 
T 

Tc + 6 

e 
T+z 

e 
Tc + Z 
Tl + Tz- T3 

Tc + 6 

Tc + T3 + 6 

Tc + T3 + 6 

Table 12.2 Equivalent PID Controller Settings for the 
Parallel and Series Forms 

Parallel Form 

Kc = K~(1 + :~) 
TJ = TJ + T'v 

TDTJ 
TD = 

TJ + TD 

Series Form 

K~ = ~c (1 + Y1 - 4Tvhi) 

TJ = ~ (1 + Y1 - 4Tv/TJ) 

T'v = ~ (1 - Y1 - 4Tvh1) 

tThese conversion equations are only valid if -rviTI :s 0.25. 

TJ 

T 

T 

T 

2~ 

T6 
2T + e 

T!Tz- (Tl + Tz- T3)T3 
Tl + Tz- T3 

T2 - (2~T - T3)T3 
2~T - T3 

T3e 
2~ T + _ __:c____ 

Tc + T3 + 6 

2Tc + T + 6 

EXAMPLE 12.3 

A process model for a liquid storage system is given by 
Chien and Fruehauf (1990): 

~ Ke-7.4s 
G(s) = --

s 
Use Table 12.1 to calculate PI and PID controller set­
tings forK = 0.2 and Tc = 8. Repeat for Tc = 15 and do 
the following: 

(a) Compare the four controllers for unit step change~)n 
the set point and disturbance, assuming that Gd = G. 



(b) In order to characterize the robustness of each con­
troller of part (a), determine Kmax• the largest value of 
K that results in a stable closed-loop system for each 
controller. 

SOLUTION 

(a) For this integrating process, G+ = e-es, and thus 
C = -e in (12-32). The IMC controller settings for 
controllers M and N in Table 12.1 are 

y 

y 

Kc TJ Tn 

PI (Tc = 8) 0.493 23.4 
PI (Tc = 15) 0.373 37.4 
PID (Tc = 8) 0.857 23.4 3.12 
PID (Tc = 15) 0.535 37.4 3.33 

The closed-loop responses in Fig. 12.7 are more slug­
gish and less oscillatory for Tc = 15 than they are for 
Tc = 8. Also, for Tc = 15 the overshoot is smaller for 
the set-point change, and the maximum deviation is 
larger after the disturbance. The PID controller 
provides a better disturbance response than the PI 
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Figure 12.7 Simulation results for Example 12.3: PI 
control (top) and PID control (bottom). 
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controller with a smaller maximum deviation. In addi­
tion, the PID controller has a very short settling time 
for Tc = 8, which gives it the best performance of the 
four controllers considered. 

(b) Let Kmax denote the maximum value of K that results 
in a stable closed-loop system. The numerical value of 
Kmax can be obtained from a stability analysis. For ex­
ample, the Routh Stability Criterion of Chapter 11 
can be used with a time-delay approximation (e.g., 
Eq. 12-24) to calculate an approximate value of Kmax· 

The exact values can be obtained by applying fre­
quency response stability criteria that will be intro­
duced in Chapter 14. 

The numerical results shown in the following table 
indicate that K can increase significantly from its 
nominal value of 0.2 before the closed-loop system 
becomes unstable. Thus, these IMC controllers are 
quite robust and become even more so as Tc in­
creases. The approximate values of Kmax were 
obtained by using the time-delay approximation in 
Eq. 12-24b. 

Kmax 

Controller Tc Approximate Exact 

PI 8 0.274 0.356 
PI 15 0.363 0.515 

PID 8 0.376 0.277 
PID 15 0.561 0.425 

Lag-Dominant Models (Oh << 1) 

First- or second-order models with relatively small 
time delays (efT<< 1) are referred to as lag-dominant 
models. The IMC and DS methods provide satisfactory 
set-point responses, but very slow disturbance re­
sponses, because the value of TJ is very large. Fortu­
nately, this problem can be solved in two different 
ways. 

1. Approximate the lag-dominant model by an 
integrator-plus-time-delay model (Chien and 
Fruehauf, 1990). As indicated in Section 7.2.3, the 
integrator-plus-time-delay model in Eq. 12-33 
provides an accurate approximation to the 
FOPTD model in Eq. 12-10 for the initial portion 
of the step response: 

G(s) (12-33) 

In Eq. 12-33, K* ~ KIT. Then the IMC tuning re­
lations in Table 12.1 for either controller M or N 
can be applied. 
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2. Limit the value of Tf· For lag-dominant models, 1.5.--------.----.----.---,---------.-----.----.---.-------.----, 
the standard IMC controllers for first- and sec­
ond-order models provide sluggish disturbance re­
sponses because -r1 is very large. For example, 
controller G in Table 12.1 has -r1 = T where T is 
very large. As a remedy, Skogestad (2003) has 
proposed limiting the value of Ti 

-r1 = min {-r, 4(-rc + 8)} (12-34) 

EXAMPLE 12.4 

Consider a lag-dominant model with BIT= 0.01: 

G~() _ 100 -s 
s - 100s + 1 e 

Design three PI controllers: 

(a) IMC (-rc = 1) 

(b) IMC (-rc = 2) based on the integrator approximation 
ofEq. 12-33 

(c) IMC (-rc = 1) with Skogestad's modification (Eq. 
12-34) 

Evaluate the three controllers by comparing their per­
formance for unit step changes in both set point and dis­
turbance. Assume that the model is perfect and that 
Gd(s) = G(s). 

SOLUTION 

The PI controller settings are 

Controller 

(a) IMC 
(b) Integrator approximation 
(c) Skogestad 

0.5 
0.556 
0.5 

100 
5 
8 

The simulation results in Fig. 12.8 indicate that the IMC 
controller provides an excellent set-point response, while 
the other two controllers have significant overshoots and 

12.3.2 Tuning Relations Based on Integral 
Error Criteria 

Controller tuning relations have been developed that 
optimize the closed-loop response for a simple process 
model and a specified disturbance or set-point change. 
The optimum settings minimize an integral error crite­
rion. Three popular integral error criteria are 

1. Integral of the absolute value of the error (IAE) 

(12-35) 

-------
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Figure 12.8 Comparison of set-point responses (top) and 
disturbance responses (bottom) for Example 12.4. 

longer settling times. However, the IMC controller pro­
duces an unacceptably slow disturbance response owing to 
its large TJ value, although the response does eventually 
return to zero owing to the integral action. The other two 
controllers provide much better disturbance rejection in 
view of their smaller settling times. 

Thus, although the standard IMC tuning rules produce 
very sluggish disturbance responses for very small BIT 
ratios, simple remedies are available, as demonstrated in 
cases (b) and (c). 

where the error signal e(t) is the difference between 
the set point and the measurement. 

2. Integral of the squared error (ISE) 

(12-36) 

3. Integral of the time-weighted absolute error 
(ITAE) 

(12-37) 
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Figure 12.9 Graphical interpretation of IAE. The shaded 
area is the IAE value. 

The ISE criterion penalizes large errors, while the 
IT AE criterion penalizes errors that persist for long 
periods of time. In general, the IT AE is the preferred 
criterion, because it usually results in the most conser­
vative controller settings. By contrast, the ISE crite­
rion provides the most aggressive settings, while the 
IAE criterion tends to produce controller settings that 
are between those for the IT AE and ISE criteria. A 
graphical interpretation of the IAE performance index 
is shown in Fig. 12.9. 

Controller tuning relations for the IT AE perfor­
mance index are shown in Table 12.3. These relations 
were developed for the FOPTD model of Eq. 12-10 
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and the parallel form of the PID controller in Eq. 12-13. 
It was also assumed that the disturbance and process 
transfer functions in Fig. 12.2 are identical (that is, 
Gd = G). Note that the optimal controller settings 
are different for set-point changes and step distur­
bances. In general, the controller settings for set­
point changes are more conservative. 

12.3.3 Miscellaneous Tuning Relations 

Two early controller tuning relations were published by 
Ziegler and Nichols (1942) and Cohen and Coon (1953). 
These well-known tuning relations were developed to 
provide closed-loop responses that have a 1/4 decay 
ratio (see Section 5.4). Because a response with a 1/4 
decay ratio is considered to be excessively oscillatory 
for most process control applications, these tuning rela­
tions are not recommended. 

Other PID design methods and tuning relations are 
available in books (Astrom and Hagglund, 2006; 
McMillan, 2006; Visioli, 2006) and in an extensive com­
pilation (O'Dwyer, 2003). 

12.3.4 Comparison of Controller Design 
and Tuning Relations 

Although the design and tuning relations of the previ­
ous sections are based on different performance crite­
ria, several general conclusions can be drawn: 

1. The controller gain Kc should be inversely propor­
tional to the product of the other gains in the feed­
back loop (i.e., Kc oc 1/ K where K = KvKpKm)· 

2. Kc should decrease as SIT, the ratio of the time 
delay to the dominant time constant increases. In 
general, the quality of control decreases as SIT 

Table 12.3 Controller Design Relations Based on the IT AE Performance Index 
and a First-Order-plus-Time-Delay Model (Smith and Corripio, 1997)a 

Type of Input Type of Controller Mode A B 

Disturbance PI p 0.859 -0.977 
I 0.674 -0.680 

Disturbance PID p 1.357 -0.947 
I 0.842 -0.738 
D 0.381 0.995 

Set point PI p 0.586 -0.916 
I 1.03b -0.165b 

Set point PID p 0.965 -0.85 
I 0.796b -0.1465b 
D 0.308 0.929 

a Design relation: Y = A(eh)B where Y = KKc for the proportional mode, Th1for the 
integral mode, and Tvh for the derivative mode. 

b For set-point changes, the design relation for the integral mode is Th1 =A + B(eh). 
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increases due to longer settling times and larger 
maximum deviations from the set point. 

3. Both T[ and TD should increase as efT increases. 
For many controller tuning relations, the ratio, 
-rnf-rb is between 0.1 and 0.3. As a rule of thumb, 
use -rnf-r1 = 0.25 as a first guess. 

4. When integral control action is added to a 
proportional-only controller, Kc should be 
reduced. The further addition of derivative ac­
tion allows Kc to be increased to a value greater 
than that for proportional-only control. 

Similar trends occur for the control system design 
methods based on frequency response criteria that will 
be considered in Chapter 14. 

Although the tuning relations in the previous sec­
tions were developed for the parallel form of PID con­
trol, they can be converted to the series form by using 
Table 12.2. 

EXAMPLE 12.5 

A blending system with a measurement time delay can be 
modeled as 

1.54e -1.07s 

G(s) = 5.93s + 1 

Calculate PI controller settings using the following tuning 
relations: 

(a) IMC (-rc = -r/3) 

(b) IMC (-rc = e) 

(c) ITAE (disturbance) 
(d) ITAE (set point) 

SOLUTION 

The calculated PI controller settings are 

Kc 

IMC (-rc = -r/3 = 1.97) 1.27 
IMC (-rc = e = 1.07) 1.sot 
IT AE (disturbance) 2.97 
ITAE (set point) 1.83 

TJ 

5.93 
5.93t 
2.75 
5.93 

The IT AE (disturbance) settings are the most aggressive, 
and the IMC settings (-rc = -r/3) are the least aggressive. The 
settings for IMC (-rc = e) and ITAE (set point) are almost 
identical for this example, but this is not true in general. 

12.4 CONTROLLERS WITH TWO 
DEGREESOFFREEDOM 

The specification of controller settings for a standard 
PID controller typically requires a tradeoff between 
set-point tracking and disturbance rejection. For most 

Figure 12.10 Implementation of set-point changes. 

single-loop controllers in the process industries, distur­
bance rejection is more important than set-point track­
ing, although one exception occurs when the set point 
is calculated by another controller (see Section 16.1). 
Thus, it is reasonable to tune the controller for satis­
factory disturbance rejection, especially if it can be 
achieved without sacrificing set-point tracking. Fortu­
nately, two simple strategies can be used to adjust the 
set-point and disturbance responses independently. 
These strategies are referred to as controllers with two 
degrees of freedom (Goodwin et al., 2001). 

The first strategy is very simple. Set-point changes 
are introduced gradually rather than as abrupt step 
changes. For example, the set point can be ramped to 
the new value as shown in Fig. 12.10 or "filtered" by 
passing it through a first-order transfer function, 

1 
(12-38) 

where Y;'p denotes the filtered set point that is used in 
the control calculations. The filter time constant, TJ, de­
termines how quickly the filtered set point will attain 
the new value, as shown in Fig. 12.10. This strategy can 
significantly reduce, or even eliminate, overshoot for 
set-point changes. 

A second strategy for independently adjusting the 
set-point response is based on a simple modification of 
the PID control law in Chapter 8, 

[ 1 t dy ] p(t) = p + Kc e(t) + TJ }o e(t*)dt* - TD d~ (8-17) 

where Ym is the measured value of y and e is the error 
signal, e ~ Ysp - Ym· The control law modification 
consists of multiplying the set point in the propor­
tional term by a set-point weighting factor, [3: 

p(t) = P + Kc[I3Ysp(t) - Ym(t)] 

[ 1 1t dy ] + Kc - e(t*)dt* - TD ______!!!_ 
TJ 0 dt 

(12-39) 

The set-point weighting factor is bounded, 0 < 13 < 1, 
and serves as a convenient tuning factor (Astrom and 
Hagglund, 2006). Note that the integral and derivative 



control terms in (8-17) and (12-39) are the same. Con­
sequently, offset is eliminated for all values of 13. 

In general, as 13 increases, the set-point response be­
comes faster but exhibits more overshoot. When 13 = 1, 
the modified PID control law in Eq. 12-39 reduces to 
the standard PID control law in Eq. 8-17. 

EXAMPLE 12.6 

For the first-order-plus-time-delay model of Example 12.4, 
the PI controller for case (b) provided the best distur­
bance response. However, its set-point response had a sig­
nificant overshoot. Can set-point weighting significantly 
reduce the overshoot without adversely affecting the set­
tling time? 

SOLUTION 

Figure 12.11 compares the set-point responses for a PI 
controller with and without set-point weighting. Set-point 
weighting with 13 = 0.5 provides a significant improve­
ment, because the overshoot is greatly reduced and the 
settling time is significantly decreased. Because the distur­
bance response in Fig. 12.8 is independent of the value of 
13, the stated goal is achieved. 

y 

0.5 

10 
Time 

--13=1 
---13=0.5 

15 

Figure 12.11 Influence of set-point weighting on closed­
loop responses for Example 12.6. 

20 

We have considered two simple but effective strate­
gies for adjusting the set-point response without affect­
ing the disturbance response: set-point filtering (or 
ramping) and the use of a set-point weighting factor 13. 

12.5 ON-LINE CONTROLLER TUNING 

The control systems for modern industrial plants typi­
cally include thousands of individual control loops. Dur­
ing control system design, preliminary controller settings 
are specified based on process knowledge, control objec­
tives, and prior experience. After a controller is installed, 
the preliminary settings often prove to be satisfactory. 
But for critical control loops, the preliminary settings 
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may have to be adjusted in order to achieve satisfactory 
control. This on-site adjustment is referred to by a vari­
ety of names: on-line tuning, field tuning, or controller 
tuning. 

Because on-line controller tuning involves plant 
testing, often on a trial-and-error basis, the tuning can 
be quite tedious and time-consuming. Consequently, 
good initial controller settings are very desirable to re­
duce the required time and effort. Ideally, the prelimi­
nary settings from the control system design can be 
used as the initial field settings. If the preliminary set­
tings are not satisfactory, alternative settings can be 
obtained from simple experimental tests. If necessary, 
the settings can be fine-tuned by a modest amount of 
trial and error. 

In this chapter, we present three important methods 
for on-line controller tuning. More detailed analysis 
and a wealth of practical experience are available 
in books by industrial practitioners (McMillan, 2006; 
Shinskey, 1994) and university researchers (Astrom 
and Hagglund, 2006; Yu, 1999). Software for con­
troller tuning is also widely available. 

Next, we make a few general observations: 

1. Controller tuning inevitably involves a tradeoff 
between performance and robustness. The per­
formance goals of excellent set-point tracking and 
disturbance rejection should be balanced against 
the robustness goal of stable operation over a 
wide range of conditions. 

2. Controller settings do not have to be precisely 
determined. In general, a small change in a con­
troller setting from its best value (for example, 
::!:: 10%) has little effect on closed-loop responses. 

3. For most plants, it is not feasible to manually 
tune each controller. Tuning is usually done by a 
control specialist (engineer or technician) or by a 
plant operator. Because each person is typically 
responsible for 300 to 1,000 control loops, it is not 
feasible to tune every controller. Instead, only the 
control loops that are perceived to be the most 
important or the most troublesome receive de­
tailed attention. The other controllers typically 
operate using the preliminary settings from the 
control system design. 

4. Diagnostic techniques for monitoring control 
system performance are available. This topic is 
introduced in Chapter 21. 

Next we consider three important on-line tuning 
methods. 

12.5.1 Continuous Cycling Method 

Over 60 years ago, Ziegler and Nichols (1942) pub­
lished a classic paper that introduced the continuous 
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cycling method for controller tuning. It is based on the 
following trial-and-error procedure: 

Step 1. After the process has reached steady state 
(at least approximately), eliminate the integral and 
derivative control action by setting -rv to zero and -r1 

to the largest possible value. 

Step 2. Set Kc equal to a small value (e.g., 0.5) and 
place the controller in the automatic mode. 

Step 3. Introduce a small, momentary set-point 
change so that the controlled variable moves away 
from the set point. Gradually increase Kc in small in­
crements until continuous cycling occurs. The term 
continuous cycling refers to a sustained oscillation 
with a constant amplitude. The numerical value of Kc 
that produces continuous cycling (for proportional­
only control) is called the ultimate gain, Kcu- The 
period of the corresponding sustained oscillation is 
referred to as the ultimate period, P u· 

Step 4. Calculate the PID controller settings using the 
Ziegler-Nichols (Z-N) tuning relations in Table 12.4 
or the more conservative Tyreus-Luyben settings. 

Step 5. Evaluate the Z-N controller settings by intro­
ducing a small set-point change and observing the 
closed-loop response. Fine-tune the settings, if necessary. 

The tuning relations reported by Ziegler and 
Nichols (1942) were determined empirically to provide 
closed-loop responses that have a 1/4 decay ratio. For 
proportional-only control, the Z-N settings in Table 12.4 
provide a safety margin of two for Kc, because it is 
equal to one-half of the stability limit, Kcu· When inte­
gral action is added to form a PI controller, Kc is re­
duced from 0.5Kcu to 0.45Kcu· The stabilizing effect of 
derivative action allows Kc to be increased to 0.6 Kcu 
for PID control. 

Typical results for the trial-and-error determination 
of Kcu are shown in Fig. 12.12. For Kc < Kcu, the closed­
loop response y(t) is usually overdamped or slightly 
oscillatory. For the ideal case where Kc = Kcu, contin­
uous cycling occurs (Fig. 12.12b ). For Kc > Kcw the 

Table 12.4 Controller Settings based on the Continuous 
Cycling Method 

Ziegler-Nichols Kc TJ Tn 
p 0.5Kcu 
PI 0.45Kcu Pu/1.2 
PID 0.6Kcu Puf2 Puf8 

Tyreus-Luyben t Kc TJ Tn 

PI 0.31Kcu 2.2Pu 
PID 0.45Kcu 2.2Pu Pu/6.3 

t Luyben and Luyben (1997). 

y y 

Time Time 

(a) Kc < Kcu (b) Kc = Kcu 

y y 

Time Time 

(c) Kc > Kcu (without saturation) (d) Kc > Kcu (with saturation) 

Figure 12.12 Experimental determination of the ultimate 
gain Kcu· 

closed-loop system is unstable and will theoretically 
have an unbounded response (Fig. 12.12c). But in 
practice, controller saturation prevents the response 
from becoming unbounded and produces continuous 
cycling instead (cf. Fig. 12.12d). If Fig. 12.12d were 
used to determine Kcw both the estimated value of Kcu 
and the calculated value of Kc would be too large. 
Thus, it is very important that controller saturation be 
avoided during the experimental tests. 

The continuous cycling method, or a modified ver­
sion of it, is frequently recommended by control system 
vendors. Even so, the continuous cycling method has 
several major disadvantages: 

1. It can be quite time-consuming if several trials are 
required and the process dynamics are slow. The 
long experimental tests may result in reduced pro­
duction or poor product quality. 

2. In many applications, continuous cycling is objec­
tionable, because the process is pushed to the sta­
bility limits. Consequently, if external disturbances 
or process changes occur during the test, unstable 
operation or a hazardous situation could result 
(e.g., a "runaway" chemical reaction). 

3. This tuning procedure is not applicable to inte­
grating or open-loop unstable processes, because 
their control loops typically are unstable at both 
high and low values of Kc, while being stable for 
intermediate values. 

4. For first-order and second-order models without 
time delays, the ultimate gain does not exist, be­
cause the closed-loop system is stable for all val­
ues of Kc, providing that its sign is correct. 
However, in practice, it is unusual for a control 
loop not to have an ultimate gain. 



Fortunately, the first two disadvantages can be avoided 
by using either the relay auto-tuning method or the step 
test method described later in this section. Alterna­
tively, if a process model is available, Kcu and Pu can be 
determined from a frequency response analysis, as de­
scribed in Chapter 14. 

The Z-N controller settings have been widely used as 
a benchmark for evaluating different tuning methods 
and control strategies. Because they are based on a 1/4 
decay ratio, the Z-N settings tend to produce oscilla­
tory responses and large overshoots for set-point 
changes. Consequently, more conservative controller 
settings are preferable such as the Tyreus-Luyben set­
tings in Table 12.4. 

Despite their prominence in the process control lit­
erature, it is not certain whether the famous Z-N tun­
ing relations for PID control were developed for the 
series or parallel form of the controller (Astrom et al., 
2001). Although the PID equations were developed 
for a Taylor Instruments pneumatic PID controller 
that had a series structure, simulation studies were 
conducted with a differential analyzer (Blickley, 1990) 
that may have facilitated simulation of the parallel 
structure. Furthermore, applying the Z-N settings in 
the parallel form produces more conservative control 
(Skogestad, 2003). Consequently, it is reasonable to 
apply the Z-N settings to the parallel form and then 
convert the settings to series form, if necessary, using 
Table 12.2. 

Figure 12.13 Comparison of PID controllers 
for Example 12.7. 
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EXAMPLE 12.7 

For the process model of Example 12.1, 

G = 2e-s 
(lOs + 1)(5s + 1) 

compare PID controllers with the following settings: 

(a) Ziegler-Nichols (Z-N) settings (Table 12.4) 

(b) Tyreus-Luyben (T-L) settings (Table 12.4) 

(c) Direct Synthesis (DS) method with Tc = 3 (see 
Eq. 12-14) 

Evaluate these controllers for unit step changes in both 
the set point and the disturbance, assuming that Gd = G. 

SOLUTION 

The ultimate gain and ultimate period were determined by 
trial and error to be Kcu = 7.88 and Pu = 11.66. The calcu­
lated PID controller settings are 

Method 

Z-N 
T-L 
DS 

4.73 
3.55 
1.88 

5.8 
25.8 
15.0 

1.45 
1.84 
3.33 

These controller settings and the closed-loop responses in 
Fig. 12.13 indicate that the Z-N settings are the most ag­
gressive and produce oscillatory responses. The Z-N con­
troller provides the best control for the disturbance and 
the worst for the set-point change. The T-L and DS con­
trollers result in satisfactory set-point responses but slug­
gish disturbance responses. 

-- Ziegler-Nichols 

--- Tyreus-Luyben 

----Direct Synthesis 

40 60 80 100 120 140 160 
Time (min) 
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Calculation of Mode[ Parameters from Kcu and P u 

Model parameters for simple transfer function models 
can be calculated from Kcu and PU' Then the model­
based design methods in Sections 12.2 and 12.3 can be 
used to calculate controller settings from the model pa­
rameters. We illustrate this strategy for two important 
process models. 

1. Integrator-plus-time-delay model: 

G(s) = Ke-as 
s 

(12-40) 

The model parameters can be calculated from the 
following equations (Yu, 1999): 

Pu e =-
4 

2. First-order-plus-time-delay model: 

Ke-1Js 
G(s) = -rs + 1 

(12-41) 

(12-42) 

(12-43) 

The time constant can be calculated from either 
one of two equations (Yu, 1999): 

_ Pu ['IT(Pu- 28)] 
T - 2Tr tan Pu (12-44) 

or 

T = p u V(KK )2 - 1 
2Tr cu 

(12-45) 

However, Eqs. 12-44 and 12-45 contain three un­
known model parameters, K, e, and T. Thus, either 
the time delay 8 or the steady-state gain K must be 
known in order to calculate the other two parame­
ters from (12-44) or (12-45). For example, suppose 
that 8 is estimated by visual inspection of an open­
loop step response (see Chapter 7). Then T can be 
calculated from (12-44) and K from a rearranged 
version of (12-45). 

12.5.2 Relay Auto-Tuning 

Astrom and Hagglund (1984) have developed an attrac­
tive alternative to the continuous cycling method. In 
their relay auto-tuning method, a simple experimental 
test is used to determine Kcu and P U' For this test, the 
feedback controller is temporarily replaced by an on-off 
controller (or relay). After the control loop is closed, 
the controlled variable exhibits a sustained oscillation 
that is characteristic of on-off control (cf. Section 8.4). 
The operation of the relay auto-tuner includes a dead 
zone as shown in Fig. 12.14. The dead band is used to 
avoid frequent switching caused by measurement noise. 

Controller i 
output~ 

Time 

Figure 12.14 Auto-tuning using a relay controller. 

Process 
output 

The ultimate gain and the ultimate period can easily 
be obtained from Fig. 12.14. The ultimate period Puis 
equal to the period of oscillation for the process out­
put. Astrom and Hagglund (1984) derived an approxi­
mate expression for the ultimate gain, 

K=.±!!_ 
cu 'IT a (12-46) 

where dis the relay amplitude (set by the user) and a is 
the measured amplitude of the process oscillation. PID 
controller settings can then be calculated from the Z-N 
settings in Table 12.6 or from the model parameters in 
Eqs. 12-40 to 12-45. The relay auto-tuning method has 
several important advantages compared to the continu­
ous cycling method: 

1. Only a single experimental test is required instead 
of a trial-and-error procedure. 

2. The amplitude of the process output a can be re­
stricted by adjusting relay amplitude d. 

3. The process is not forced to a stability limit. 
4. The experimental test is easily automated. 

The relay auto-tuning method also has a disadvantage. 
For slow processes, it may not be acceptable to subject 
the process to the two to four cycles of oscillation re­
quired to complete the test. 

In this section, we have considered only the basic 
version of the relay auto-tuner. Modifications and 
extensions are available for nonlinear, open-loop un­
stable, and multiple-input, multiple-output processes 
(Yu, 1999; Hang et al., 2002). 

12.5.3 Step Test Method 

In their classic paper, Ziegler and Nichols (1942) pro­
posed a second on-line tuning technique based on a 



single step test. The experimental procedure is quite 
simple. After the process has reached steady state (at 
least approximately), the controller is placed in the man­
ual mode. Then a small step change in the controller 
output (e.g., 3 to 5%) is introduced. The controller set­
tings are based on the process reaction curve (Sec­
tion 7.2), the open-loop step response. Consequently, 
this on-line tuning technique is referred to as the step test 
method or the process reaction curve method. 

Two types of process reaction curves are shown in 
Fig. 12.15 for step changes occurring at t = 0. After an 
initial transient, the measured response Ym for Case 
(a) increases at a constant rate, indicating that the 
process appears to act as an integrating element and 
thus is not self-regulating. In contrast, the hypotheti­
cal process considered in Case (b) is self-regulating, 
because the step response reaches a new steady state. 
Both step responses are characterized by two parame­
ters: S, the slope of the tangent through the inflection 
point, and 8, the apparent time delay. The graphical 
determination of Sand 8 was described in Section 7.2. 
For Case (b), the slope S is equal to KIT for a first­
order-plus-time-delay model. 

An appropriate transfer function model can be ob­
tained from the step response by using the parameter 
estimation methods of Chapter 7. For processes that 
have monotonically increasing step responses, such as 
the responses in Fig. 12.15, the models in Eqs. 12-40 
and 12-43 are appropriate. Then, any of the model-

Ym 

0 e 

Ym Slope= S 

o e 

Time 
(a) 

Time 
(b) 

Figure 12.15 Typical process reaction curves: (a) non-self­
regulating process, (b) self-regulating process. 
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based tuning relations in Sections 12.2 and 12.3 can be 
employed. 

The chief advantage of the step test method is that 
only a single experimental test is necessary. But the 
method does have four disadvantages: 

1. The experimental test is performed under open­
loop conditions. Thus, if a significant disturbance 
occurs during the test, no corrective action is 
taken. Consequently, the process can be upset 
and the test results may be misleading. 

2. For a nonlinear process, the test results can be 
sensitive to the magnitude and direction of the 
step change. If the magnitude of the step change 
is too large, process nonlinearities can influence 
the result. But if the step magnitude is too small, 
the step response may be difficult to distinguish 
from the usual fluctuations due to noise and dis­
turbances. The direction of the step change (posi­
tive or negative) should be chosen so that the 
controlled variable will not violate a constraint. 

3. The method is not applicable to open-loop unsta­
ble processes. 

4. For continuous controllers, the method tends to 
be sensitive to controller calibration errors. By 
contrast, the continuous cycling method is less 
sensitive to calibration errors in K 0 because it is 
adjusted during the experimental test. 

Closed-loop versions of the step test method have 
been proposed as a partial remedy for the first disad­
vantage (Yuwana and Seborg, 1982; Lee et al., 1990). 
Typically, a step change in the set point is introduced 
while the process is controlled using proportional-only 
control. Then the parameters in simple transfer func­
tion models can be estimated from the closed-loop step 
response. 

The second disadvantage can be avoided by making 
multiple step changes instead of a single step. For ex­
ample, if a series of both positive and negative changes 
is made, the effects of disturbances, nonlinearities, and 
control valve hysteresis will become apparent. 

EXAMPLE 12.8 

Consider the feedback control system for the stirred­
tank blending process shown in Fig. 11.1 and the follow­
ing step test. The controller was initially in the manual 
mode, and then its output was suddenly changed from 
30% to 43%. The resulting process reaction curve is 
shown in Fig. 12.16. Thus, after the step change occurred 
at t = 0, the measured exit composition changed from 
35% to 55% (expressed as a percentage of the measure­
ment span), which is equivalent to the mole fraction 
changing from 0.10 to 0.30. Determine an appropriate 

l> 
process model for G = GJpGvGpGm. 
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(b) Process reaction curve 

Figure 12.16 Process reaction curve for Example 12.8. 
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P'= !J.p 

Gc 
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controller 

Figure 12.17 Block diagram for Example 12.8. 

12.6 GUIDELINES FOR COMMON 
CONTROL LOOPS 

s 

[%] 

x;, 
[%] 

General guidelines for selection of controller type (P, PI, 
etc.) and controller settings are available for common 
process variables such as flow rate, liquid level, gas pres­
sure, temperature, and composition. The general guide­
lines presented below are useful but they should be 
used with caution, because exceptions do occur. 

GJp 

1/P 

SOLUTION 

A block diagram for the closed-loop system is shown in 
Fig. 12.17. This block diagram is similar to Fig. 11.7, but 
the feedback loop has been opened between the controller 
and the current-to-pressure (1/P) transducer. A first-order­
plus-time-delay model can be developed from the process 
reaction curve in Fig. 12.16 using the graphical method of 
Section 7.2. The tangent line through the inflection point 
intersects the horizontal lines for the initial and final com­
position values at 1.07 min and 7.00 min, respectively. The 
slope of the line is 

- ( 55% - 35% ) - 0 . 

S - 7.00 - 1.07 min - 3·37 Yo/mm 

The model parameters can be calculated as 

Ax 55% 35o/c K - m - - 0 1 54 (d'm n · nl ) - !:lp - 43% _ 30% = . 1 e sw ess 

e = 1.07 min 

T = 7.00 - 1.07 min = 5.93 min 

The apparent time delay of 1.07 min is subtracted from the 
intercept value of 7.00 min for the T calculation. 

The resulting empirical process model can be expressed as 

x;,(s) 1.54e-l.07s 
p'(s) = G(s) = 5.93s + 1 

Example 12.5 in Section 12.3 provided a comparison of PI 
controller settings for this model that were calculated 
using different tuning relations. 

Pt 

[psi] 
Gv 

Control 
valve 

Gm 

Transmitter 

W:' 2 

[kg/min] 
GP 

X' 1 

Flow Rate 

Flow control loops are widely used in the process indus­
tries. For example, Connell (1996) notes that about half 
of the control loops in oil refineries are used for flow con­
trol. Flow and pressure control loops are characterized 
by fast responses (on the order of seconds), with essen­
tially no time delay. The process dynamics result from 
compressibility (in a gas stream) or inertial effects (in a 



liquid) plus control valve dynamics for large-diameter 
pipelines. Disturbances in flow control systems tend to be 
frequent but generally small. Most of the disturbances 
are high-frequency noise (periodic or random) due to up­
stream turbulence, valve changes, and pump vibration. 

For flow control loops, PI control is generally used 
with intermediate values of the controller gain. Frue­
hauf et al. (1994) recommend the following controller 
settings: 0.5 < Kc < 0.7 and 0.2 < -r1 < 0.3 min. The 
presence of recurring high-frequency noise discourages 
the use of derivative action, because it amplifies the 
noise. Furthermore, because flow control loops usually 
have relatively small settling times (compared to other 
control loops), there is little incentive to use derivative 
action to make the loop respond even faster. 

Liquid Level 

A liquid storage vessel with a pump on its exit line can 
act as an integrating process, as has been discussed in 
Chapters 2 and 11. Standard P or PI controllers are 
widely used for level control. However, as shown in Sec­
tion 11.3, these level control problems have an unusual 
characteristic: increasing the gain of a PI controller can 
increase stability, while reducing the gain can increase 
the degree of oscillation and thus reduce stability. Of 
course, if Kc becomes too large, oscillations or even insta­
bility can result. Integral control action is often used but 
can be omitted if small offsets in the liquid level ( ± 5%) 
can be tolerated. Derivative action is not normally used 
for level control, because the level measurements are 
often noisy as a result of the splashing and turbulence of 
the liquid entering the tank. 

It is common industrial practice to use a liquid stor­
age tank as a surge tank in order to damp out fluctua­
tions in the inlet streams. The control objectives are 
that (1) the exit flow rate from the tank change should 
change gradually, rather than abruptly, in order to 
avoid upsetting downstream process units, (2) the liq­
uid level should be maintained within specified upper 
and lower limits, and (3) the steady-state mass balance 
must be satisfied so that the inlet and outlet flows are 
equal. These three goals can be achieved by allowing 
the liquid level to rise or fall in response to inlet flow 
disturbances. This strategy is referred to as averaging 
level control. 

Because offset is not important in averaging level 
control, it is reasonable to use a proportional-only con­
troller. But if integral control action is desired, St. Clair 
(1993) recommends the following PI controller settings 
for averaging level control: 

K = 100% 
c !J..h (12-47) 

(12-48) 
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where 

!l.h £ min (hmax - hsp• hsp - hmin) (12-49) 

In Eq. 12-49 hmax and hmin are the maximum and mini­
mum allowable liquid levels, and hsp is the set point. 
Each is expressed as a percentage of the level transmit­
ter range. In Eq. 12-47, Vis the tank volume, and Qmax 
is the maximum flow rate through the control valve. 
Equations 12-47 and 12-49 ensure that the controller out­
put will be at a saturation limit (0% or 100%) when the 
absolute value of the controller error is larger than !J..h. 

Nonlinear versions of PI control are sometimes used 
for averaging level control, especially error-squared con­
trollers where the controller gain is proportional to the 
error signal (see Chapter 16). Error-squared controllers 
offer the advantage of a large control action when the 
controlled variable is far from the set point, and a small 
control action when it is near. However, they must be 
tuned carefully in order to guarantee stable responses 
over the entire operating range (Shinskey, 1994). 

For some applications, tight level control is desirable. 
For example, a constant liquid level is desirable for 
some chemical reactors or bioreactors in order to keep 
the residence time constant. In these situations, the 
level controller settings can be specified using standard 
tuning methods. If level control also involves heat 
transfer, such as for a vaporizer or an evaporator, the 
controller design becomes much more complicated. In 
such situations special control methods can be advanta­
geous (Shinskey, 1994). 

Gas Pressure 

The control of gas pressure is very analogous to the 
control of liquid level in the sense that some applica­
tions use averaging control while others require tight 
control around a set point. However, high and low 
limits are usually a more serious concern for pressure 
control than for level control, because of safety and 
operational issues. For self-regulating processes, pres­
sure is relatively easy to control, except when the gas 
is in equilibrium with a liquid. Gas pressure is self­
regulating when the vessel (or pipeline) admits more 
feed when the pressure is low, and reduces the intake 
when the pressure becomes high. Integrating processes 
occur when the exit pressure is determined by a com­
pressor, in analogy to liquid level when there is a 
pump for the exit stream. For pressure control, PI con­
trollers are normally used with only a small amount of 
integral control action (i.e., -r1 is large). Usually the 
pressure vessel is not large, leading to relatively small 
residence times and time constants. Derivative action 
is normally not needed because the process response 
times are usually quite small compared to those of 
other process operations. 
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Temperature 

General guidelines for temperature control loops are 
difficult to state because of the wide variety of 
processes and equipment involving heat transfer and 
their different time scales. For example, the tempera­
ture control problems are quite different for heat ex­
changers, distillation columns, chemical reactors, and 
evaporators. The presence of time delays and/or multi­
ple thermal capacitances will usually place a stability 
limit on the controller gain. PID controllers are com­
monly employed to provide quicker responses than can 
be obtained with PI controllers. 

Composition 

Composition control loops generally have characteris­
tics similar to temperature loops but with certain differ­
ences: 

1. Measurement (instrument) noise is a more signifi­
cant problem in composition loops. 

2. The time delay associated with the analyzer and 
its sampling system may be a significant factor. 

These two factors can limit the effectiveness of deriva­
tive action. Because of their importance and the diffi­
culty of control, composition and temperature loops 
often are prime candidates for the advanced control 
strategies discussed in Chapters 16, 18, and 20. 

12.7 TROUBLESHOOTING CONTROL 
LOOPS 

If a control loop is not performing satisfactorily, then 
troubleshooting is necessary to identify the source of 
the problem. Ideally, it would be desirable to evaluate 
the control loop over the full range of process operat­
ing conditions during the commissioning of the plant. 
In practice, this is seldom feasible. Furthermore, the 
process characteristics can vary with time for a variety 
of reasons, including changes in equipment and instru­
mentation, different operating conditions, new feed­
stocks or products, and large disturbances. Surveys of 
thousands of control loops have confirmed that a large 
fraction of industrial control loops perform poorly. For 
example, surveys have reported that about one-third of 
the industrial control loops were in the manual mode, 
and another one-third actually increased process vari­
ability over manual control, a result of poor controller 
tuning (Ender, 1993; Desborough and Miller, 2002). 
Clearly, controller tuning and control loop trouble­
shooting are important activities. 

This section provides a brief introduction to the basic 
principles and strategies that are useful in troubleshooting 
control loops. More detailed analyses that provide useful 
insights are available elsewhere (Buckley, 1973; Ender, 
1992; Riggs and Karim, 2006; Lieberman, 2008). 

An important consideration for troubleshooting activi­
ties is to be aware that the control loop consists of a 
number of individual components: sensor/transmitter, 
controller, final control element, instrument lines, com­
puter-process interface (for digital control), as well as the 
process itself. Serious control problems can result from a 
malfunction of any single component. On the other hand, 
even if each individual component is functioning prop­
erly, there is no guarantee that the overall system will 
perform properly. Thus, a systems approach is required. 

As Buckley (1973) has noted, operating and mainte­
nance personnel unfortunately tend to use controller re­
tuning as a cure-all for control loop problems. Based on 
experience in the chemical industry, he has observed 
that a control loop that once operated satisfactorily can 
become either unstable or excessively sluggish for a 
variety of reasons that include 

a. Changing process conditions, usually changes in 
throughput rate 

b. Sticking control valve stem 
c. Plugged line in a pressure or differential pressure 

transmitter 
d. Fouled heat exchangers, especially reboilers for 

distillation columns 
e. Cavitating pumps (usually caused by a suction 

pressure that is too low) 

Note that only Items (a) and (d) provide valid reasons 
for re-tuning the controller. 

The starting point for troubleshooting is to obtain 
enough background information to clearly define the 
problem. Many questions need to be answered: 

1. What is the process being controlled? 
2. What is the controlled variable? 
3. What are the control objectives? 
4. Are closed-loop response data available? 
5. Is the controller in the manual or automatic 

mode? Is it reverse- or direct-acting? 
6. If the process is cycling, what is the cycling 

frequency? 
7. What control algorithm is used? What are the 

controller settings? 
8. Is the process open-loop stable? 
9. What additional documentation is available, such 

as control loop summary sheets, piping and instru­
mentation diagrams, etc.? 

After acquiring this background information, the next 
step is to check out each component in the control loop. 
In particular, one should determine that the process, 
measurement device (sensor), and control valve are all in 
proper working condition. Typically, sensors and control 
valves that are located in the field require more mainte­
nance than control equipment located in the central 
control room. Any recent change to the equipment or 
instrumentation could very well be the source of the 



problem. For example, cleaning heat exchanger tubes, 
using a new shipment of catalyst, or changing a transmit­
ter span could cause control-loop performance to change. 

Sensor problems are often associated with the small­
diameter lines that transport process fluids to the sen­
sors. For example, the presence of solid material, ice, 
or bubbles in a line can result in erroneous measure­
ments. Simple diagnostic checks can be performed to 
detect certain types of sensor problems. An abnormally 
small amount of variability in a set of consecutive mea­
surements can indicate a "dead" sensor (see Section 
10.3), while a break in an instrument line (e.g., a ther­
mocouple) can be detected by a rate-of-change or 
noise-spike filter (see Chapter 17). 

Control valve problems can also be detected by per­
forming a simple diagnostic test. The controller is 
placed in manual, and a small step change is made in 
the controller output. If the control valve is working 
properly, the flow rate through the control valve should 
change accordingly. But if the valve is stuck or sticking 
badly, the flow rate will not change. Then, larger step 
changes should be made to estimate the size of the 
valve dead band and to ensure that the control valve is 
functioning properly. Finally, controller re-tuning may 
be necessary if the control loop exhibits undesirable os­
cillations or excessively sluggish responses. 

EXAMPLE 12.9 

A control loop exhibits excessively oscillatory behavior, 
even though there have been no recent equipment, instru­
ment, or personnel changes. Suggest a general trou­
bleshooting strategy to diagnose the problem. 

SOLUTION 

Oscillatory control loops are often the result of either (i) a 
cyclic process disturbance, (ii) a sticking control valve, or 
(iii) a poorly tuned controller. A simple test can be used to 
distinguish between Case (i), and Cases (ii) and (iii). If the 
controller is placed in the manual mode for a short period 
of time and the oscillations die out, then the oscillation is 

SUMMARY 

In this chapter we have considered three important is­
sues associated with feedback control systems: design, 
on-line tuning, and control-loop troubleshooting. Con­
trol system design should consider the inevitable trade­
offs between control system performance and 
robustness to modeling errors and process changes. 
Model-based design and tuning methods are recom­
mended, because they provide considerable insight and 
usually have one (or zero) adjustable parameters. 
However, a reasonably accurate process model must be 
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caused by the control loop, rather than an external distur­
bance. In order to distinguish between Cases (ii) and (iii), 
the controller should be placed in the manual mode, and 
one or more small step changes made in the controller 
output. The test results can be used to characterize the 
deadband and hysteresis of the control valve. If the con­
trol valve appears to be functioning properly, then the 
controller should be re-tuned. 

EXAMPLE 12.10 

The bottom composition of a pilot-scale, methanol-water 
distillation column is measured using an on-line gas chro­
matograph (GC). The composition measurement is sent to 
a digital PI controller that adjusts the steam flow rate to 
the reboiler. Recently the control-loop performance has 
deteriorated: the closed-loop composition response is 
more oscillatory and the period of oscillation is much 
larger than usual. The troubleshooting strategy employed 
in Example 12.9 has indicated that neither a cyclic distur­
bance nor a sticking control valve is the source of the 
problem. According to the maintenance records, the filter 
in the sample line has been replaced recently. Suggest ad­
ditional diagnostic tests that should be considered before 
controller re-tuning is performed as a last resort. 

SOLUTION 

The combination of a more oscillatory response and a 
larger period of oscillation could occur if the time delay as­
sociated with the composition measurement had in­
creased. For example, the transport delay associated with 
the sampling line to the GC would increase if the flow rate 
in the sampling line decreased. A decrease could occur 
due to a partial blockage in the line, or perhaps due to the 
new filter in the sample line. Thus, the filter and the sam­
ple line should be inspected. 

If the old filter had inadvertently been replaced with a 
new filter that had a smaller sieve size, a larger pressure 
drop would occur, and the downstream pressure would de­
crease. Consequently, the liquid velocity in the sample line 
would decrease, and the transport delay would increase. As 
a result, the composition control loop would become more 
oscillatory and exhibit a longer period of oscillation. 

available. After a control system is installed, on-line 
tuning is commonly used to improve the performance 
of key control loops. 

This chapter has presented a variety of controller de­
sign and tuning methods. Consequently, it is appropriate 
to summarize specific conclusions and recommendations: 

1. Model-based techniques are recommended for 
control system design, especially the Internal 
Model Control and Direct Synthesis methods. 
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However, if the process is "lag dominant" (very 
small SIT ratio), the standard design methods 
should be modified, as discussed in Section 12.3.3. 

2. For most process control applications, the con­
troller should be tuned for disturbances rather 
than set-point changes. The set-point tracking can 
be adjusted independently by using a set-point fil­
ter or the set-point weighting factor 13 in Eq. 12-39. 

3. Controller tuning should be based on a process 
model, if a model is available. The IMC tuning 
rules in Table 12.1 are applicable to common 
model forms. 

4. Many controller tuning relations exhibit the same 
general features, as noted in Section 12.3.4. 

5. Tuning relations based on a one-quarter decay 
ratio, such as the Ziegler-Nichols and Cohen­
Coon methods, are not recommended. 
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EXERCISES 

12.1 A process has the transfer function, 

K G(s) - ---='-----
(lOs + 1)(5s + 1) 

where K has a nominal value of K = 1. PID controller set­
tings are to be calculated using the Direct Synthesis approach 
with Tc = 5 min. Suppose that these controller constants are 
employed and that K changes unexpectedly from 1 to 1 + u. 

(a) For what values of u will the closed-loop system be stable? 

(b) Suppose that the PID controller constants are calculated 
using the nominal value of K = 1 but it is desired that the re­
sulting closed-loop system be stable for lui :S 0.2. What is the 
smallest value of Tc that can be used? 
(c) What conclusions can be made concerning the effect that 
the choice of Tc has on the robustness of the closed-loop sys­
tem to changes in steady-state gain K? 

12.2 Consider the two feedback control strategies shown in 
Fig. 12.6 (with G = GvGpGm) and the following transfer 
functions: 

2(1 - 3s) 
Gp(s) = Gd(s) = , 

s 
Gv(s) = 4, 

(a) Design an IMC controller, c;, using a filter,f= 1/(TcS + 1). 

(b) Suppose that the IMC controller will be implemented as 
a controller Gc in the classical feedback control configuration 
of Fig. 12.6(a). Derive an expression for Gc and report it in a 
standard form (e.g., P, PI, or PID). 

12.3 A process has the transfer function, G(s) = 2e-0·2s! 

• 
(s + 1). Compare the PI controller settings for the fol­
lowing design approaches: 

(a) Direct Synthesis method (Tc = 0.2) 

(b) Direct Synthesis method (Tc = 1.0) 

(c) ITAE performance index (disturbance) 

(d) ITAE performance index (set point) 
(e) Which controller has the most conservative settings? 
Which has the least conservative? 

(t) For the two controllers of part (e), simulate the closed­
loop responses to a unit step disturbance, assuming that 
Gd(s) = G(s). 

12.4 A process, including the sensor and control valve, can 
be modeled by the transfer function: 

G(s) = 4e-3s 
s 

(a) If a proportional-only controller is used, what is the max­
imum value of controller gain Kc that will result in a stable 
closed-loop system? (Determine the exact value of Kc, not an 
approximate value.) 
(b) Specify a PI controller using the Tyreus-Luyben con­
troller settings. 

12.5 A process stream is heated using a shell and tube heat ex­
changer. The exit temperature is controlled by adjusting the 
steam control valve shown in Fig. E12.5. During an open-loop 
experimental test, the steam pressure Ps was suddenly changed 
from 18 to 20 psig and the temperature data shown below were 
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Steam 

Figure E12.5 

obtained. At the nominal conditions, the control valve and cur­
rent-to-pressure transducers have gains of Kv = 0.9 psi/psi and 
K1p = 0.75 psi/rnA, respectively. Determine appropriate PID 
controller settings using the following approaches: 

(a) Internal Model Control (select a reasonable value of Tc) 

(b) ITAE(setpoint) 

(c) IT AE (disturbance) 

t(min) Tzm(mA) 

0 12.0 
1 12.0 
2 12.5 
3 13.1 
4 14.0 
5 14.8 
6 15.4 
7 16.1 
8 16.4 
9 16.8 

10 16.9 
11 17.0 
12 16.9 

12.6 Suggest a modification of the Direct Synthesis ap­
proach that will allow it to be applied to open-loop unstable 
processes. (Hint: First stabilize the process using a propor­
tional-only feedback controller.) Draw a block diagram for 
your proposed control scheme. 

12.7 A process including sensor and control valve can be 
(I) modeled by a fourth-order tr:nsfer function: 

G(s) = (s + 1)(0.2s + 1)(0.04s + 1)(0.008s + 1) 

(a) Design PID controllers using two design methods: 

(i) A second-order-plus-time-delay model using the 
model reduction approach proposed by Skogestad (Section 
6.3) and the modified IMC tuning relation in Table 12.5. 

(ii) The Tyreus-Luyben settings in Table 12.6. 
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(b) Evaluate the two controllers by simulating the closed­
loop responses to a unit step change in a disturbance, assum­
ing that Gd(s) = G(s). 

12.8 Consider the level control problem in Example 12.3. At-

• 
tempt to reduce the set-point overshoot of the PI con­
troller (Tc = 15) by using set-point weighting (cf. Eq. 
12-39). Which value of 13 gives the best results? Does 

the value of 13 affect the disturbance response? 

12.9 Consider the PID controller of Example 12.3 for 

• 
Tc=8. 
(a) Suppose that the PID controller is implemented as 

the series form in Table 12.2, rather than as the parallel form 
that was employed in Fig. 12.7. Are the simulated closed-loop 
responses significantly different from the ones in Fig. 12.7? 

(b) Suppose that 'TD is varied, whereas Kc and 'TJ are kept 
constant at the design values. For what values of 'TD is the 
closed-loop system stable? Does the closed-loop system be­
come more or less oscillatory as 'TD increases? 

12.10 Consider the blending system shown in Fig. E12.10. A 

• 
feedback control system is used to reduce the effect of 
disturbances in feed composition x1 on the controlled 
variable, product composition, x. Inlet flow rate w2 can 

be manipulated. Do the following: 
(a) Draw a block diagram of the feedback control system. 

(b) Using the information shown below, derive a transfer 
function for each block. 

(c) Simulate the closed-loop response for the PI controller 
settings given below and a step disturbance of +0.2 in x1. 

(d) Repeat part (c) for a set-point change of -0.1. Attempt 
to obtain better closed-loop responses by tuning the PI con­
troller. Which controller settings give the best results? 

(e) Attempt to obtain improved control by adding derivative 
action to your best PI controller of part (d). Try several values 
of derivative time, Tn. Which one gives the best results? 

(f) Suppose that the sampling line to the composition ana­
lyzer becomes partially plugged so that the measurement 
time delay is now three minutes. Using your best controller 
settings of part (d), simulate the closed-loop response for the 
same set-point change and the new time-delay value. Explain 

ll X! ~ I xz 
wl t ~ wz 

I 
I 

Cip 

X 

w 

Figure E12.10 

your new simulation results. Does the larger time delay have 
a major effect on control system performance? 

Process Information 
The pilot-scale blending tank has an internal diameter of 
2 m and a height of 3 m. Inlet flow rate w1 and inlet composi­
tion x2 are constant. The nominal steady-state operating con­
ditions are as follows: 

wl = 650 kg/min 

w2 = 350 kg/min 

p = 1 g/cm3 

.X1 = 0.2 h = 1.5 m 

x2 = 0.6 

x = 0.34 

The overflow line maintains a constant liquid volume in the 
tank. 

Instrumentation: The range for all of the electronic signals is 
4 to 20 rnA. 

Current-to-pressure transducer: The liP transducer acts as a 
linear device with negligible dynamics. The output signal 
changes from 3 to 15 psi when the input signal changes full­
scale from 4 to 20 rnA. 

Control valve: The behavior of the control valve can be ap­
proximated by a first-order transfer function with a time 
constant of 5 s (i.e., 0.0833 min). A 1.2-psi change in the sig­
nal to the control valve produces a 300 kg/min change in w2. 

Composition measurement: The zero and span of the com­
position transmitter for the exit composition are 0 and 0.50 
(mass fraction), respectively. A one-minute time delay is 
associated with the measurement. 

Feedback controller: Initially, consider a standard PI con­
troller tuned using the IMC relations in Table 12.1. Justify 
your choice of 'Tc· 

12.11 A PID controller is used to control the temperature of a 
jacketed batch reactor by adjusting the flow rate of coolant to 
the jacket. The temperature controller has been tuned to pro­
vide satisfactory control at the nominal operating conditions. 
Would you anticipate that the temperature controller may 
have to be retuned for any of the following instrumentation 
changes? Justify your answers. 

(a) The span of the temperature transmitter is reduced from 
30 to 15 oc. 
(b) The zero of the temperature transmitter is increased 
from 50 to 60 °C. 

(c) The control valve "trim" is changed from linear to equal 
percentage. 

(d) The temperature of the coolant leaving the jacket is used as 
the controlled variable instead of the temperature in the reactor. 

12.12 Suppose that a process can be adequately modeled by 
the first-order-plus-time-delay model in Eq. 12-10. 

• (a) Calculate PI controller settings using the IMC tun­
ing relations in Table 12.1. 

(b) Cohen and Coon (1953) reported the following tuning 
relations to PI controllers: 

1 'T 
Kc = K ij [0.9 + e/12T] 

e[30 + 3(eh)J 
'TJ = 

9 + 20(eh) 



These tuning relations were developed to provide closed-loop 
responses with a quarter decay ratio. Compare the PI settings 
calculated from these equations to the controller settings of 
part (a). Which would you expect to be more conservative? 

(c) Simulate the controllers of parts (a) and (b) for a unit 
step change in set point, followed by a unit step disturbance 
at t = 40. Assume that the Gd(s) = G(s) and that the model 
parameters are K = 2, T = 3, and e = 1. Which controller pro­
vides better control? 

12.13 Consider the experimental step response data for the 
heat exchanger of Exercise 12.5. Determine the PI controller 
settings using the step response method and two controller 
tuning relations: 

(a) Direct Synthesis method with 'Tc = T/3 
(b) Ziegler-Nichols settings in Table 12.6. 

Which controller provides the more conservative controller 
settings? 

12.14 Consider the transfer function model in Eq. 12-10 with 
K = 2, 'T = 5, and e = 1. Compare the PID controller 
settings obtained from the Ziegler-Nichols and Tyreus­
Luyben tuning relations in Table 12.4. Simulate the 

closed-loop responses for a unit step change in the set point. 

12.15 IGC's operations area personnel are experiencing 
problems with a particular feedback control loop on an inter­
stage cooler. Appelpolscher has asked you to assess the situa­
tion and report back what remedies, if any, are available. The 
control loop is exhibiting an undesirable sustained oscillation 
that the operations people are sure is caused by the feedback 
loop itself (e.g., poor controller tuning). They want assistance 
in retuning the loop. Appelpolscher thinks that the oscilla­
tions are caused by external disturbances (e.g., cyclic distur­
bances such as cycling of the cooling water temperature); he 
wants the operations people to deal with the problem them­
selves. Suggest a simple procedure that will allow you to de­
termine quickly what is causing the oscillations. How will you 
explain your logic to Appelpolscher? 

12.16 A problem has arisen in the level control loop for the 
flash separation unit shown in Fig. E12.16. The level control 
loop had functioned in a satisfactory manner for a long pe­
riod of time. However, the liquid level is gradually increasing 
with time, even though the PI level controller output has sat­
urated. Furthermore, the liquid flow rate is well above the 

Figure E12.16 
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nominal value, while the feed flow rate is at the nominal 
value, according to the recorded measurements from the two 
flow transmitters. The accuracy of the level transmitter mea­
surement has been confirmed by comparison with sight glass 
readings for the separator. The two flow measurements are 
obtained via orifice plates and differential pressure transmit­
ters, as described in Chapter 9. Suggest possible causes for 
this problem and describe how you would troubleshoot this 
situation. 

12.17 Consider the PCM furnace module of Appendix E. 
Assume that hydrocarbon temperature T HC is the CV, 
that fuel gas flow rate Fpc is the MV, and that they are 
related by the following transfer function model: 

T HC G __ 220e -Zs 

Fpc P 6.5s + 1' 
Gv = Gm = 1 

(a) Design a PID controller based on the IMC tuning rela­
tions and a reasonable choice for 'T c· 

(b) Design a PID controller based on the relay auto-tuning 
feature of the PCM, and the Ziegler-Nichols settings. 

(c) Simulate each controller for a sudden change in an un­
measured disturbance, the hydrocarbon flow rate FHo at 
t = 10 min, from 0.035 to 0.040 m3/min. Which controller is 
superior? Justify your answer. 
(d) Attempt to obtain improved control system performance 
by fine tuning your better controller for part (c). For the per­
formance criteria, consider maximum deviation from set 
point and settling time. 

12.18 Consider the PCM distillation column module of Ap­
pendix E. Assume that distillate MeOH composition 
xn is the CV, that reflux ratio R is the MV, and that 
they are related by the following transfer function 

model: 

Xn(s) 

R(s) 

0.126e -l3Ss 

Gp(s) = 762s + 1 ' 

(a) Design a PID controller based on the IMC tuning rela­
tions and a reasonable choice for T c-

(b) Design a PID controller based on the relay auto-tuning 
feature of the PCM and the Ziegler-Nichols settings. 

(c) Simulate each controller for a sudden change in an un­
measured disturbance, feed composition Xp, at t = 10 min, 
from 0.50 to 0.55 (mole fraction). Which controller is supe­
rior? Justify your answer. 

(d) Attempt to obtain improved control system performance 
by fine-tuning your better controller for part (c). For the per­
formance criteria, consider maximum deviation from set 
point and settling time. 
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Summary 

Previous chapters have emphasized process control 
problems with a single controlled variable and single 
manipulated variable. In this chapter, we show that these 
concepts and analysis methods are also applicable to 
control problems at the process unit level that have mul­
tiple controlled variables (CVs) and multiple manipu­
lated variables (MVs). These types of control problems 
are considered further in Chapters 18, 20, 25, and 26. 

For control system design and analysis, it is conve­
nient to classify process variables as being either out­
put variables or input variables. The output variables 
(or outputs) are dependent variables that typically are 
associated with exit streams or conditions within a 
process vessel (e.g., compositions, temperatures, lev­
els, and flow rates). Some outputs must be controlled 
in order to operate a process in a satisfactory manner. 
They are called controlled variables (CVs). Input 
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variables are process variables that affect one or more 
output variables. 

Input variables are classified as either manipulated 
variables (MVs) or disturbance variables (DVs). Manip­
ulated variables are used to adjust the rates of material 
and energy that enter or leave a process. The MVs are 
often flow rates adjusted by control valves, variable­
speed pumps or compressors, or conveyor belts (for solid 
materials). An energy input, such as the power to an 
electrical heater, can also be an MV. If an MV is a flow 
rate, there must be some place for the material to accu­
mulate. For example, it is not feasible to place two 
control valves at different locations on the same pipe. 
Manipulated variables are often inlet flow rates. How­
ever, an exit flow rate can also be an MV, for example, 
when the liquid level in a tank is controlled by manipu­
lating an exit flow rate. 



By definition, disturbance variables are input vari­
ables that cannot be manipulated. Common DVs include 
ambient conditions and feed streams from upstream 
process units. 

13.1 DEGREES OF FREEDOM ANALYSIS 
FOR PROCESS CONTROL 

The important concept of degrees of freedom, NF, was 
introduced in Section 2.3 in connection with process 
modeling. It is the number of process variables that 
must be specified in order to be able to determine the 
remaining process variables. If a dynamic model is 
available, NF can be determined from a relation in 
Chapter 2, 

NF = Nv- NE (13-1) 

where Nv is the number of process variables and N E is 
the number of independent equations. 

For process control applications, it is very important 
to determine the maximum number of process vari­
ables that can be independently controlled, that is, to 
determine the control degrees of freedom, N Fe: 

Definition. The control degrees of freedom, N FO is 
the number of process variables that can be controlled 
independently. 

In order to make a clear distinction between N F and 
N Fe, we refer to N F as the model degrees of freedom 
and toN Fe as the control degrees of freedom. They are 
related by, 

NF = NFe + Nv 

where Nv is the number of DVs. 

13.1.1 Control Degrees of Freedom 

(13-2) 

The control degrees of freedom N Fe is closely related 
to the number of independent MVs that are available: 

General Rule. For most practical control problems, 
the control degrees of freedom N Fe is equal to the 
number of independent input variables that can be 
manipulated. 

It is important that the manipulated inputs be inde­
pendent. For example, if a process stream splits, or if 
two process streams merge to form a third stream, it is 
not possible to adjust all three flow rates indepen­
dently. These situations are shown in Fig. 13.1. 
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(a) Stream splits (b) Streams merge 

Figure 13.1 Two examples where all three streams cannot be 
manipulated independently. 

Two examples illustrate the General Rule. 

EXAMPLE 13.1 

Determine Npand Npc for the steam-heated, stirred-tank 
system model in Eqs. 2-50 through 2-52 in Chapter 2. 
Assume that only steam pressure P8 can be manipulated. 

SOLUTION 

To calculate Np from Eq. 13-1, we need to determine Nv 
and N E· The dynamic model contains three equations 
(NE = 3) and six process variables (Nv = 6): T8 , P8 , w, T;, T, 
and Tw. Thus, Np = 6 - 3 = 3. If feed temperature T; and 
mass flow rate w are considered to be disturbance vari­
ables, Nn = 2 and thus Npc = 1 from Eq. 13-2. This single 
degree of freedom could be used to control temperature 
T by manipulating steam pressure, P8 • 

EXAMPLE 13.2 

A conventional distillation column with a single feed 
stream and two product streams is shown in Fig. 13.2. The 
feed conditions are disturbance variables. Determine the 
control degrees of freedom Npc and identify potential 
MVsandCVs. 

SOLUTION 

For a typical distillation column, five input variables can 
be manipulated: product flow rates, Band D, reflux flow 
rate R, coolant flow rate qc, and heating medium flow rate 
qh· Thus, according to the General Rule, Npc = 5. This 
result can also be obtained from Eqs. 13-1 and 13-2, but 
considerable effort is required to develop the required 
dynamic model. Although five output variables could be 
selected as CVs, xn, XB, hB, hn, and P, for many distillation 
control problems, it is not necessary to control all five. 
Also, if it not feasible to measure the product composi­
tions on-line, tray temperatures near the top and bottom 
of the column are often controlled instead, as discussed in 
the next section. 
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Feed------~ 

Heating 
medium --1~c1-----,,r-,., 

Figure 13.2 Schematic 
diagram of a distillation 
column. 

qh 

Although the General Rule is simple and widely 
applicable, there are exceptions where it is not valid. 
For example, N FC should be reduced by 1 when a 
MV does not have a significant steady-state effect 
on any of the CVs, that is, when these steady-state 
gains are very small. This situation is illustrated in 
Example 13.3. 

EXAMPLE 13.3 

The blending system in Fig. 13.3 has a bypass stream that 
allows a fraction f of inlet stream Wz to bypass the stirred 
tank. It is proposed that product composition x be 
controlled by adjusting/via the control valve. Analyze the 
feasibility of this control scheme by considering its steady­
state and dynamic characteristics. In your analysis, assume 
that x1 is the principal disturbance variable and that xz, w1, 

and w2 are constant. Variations in liquid volume V can be 
neglected because Wz << w1. 

SOLUTION 

The dynamic characteristics of the proposed control 
scheme are quite favorable because product composition x 
responds rapidly to changes in the bypass flow rate. In 
order to evaluate the steady-state characteristics, consider 
a component balance over the entire system: 

Solving for the controlled variable gives, 

w1x1 +w2x2 
x=----

w 

(13-3) 

(13-4) 

Thus x depends on disturbance variable x1 and four con­
stants (w1, w2, x2 and w), but it does not depend on bypass 
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qc 
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fraction, f Thus, it is not possible to compensate for sus­
tained disturbances in x1 by adjusting f For this reason, 
the proposed control scheme is not feasible. 

Because f does not appear in (13-4), the steady­
state gain between x and f is zero. Thus the bypass 
flow rate can be adjusted, but it does not provide a 
control degree of freedom. However, if Wz could also 
be adjusted, manipulating both f and w2 could pro­
duce excellent control of the product composition. 

h 

Xc X 
L----~--~----L~~ w 

w1 +fw2 

Figure 13.3 Blending system with bypass stream. 

13.1.2 Effect of Feedback Control 

The addition of a feedback controller can change the 
control degrees of freedom, NFc· In general, adding a 
feedback controller utilizes a control degree of freedom, 
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because an MV is now adjusted by the controller. How­
ever, if the controller set-point is adjusted by a higher­
level (or supervisory) control system, neither NF nor 
NFc changes. The reason is as follows. Adding a con­
troller introduces a new equation, the control law, and 
a new variable, the set point. Thus both N E and Nv in­
crease by one. But Eqs. 13-1 and 13-2 indicate that NF 
and N FC do not change. 

13.2 SELECTION OF CONTROLLED, 
MANIPULATED, AND MEASURED 
VARIABLES 

A general representation of a control problem is 
shown in Fig. 13.4. In general, it is desirable to have at 
least as many MVs as CVs. But this is not always possi­
ble, and special types of control systems sometimes 
need to be utilized (see Chapter 16). It may not be fea­
sible to control all of the output variables for several 
reasons: 

1. It may not be possible or economical to measure all 
of the outputs, especially chemical compositions. 

2. There may not be enough MVs. 
3. Potential control loops may be impractical because 

of slow dynamics, low sensitivity to the MVs, or 
interactions with other control loops. 

In general, CVs are measured on-line, and the 
measurements are used for feedback control. But 
sometimes it is possible to control an unmeasured CV 
by using a process model (a soft sensor) to estimate it 
from measurements of other process variables. This 
strategy is referred to as inferential control (see 
Chapter 16). 

13.2.1 Controlled Variables 

Consideration of plant and control objectives has pro­
duced guidelines for the selection of CV s from the 
available output variables (Newell and Lee, 1989). 

Guideline I All variables that are not self-regulating 
must be controlled. In Chapter 5, a non-self-regulating 

Manipulated 
variables 

Disturbance 
variables 

Controlled 
variables 

Figure 13.4 Process with multiple inputs and multiple 
outputs. 

variable was defined to be an output variable that ex­
hibits an unbounded response after a sustained input 
change such as a step change. A common example is 
liquid level in a tank that has a pump on an exit line 
(see Chapter 11). Non-self-regulating variables must 
be controlled in order for the controlled process to be 
stable. 

Guideline 2 Choose output variables that must be kept 
within equipment and operating constraints (e.g., tem­
peratures, pressures, and compositions). The con­
straints are due to safety, environmental, and 
operational requirements. 

Guideline 3 Select output variables that are a direct 
measure of product quality (e.g., composition, refrac­
tive index) or that strongly affect it (e.g., temperature 
or pressure). 

Guideline 4 Choose output variables that seriously in­
teract with other controlled variables. The pressure in 
a steam header that supplies steam to downstream 
units is a good example. If this supply pressure is not 
well regulated, it will act as a significant disturbance 
to downstream units. 

Guideline 5 Choose output variables that have favor­
able dynamic and static characteristics. Output vari­
ables that have large measurement time delays, large 
time constants, or are insensitive to the MVs are 
poor choices. 

Except for Guideline 1, these guidelines are not strict 
rules. For specific situations, the guidelines may be in­
consistent or conflicting. For example, suppose that one 
output variable must be kept within specified limits for 
safety reasons (Guideline 2), whereas a second inter­
acts strongly with other output variables (Guideline 4). 
Guideline 2 would prevail because of safety considera­
tions. Thus, the first output variable should be con­
trolled if there is only a single MV. 

13.2.2 Manipnlated Variables 

Based on the process and control objectives, a number 
of guidelines have been proposed for the selection of 
MVs from among the input variables (Newell and Lee, 
1989). Inlet or exit flow rates can be manipulated in 
order to adjust mass balances and thus control CVs 
such as liquid level and pressure. Temperatures and 
vapor pressures are controlled by adjusting the energy 
balance. 

Guideline 6 Select inputs that have large effects on 
controlled variables. Ideally, an MY should have a 
significant, rapid effect on only one controlled vari­
able. In other words, the corresponding steady-state 
gain should be large. Furthermore, it is desirable that 
the effects of this MV on the other CVs should be 
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negligible (that is, the other steady-state gains should 
be small or zero). It is also important that each ma­
nipulated variable be able to accommodate a wide 
range of conditions. For example, if a distillation col­
umn has a reflux ratio of 5, it will be much more 
effective to control the reflux drum level by 
manipulating the large reflux flow rate rather than 
the small distillate flow rate, because larger distur­
bances in the vapor flow rate could be handled. 
However, the effect of this choice on the control of 
product compositions must also be considered in 
making the final decision. 

Guideline 7 Choose inputs that rapidly affect the con­
trolled variables. For multiloop control, it is desirable 
that each manipulated variable have a rapid effect on 
its corresponding controlled variable. 

Guideline 8 The manipulated variables should affect 
the controlled variables directly, rather than indi­
rectly. Compliance with this guideline usually re­
sults in a control loop with favorable static and 
dynamic characteristics. For example, consider the 
problem of controlling the exit temperature of a 
process stream that is heated by steam in a shell and 
tube heat exchanger. It is preferable to throttle the 
steam flow to the heat exchanger rather than the 
condensate flow from the shell, because the steam 
flow rate has a more direct effect on the steam pres­
sure and on the rate of heat transfer. 

Guideline 9 A void recycling of disturbances. As Newell 
and Lee (1989) have noted, it is preferable not to 
manipulate an inlet stream or a recycle stream, be­
cause disturbances tend to be propagated forward, 
or recycled back, to the process. This problem can 
be avoided by manipulating a utility stream to ab­
sorb disturbances or an exit stream that allows the 
disturbances to be passed downstream, provided 
that the exit stream changes do not unduly upset 
downstream process units. 

Note that these guidelines for MVs may be in con­
flict. For example, a comparison of the effects of two 
inputs on a single controlled variable could indicate 
that one has a larger steady-state gain (Guideline 6) 
but slower dynamics (Guideline 7). In this situation, a 
trade-off between static and dynamic considerations 
must be made in selecting the appropriate manipulated 
variable from the two candidates. 

13.2.3 Measured Variables 

Safe, efficient operation of processing plants requires 
on-line measurement of key process variables. Clearly, 
the CVs should be measured. Other output variables 
can be measured to provide additional information 
or for use in model-based control schemes such as 

inferential control. It is also desirable to measure MVs 
because they provide useful information for tuning 
controllers and troubleshooting control loops (see 
Chapter 12). Measurements of DVs provide the basis 
for feedforward control (see Chapter 15). 

In choosing sensor locations, both static and dynamic 
considerations are important, as discussed in Chapter 9. 

Guideline 10 Reliable, accurate measurements are 
essential for good control. Inadequate measurements 
are a key factor in poor process control performance. 
Hughart and Kominek (1977) cite common measure­
ment problems that they observed in distillation­
column control applications: orifice runs without 
enough straight piping, analyzer sample lines with 
large time delays, temperature probes located in 
insensitive regions, and flow rate measurement of 
liquids that are at, or near, their boiling points, 
which can lead to liquid flashing at the orifice 
plate. They note that these types of measurement 
problems can be readily resolved during the 
process design stage, but changing a measurement 
location after the process is operating can be both 
difficult and costly. 

Guideline 11 Select measurement points that have 
an adequate degree of sensitivity. As an example, 
consider product composition control in a tray­
distillation column. If the product composition cannot 
be measured on-line, it is often controlled indirectly 
by regulating a tray temperature near that end of the 
column. But for high-purity separations, the location 
of the temperature measurement point can be quite 
important. If a tray near an end of the column is se­
lected, the tray temperature tends to be insensitive, 
because the tray composition can vary significantly, 
even though the tray temperature changes very little. 
For example, suppose that an impurity in the vapor 
leaving the top tray has a nominal value of 20 ppm. 
A feed composition change could cause the impurity 
level to change significantly (for example, from 20 to 
40 ppm) but produce only a negligible change in the 
tray temperature. By contrast, suppose that the tem­
perature measurement point were moved to a tray 
that is closer to the feed tray. Then the temperature 
sensitivity is improved because the impurity level is 
higher, but disturbances entering the column at ei­
ther end (e.g., from the condenser or the reboiler) 
would not be detected as quickly. 

Guideline 12 Select measurement points that mini­
mize time delays and time constants. Reducing time 
delays and time constants associated with mea­
surements improves closed-loop stability and re­
sponse characteristics. Hughart and Kominek (1977) 
have observed distillation columns with the sample 
connection for the bottom analyzer located 200 ft 
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downstream from the column. This large distance in­
troduced a significant time delay and made the col­
umn difficult to control, particularly because the 
time delay varied with the bottom flow rate. 

An evaporator control problem will now be used to 
illustrate the Guidelines. 

EXAMPLE 13.4 

The evaporator shown in Fig. 13.5 is used to concentrate a 
dilute solution of a single, nonvolatile solute in a volatile 
solvent by evaporating solvent using heat supplied by a 
steam coil. Three process variables can be manipulated: 
steam pressure, Ps, product flow rate, B, and vapor flow 
rate of solvent, D. The chief DVs are feed composition, 
xF and feed flow rate, F. The compositions are expressed 
as' mole fractions of solute, and the flow rates are in 
molar units. 

Propose multiloop control strategies for two situations: 

(a) The product composition xs can be measured on-line 

(b) xs cannot be measured on-line 

SOLUTION 

Case (a): Product Composition x8 Is Measured On-Line 

First, we select the CVs. Because the chief objective for 
an evaporator is to produce a product stream with a 
specified composition, mole fraction xs is the primary 
CV (Guideline 3). Liquid level h must be controlled be­
cause of operating constraints and safety considerations 
(Guideline 2). If the level is too high, liquid could be en­
trained in the solvent stream; if the level is too low, the 
tubes of the steam chest would be exposed to vapor, 
rather than liquid, a potentially dangerous situation. In 
this latter situation, the heat transfer rate from the steam 
to the evaporator liquid would be significantly lower, 
and thus overheating and damage to the steam chest 
could result. Pressure P should also be controlled, be­
cause it has a major influence on the evaporator opera­
tion (Guideline 2). Large pressure variations affect the 

Solvent 
.-----~D. xn = 0, T 
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Ps 
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h 
Product 
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Figure 13.5 Schematic diagram of an evaporator. 

temperature T and could shift the boiling regime from 
film boiling to nucleate boiling, or vice versa. This type 
of regime shift could produce a major process upset. For 
these reasons, three CVs are selected: xs, h, and P. 

Next we select the MVs. Because the feed conditions 
cannot be adjusted, the obvious MVs are B, D, and Ps. 
Product flow rate B has a significant effect on h, but 
relatively small effects on P and xs. Therefore, it is 
reasonable to control h by manipulating B (Guideline 6) 
unless B is only a small fraction of F (for example, less 
than 10% ). In this latter case, it would be desirable to 
have Fbecome an MV. Vapor flow rateD has a direct and 
rapid effect on P but has less direct effects on h and xs. 
Thus, P should be paired with D (Guideline 6). This leaves 
the Ps-XB pairing for the third control loop. This pairing is 
physically reasonable, because the most direct way of 
regulating xs is by adjusting the evaporation of solvent via 
the steam pressure (Guideline 8). 

Finally, we consider which process variables to measure. 
Clearly, the three CVs should be measured. It is also 
desirable to measure the three MVs because this information 
is useful for controller tuning and troubleshooting. If large 
and frequent feed disturbances occur, measurements of 
disturbance variables F and xF could be used in a 
feedforward control strategy that would complement the 
feedback control scheme. It is not necessary to measure 
TF because sensible heat changes in the feed stream 
ar~ typically small compared to the heat fluxes in the 
evaporator. 

A schematic diagram of the controlled evaporator for 
Case (a) is shown in Figure 13.6. 

Case (b): Product Composition Cannot Be Measured 
On-Line 

The CVs are the same as in Case (a), but, because the 
third controlled variable xs cannot be measured, standard 
feedback control is not possible. A simple feedforward 
control strategy can be developed based on a steady-state 
component balance for the solute, 

o = FxF- Bxs (13-5) 

where the bar denotes the nominal steady-state value. 
Rearranging gives, 

- -XF 
B=F­

xs 
(13-6) 

Equation 13-6 provides the basis for the feedforward control 
law. Replacing B and F by the actual flow rates, B(t) and 
F(t), and replacing xs by the set-point value, X ssp• gives 

B(t) = F(t) XF 
XBsp 

(13-7) 

Thus B is adjusted based on the measured value of F, 
the set point XBsp• and the nominal value of the feed 
composition, XF. 

The MVs are the same as for Case (a): D, B, and Ps. 
Bottom flow rate B has already been used in the 
feedforward control strategy of (13-7). Clearly, the P-D 
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Figure 13.6 Evaporator control strategy 
for Case (a). 
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pairing is still desirable for the reasons given for Case (a). 
This leaves h to be controlled by adjusting the rate of 
evaporation via Ps. A schematic diagram of the controlled 
evaporator is shown in Fig. 13.7. 

This control strategy has two disadvantages. First, it is 
based on the assumption that the unmeasured feed 
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composition is constant at a known steady-state value. 
Second, because the feedforward control technique was 
based on a steady-state analysis, it may not perform well 
during transient conditions. Nevertheless, this scheme 
provides a simple, indirect method for controlling a 
product composition when it cannot be measured. 
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Figure 13.7 Evaporator control strategy for 
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13.3 APPLICATIONS 

In this section, we describe four representative exam­
ples of control problems at the process unit level, 
rather than at the individual control loop level, in order 
to provide an introduction to more complex control 
problems. For each of these case studies, key aspects of 
their control system design are considered: 

(a) Process objectives. For control system design, it 
is essential to know the process objectives. For 
simple processes, the process objectives are 
fairly obvious. But for others, they may not be. 
For example, a chemical reactor can be oper­
ated to maximize the yield, selectivity, or 
throughput subject to satisfying process con­
straints (e.g., safety and the environmental con­
straints.) Similarly, a distillation column can be 
operated to maximize throughput or minimize 
energy consumption, while satisfying product 
specifications and other constraints. 

(b) Control objectives. The control objectives should 
be carefully formulated based on a number of 
considerations that include process objectives, 
process constraints, and economic data. Even 
for simple control problems, there can be alter­
native control objectives. For example, consider 
a very common control application, liquid-level 
control. In some applications, the control objec­
tive is to achieve tight level control at a specified 
set point. This situation might occur for a con­
tinuous bioreactor, when maintaining a constant 
residence time is important. On the other hand, 
many process vessels are used as intermediate 
storage tanks for surge control. Here, the 
process objective is to reduce the effect of up­
stream disturbances on downstream units, by 
having the exit stream from an intermediate 
storage tank change gradually in response to 
large, rapid changes in its inlet steams. In this 
situation, tight level control would be undesir­
able, because inlet flow rate disturbances 
would be propagated to the outlet stream. 
The more appropriate control objective 
would be averaging control, in which the liq­
uid level is allowed to vary between specified 
upper and lower limits, thus providing surge 
capacity and more gradual changes in the exit 
flow rate. 

(c) Choice of control configuration. A key decision in 
control system design is to decide whether a con­
ventional multiloop control strategy, consisting of 
individual feedback control loops, will provide 
satisfactory control. If not, an advanced process 
control strategy is required. This decision should 
be based primarily on the control objectives and 
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knowledge of the static and dynamic behavior of 
the process. Advanced control strategies are con­
sidered in Chapters 16, 18, and 20. 

(d) Pairing of MVs and CVs. If a multiloop control 
strategy is selected, the next step is to deter­
mine how the CVs and MVs should be paired. 
A systematic method for making these deci­
sions, the Relative Gain Method, is considered 
in Chapter 18. 

13.3.1 Distillation Column 

For continuous distillation, the primary process ob­
jective is to separate a feed mixture into two (or 
more) product streams with specified compositions. 
Thus the product compositions are the most impor­
tant CVs. For some distillation columns, one product 
composition is much more important than the other. 
For example, consider a series of columns where the 
bottom stream of a column serves as the feed stream 
to the next column. The distillate composition for 
each column is more important because it is a product 
stream (Guideline 3). By contrast, the bottom stream 
for each column (except the last column in the series) 
undergoes further separation, so the bottom composi­
tions are of less concern. Consequently, in these situa­
tions, the bottom compositions may not have to be 
controlled. 

In addition to one or more product compositions, 
other process variables need to be controlled. Con­
sider the separation of a binary mixture and the con­
ventional tray-distillation column shown in Fig. 13.2. 
Assume that the chief control objective is to control 
both product compositions, xv and xB. However, the 
liquid levels in the reflux drum, hv and the column 
base (or sump), hB, must be kept b~tween upper and 
lower limits (Guideline 2). The column pressure, P, 
must also be controlled in order to avoid weeping or 
flooding in the column and to control the vapor in­
ventory in the column. Thus, this column has a total 
of five CVs. 

The MVs are selected from among six input vari­
ables: feed flow rate F, product flow rates, D and 
B, reflux flow rateR, and the heat duties for the con­
denser and reboiler, qv and qB. If the feed stream 
comes from an upstream process, instead of from a 
storage tank, it cannot be manipulated, and thus F 
is considered to be a DV. In this situation, there are 
five MVs. 

Distillation column control can be difficult for the 
following reasons. 

1. There can be significant interaction between 
process variables. One important example is that 
changing a single MV can have significant effects 
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on many CVs. For example, increasing heat duty 
q8 by increasing the steam flow rate causes more 
liquid to be boiled and thus increases the vapor 
flow in the column. Consequently, the q8 increase 
causes sump level h8 , pressure P, and bottom 
composition x8 to change rather quickly (Guide­
line 7). However, the increase in q8 also affects 
reflux drum level hv and distillate composition xv 
more slowly, after the increased vapor flow 
reaches the top of the column (Guideline 8). 

Similarly, changes in R or D affect hv and xv 
rather quickly and h8 and x8 more slowly. Other 
interactions arise when the hot bottom stream 
from the column is used to heat the cold feed 
stream in a bottom-feed heat exchanger, in order 
to reduce energy consumption. 

2. The column behavior can be very nonlinear, espe­
cially for high-purity separations. For example, 
the amount of effort required to reduce an impu­
rity level in a product composition from 5% to 4% 
is typically much less than the effort required to 
reduce it from 1.5% to 0.5%. 

3. Distillation colunms often have very slow dynamics. 
The dominant time constants can be several 
hours, or even longer, and long time delays are 
also common. Because slow dynamics result in 
long response times with feedback control, the 
addition of feedforward control can be very 
advantageous. 

4. Process constraints are important. The most prof­
itable operating conditions typically occur when 
some MVs and CVs are at upper or lower limits. 
For example, maximum separation, or maximum 
recovery of a valuable feed component, often 
occurs for maximum reboiler heating or condenser 
cooling. 

5. Product compositions are often not measured. 
Although product compositions are the primary 
CVs, their on-line measurement is often difficult, 
expensive, and costly to maintain. Consequently, 
tray or product stream temperatures are com­
monly measured and controlled as proxies for 
product compositions. This strategy is easier to 
implement but makes tight composition control 
more difficult. 

Another major complication is that there are many 
different column configurations, especially for reboilers 
and condensers, and many alternative process and con­
trol objectives. Consequently, each column control 
application tends to be different and to require individual 
analysis. Fortunately, there is an extensive literature 
available on both the practical (Shinskey, 1984; Luyben., 
1992) and theoretical (Skogestad, 1997) aspects of dis­
tillation column control. 

13.3.2 Fired-Tube Furnace 

Fired-tube furnaces (or heaters) are widely used in the 
process industries to heat process streams and to 
"crack" high-molecular-weight hydrocarbon feeds, in 
order to produce more valuable lower-molecular­
weight compounds. In this case study, we consider a 
fired-tube furnace used to heat a liquid hydrocarbon 
feed steam that passes through the furnace in a set of 
tubes. A simplified schematic diagram is shown in 
Fig. 13.8. The combustion of the fuel gas (FG) generates 
heat, which is transferred to the hydrocarbon (HC). The 
major gaseous combustion reactions in the furnace are 

3 
CH4 + 2 0 2 ~ CO + 2H20 

1 
C0+20z~COz 

A fired-tube furnace is one of the case studies in the 
Process Control Modules (PCM) in Appendix E. The 
PCM furnace model is a nonlinear state-space model 
that consists of 26 nonlinear ordinary differential equa­
tions based on conservation equations and reaction 
rate expressions for combustion (Doyle et al., 1998). 
The key process variables for the furnace model are 
listed in Table 13.1. 

Important dynamic characteristics of the furnace 
model include the different time scales associated with 
mass and energy transfer, the nonlinear behavior of 
the model, time delays, and the process interactions 
between the input and output variables. The term 
process interaction means that changes in an input vari­
able affect more than one output variable. For exam­
ple, the step responses in Fig. 13.9 illustrate that a step 
change greater than 20% in the inlet air temperature 
affects three of the four output variables, and their cor­
responding response times are quite different. 

Flue gas 

Air 

Fuel gas 

Figure 13.8 Schematic diagram of a tube-fired furnace. 
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Table 13.1 key process variables for the PCM furnace module 

Measured Output Variables Disturbance Variables (DVs) Manipulated Variables {MVs) 

HC outlet temperature 
Furnace temperature 

HC inlet temperature 
HCflow rate 

Air flow rate 
FG flow rate 

Flue gas (or exhaust gas) flow rate 
0 2 exit concentration 

Inlet air temperature 
FG temperature 
FG purity {CH4 concentration) 

The control objectives for the furnace are the 
following: 

1. To heat the hydrocarbon stream to a desired exit 
temperature 

2. To avoid unsafe conditions resulting from the 
interruption of fuel gas or hydrocarbon feed 

3. To operate the furnace economically by maintain­
ing an optimum air-fuel ratio 

Because the furnace model has two MVs, two CVs 
should be specified. Of the four measured outputs in 
Table 13.1, the most important are the primary CV, HC 
outlet temperature, and the 0 2 exit concentration in 
the flue gas. The latter provides a good indication of 
the combustion efficiency of the furnace. A very low 0 2 

measurement indicates that the FG combustion is 
incomplete; a very high measurement indicates excess 
air and thus low furnace efficiency. A high furnace 
efficiency strongly depends on maintaining the optimum 
air-fuel ratio. For these reasons, the HC outlet temper­
ature and the 0 2 exit concentration in the flue gas are 
selected to be the CVs (Guideline 3). 

The chief DV is the FG composition, which can 
vary significantly depending on the source of the fuel 
gas. Large composition changes affect the FG heating 

value and thus upset the combustion process and heat 
generation. 

Conventional furnace control strategies involve both 
feedforward and feedback aspects (Liptak, 2003, 
Shinskey, 1996). The HC exit temperature can be 
controlled by adjusting either the FG flow rate or FG 
pressure. The 0 2 exit concentration is controlled by 
adjusting the furnace draft, i.e., the difference between 
air inlet and outlet pressures, by changing either the 
inlet air flow rate or the damper in the furnace stack. 
The air-fuel ratio can be controlled using a special type 
of feedforward control referred to as ratio control (see 
Chapter 15). The measured HC inlet flow rate can also 
be used as a measured disturbance for feedforward con­
trol. The PCM include advanced model-based control 
strategies for the furnace, including decoupling (Chap­
ter 18) and model predictive control (Chapter 20). 

Safety considerations are a primary concern for fur­
nace operation because of the large amount of com­
bustible material that is present. In particular, it is 
important to ensure that unreacted FG is not allowed 
to accumulate. This unsafe condition can result if the 
air-fuel ratio is too low or if burner flameout occurs 
because of a FG interruption. Safety interlocks (see 
Chapter 10) are used to shut off the fuel gas in these 
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Figure 13.9 Step response to a + 20% step change in inlet air temperature at t = 30 min. 
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situations. Interruption of the feed stream also poses a 
serious hazard, because it can result in overheating and 
possible rupture of tubes in the furnace (Liptak, 2003). 
Thus, an interlock shuts off the fuel gas if a low flow 
alarm occurs for the feed flow rate. 

For additional information on furnace and heater 
control problems, see the books by Shinskey (1996) 
and the Liptak (2003). 

13.3.3 Catalytic Converters for Automobiles 

In many urbanized areas of the world, automobiles are 
the single greatest producer of harmful vehicle exhaust 
emissions. For over 30 years, catalytic converters have 
been used to significantly reduce harmful exhaust 
emissions from internal combustion engines, especially 
automobiles. In North America, automobiles with 
standard gasoline engines manufactured since 2004 are 
required to have three-way catalytic (TWC) converters. 
This section presents an overview of control issues and 
control strategies associated with TWC. More detailed 
information is available elsewhere (Fiengo et al., 2005; 
Balenovic et al., 2006; Guzzella, 2008). 

Three-way catalytic converters (TWC) are designed 
to reduce three types of harmful automobile emissions: 
carbon monoxide (CO), unburned hydrocarbons in 
the fuel (HC), and nitrogen oxides (NOx)· The term 
nitrogen oxides refers to both N02 and NO. The TWC 
accomplishes these tasks using precious metal catalysts 
(platinum, palladium, and rhodium) for chemical reac­
tions that take place at high temperatures (e.g., 
1000-1600°F) and short residence times (~0.05 s). 

The desired TWC oxidation reactions are (Schmidt, 
2005), 

( 3n + 1) 
CnH2n+2+ - 2- Oz-nCOz + (n+1)Hz0 

1 
CO +202 -C02 

Figure 13.10 TWC efficiency as a function of air-to-fuel ratio 
(Guzzella, 2008). 

and the desired reduction reaction is: 

2NOx-xOz + Nz 

The catalytic converter is most effective when the au­
tomobile engine operates with an air-to-fuel ratio (A/F) 
that is slightly above the stoichiometric ratio of 1/14.7 for 
gasoline. A normalized air-to-fuel ratio A is defined as: 

Wair 1 A=--
Wfuel 14.7 

(13-8) 

where Wair is the mass flow rate of air, and Wfuel is the 
mass flow rate of fuel. The pollutant removal efficiencies 
for the three pollutants vary strongly with air-to-fuel 
ratio, as shown in Fig. 13.10. For A ~ 1, the three pollu­
tants are essentially eliminated, with over 98% re­
moval. When A> 1, there is excess 0 2, and the engine 
is said to be running lean. For these conditions, the oxi­
dation reactions are favored, and excessive amounts of 
NOx are emitted. Conversely, when A< 1, the engine is 
said to be running rich. Here, the reduction reactions 
are favored, and large amounts of hydrocarbons and 
CO are emitted. The TWC has the capacity to store 
oxygen for the oxidation reactions, when the engine is 
running lean. From Fig. 13.10 and these considerations, 
it is evident that the desired value of A/F is slightly 

Figure 13.11 Block diagram for the three way catalytic converter control system. 



greater than stoichiometric, or, equivalently, A. should 
be slightly greater than 1. 

A general representation of a TWC control strategy 
is shown in the block diagram of Fig. 13.11. The A/F is 
measured both upstream, (A/F)u, and downstream 
(A/F)ct, of the TWC, using 0 2 sensors (also called 
lambda sensors). Based on the A/F measurements and 
the desired value, (A/F)sp' the feedback controller cal­
culates an appropriate output signal u that adjusts the 
fuel injection system for the engine (Guidelines 6-8). 
Sometimes, the two A/F measurements are used in a 
cascade control configuration, a topic that is considered 
in Chapter 16. The static and dynamic behavior of the 
TWC varies with the operating conditions (e.g., engine 
load) and aging of the components, including the 0 2 

sensors. Thus automatic adjustment of the controller 
settings (adaptive control) is a promising approach 
(Guzzella, 2008). 

Many TWC control systems are operated so that A/F 
rapidly alternates between being slightly rich and 
slightly lean (A. = 1 ± 0.05) to ensure that the reduction 
catalyst (rhodium) does not become overloaded and 
that the oxidation catalysts (platinum and palladium) 
do not become oxygen-starved. The switching time be­
tween the two modes is very small, less than a second. 
The switching strategy can be implemented by cycling 
the set-point, (A/F)sp· 

The performance of a TWC is strongly affected by its 
temperature, as well as the A/F value. The TWC does 
not begin to operate properly until it heats up to ap­
proximately 550°F; efficient operation does not occur 
until the temperature reaches about 750°F. Conse­
quently, a significant amount of emissions occur during 
cold starts of the engine. This problem can be alleviated 
by the addition of an electrical heater that can heat the 
TWC prior to cold starts. The TWC can operate properly 
up to sustained temperatures of 1500°F. 
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If the A/F ratio is rich, unburned fuel from the engine 
undergoes combustion in the TWC, which can raise the 
TWC exit temperature to several hundred degrees above 
the inlet temperature. Consequently, temperature sen­
sors located before and after the TWC can provide useful 
diagnostic information (Guideline 11). If the difference 
in temperature measurements is unusually large, it indi­
cates that rich conditions occur. On the other hand, if the 
difference is essentially zero, the TWC has stopped func­
tioning (e.g., as a result of catalyst poisoning). 

As emission standards for automobiles become tighter, 
improved closed-loop TWC control strategies become 
even more critical. The development of advanced TWC 
control strategies includes custom model-based methods 
(Fiengo et al., 2005; Balenovic et al., 2006; Guzzella, 
2008). 

13.3.4 Plasma Etching in Semiconductor 
Processing 

Solid-state devices are manufactured on circular disks 
of semiconducting material called wafers (Edgar et al., 
2000). These devices are three-dimensional structures 
made up of stacked layers. Each layer is typically man­
ufactured in batch operations, such as deposition and 
etching. The purpose of deposition is to grow a thin 
layer of a specific material on the wafer surface. In 
etching, part of the layer is removed chemically, using 
gases such as CF4 and HF. Etching can remove silicon 
dioxide, silicon nitride, polysilicon, aluminum, photore­
sist, and other thin film materials. It creates the final 
layer definition by transforming a single layer of semi­
conductor material into the patterns, features, lines, 
and interconnects that make up an integrated circuit. 

The polysilicon (poly) gate etch process is shown 
schematically in Fig. 13.12. Photoresist (PR) etching and 
polysilicon etching are the most critical batch steps for 

Figure 13.12 Inputs and 
outputs for polysilicon gate 
etch process in semicon­
ductor manufacturing. The 
measured inputs (CDin 
and ein) in the incoming 
wafer can be used in 
feedforward control, while 
the measured outputs 
(CDout and eout) are used in 
feedback control. BARC is 
bottom anti-reflective 
coating. 
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creating the profile of polysilicon (side views are shown 
in Fig. 13.12). Photoresist etching entails isotropic etch­
ing of the top layer of photoresist, which determines the 
critical dimension (CD), or width, of polysilicon. This 
step is followed by polysilicon etching, which is 
anisotropic (etches in a single downward direction); the 
final profile of polysilicon is determined in this step. 

The etching process can be used to illustrate the appli­
cation of Guidelines 3, 6, 8, and 10 from Section 13.2. For 
Guideline 3, the key CVs in plasma etching, CD and e 
(sidewall angle), are shown in Fig. 13.12. The CD affects 
transistor speed, which is the most important electrical 
property of a logic chip (a product quality variable). Ide­
ally, e should be goo, but a target of 87° represents a 
trade-off between 8 and CD because of the interactions 
between the variables. Attempting to control e closer to 
goo causes the CD to move further from the target. The 
uniformity of the CD over the wafer is a third CV af­
fected by the inputs. Excessive nonuniformity makes the 
wafer lower quality because of chip inconsistency. 

A plasma etcher has a number of MVs that can be 
adjusted in order to achieve the desired chip geometry. 
By applying Guidelines 6 and 8, several input variables 
can be selected from the four possible MVs: etch time, 

SUMMARY 
This chapter has considered two important issues in 
control system design. The first issue was that the con­
trol system design is strongly influenced by the control 
degrees of freedom that are available, N FC· In most sit­
uations, Npc is simply the number of process variables 
that can be manipulated. In general, N FC < N p, where 
Np is the model degrees of freedom that was intro­
duced in Chapter 2. The second issue concerned the 
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EXERCISES 

13.1 Consider the distillation column shown in Fig. 13.2. It 
would be reasonable to control the liquid level in the reflux 
drum, hn, by manipulating either reflux flow rate, R, or distil­
late flow rate, D. How would the nominal value of the reflux 
ratio (RID) influence your choice? As a specific example, as­
sume that RID = 4. 

13.2 A stirred-tank blending system with a bypass stream is 
shown in Fig. E13.2. The control objective is to control the 
composition of a key component in the exit stream, x4. The 
chief disturbance variables are the mass fractions of the key 
component in the inlet streams, x1 and x2. Using the following 
information, discuss which flow rate should be selected as the 
manipulated variable: (i) inlet flow rate w2, (ii) the bypass 
fraction f, or (iii) exit flow rate, w4. Your choice should reflect 
both steady-state and dynamic considerations. 

Available Information: 

(a) The tank is perfectly mixed. 

(b) Constant physical properties can be assumed because the 
composition changes are quite small. 

(c) Because the variations in liquid level are small, h does 
not have to be controlled. 

(d) The bypass piping results in a negligible time delay. 

Figure E13.2 

13.3 Suppose that the distillation column shown in Fig. 13.2 
has been designed to separate a methanol-water mixture that 
is 50% methanol (MeOH). This high-purity column has a 
large number of trays and a nominal distillate composition of 
xn = 5 ppm of MeOH. Because a composition analyzer is not 
available, it is proposed to control xn indirectly, by measuring 
and controlling the liquid temperature at one of the following 
locations: 

(a) The reflux stream 

(b) The top tray in the rectifying section 
(c) An intermediate tray in the rectifying section, midway 
between the feed tray and the top tray 

Discuss the relative advantages and disadvantages of each 
choice, based on both steady-state and dynamic considerations. 

13.4 It has been suggested that the capital cost for the distil­
lation column in Fig. 13.2 can be reduced by using a "flooded 
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condenser." In the proposed design, the reflux drum would 
be eliminated, and the condensed vapor in the condenser 
would provide the liquid inventory for the reflux and distil­
late streams, as shown in Fig. E13.4. As a result, the coolant 
tubes in the condenser would be partially covered (or 
flooded), and the area available for heat transfer would 
change as the liquid level changes. 

Discuss the dynamic and control implications of this pro­
posed process change for both pressure control and liquid­
level control. You may assume that the conventional control 
configuration for this column is to control column pressure P 
by manipulating coolant flow rate, qc, and liquid level hn by 
manipulating distillate flow rate, D. 

Figure E13.4 

13.5 The exit stream from a chemical reactor is sent to a 
storage tank, as shown in Fig. E13.5. The exit stream from the 
storage tank serves as the feed stream to a separation 
process. The function of the intermediate storage tank is to 
"damp" feed disturbances and to allow the separation 
process to continue to operate when the reactor is shut down 
for short periods of time. 

(a) Discuss the design vs. control trade-offs that are inherent 
in specifying the capacity of the storage tank. 
(b) Suppose that the chemical reactor must produce a vari­
ety of products and, consequently, the set-point for the exit 
composition changes frequently. How would this considera­
tion influence your specification of the tank capacity? 

Figure E13.5 

13.6 Consider the liquid storage system shown in Fig. E13.6. 
Only volumetric flow rates, q1 and q2 , can be manipulated. 
Determine the model degrees of freedom, Np, and the con­
trol degrees of freedom, Npc. 
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13.7 A double pipe heat exchanger with a partial bypass for 
the cold stream is shown in Fig. E13.7. The mass flow rate of 
the hot stream, wh, and the bypass fraction, f, can be manipu­
lated. Heat losses can be neglected. 

(a) Determine the model degrees of freedom, NF, and control 
degrees of freedom, N FC· based on a steady-state analysis. 
(b) Determine the number of disturbance variables, Nv, and 
specify reasonable choices for the disturbance variables. 

(c) Would NF or NFc change if a cocurrent heat exchanger 
configuration is analyzed instead of the countercurrent con­
figuration? Justify your answer. 

2 fwc' Tel 
v 

(1 - flwc, Teo 

£ 
Heat exchanger 

13.8 Consider the blending system of Exercise 13.2. Inlet 
flow rate, w2, and the bypass fraction, f, can be manipulated. 
Determine the model degrees of freedom, NF, and the con­
trol degrees of freedom, NFc· 

13.9 A stirred-tank heating system is shown in Fig. E13.9. 
Briefly critique these two control strategies. 

(a) It is proposed that hand Tbe controlled by manipulating 
wh and We using two PI controllers. 
(b) Suppose that two PI controllers are to be used, with h 
controlled by manipulating wh and T controlled by manipu­
lating w. 

Figure E13.9 

Figure E13.6 

13.10 A two-phase feed to the gas-liquid separator (or 
flash drum), shown in Fig. E13.10, consists of a mixture 
of two hydrocarbons. Because the vessel pressure P is 
lower than the feed pressure, the feed flashes as it en­
ters the separator. Using the following information and 
a degrees of freedom analysis, do the following: 

(a) Determine the model degrees of freedom, NF. 

(b) Determine the control degrees of freedom, N FC· 

(c) Specify reasonable CVs and MVs. Justify your 
answers. 

Figure E13.7 

Available Information: 

1. The flash drum operates isothermally with the two phases 
in equilibrium. 

2. Each phase is perfectly mixed. 

3. The flow rates are in units of kg/min and the compositions 
(e.g., wF) are expressed as mass fractions. 

4. Each flow rate can be adjusted by a control valve (not 
shown). 

5. For the uncontrolled process, the exit flow rates are 
related to vessel conditions by empirical equations that have 
the following forms: G = fi(P) and L = fz(h). 

Feed 
F,wF 

_-----;;.. 

Figure E13.10 

p 

1 

Gas 
G,w0 

Liquid 
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Summary 

In previous chapters, Laplace transform techniques 
were used to calculate transient responses from transfer 
functions. This chapter focuses on an alternative way to 
analyze dynamic systems by using frequency response 
analysis. Frequency response concepts and techniques 
play an important role in stability analysis, control sys­
tem design, and robustness analysis. Historically, fre­
quency response techniques provided the conceptual 
framework for early control theory and important ap­
plications in the field of communications (MacFarlane, 
1979). We introduce a simplified procedure to calculate 
the frequency response characteristics from the transfer 
function of any linear process. Two concepts, the Bode 
and Nyquist stability criteria, are generally applicable 
for feedback control systems and stability analysis. Next 
we introduce two useful metrics for relative stability, 
namely gain and phase margins. These metrics indicate 
how close to instability a control system is. A related 
issue is robustness, which addresses the sensitivity of 

control system performance to process variations and to 
uncertainty in the process model. 

14.1 SINUSOIDAL FORCING OF A FIRST­
ORDER PROCESS 

We start with the response properties of a first-order 
process when forced by a sinusoidal input and show 
how the output response characteristics depend on the 
frequency of the input signal. This is the origin of the 
term frequency response. The responses for first- and 
second-order processes forced by a sinusoidal input 
were presented in Chapter 5. Recall that these 
responses consisted of sine, cosine, and exponential 
terms. Specifically, for a first-order transfer function 
with gain K and time constant T, the response to a gen­
eral sinusoidal input, x(t) = A sin wt, is 

y(t) = 2~A ( wTe -t;~- WT cos wt + sinwt) (5-25) 
W T +1 

Note that in (5-25) y is in deviation form. 
251 
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Time 
shift, 11t 

Time, t 

Figure 14.1 Attenuation and time shift between input and 
output sine waves. The phase angle <!> of the output signal is 
given by <!> = !::.tiP x 360°, where l::.t is the time shift and Pis 
the period of oscillation. 

If the sinusoidal input is continued for a long time, 
the exponential term (wTe-tlr) becomes negligible. The 
remaining sine and cosine terms can be combined via a 
trigonometric identity to yield 

Yc(t)= V KA sin(wt+<l>) 
w2T2 +1 

(14-1) 

where <1> = -tan-1(wT). The long-time response Yc(t) is 
called the frequency response of the first-order system 
and has two distinctive features (see Figure 14.1). 

1. The output signal is a sine wave that has the same 
frequency, but its phase is shifted relative to the 
input sine wave by the angle <1> (referred to as the 
phase shift or the phase angle); the amount of 
phase shift depends on the forcing frequency w. 

2. The output signal is a sine wave that has an ampli­
tude A that also is a function of the forcing fre­
quency: 

A KA 
A = -Y1 w=;2:;=T""2 +=1 (14-2) 

Dividing both sides of (14-2) by the input signal 
amplitude A yields the amplitude ratio (AR) 

A K 
AR =-= (14-3a) 

A Yw2T2 +1 

which can, in turn, be divided by the process gain 
to yield the normalized amplitude ratio (ARN): 

AR 1 
ARN =-= -----;=;:;::::~= 

K Yw2T2 +1 
(14-3b) 

Because the steady-state gain K is constant, the nor­
malized amplitude ratio often is used for frequency 
response analysis. 

Next we examine the physical significance of the pre­
ceding equations, with specific reference to the blend­
ing process example discussed earlier. In Chapter 4, the 
transfer function model for the stirred-tank blending 
system was derived as 

K1 Kz K3 
X'(s) =--1Xl(s) +-1W2(s) +--1Wl(s) (4-69) 

TS + TS+ TS + 

Suppose flow rate w2 is varied sinusoidally about a con­
stant value, while the other inlet conditions are kept con­
stant at their nominal values; that is, wl(t) = xi(t) = 0. 
Because w2(t) is sinusoidal, the output composition de­
viation x' (t) eventually becomes sinusoidal according 
to Eq. 5-26. However, there is a phase shift in the out­
put relative to the input, as shown in Fig. 14.1, owing to 
the material holdup of the. tank. If the flow rate w2 

oscillates very slowly relative to the residence time 
T(w << 1/T), the phase shift is very small, apyroaching 0°, 
whereas the normalized amplitude ratio(A/KA) is very 
nearly unity. For the case of a low-frequency input, the 
output is in phase with the input, tracking the sinu­
soidal input as if the process model were G(s) = K. 

On the other hand, suppose that the flow rate is var­
ied rapidly by increasing the input signal frequency. 
For w >> liT, Eq. 14-1 indicates that the phase shift 
approaches a value of --rr/2 radians ( -90°). The pres­
ence of the negative sign indicates that the output lags 
behind the input by 90°; in other words, the phase lag is 
90°. The amplitude ratio approaches zero as the fre­
quency becomes large, indicating that the input signal 
is almost completely attenuated; namely, the sinusoidal 
deviation in the output signal is very small. 

These results indicate that positive and negative devi­
ations in w2 are essentially canceled by the capacitance of 
the liquid in the blending system if the frequency is high 
enough. In this case, high frequency implies w > > liT. 
Most processes behave qualitatively, similar to the 
stirred-tank blending system, when subjected to a sinu­
soidal input. For high-frequency input changes, the 
process output deviations are so completely attenuated 
that the corresponding periodic variation in the output is 
difficult (perhaps impossible) to detect or measure. 

Input-output phase shift and attenuation (or amplifi­
cation) occur for any stable transfer function, regard­
less of its complexity. In all cases, the phase shift and 
amplitude ratio are related to the frequency w of the 
sinusoidal input signal. In developments up to this point, 
the expressions for the amplitude ratio and phase shift 
were derived using the process transfer function. How­
ever, the frequency response of a process can also be 
obtained experimentally. By performing a series of 
tests in which a sinusoidal input is applied to the 
process, the resulting amplitude ratio and phase shift 
can be measured for different frequencies. In this case, 
the frequency response is expressed as a table of mea­
sured amplitude ratios and phase shifts for selected val­
ues of w. However, the method is very time-consuming 
because of the repeated experiments for different val­
ues of w. Thus, other methods, such as pulse testing 
(Ogunnaike and Ray, 1994), are utilized, because only 
a single test is required. 



In this chapter, the focus is on developing a power­
ful analytical method to calculate the frequency 
response for any process transfer function, as shown 
in the following. Later in this chapter, we show how 
this information can be used to design controllers 
and analyze the properties of the controlled system 
responses. 

14.2 SINUSOIDAL FORCING OF AN 
nTH-ORDER PROCESS 

This section presents a general approach for deriving 
the frequency response of any stable transfer function. 
We show that a rather simple procedure can be em­
ployed to find the sinusoidal response. 

Settings = jw in G(s), by algebraic manipulation we 
can separate the expression into real (R) and imaginary 
(I) expressions. 

G(jw) = R(w) + ji(w) (14-4) 

Similar to Eq. (14-1), we can express the time-domain 
response for any linear system as 

Yc(t) =A sin(wt + <P) (14-5) 

A and <P are related to I( w) and R( w) by the following 
relations (Seborg et al., 2004): 

A=Av'R2+J2 

<P = tan -\I/R) 

(14-6a) 

(14-6b) 

Both A and <P are functions of frequency w. A simple 
but elegant relation for the frequency response can be 
derived, where the amplitude ratio is given by 

AR =A = IG(jw)l = \fR2+J2 
A 

(14-7) 

and the phase shift between the sinusoidal output and 
input is given by 

<P = L G =tan -l(I/R) (14-8) 

Because R(w) and I(w) (and hence AR and <P) can be 
obtained without calculating the complete transient re­
sponse y(t), these characteristics provide a shortcut 
method to determine the frequency response of the 
first-order transfer function. 

More important, Eqs. 14-7 and 14-8 provide a conve­
nient shortcut technique for calculating the frequency 
response characteristics of any stable G(s), including 
those with time-delay terms. However, the physical in­
terpretation of frequency response is not valid for un­
stable systems, because a sinusoidal input produces an 
unbounded output response instead of a sinusoidal 
response. 

The shortcut method can be summarized as follows: 

Step 1. Substitutes= jw in G(s) to obtain G(jw). 
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Step 2. Rationalize G(jw ). Express G(jw) as R + ji, 
where R and I are functions of w and possibly 
model parameters, using complex conjugate 
multiplication. Find the complex conjugate of 
the denominator of G(jw) and multiply both 
numerator and denominator of G(jw) by this 
quantity. 

Step 3. The output sine wave has amplitude 

A= A V R2 + P and phase angle <P = tan -l(UR). 

The amplitude ratio is AR = V R2 + P and is 
independent of the value of A. 

EXAMPLE 14.1 

Find the frequency response of a first-order system, with 

SOLUTION 

1 G(s) = --1 'TS + 

First substitute s = jw in the transfer function 

1 1 
G(jw)=--=-­

Tjw + 1 jwT+ 1 

(14-9) 

(14-10) 

Then multiply both numerator and denominator by the 
complex conjugate of the denominator, that is, - jw'T + 1 

- jw'T + 1 - jw'T + 1 
G(jw) = = ---=----

(jwT+1)(-jwT+1) w2T2+1 

where 

and 

From (14-7) 

1 +.(-wT) 
R+jl 

W2T2+1 } W2'T2 +1 
(14-11) 

(14-12a) 

(14-12b) 

AR = I G(jw) I = f( 2 ~ ) 2 + ( ; ~'T ) 2 
'V w 'T +1 w 'T +1 

Simplifying, 

AR= 
(1 + W2'T2) 

(w2T2+ 1)2 
1 

(14-13a) 

<!> = LG(jw) =tan -1(-wT) = -tan -l(wT) (14-13b) 

If the process gain had been a positive value K instead of 1, 

AR = -----;::-=;;=K=;;=== 
Yw2T2 +1 

(14-14) 

and the phase angle would be unchanged (Eq. 14-13b). 
Both the amplitude ratio and phase angle are identical to 
those values calculated in Section 14.1 using Eq. 5-25. 



254 Chapter 14 Frequency Response Analysis and Control System Design 

From this example, we conclude that direct analysis 
of the complex transfer function G(jw) is computation­
ally easier than solving for the actual long-time output 
response. The computational advantages are even 
greater when dealing with more complicated processes, 
as shown in the following. Start with a general transfer 
function in factored form 

G(s) = Ga(s)Gb(s)Gc(s) · · · 
G1(s)Gz(s)G3(s) ··· 

(14-15) 

G(s) is converted to the complex form G(jw) by the 
substitution s = jw: 

G( ·w) = Ga(jw)Gb(jw)Gc(jw) · · · 
1 G1(jw)Gz(jw)G3(jw) · · · 

(14-16) 

We can express the magnitude and angle of G(jw) as 
follows: 

I . I IGa(jw) II Gb(jw) II Gc(jw) · · · 
G(Jw) = IG1(jw) II Gz(jw)lll G3(jw) · · · (14-1?a) 

LG(jw) = LGa(jw) + LGb(jw) + LGc(jw) +· · · 

- [LG1(jw) + LGz(jw) + LG3(jw) +· · ·] (14-17b) 

Eqs. 14-17a and 14-17b greatly simplify the computa­
tion of IG(jw) I and LG(jw) and, consequently, AR 
and <j>. These expressions eliminate much of the complex 
arithmetic associated with the rationalization of com­
plicated transfer functions. Hence, the factored form 
(Eq. 14-15) may be preferred for frequency response 
analysis. On the other hand, if the frequency response 
curves are generated using MATLAB, there is no need 
to factor the numerator or denominator, as discussed in 
Section 14.3. 

EXAMPLE 14.2 

Calculate the amplitude ratio and phase angle for the 
overdamped second-order transfer function 

K G(s) = ------
(-rls + 1)(-r2s + 1) 

SOLUTION 

Using Eq. 14-15, let 

Substituting s = jw 

Ga=K 

G1=-r1s+1 

G2=-r2s+ 1 

Ga(jw) =K 

G1(jw) = jw-r1 +1 

G2(jw) = jw-r2 + 1 

The magnitudes and angles of each component of the 
complex transfer function are: 

IGai=K 
~~-

IGll = v w2-rt +1 

IG2I = Yw2-r~ +1 

LGa=O 

LG1 = tan -l( w-r1) 

LG2 =tan -\w-r2) 

Combining these expressions via Eqs. 14-17a and 14-17b 
yields 

A -I (. ) I- I Gal 
R - G JW - I Glll G21 

K 
(14-18a) 

Y w2Tt + 1 Y w2T~ + 1 

<!> = LG(jw) = LGa-(LGl + LG2) 

14.3 BODE DIAGRAMS 

The Bode diagram or Bode plot, provides a convenient 
display of the frequency response characteristics of a 
transfer function model in which AR and <!> are each 
plotted as a function of w. Ordinarily, w is expressed in 
units of radians/time to simplify inverse tangent calcu­
lations (e.g., Eq. 14-18b) where the arguments must be 
dimensionless, that is, in radians. Occasionally, a cyclic 
frequency, w/2Tr, with units of cycles/time, is used. 
Phase angle <!> is normally expressed in degrees rather 
than radians. For reasons that will become apparent in 
the following development, the Bode diagram consists 
of: (1) a log-log plot of AR versus wand (2) a semilog 
plot of <!> versus w. These plots are particularly useful 
for rapid analysis of the response characteristics and 
stability of closed-loop systems. 

14.3.1 First-Order Process 

In the past, when frequency response plots had to be gen­
erated by hand, they were of limited utility. A much more 
practical approach now utilizes spreadsheets or control­
oriented software such as MATLAB to simplify calcula­
tions and generate Bode plots. Although spreadsheet 
software can be used to generate Bode plots, it is much 
more convenient to use software designed specifically for 
control system analysis. Thus, after describing the qualita­
tive features of Bode plots of simple transfer functions, 
we illustrate how the AR and <!> components of such a plot 
are generated by a MATLAB program in Example 14.3. 

For a first-order process, Kl(-rs + 1), Fig. 14.2 shows a 
log-log plot of the normalized amplitude ratio versus 
w-r, so that the figure applies for all values of KandT. A 
semilog plot of<!> versus w-r is also shown. In Figure 14.2, 
the abscissa w-r has units of radians. If K and T are known, 
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Figure 14.2 Bode diagram for a first-order process 

ARN (or AR) and <1> can be plotted as a function of w. 
Note that, at high frequencies, the amplitude ratio 
drops to an infinitesimal level, and the phase lag (the 
phase shift expressed as a positive value) approaches a 
maximum value of 90°. 

Some books and software define AR differently, in 
terms of decibels. The amplitude ratio in decibels ARab 
is defined as 

ARab = 20 log AR (14-19) 

The use of decibels merely results in a rescaling of the 
Bode plot AR axis. The decibel unit is employed in 
electrical communication and acoustic theory and is sel­
dom used today in the process control field. Note that 
the MATLAB bode routine uses decibels as the default 
option; however, it can be modified to plot AR results, 
as done in Fig 14.2. In the rest of this chapter, we only 
derive frequency responses for simple transfer function 
elements (integrator, first-order, second-order, zeros, 
time delay). Software should be used for calculating fre­
quency responses of combinations of these elements. 

14.3.2 Integrating Process 

The transfer function for an integrating process was 
given in Chapter 5. 

() _ Y(s) _ K 
G s - U(s) - s (5-34) 

Because of the single pole located at the origin, this 
transfer function represents a marginally stable process. 
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The shortcut method of determining frequency response 
outlined in the preceding section was developed for stable 
processes, that is, those that converge to a bounded os­
cillatory response. Because the output of an integrating 
process is bounded when forced by a sinusoidal input, 
the shortcut method does apply for this marginally sta­
ble process: 

AR = I G(jw) I = I ~ I = K 
JW W 

(14-20) 

<I>= LG(jw) = LK- tan -l(j oo) = -90° (14-21) 

The effect of an integrator multiplied by a stable trans­
fer function G1 is to change the overall phase angle of 
G1 by -90°. 

14.3.3 Second-Order Process 

A general transfer function for a second-order system 
without numerator dynamics is 

K 
G(s) = -,T2:-s::-2 _+_2_~_T_s_+_1 (14-22) 

Substituting s = jw and rearranging into real and imag­
inary parts (see Example 14.1) yields 

(14-23a) 

(14-23b) 

Note that, in evaluating <1>, multiple results are obtained 
because Eq. 14-23b has infinitely many solutions, each 
differing by n180°, where n is a positive integer. The ap­
propriate solution of (14-23b) for the second-order sys­
tem yields -180° < <1> < 0. 

Figure 14.3 shows the Bode plots for overdamped 
(~ > 1), critically damped (~ = 1), and underdamped 
(0 < ~ = 1) processes as a function of wT. The low­
frequency limits of the second-order system are identical 
to those of the first-order system. However, the limits 
are different at high frequencies, wT >> 1. 

ARN ~ 1j(wT)2 

<I> ~ -180° 

(14-24a) 

(14-24b) 

For overdamped systems, the normalized amplitude ratio 
is attenuated (A,IKA < 1) for all w. For underdamped 
systems, the amplitude ratio plot exhibits a maximum 
(for values of 0 < ~ < \12j2) at the resonant frequency 

(t) = r 
~ 

T 

1 

(14-25) 

(14-26) 
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Figure 14.3 Bode diagrams for second-order processes. Right: underdamped. Left: overdamped and critically damped. 

These expressions can be derived by the interested 
reader. The resonant frequency w7 is that frequency for 
which the sinusoidal output response has the maximum 
amplitude for a given sinusoidal input. Eqs. (14-25) and 
(14-26) indicate how w7 and (ARN) max depend on ~­
This behavior is used in designing organ pipes to create 
sounds at specific frequencies. However, excessive res­
onance is undesirable, for example, in automobiles, 
where a particular vibration is noticeable only at a cer­
tain speed. For industrial processes operated without 
feedback control, resonance is seldom encountered, al­
though some measurement devices are designed to ex­
hibit a limited amount of resonant behavior. On the 
other hand, feedback controllers can be tuned to give 
the controlled process a slight amount of oscillatory or 
underdamped behavior in order to speed up the con­
trolled system response (see Chapter 12). 

14.3.4 Process Zero 

A term of the form -rs + 1 in the denominator of a 
transfer function is sometimes referred to as a process 
lag, because it causes the process output to lag the 
input (the phase angle contribution is negative). Simi­
larly, a process zero of the form -rs + 1 (-r > 0) in the 
numerator (see Section 6.1) causes the sinusoidal out­
put of the process to lead the input ( <1> > 0); hence, a 
left-half plane (LHP) zero often is referred to as 
process lead. Next we consider the amplitude ratio and 
phase angle for such a term. 

Substituting s = jw into G(s) = TS + 1 gives 

from which 

G(jw) = jw-r + 1 

AR= IG(jw)l = Yw2-r2 +1 

<I>= LG(jw) = tan-1(w-r) 

(14-27) 

(14-28a) 

(14-28b) 

Therefore, a process zero contributes a positive phase 
angle that varies between 0 and +90°. The output sig­
nal amplitude becomes very large at high frequencies 
(i.e., AR- oo as w - oo ), which is a physical impossi­
bility. Consequently, a process zero is always found in 
combination with one or more poles. The order of the 
numerator of the process transfer function must be less 
than or equal to the order of the denominator, as noted 
in Section 6.1. 

Suppose that the numerator of a transfer function 
contains the term 1 - -rs, with T > 0. As shown in Sec­
tion 6.1, a right-half plane (RHP) zero is associated 
with an inverse step response. The frequency response 
characteristics of G(s) = 1 - -rs are 

AR = v' w2-r2 + 1 

<I>=- tan -\w-r) 

(14-29a) 

(14-29b) 

Hence, the amplitude ratios of LHP and RHP zeros 
are identical. However, an RHP zero contributes 
phase lag to the overall frequency response because of 



the negative sign. Processes that contain an RHP zero 
or time delay are sometimes referred to as nonmini­
mum phase systems because they exhibit more phase 
lag than another transfer function that has the same 
AR characteristics (Franklin et al., 2005). Exercise 14.11 
illustrates the importance of zero location on the 
phase angle. 

14.3.5 Time Delay 

The time delay e-as is the remaining important process 
element to be analyzed. Its frequency response charac­
teristics can be obtained by substituting s = jw: 

G(jw) = e -jwa (14-30) 

which can be written in rational form by substitution of 
the Euler identity 

G(jw) = cos we - j sin we (14-31) 

From (14-6) 

AR = IG(jw)l = V cos 2we + sin 2we 1 (14-32) 

1 ~ sin we) <P = LG(jw) =tan----
coswe 

or 

<P =-we (14-33) 

Because w is expressed in radians/time, the phase 
angle in degrees is -180wej'7T. Figure 14.4 illustrates 

AR 

<I> 
(deg) 

w9 

-360~------+-------+------1~ 

0.1 10 
w9 

Figure 14.4 Bode diagram for a time delay, e-es. 
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the Bode plot for a time delay. The phase angle is un­
bounded, that is, it approaches -oo as w becomes 
large. By contrast, the phase angle of all other 
process elements is smaller in magnitude than some 
multiple of 90°. This unbounded phase lag is an 
important attribute of a time delay and is detrimental 
to closed-loop system stability, as is discussed in 
Section 14.6. 

EXAMPLE 14.3 

Generate the Bode plot for the transfer function 

S(O.Ss + 1)e-o.ss 
G( s) - ----'----------'--­

(20s + 1)(4s + 1) 

where the time constants and time delay have units 
of minutes. 

SOLUTION 

The Bode plot is shown in Fig. 14.5. The steady-state 
gain (K = 5) is the value of AR when w ~ 0. The phase 
angle at high frequencies is dominated by the time delay. 
The MATLAB listing for generating a Bode plot of the 
transfer function is shown in Table 14.1. In this listing 
the normalized AR is used (ARN)· 

10 

1 
AR 

0.1 

0.01 

0.001 
0.01 0.1 1 10 100 

w (rad/min) 

0 

-90 
<I> 

(deg) 
-180 

-270 
0.01 0.1 1 10 

w (rad/min) 

Figure 14.5 Bode plot of the transfer function in 
Example 14.3 
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Table 14.1 MATLAB Program to Calculate and Plot the 
Frequency Response of a Complex Process in Example 14.3 

%Making a Bode plot for G=5 (0.5s+ 1)e"-0.5s/(20s+ 1) 
%(4s+1) 
close all 
gain=5; 
tdead=O. 5; 
num=[O. 5 1]; 
den=[80 24 1]; 
G=tf (gain*num, den) %Define the system as a transfer 
%function 
points=500; %Define the number of points 
ww=logspace ( -2, 2, points); %Frequencies to be evaluated 
[mag, phase, ww]=bode (G,ww);% Generate numerical 
%values for Bode plot 
AR=zeros (points, 1);% Preallocate vectors for Amplitude 
%Ratio and Phase Angle 
PA=zeros (points, 1); 
for i = 1 : points 

AR(i)=mag (1,1,i)/gain; %Normalized AR 
PA(i)= phase (1,1,i) - ((180/pi) *tdead*ww(i)); 

end 
figure 
subplot (2,1,1) 
loglog(ww, AR) 
axis ([0.01100 0.0011]) 
title ('Frequency Response of a SOPTD with Zero') 
ylabel('AR/K') 
subplot (2,1,2) 
semilogx(ww,PA) 
axis ([0.01 100 -270 0]) 
ylabel('Phase Angle (degrees)') 
xlabel('Frequency (rad/time) ') 

Table 14.2 summarizes the Bode plots for the impor­
tant transfer functions in process control practice. 

14.4 FREQUENCY RESPONSE 
CHARACTERISTICS OF 
FEEDBACK CONTROLLERS 

In order to use frequency response analysis to design 
control systems, the frequency-related characteristics 
of feedback controllers must be known for the most 
widely used forms of the PID controller discussed in 
Chapter 8. In the following derivations, we generally 
assume that the controller is reverse-acting (Kc > 0). If 
a Controller is direct-acting (Kc < 0), the AR plot does 
not change, because IKe I is used in calculating the mag­
nitude. However, the phase angle is shifted by -180° 
when Kc is negative. For example, a direct-acting pro­
portional controller (Kc < 0) has a constant phase 
angle of -180°. Table 14.3 provides a summary of the 
frequency response characteristics of the most impor­
tant industrial controllers. 

Proportional Controller. Consider a proportional con­
troller with positive gain 

(14-34) 

In this case, I G c(jw) I = Kc, which is independent of w. 
Therefore, 

AR=Kc (14-35) 

and 

(14-36) 

Proportional-Integral Controller. A proportional­
integral (PI) controller has the transfer function, 

Gc(s) = Kc(1 + ____!___) = Kc(TJS + 1) (14-37) 
T[S T[S 

Substituting s = jw gives 

Gc(jw) = Kc(1 + ~) = Kc(1 - _j__) 
TJ]W WT[ 

(14-38) 
Thus, the amplitude ratio and phase angle are 

AR= IG ( ·wl =K~1 +-1-=K V(wTJ)2 +1 
C j ( )2 c WT WT[ I 

(14-39) 

<P = -Gc(jw) = tan-1(-1/wT1) = tan-1(wT1)- 90° 

(14-40) 

Based on Eqs. 14-39 and 14-40, at low frequencies, the 
integral action dominates. As w ~ 0, AR ~ oo, and 
<P ~ -90°. At high frequencies, AR = Kc and 
<P = 0°; neither is a function of w in this region ( cf. the 
proportional controller). 

Ideal Proportional-Derivative Controller. The ideal 
proportional-derivative (PD) controller (cf. Eq. 8-11) is 
rarely implemented in actual control systems but is a 
component of PID control and influences PID control 
at high frequency. Its transfer function is 

(14-41) 

The frequency response characteristics are similar to 
those of an LHP zero: 

AR = Kc Y WTvf + 1 

<P = tan-1 (wTv) 

(14-42) 

(14-43) 

Proportional-Derivative Controller with Filter. The PD 
controller is most often realized by the transfer function 

( 
TDS + 1) Gc(s) = Kc 1 

fXTDS + 
(14-44) 

where ex has a value in the range 0.05 - 0.2. The fre­
quency response for this controller is given by 



AR=Kc 
(wTv)2 + 1 

(1XwTv)2 +1 
(14-45) 

(14-46) 

The pole in Eq. 14-44 bounds the high-frequency asymp­
tote of the AR 

lim AR= lim IGc(jw)I=Kci1X=2/0.1=20 (14-47) 
(1)~00 (1}~00 

Note that this feature actually is an advantage, because 
the ideal derivative action in (14-41) would amplify high­
frequency input noise, due to its large value of AR in that 
region. In contrast, the PD controller with derivative fil­
ter exhibits a bounded AR in the high-frequency region. 
Because its numerator and denominator orders are both 
one, the high-frequency phase angle returns to zero. 

Parallel PID Controller. The PID controller can be 
developed in both parallel and series forms, as dis­
cussed in Chapter 8. Either version exhibits features of 
both the PI and PD controllers. The simpler version is 
the following parallel form (cf. Eq. 8-14): 

Gc(s) = Kc(1 + -1- + Tvs) = Kc(-1-+_T--=J_s_+_T-=-fi--=v'---s-2) 
TJS TJS 

(14-48) 

Substituting s = jw and rearranging gives 

Gc(s) =Kc(1 +~+ jwTv)=Kc [1 + j(wTv-1-)] 
)WTJ WTJ 

(14-49) 

Figure 14.6 shows a Bode plot for a PID controller, 
with and without a derivative filter (see Table 8.1). The 
controller settings are Kc = 2, TJ = 10 min, Tv = 4 min, 
and IX = 0.1. The phase angle varies from -90° (w ~ 0) 
to + 90° ( w ~ oo ). 

By adjusting the values of TJ and Tv, one can prescribe 
the shape and location of the notch in the AR curve. De­
creasing TJ and increasing Tv narrows the notch, whereas 
the opposite changes broaden it. Figure 14.6 indicates that 
the center of the notch is located at w = 1/~ where 
<l> = 0° and AR = KC' Varying Kc merely moves the ampli­
tude ratio curve up or down, without affecting the width 
of the notch. Generally, the integral time TJ should be 
larger than Tn, typically TJ R::: 4Tv. 

Series PID Controller. The simplest version of the se­
ries PID controller is 

Gc(s) = Kc(TlS + 1)(Tvs + 1) 
TiS 

(14-50) 

This controller transfer function can be interpreted as 
the product of the transfer functions for PI and PD 
controllers. Because the transfer function in (14-50) is 
physically unrealizable and amplifies high-frequency 
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noise, we consider a more practical version that in­
cludes a derivative filter. 

Series PID Controller with a Derivative Filter. The 
series controller with a derivative filter was described 
in Chapter 8. 

Gc(s) = Kc(TJS + 1)( Tvs + 1 ) (14-51) 
TJS IXTVS + 1 

where 0.05 < IX < < 1.0. A comparison of the amplitude 
ratios in Fig. 14.6 indicates that the AR for the con­
troller without the derivative filter in (14-50) is un­
bounded at high frequencies, in contrast to the 
controller with the derivative filter (Eq. 14-51), which 
has a bounded AR at all frequencies. Consequently, the 
addition of the derivative filter makes the series PID 
controller less sensitive to high-frequency noise. For the 
typical value of IX = 0.05, Eq. 14-51 yields at high fre­
quencies: 

When Tv = 0, the series PID controller with filter is the 
same as the PI controller of Eq. 14-52. 

As a practical matter, it is possible to use the ab­
solute value of Kc to calculate <l> when designing closed­
loop control systems, because stability considerations 
(see Chapter 11) require that Kc < 0 only when 
KvKpKm < 0. This choice guarantees that the open-loop 
gain (KoL = KcKvKpKm) will always be positive. Use 
of this convention conveniently yields <l> = 0° for any 
proportional controller and, in general, eliminates the 
need to consider the -180° phase shift contribution of 
the controller gain. 

14.5 NYQUIST DIAGRAMS 

The Nyquist diagram is an alternative representation of 
frequency response information, a polar plot of G(jw) in 
which frequency w appears as an implicit parameter. The 
Nyquist diagram for a transfer function G(s) can be 
constructed directly from I G(jw) I and LG(jw) for dif­
ferent values of w. Alternatively, the Nyquist diagram 
can be constructed from the Bode diagram, because 
AR = I G(jw) I and <l> = LG(jw ). Advantages of Bode 
plots are that frequency is plotted explicitly as the ab­
scissa, and the log-log and semilog coordinate systems 
facilitate block multiplication. The Nyquist diagram, on 
the other hand, is more compact and is sufficient for 
many important analyses, for example, determining 
system stability (see Appendix J). Most of the recent 
interest in Nyquist diagrams has been in connection 
with designing multiloop controllers and for robustness 
(sensitivity) studies (Maciejowski, 1989; Skogestad and 
Postlethwaite, 2005). For single-loop controllers, Bode 
plots are used more often. 
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Figure 14.6. Bode plots of ideal parallel PID controller and 
series PID controller with derivative filter (u = 1) 

Ideal parallel: Gc(s) = 2(1 + -1- + 4s) 
lOs 

Series with derivative filter: 

Gc(s) = 2(10s + 1)( 4s + 1 ) 
lOs 0.4s + 1 

14.6 BODE STABILITY CRITERION 

The Bode stability criterion has two important advan­
tages in comparison with the Routh stability criterion 
of Chapter 11: 

1. It provides exact results for processes with time 
delays, while the Routh stability criterion provides 
only approximate results because of the polyno­
mial approximation that must be substituted for the 
time delay. 

2. The Bode stability criterion provides a measure of 
the relative stability rather than merely a yes or 
no answer to the question "Is the closed-loop sys­
tem stable?" 

Before considering the basis for the Bode stability 
criterion, it is useful to review the General Stability Cri­
terion of Section 11.1: A feedback control system is sta­
ble if and only if all roots of the characteristic equation 
lie to the left of the imaginary axis in the complex plane. 

Thus, the imaginary axis divides the complex plane 
into stable and unstable regions. Recall that the charac­
teristic equation was defined in Chapter 11 as 
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1 + GaL(s) = 0 (14-53) 

where the open-loop transfer function in (14-53) is 
GaL(s) = Ge(s)Gv(s)Gp(s)Gm(s). 

The root locus diagrams of Section 11.5 (e.g., Fig. 
11.27) show how the roots of the characteristic equa­
tion change as controller gain Ke changes. By defini­
tion, the roots of the characteristic equation are the 
numerical values of the complex variables that satisfy 
Eq. 14-53. Thus, each point on the root locus also sat­
isfies (14-54), which is a rearrangement of (14-53): 

GaL(s) =-1 (14-54) 

The corresponding magnitude and argument are: 

IGoL(jw)l = 1 and LGoL(jw) = -180° (14-55) 

In general, the ith root of the characteristic equation 
can be expressed as a complex number, ri = ai ± bJ 
Note that complex roots occur as complex conjugate 
pairs. When a pair is located on the imaginary axis, the 
real part is zero (ai = 0) and the closed-loop system is at 
the stability limit. As indicated in Chapter 11, this condi­
tion is referred to as marginal stability or conditional sta­
bility. When the closed-loop system is marginally stable 
and bi =F- 0, the closed-loop response exhibits a sustained 
oscillation after a set-point change or a disturbance. 
Thus, the amplitude neither increases nor decreases. 
However, if Ke is increased slightly, the closed-loop sys­
tem becomes unstable, because the complex roots on the 
imaginary axis move into the unstable region. 

For a marginally stable system, with bi =F- 0, the fre­
quency of the sustained oscillation, w0 is given by 
we = bi. This oscillatory behavior is caused by the pair of 
roots on the imaginary axis at s = ::!:: wej (see Chapter 3). 
Substituting this expression for s into Eq. 14-55 gives the 
following expressions for a conditionally stable system: 

ARaL(we) = IGoL(jwe)l = 1 

<l>oL( we)= L GaL(jwe) = -180° 

(14-56) 

(14-57) 

for some specific value of We> 0. Equations (14-56) and 
(14-57) provide the basis for both the Bode stability cri­
terion discussed as follows. 

Before stating the Bode stability criterion, we need 
to introduce two important definitions: 

1. A critical frequency We is defined to be a value of 
w for which <l>oL(w) = -180°. This frequency is also 
referred to as a phase crossover frequency. 

2. A gain crossover frequency wg is defined to be a 
value of w for which ARoL( w) = 1. 

For a marginally stable system, we = wg. 
For many control problems, there is only a single we 

and a single wg. But multiple values for we can occur, as 
shown in Fig. 14.7. In this somewhat unusual situation, 
the closed-loop system is stable for two different ranges 
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Figure 14.7 Bode plot exhibiting multiple critical frequencies 

of the controller gain (Luyben and Luyben, 1997). 
Consequently, increasing the absolute value of Ke can 
actually improve the stability of the closed-loop system 
for certain ranges of Ke· 

Next, we state one of the most important results of 
frequency response analysis, the Bode stability criterion. 
It allows the stability of a closed-loop system to be deter­
mined from the open-loop transfer function. 

Bode Stability Criterion. Consider an open-loop 
transfer function GaL = GeGvGpGm that is strictly 
proper (more poles than zeros) and has no poles located 
on or to the right of the imaginary axis, with the possible 
exception of a single pole at the origin. Assume that the 
open-loop frequency response has only a single critical 
frequency We and a single gain crossover frequency Wg· 
Then the closed-loop system is stable if ARoL(we) < 1. 
Otherwise, it is unstable. 

Some of the important properties of the Bode stabil­
ity criterion are: 

1. It provides a necessary and sufficient condition for 
closed-loop stability, based on the properties of 
the open-loop transfer function. 

2. Unlike the Routh stability criterion of Chapter 11, 
the Bode stability criterion is applicable to sys­
tems that contain time delays. 

D =0 

3. The Bode stability criterion is very useful for a 
wide variety of process control problems. However, 
for any GoL(s) that does not satisfy the required 
conditions, the Nyquist stability criterion discussed 
in Appendix J can be applied. 

4. For systems with multiple we or wg, the Bode stabil­
ity criterion has been modified by Hahn et al. 
(2001) to provide a sufficient condition for stability. 

In order to gain physical insight into why a sustained 
oscillation occurs at the stability limit, consider the anal­
ogy of an adult pushing a child on a swing. The child 
swings in the same arc as long as the adult pushes at the 
right time and with the right amount of force. Thus, the 
desired sustained oscillation places requirements on 
both timing (that is, phase) and applied force (that is, 
amplitude). By contrast, if either the force or the timing 
is not correct, the desired swinging motion ceases, as the 
child will quickly exclaim. A similar requirement occurs 
when a person bounces a ball. 

To further illustrate why feedback control can pro­
duce sustained oscillations, consider the following 
thought experiment for the feedback control system 
shown in Fig. 14.8. Assume that the open-loop system 
is stable and that no disturbances occur (D = 0). Sup­
pose that the set-point is varied sinusoidally at the criti­
cal frequency, Ysp(t) =A sin (wet), for a long period of 
time. Assume that, during this period, the measured 
output, Ym, is disconnected, so that the feedback loop is 
broken before the comparator. After the initial tran­
sient dies out, Ym will oscillate at the excitation frequency 
We because the response of a linear system to a sinusoidal 
input is a sinusoidal output at the same frequency (see 
Section 14.2). Suppose that two events occur simultane­
ously: (i) the set-point is set to zero, and (ii) Ym is 
reconnected. If the feedback control system is margin­
ally stable, the controlled variable y will then exhibit a 
sustained sinusoidal oscillation with amplitude A and 
frequency We· 

To analyze why this special type of oscillation occurs 
only when w = We, note that the sinusoidal signal E in 
Fig. 14.8 passes through transfer functions Ge, Gv, GP, 
and Gm before returning to the comparator. In order 

y 

Figure 14.8 Sustained oscillation in a 
feedback control system 



to have a sustained oscillation after the feedback loop is 
reconnected, signal Y m must have the same amplitude as 
E and a 180° phase shift relative to E. Note that the com­
parator also provides a -180° phase shift because of its 
negative sign. Consequently, after Y m passes through the 
comparator, it is in phase withE and has the same am­
plitude, A. Thus, the closed-loop system oscillates indefi­
nitely after the feedback loop is closed because the 
conditions in Eqs. 14-56 and 14-57 are satisfied. But what 
happens if Ke is increased by a small amount? Then, 
ARodwe) is greater than one, the oscillations grow, and 
the closed-loop system becomes unstable. In contrast, if 
Ke is reduced by a small amount, the oscillation is 
damped and eventually dies out. 

EXAMPLE 14.4 

A process has the third-order transfer function (time 
constant in minutes), 

2 
G (s)----

P - (O.Ss + 1)3 

Also, Gv = 0.1 and Gm = 10. For a proportional controller, 
evaluate the stability of the closed-loop control system 
using the Bode stability criterion and three values of Ke: 1, 
4, and20. 

SOLUTION 

For this example, 

(0.5s + 1)3 

Figure 14.9 Bode plots for GaL= 2Kei(O.Ss + 1)3 

Figure 14.9 shows a Bode plot of GaL for three values of 
Ke. Note that all three cases have the same phase angle 
plot, because the phase lag of a proportional controller is 
zero for Ke > 0. 

From the phase angle plot, we observe that We = 3.46 
rad/min. This is the frequency of the sustained oscillation 
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that occurs at the stability limit, as discussed previously. 
Next, we consider the amplitude ratio ARaL for each 
value of Ke. Based on Figure 14.9, we make the following 
classifications: 

1 
4 

20 

ARaL (for w = we) 

0.25 
1 
5 

Classification 

Stable 
Marginally stable 
Unstable 

In Section 12.5.1, the concept of the ultimate gain 
was introduced. For proportional-only control, the ulti­
mate gain Keu was defined to be the largest value of Ke 
that results in a stable closed-loop system. The value of 
Keu can be determined graphically from a Bode plot for 
transfer function G = GvGpGm. For proportional-only 
control, GaL = KeG. Because a proportional controller 
has zero phase lag, we is determined solely by G. Also, 

(14-58) 

where ARa denotes the amplitude ratio of G. At the sta­
bility limit, w = We, ARoL( we) = 1 and Ke = Keu· Sub­
stituting these expressions into (14-58) and solving for Kcu 
gives an important result: 

1 
Keu = ----

ARa(we) 
(14-59) 

The stability limit for Ke can also be calculated for PI 
and PID controllers, as demonstrated by Example 14.5. 

EXAMPLE 14.5 

Consider PI control of an overdamped second-order process 
(time constants in minutes), 

5 G ( s) - -,----------,---.,--------,-
P - (s+1)(0.5s+1) 

Gm=Gv=1 

Determine the value of Keu· Use a Bode plot to show 
that controller settings of Ke = 0.4 and TJ = 0.2 min 
produce an unstable closed-loop system. Find Kem• the 
maximum value of Ke that can be used with TJ = 0.2 min 
and still have closed-loop stability. Show that TJ = 1 min 
results in a stable closed-loop system for all positive 
values of Ke. 

SOLUTION 

In order to determine Keu. we let Ge = Ke. The open-loop 
transfer function is GaL = KeG where G = GvGpGm. 
Because a proportional controller does not introduce 
any phase lag, G and GaL have identical phase angles. 
Consequently, the critical frequency can be determined 
graphically from the phase angle plot for G. However, 
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curve a in Fig. 14.10 indicates that We does not exist, 
because <PoL is always greater than -180°. As a result, 
Keu does not exist, and thus Ke does not have a stability 
limit. 

Conversely, the addition of integral control action can 
produce closed-loop instability. Curve bin Fig. 14.10 indicates 
that an unstable closed-loop system occurs for Ge(s) = 0.4 
(1 + 1/0.2s ), because ARoL > 1 when <PoL = -180°. To 
find Kern for TJ = 0.2 min, we note that We depends on TJ 

but not on Ke, because Ke has no effect on <PoL· For curve 
b in Fig. 14.10, we = 2.2 rad/min, and the corresponding 
amplitude ratio is ARoL = 1.38. To find Kern• multiply the 
current value of Ke by a factor, 1/1.38. Thus, Kern = 
0.4/1.38 = 0.29. 
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Figure 14.10 Bode plots for Example 14.5 

Curve a: Gp(s) 

Curve b: GoL(s): Ge(s) = 0.4 ( 1 + O.~s) 

Curve c: GoL(s): Ge(s) = 0.4 ( 1 + ~) 

"' 

-
100 

When TJ is increased to 1 min, curve c in Fig. 14.10 results. 
Because curve c does not have a critical frequency, the 
closed-loop system is stable for all positive values of Kc-

EXAMPLE 14.6 

Find the critical frequency for the following process and 
PID controller, assuming Gv = Gm = 1: 

e-0.3s ( 1 ) 
G (s) - Ge(s) = 20 1 + 2.5s + s 

P - (9s + 1)(11s + 1) 

SOLUTION 

Figure 14.7 shows the open-loop amplitude ratio and phase 
angle plots for GaL· Note that the phase angle crosses 
-180° at three points. Because there is more than one value 
of We, the Bode stability criterion cannot be applied. 

EXAMPLE 14.7 

Evaluate the stability of the closed-loop system for: 

4e-s 

Gp(s) = 5s + 1 

The time constant and time delay have units of minutes and, 

Gv = 2, Gm = 0.25, Ge = Ke 

Obtain we and Keu from a Bode plot. 

SOLUTION 

The Bode plot for GaL and Ke = 1 is shown in Fig. 14.7. For 
we= 1.69 rad/min, <PoL =-180°, and ARoL = 0.235. For Ke 
= 1, ARoL = ARc and Keu can be calculated from Eq. 
14-59. Thus, Kcu = 1/0.235 = 4.25. Setting Ke = 1.5 Keu gives 
Ke = 6.38. A larger value of Ke causes the closed-loop 
system to become unstable. Only values of Ke less than 
Keu result in a stable closed-loop system. 
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Figure 14.11 Bode plot for Example 14.6, Ke = 1 

14.7 GAIN AND PHASE MARGINS 

10 0 

Rarely does the model of a chemical process stay 
unchanged for a variety of operating conditions and 
disturbances. When the process changes or the con­
troller is poorly tuned, the closed-loop system can be­
come unstable. Thus, it is useful to have quantitative 
measures of relative stability that indicate how close 
the system is to becoming unstable. The concepts of 
gain margin (GM) and phase margin (PM) provide use­
ful metrics for relative stability. 

Let ARc be the value of the open-loop amplitude 
ratio at the critical frequency We· Gain margin GM is 
defined as: 

GM .g_ - 1-
ARc 

(14-60) 



According to the Bode stability criterion, ARc must be 
less than one for closed-loop stability. An equivalent 
stability requirement is that GM > 1. The gain margin 
provides a measure of relative stability, because it indi­
cates how much any gain in the feedback loop compo­
nent can increase before instability occurs. For example, 
if GM = 2.1, either process gain Kp or controller gain 
Kc could be doubled, and the closed-loop system would 
still be stable, although probably very oscillatory. 

Next, we consider the phase margin. In Fig. 14.12, <Vg 
denotes the phase angle at the gain-crossover frequency 
wg where ARoL = 1. Phase margin PM is defined as 

PM~ 180 + <Vg (14-61) 

The phase margin also provides a measure of relative 
stability. In particular, it indicates how much additional 
time delay can be included in the feedback loop before 
instability will occur. Denote the additional time delay 
as .:18 max. For a time delay of .:18 max, the phase angle 
is -.:18 max w (see Section 14.3.5). Thus, .:18 max can be 
calculated from the following expression, 

(14-62) 

or 

(14-63) 

where the ( 71'/180°) factor converts PM from degrees to 
radians. Graphical representations of the gain and 
phase margins in a Bode plot are shown in Fig. 14.12. 

The specification of phase and gain margins requires 
a compromise between performance and robustness. In 
general, large values of GM and PM correspond to 
sluggish closed-loop responses, whereas smaller values 
result in less sluggish, more oscillatory responses. The 

ARoL 

AR = _l_ f------t------"1.::-----1 
c GM 

<l>oL <l>g 
(deg) 

w 

Figure 14.12 Gain and phase margins on a Bode plot 
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choices for GM and PM should also reflect model accu­
racy and the expected process variability. 

Guideline. In general, a well-tuned controller should 
have a gain margin between 1.7 and 4.0 and a phase 
margin between 30° and 45°. 

Recognize that these ranges are approximate and 
that it may not be possible to choose PI or PID con­
troller settings that result in specified GM and PM 
values. Tan et al. (1999) have developed graphical 
procedures for designing PI and PID controllers that 
satisfy GM and PM specifications. The GM and PM 
concepts are easily evaluated when the open-loop sys­
tem does not have multiple values of we or wg. How­
ever, for systems with multiple wg, gain margins can 
be determined from Nyquist plots (Doyle et al., 1992). 

EXAMPLE 14.8 

For the FOPTD model of Example 14.7, calculate PID 
controller settings for the two tuning relations in Table 12.6: 

(a) Ziegler-Nichols 

(b) Tyreus-Luyben 

Assume that the two PID controllers are implemented in 
the parallel form with a derivative filter (u = 0.1) in Table 
8.1. Plot the open-loop Bode diagram and determine the 
gain and phase margins for each controller. 

For the Tyreus-Luyben settings, determine the maximum 
increase in the time delay ~8 max that can occur while still 
maintaining closed-loop stability. 

SOLUTION 

From Example 14.7, the ultimate gain is Kcu = 4.25, and the 
ultimate period is Pu = 2TI/1.69 = 3.72 min. Therefore, the 
PID controller settings are: 

Controller Settings TJ TD 

Kc (min) (min) 

Ziegler-Nichols 2.55 1.86 0.46 
Tyreus-Luyben 1.91 8.18 0.59 

The open-loop transfer function is: 

Figure 14.13 shows the frequency response of GaL for the 
two controllers. The gain and phase margins can be 
determined by inspection of the Bode diagram or by using 
the MATLAB command: margin. 

Controller 
(rad/min) GM PM We 

Ziegler-Nichols 1.6 40° 2.29 
Tyreus-Luyben 1.8 76° 2.51 
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Figure 14.13 Comparison of GaL Bode plots for Example 14.7 

The Tyreus-Luyben controller settings are more conserva­
tive, due to the larger gain and phase margins. The value 
of .:lemax is calculated from Eq. 14-63, and the 
information in the preceding table: 

SUMMARY 

Frequency response techniques are powerful tools for 
the design and analysis of feedback control systems. 
The frequency response characteristics of a process, its 
amplitude ratio AR and phase angle, characterize the 
dynamic behavior of the process and can be plotted as 
functions of frequency in Bode diagrams. The Bode 
stability criterion provides exact stability results for a 
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EXERCISES 
14.1 A heat transfer process has the following transfer func­
tion between a temperature T and an inlet flow rate q where 
the time constants have units of minutes: 

T'(s) 3(1-s) 

Q'(s) s(2s+1) 

If the flow rate varies sinusoidally with an amplitude of 
2 Llmin and a period of 0.5 min, what is the amplitude of the 
temperature signal after the transients have died out? 

-50 
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' r-....' 

' \ ' 
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Thus, time delay 8 can increase by as much as 70% and 
still maintain closed-loop stability. 

wide variety of control problems, including processes 
with time delays. It also provides a convenient measure 
of relative stability, such as gain and phase margins. Con­
trol system design involves trade-offs between control 
system performance and robustness. Modern control 
systems are typically designed using a model-based 
technique, such as those described in Chapter 12. 
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14.2 Using frequency response arguments, discuss how well 
e-es can be approximated by a two-term Taylor series expan­
sion, that is, by 1 - es. Compare your results with those given 
in the text for a 111 Pade approximation. 

14.3 A data acquisition system for environmental monitoring 
is used to record the temperature of an air stream as mea­
sured by a thermocouple. It shows an essentially sinusoidal 
variation after about 15 s. The maximum recorded tempera­
ture is 127 °F, and the minimum is 119 °F at 1.8 cycles per 
min. It is estimated that the thermocouple has a time constant 



of 4.5 s. Estimate the actual maximum and minimum air tem­
peratures. 

14.4 A perfectly stirred tank is used to heat a flowing liquid. 
The dynamics of the system have been determined to be as 
shown in Fig. E14.4. 

P' 

Heater 

10 
s + 1 

Q' 

Flow system Thermocouple 

1 T' 
5s + 1 0.2s + 1 

Figure E14.4 

where: 
P is the power applied to the heater 
Q is the heating rate of the system 
Tis the actual temperature in the tank 
T m is the measured temperature 

A test has been made with P' varied sinusoidally as 

P' = 0.5 sin 0.2t 

For these conditions, the measured temperature is 

T;,. = 3.464 sin (0.2 t + <!>) 

T~ 

Find a value for the maximum error bound between T' and 
T;,. if the sinusoidal input has been applied for a long time. 

14.5 For each of the following transfer functions, develop both 
!Iii\ the amplitude ratio and phase angle of the Bode plot. 
~ Find AR and <!> for each transfer function at values of 

w = 0.1, 1, and 10. 

(a) 
5 

(Ss + l)(s + 1) 

(b) 
5 

(Ss + l)(s + 1)2 

(c) 
S(s + 1) 

(Ss + 1)(0.2s + 1) 

(d) 
5(-s + 1) 

(Ss + 1)(0.2s + 1) 

(e) 
5 

s(Ss + 1) 

(f) 
S(s + 1) 

s(Ss + 1)(0.2s + 1) 

14.6 A second-order process transfer function is given by 

• (a) Find IGI and LG when~ = 0.2. 
(b) Plot IG(jw)l vs. wT and LG(jw) vs. wT for the range 
0.01 ::s wT ::s 100 and values of TafT = (0, 0.1, 1, 10). 

Note that you can obtain the wT plots by setting T = 1 and 
reparameterizing TafT accordingly. 

14.7 Plot the Bode diagram (0.1 ::s w ::s 100) of the third-order I) transfer function, 
4 

G(s)-___ ___:__ __ _ 
(lOs+ 1)(2s + l)(s + 1) 
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Find both the value of w that yields a -180° phase angle and 
the value of AR at that frequency. 

14.8 Using MATLAB, plot the Bode diagram of the follow­IJ ing transfer function: 

6(s+ l)e-2s 
G(s)--,------'------:---:'---

(4s + 1)(2s + 1) 

Repeat for the situation where the time-delay term is 
replaced by a 1/1 Pade approximation. 

14.9 Two thermocouples, one of them a known standard, are 
placed in an air stream whose temperature is varying sinu­
soidally. The temperature responses of the two thermocou­
ples are recorded at a number of frequencies, with the phase 
angle between the two measured as shown below. The stan­
dard is known to have first-order dynamics and to have a time 
constant of 0.15 min when operating in the air stream. From 
the data, show that the unknown thermocouple also is first 
order and determine its time constant. 

Frequency 
(cycles/min) 

0.05 
0.1 
0.2 
0.4 
0.8 
1.0 
2.0 
4.0 

Phase Difference 
(deg) 

4.5 
8.7 

16.0 
24.5 
26.5 
25.0 
16.7 

9.2 

14.10 Exercise 5.19 considered whether a two-tank liquid 
surge system provided better damping of step disturbances 
than a single-tank system with the same total volume. Recon­
sider this situation, this time with respect to sinusoidal distur­
bances; that is, determine which system better damps 
sinusoidal inputs of frequency w. Does your answer depend 
on the value of w? 

14.11 For the process described in Exercise 6.5, plot the com­
llil\ posite amplitude ratio and phase angle curves on a sin­
~ gle Bode plot for each of the four cases of numerator 

dynamics. What can you conclude concerning the 
importance of the zero location for the amplitude and phase 
characteristics of this second-order system? 

14.12 Develop expressions for the amplitude ratio as a func­
llil\ tion of w of each of the two forms of the PID controller: 

~ (a) The parallel controller ofEq. 8-14. 

(b) The series controller of Eq. 8-15. 

Display the results on a single plot along with asymptotic 
representations of each AR curve. You may assume that 
T1 = 4Tn and u = 0.1. 

For what region(s) of ware the differences significant? By 
how much? 

14.13 You are using proportional control (Gc = Kc) for a 

. h G 4 d G 0·6 ( . . process w1t v = 2s + 1 an P = SOs + 1 time constants m 

sees). You have a choice of two measurements, both of 

which exhibit first-order dynamic behavior, Gml = ___2_1 or 
s+ 
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2 . 
Gmz = 20s + 1. Can Gc be made unstable for e1ther process? 

Which measurement is preferred for the best stability and 
performance properties? Why? 

14.14 For the following statements, discuss whether they are 
always true, sometimes true, always false, or sometimes false. 
Cite evidence from this chapter. 

(a) Increasing the controller gain speeds up the response for 
a set-point change. 

(b) Increasing the controller gain always causes oscillation in 
the response to a setpoint change. 
(c) Increasing the controller gain too much can cause insta­
bility in the control system. 

(d) Selecting a large controller gain is a good idea in order to 
minimize offset. 

14.15 Use arguments based on the phase angle in frequency 
response to determine if the following combinations of 
G = GvGpGm and Gc can become unstable for some 

value of Kc. 

(a) G= 1 
(4s+1)(2s+1) 

Gc=Kc 

(b) G= 1 1 
(4s + 1)(2s + 1) Gc = Kc(1 + 5s) 

(c) G= s+1 (2s + 1) 
Gc=Kc---

(4s + 1)(2s + 1) s 

(d) 
1-s 

G= Gc=Kc 
(4s + 1)(2s + 1) 

(e) G=___£_ 
(4s + 1) 

Gc=Kc 

14.16 Plot the Bode diagram for a composite transfer function 

• 
consisting of G(s) in Exercise 14.8 multiplied by that of 
a parallel-form PID controller with Kc = 0.21, 
TJ = 5, and Tv = 0.42. 

Repeat for a series PID controller with filter that em­
ploys the same settings. How different are these two dia­
grams? In particular, by how much do the two amplitude 
ratios differ when w = we? 

14.17 For the process described by the transfer function 

• G(s)- 12 
(8s + 1)(2s + 1)(0.4s + 1)(0.1s + 1) 

(a) Find two second-order-plus-time-delay models that ap­
proximate G(s) and are of the form 

G(s) = Ke-es 
(T1S + 1)(TzS + 1) 

One of the approximate models can be found by using the 
method discussed in Section 6.3; the other, by visual inspec­
tion of the frequency responses of G and G. 
(b) Compare all three models (exact and approximate) in the 
frequency domain and also by plotting their impulse responses. 

14.18 Obtain Bode plots for both the transfer function: 

• 10(2s+1)e-28 
G(s) - __ _:_________::___ __ 

(20s + 1)(4s + 1)(s + 1) 

and a FOPTD approximation obtained using the method dis­
cussed in Section 6.3. What do you conclude about the accuracy 
of the approximation relative to the original transfer function? 

14.19 In Chapter 11 we presented a stability analysis based 
on substituting s = jw into the characteristic equation. 
Demonstrate that this approach is (or is not) identical to the 
Bode stability criterion. Hint: Consider a specific example 
such as GoL(s) = Ke- 98/(Ts + 1). 

14.20 A process that can be modeled as a time delay (gain= 1) 
is controlled using a proportional feedback controller. The 
control valve and measurement device have negligible dy­
namics and steady-state gains of Kv = 0.5 and Km = 1, 
respectively. After a small set-point change is made, a sus­
tained oscillation occurs, which has as period of 10 min. 
(a) What controller gain is being used? Explain. 

(b) How large is the time delay? 

14.21 A Bode diagram for a process, valve, and sensor is 
shown in Fig. E14.21. 

w (rad/min) 

0~ <PoL 
(deg) -90o 

-18Q0 L----------------LLU~~~llWL_LLUilill_~~ 

0.01 0.1 1 10 50 
w (rad/min) 

Figure E14.21 

(a) Determine an approximate transfer function for this 
system. 

(b) Suppose that a proportional controller is used and that a 
value of Kc is selected so as to provide a phase margin of 30°. 
What is the gain margin? What is the phase margin? 

14.22 Consider the storage tank with sightglass in Fig. E14.22. 
The parameter values are R1 = 0.5 min/ft2, R2 = 2 min/ft2, 

qi 

1 
t t 
hl h2 

Rl 

Figure E14.22 



A1 = 10 ft2, Kv = 2.5 cfm/mA, A2 = 0.8 ft2, Km = 1.5 mA/ft, 
and Tm = 0.5 min. 
(a) Suppose that R2 is decreased to 0.5 min/ft2. Compare the 
old and new values of the ultimate gain and the critical fre­
quency. Would you expect the control system performance to 
become better or worse? Justify your answer. 

(b) If PI controller settings are calculated using the Ziegler­
Nichols rules, what are the gain and phase margins? Assume 
R2 = 2 min/ft. 

14.23 A process (including valve and sensor-transmitter) has 
- the approximate transfer function, G(s) = 2e-0·2s!(s + 1) 
~ with time constant and time delay in minutes. Deter-

mine PI controller settings and the corresponding gain 
margins by two methods: 

(a) Direct synthesis (Tc = 0.3 min). 

(b) Phase margin = 40° (assume TJ = 0.5 min). 
(c) Simulate these two control systems for a unit step 
change in set point. Which controller provides the better 
performance? 

14.24 Consider the feedback control system in Fig. 14.8, and 
til the following transfer functions: 

2 

Gc = Kc( o~Is++\) Gv = O.Ss + 1 

0.4 
s(Ss + 1) 

(a) Plot a Bode diagram for the open-loop transfer function. 

(b) Calculate the value of Kc that provides a phase margin of 
30°. 

(c) What is the gain margin when Kc = 10? 

14.25 Frequency response data for a process are tabulated 
below. These results were obtained by introducing a sinu­
soidal change in the controller output (under manual control) 
and recording the measured response of the controlled vari­
able. This procedure was repeated for various frequencies. 
(a) If the PI controller is adjusted so that T1 = 0.4 min, what 
value of Kc will result in a phase margin of 45°? 

(b) If the controller settings in part (a) are used, what is the 
gain margin? 

w (rad/min) AR <!> (deg) 

0.1 2.40 -3 
0.10 1.25 -12 
0.20 0.90 -22 
0.5 0.50 -41 
1.0 0.29 -60 
2.0 0.15 -82 
5.0 0.05 -122 

10.0 0.017 -173 
15.0 0.008 -230 

14.26 For the process in Exercise 14.23, the measurement 
is to be filtered using a noise filter with transfer function 
Gp(s) = 1/(0.ls + 1). Would you expect this change to result 
in better or worse control system performance? Compare the 
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ultimate gains and critical frequencies with and without the 
filter. Justify your answer. 

14.27 The block diagram of a conventional feedback control 
til system contains the follo~ing transfer functions: 

Gc = Kc( 1 + Ss) Gv = 1 

1 
Gm = s+ 1 

se-2s 
Gp= Gd= lOs+ 1 

(a) Plot the Bode diagram for the open-loop transfer function. 

(b) For what values of Kc is the system stable? 

(c) If Kc = 0.2, what is the phase margin? 

(d) What value of Kc will result in a gain margin of 1.7? 

14.28 The dynamic behavior of the heat exchanger shown in 
Fig. E14.28 can be described by the following transfer functions 
(H. S. Wilson and L. M. Zoss, ISA J., 9, 59 (1962)): 

Process: 

T' 2 °F/lb min 
w; (0.432s+l)(0.017s+l) 

Control valve: 

X' 0.047 in/psi 
P' 0.083s+l 

Temperature sensor-transmitter: 

P' 0.12 psi/°F 
T' 0.024s+ 1 

W' _s=ll2~ 
X' mmm 

The valve lift x is measured in inches. Other symbols are 
defined in Fig. E14.27. 

(a) Find the Ziegler-Nichols settings for a PI controller. 

(b) Calculate the corresponding gain and phase margins. 

Process fluid 

w,T; 

Figure E14.28 

Steam 

Condensate 

T 
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14.29 

• 
Consider a standard feedback control system with the 
following transfer functions: 

Gm = e---{).5s 

G 1.5 
p= 10s+1 

(a) Plot the Bode diagram for the transfer function, 
G = GvGpGm. 

(b) Design a PI controller for this process and sketch the as­
ymptotic Bode diagram for the open-loop transfer function, 
GaL= GcG. 

(c) Analyze the stability of the resulting feedback control 
system. 
(d) Suppose that under open-loop conditions, a sinusoidal 
set-point change, Ysp(t) = 1.5 sin(O.St), is introduced. What is 
the amplitude of the measured output signal Ym(t) that is also 
sinusoidal in nature? 

(e) Repeat the same analysis for closed-loop conditions. 

(t) Compare and discuss your results of parts (d) and (e). 

14.30 Hot and cold liquids are mixed at the junction of 

• 
two pipes. The temperature of the resulting mixture 
is to be controlled using a control valve on the hot 
stream. The dynamics of the mixing process, control 

valve, and temperature sensor/transmitter are negligible 
and the sensor-transmitter gain is 6 rnA/rnA. Because the tem­
perature sensor is located well downstream of the junction, 
an 8 s time delay occurs. There are no heat losses/gains for 
the downstream pipe. 

(a) Draw a block diagram for the closed-loop system. 

(b) Determine the Ziegler-Nichols settings (continuous 
cycling method) for both PI and PID controllers. 
(c) For each controller, simulate the closed-loop responses 
for a unit step change in set point. 

(d) Does the addition of derivative control action provide a 
significant improvement? Justify your answer. 

14.31 

• 
Consider the control problem of Exercise 14.28 and a 
PI controller with Kc = 5 and TJ = 0.3 min. 
(a) Plot the Bode diagram for the open-loop system. 

(b) Determine the gain margin from the Bode plot. 

14.32 Determine if the following processes can be made un­
stable by increasing the gain of a proportional controller to a 
sufficiently large value: 

2 
(a) GpGvGm=--1 Gc=Kc 

s+ 

3 
(b) GpGvGm = (s + 1)(2s + 1) 

4 

14.33 (a) Using the process, sensor, and valve transfer functions 11•) in Exercise 11.21, find the ultimate controller gain Kcu 
using a Bode plot. Using simulation, verify that values of 
Kc > Kcu cause instability. 

(b) Next fit a FOPTD model to G and tune a PI controller 
for a set-point change. What is the gain margin for the con­
troller? 

14.34 Two engineers are analyzing step-test data from a 
bioreactor. Engineer A says that the data indicate a second­
order overdamped process, with time constants of 2 and 
6 min but no time delay. Engineer B insists that the best fit is 
a FOPTD model, with T = 7 min and e = 1 min. Both engi­
neers claim a proportional controller can be set at a large 
value for Kc to control the process and that stability is no 
problem. Based on their models, who is right, who is wrong, 
and why? Use a frequency-response argument. 
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Summary 

In Chapter 8 it was emphasized that feedback control 
is an important technique that is widely used in the 
process industries. Its main advantages are as follows. 

1. Corrective action occurs as soon as the controlled 
variable deviates from the set point, regardless of 
the source and type of disturbance. 

2. Feedback control requires minimal knowledge 
about the process to be controlled; in particular, a 
mathematical model of the process is not 
required, although it can be very useful for control 
system design. 

3. The ubiquitous PID controller is both versatile and 
robust. If process conditions change, re-tuning the 
controller usually produces satisfactory control. 

However, feedback control also has certain inherent 
disadvantages: 

1. No corrective action is taken until after a devia­
tion in the controlled variable occurs. Thus, per­
fect control, where the controlled variable does 
not deviate from the set point during disturbance 
or set-point changes, is theoretically impossible. 

2. It does not provide predictive control action to 
compensate for the effects of known or measur­
able disturbances. 

3. It may not be satisfactory for processes with large 
time constants and/or long time delays. If large 
and frequent disturbances occur, the process may 
operate continuously in a transient state and 
never attain the desired steady state. 

4. In some situations, the controlled variable can­
not be measured on-line, so feedback control is 
not feasible. 

For situations in which feedback control by itself is not 
satisfactory, significant improvement can be achieved 
by adding feedforward control. But feedforward control 
requires that the disturbances be measured (or estim­
ated) on-line. 

In this chapter, we consider the design and analysis 
of feedforward control systems. We begin with an 
overview of feedforward control. Then ratio control, a 
special type of feedforward control, is introduced. 
Next, design techniques for feedforward controllers 
are developed based on either steady-state or dynamic 
models. Then alternative configurations for combined 
feedforward-feedback control systems are considered. 
This chapter concludes with a section on tuning feed­
forward controllers. 

273 
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15.1 INTRODUCTION TO FEEDFORW ARD 
CONTROL 

The basic concept of feedforward control is to measure 
important disturbance variables and take corrective ac­
tion before they upset the process. In contrast, a feedback 
controller does not take corrective action until after the 
disturbance has upset the process and generated a non­
zero error signal. Simplified block diagrams for feed­
forward and feedback control are shown in Fig. 15.1. 

Feedforward control has several disadvantages: 

1. The disturbance variables must be measured on­
line. In many applications, this is not feasible. 

2. To make effective use of feedforward control, at 
least an approximate process model should be 
available. In particular, we need to know how the 
controlled variable responds to changes in both 
the disturbance variable and the manipulated vari­
able. The quality of feedforward control depends 
on the accuracy of the process model. 

3. Ideal feedforward controllers that are theoreti­
cally capable of achieving perfect control may not 
be physically realizable. Fortunately, practical ap­
proximations of these ideal controllers can provide 
very effective control. 

Feedforward control was not widely used in the process 
industries until the 1960s (Shinskey, 1996). Since then, it 
has been applied to a wide variety of processes that 
include boilers, evaporators, solids dryers, direct-fired 
heaters, and waste neutralization plants (Shinskey et al., 
1995). However, the basic concept is much older and was 
applied as early as 1925 in the three-element level control 
system for boiler drums. We will use this control applica­
tion to illustrate the use of feedforward control. 

D 

ysp Feed forward 
controller 

u 
Process 

y 

D 

ysp Feedback u y 

controller 
Process 

Figure 15.1 Simplified block diagrams for feedforward and 
feedback control. 
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Figure 15.2 Feedback control of the liquid level in a boiler 
drum. 

A boiler drum with a conventional feedback control 
system is shown in Fig. 15.2. The level of the boiling 
liquid is measured and used to adjust the feedwater 
flow rate. This control system tends to be quite sensitive 
to rapid changes in the disturbance variable, steam 
flow rate, as a result of the small liquid capacity of the 
boiler drum. Rapid disturbance changes are produced 
by steam demands made by downstream processing 
units. Another difficulty is that large controller gains 
cannot be used because level measurements exhibit 
rapid fluctuations for boiling liquids. Thus a high con­
troller gain would tend to amplify the measurement 
noise and produce unacceptable variations in the feed­
water flow rate. 

The feedforward control scheme in Fig. 15.3 can 
provide better control of the liquid level. The steam 
flow rate is measured, and the feedforward controller 

Feedforward 
controller 

~-~----------, 
I I 
I I 
I 
I 
I 
I 
I 
I 

Hot 
gas 

t----'--~ Steam 

Boiler 
drum 

Figure 15.3 Feedforward control of the liquid level in a 
boiler drum. 
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Figure 15.4 Feedforward-feedback control of the boiler 
drum level. 

adjusts the feedwater flow rate so as to balance the 
steam demand. Note that the controlled variable, liquid 
level, is not measured. As an alternative, steam pres­
sure could be measured instead of steam flow rate. 

Feedforward control can also be used advantageously 
for level control problems where the objective is surge 
control (or averaging control), rather than tight level con­
trol. For example, the input streams to a surge tank will 
be intermittent if they are effluent streams from batch 
operations, but the tank exit stream can be continuous. 
Special feedforward control methods have been devel­
oped for these batch-to-continuous transitions to balance 
the surge capacity requirement for the measured inlet 
flow rates with the surge control objective of gradual 
changes in the tank exit stream (Blevins et al., 2003). 

In practical applications, feedforward control is 
normally used in combination with feedback control. 
Feedforward control is used to reduce the effects of 
measurable disturbances, while feedback trim compen­
sates for inaccuracies in the process model, measurement 
errors, and unmeasured disturbances. The feedforward 
and feedback controllers can be combined in several 
different ways, as will be discussed in Section 15.6. A 
typical configuration is shown in Fig. 15.4, where the 
outputs of the feedforward and feedback controllers 
are added together and the combined signal is sent to 
the control valve. 

15.2 RATIO CONTROL 

Ratio control is a special type of feedforward control 
that has had widespread application in the process 
industries. Its objective is to maintain the ratio of two 
process variables at a specified value. The two variables 
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Figure 15.5 Ratio control, Method I. 

are usually flow rates, a manipulated variable u and a 
disturbance variable d. Thus, the ratio 

R=!!:_ 
d 

(15-1) 

is controlled rather than the individual variables. In 
Eq. 15-1, u and dare physical variables, not deviation 
variables. 

Typical applications of ratio control include (1) speci­
fying the relative amounts of components in blending 
operations, (2) maintaining a stoichiometric ratio of 
reactants to a reactor, (3) keeping a specified reflux ratio 
for a distillation column, and (4) holding the fuel-air 
ratio to a furnace at the optimum value. 

Ratio control can be implemented in two basic 
schemes. For Method I in Fig. 15.5, the flow rates for 
both the disturbance stream and the manipulated stream 
are measured, and the measured ratio, Rm = umldm, is 
calculated. The output of the divider element is sent to a 
ratio controller (RC) that compares the calculated ratio 
Rm to the desired ratio Rd and adjusts the manipulated 
flow rate u accordingly. The ratio controller is typically a 
PI controller with the desired ratio as its set point. 

The main advantage of Method I is that the mea­
sured ratio Rm is calculated. A key disadvantage is that 
a divider element must be included in the loop, and this 
element makes the process gain vary in a nonlinear 
fashion. From Eq. 15-1, the process gain 

Kp = e~) d ~ (15-2) 

is inversely related to the disturbance flow rate d. 
Because of this significant disadvantage, the preferred 
scheme for implementing ratio control is Method II, 
which is shown in Fig. 15.6. 

In Method II the flow rate of the disturbance stream 
is measured and transmitted to the ratio station (RS), 
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Disturbance stream, d 
) 

Figure 15.6 Ratio control, Method II. 

which multiplies this signal by an adjustable gain, KR, 
whose value is the desired ratio. The output signal from 
the ratio station is then used as the set point Usp for the 
flow controller, which adjusts the flow rate of the ma­
nipulated stream, u. The chief advantage of Method II 
is that the process gain remains constant. Note that dis­
turbance variable d is measured in both Methods I and 
II. Thus, ratio control is, in essence, a simple type of 
feedforward control. 

A disadvantage of both Methods I and II is that the 
desired ratio may not be achieved during transient con­
ditions as a result of the dynamics associated with the 
flow control loop for u. Thus, after a step change in dis­
turbance d, the manipulated variable will require some 
time to reach its new set point, Usp· Fortunately, flow 
control loops tend to have short settling times and this 
transient mismatch between u and d is usually accept­
able. For situations where it is not, a modified version of 
Method II proposed by Hagglund (2001) can be applied. 

Regardless of how ratio control is implemented, the 
process variables must be scaled appropriately. For ex­
ample, in Method II the gain setting for the ratio sta­
tion Ka must take into account the spans of the two 
flow transmitters. Thus, the correct gain for the ratio 
station is 

(15-3) 

where Ra is the desired ratio, and Su and Sa are the 
spans of the flow transmitters for the manipulated 
and disturbance streams, respectively. If orifice plates 
are used with differential-pressure transmitters, then 
the transmitter output is proportional to the flow rate 

squared. Consequently, KR should then be proportional 
to Ra rather than Ra, unless square root extractors are 
used to convert each transmitter output to a signal that 
is proportional to flow rate (see Exercise 15.2). 

EXAMPLE 15.1 

A ratio control scheme is to be used to maintain a stoi­
chiometric ratio of Hz and Nz as the feed to an ammonia 
synthesis reactor. Individual flow controllers will be used 
for both the Hz and Nz streams. Using the information 
given below, 

(a) Draw a schematic diagram for the ratio control 
scheme. 

(b) Specify the appropriate gain for the ratio station, KR. 

Available information: 

(i) The electronic flow transmitters have built-in square 
root extractors. The spans of the flow transmitters are 30 L!min for Hz and 15 L!min for Nz. 

(ii) The control valves have pneumatic actuators. 

(iii) Each required current-to-pressure (I/P) transducer 
has a gain of 0.75 psi/rnA. 

(iv) The ratio station is an electronic instrument with 
4--20 rnA input and output signals. 

SOLUTION 

The stoichiometric equation for the ammonia synthesis 
reaction is 

In order to introduce a feed mixture in stoichiometric pro­
portions, the ratio of the molar flow rates (Hz/Nz) should 
be 3:1. For the sake of simplicity, we assume that the ratio 
of the molar flow rates is equal to the ratio of the volumet­
ric flow rates. But in general, the volumetric flow rates also 
depend on the temperature and pressure of each stream 
(cf. the ideal gas law). 

(a) The schematic diagram for the ammonia synthesis re­
action is shown in Fig. 15.7. The Hz flow rate is consid­
ered to be the disturbance variable, although this 
choice is arbitrary, because both the Hz and Nz flow 
rates are controlled. Note that the ratio station is 
merely a device with an adjustable gain. The input sig­
nal to the ratio station is dm, the measured Hz flow 
rate. Its output signal Usp serves as the set point for the 
Nz flow control loop. It is calculated as Usp = KRdm. 

(b) From the stoichiometric equation, it follows that the 
desired ratio is Rd = u!d = 1/3. Substitution into Eq. 
15-3 gives 

KR = (!)(30 L!min) = _?_ 
3 15 L!min 3 
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15.3 FEEDFORW ARD CONTROLLER 
DESIGN BASED ON STEADY-STATE 
MODELS 

A useful interpretation of feedforward control is that it 
continually attempts to balance the material or energy 
that must be delivered to the process against the de­
mands of the disturbance (Shinskey, 1996). For example, 
the level control system in Fig. 15.3 adjusts the feedwa­
ter flow so that it balances the steam demand. Thus, it is 
natural to base the feedforward control calculations on 
material and energy balances. For simplicity, we will first 
consider designs based on steady-state balances using 
physical variables rather than deviation variables. De­
sign methods based on dynamic models are considered 
in Section 15.4. 

To illustrate the design procedure, consider the distil­
lation column shown in Fig. 15.8, which is used to sepa­
rate a binary mixture. Feedforward control has gained 
widespread acceptance for distillation column control 
owing to the slow responses that typically occur with 

Feed 
F,z 

.....--~ Distillate 
D,y 

....__~ Bottoms 
B,x 

Figure 15.8 A simplified schematic diagram of a distillation 
column. 

Figure 15.7 Ratio control 
scheme for an ammonia 
synthesis reactor of 
Example 15.1. 

feedback control. In Fig. 15.8, the symbols B, D, and F 
denote molar flow rates, while x, y, and z are the mole 
fractions of the more volatile component. The objective 
is to control the distillate composition y despite measur­
able disturbances in feed flow rate F and feed composi­
tion z, by adjusting distillate flow rate D. It is assumed 
that measurements of x andy are not available. 

The steady-state mass balances for the distillation 
column can be written as 

F=D+B 
Fz = Dy + Bx 

(15-4) 

(15-5) 

Solving (15-4) forB and substituting into (15-5) gives 

D = F(z- x) 
y-x 

(15-6) 

Because x and y are not measured, we replace these 
variables by their set points to yield the feedforward 
control law: 

F(z - Xsp) 
D=----

Ysp - Xsp 
(15-7) 

Thus, the feedforward controller calculates the re­
quired value of the manipulated variable D from mea­
surements of the disturbance variables, F and z, and 
knowledge of the composition set points Xsp and Ysp· 

Note that the control law is nonlinear owing to the 
product ofF and z . 

15.3.1 Blending System 

To further illustrate the design method, consider the 
blending system and feedforward controller shown in 
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h 

X 

w 

Figure 15.9 Feedforward control of exit composition in the 
blending system. 

Fig. 15.9. We wish to design a feedforward control 
scheme to maintain exit composition x at a constant set 
point Xsp• despite disturbances in inlet composition, x1. 

Suppose that inlet flow rate w1 and the composition of 
the other inlet stream x2 are constant. It is assumed that 
x1 is measured but that x is not. If x were measured, 
then feedback control would also be possible. The ma­
nipulated variable is inlet flow rate w2. The flow-head 
relation for the valve on the exit line is given by 
w = Cv Vh. Note that the feedforward controller has 
two input signals: the x1 measurement Xlm• and the set 
point for the exit composition Xxp· 

The starting point for the feedforward controller de­
sign is the steady-state mass and component balances 
that were considered in Chapter 1, 

w = w1 + wz 
wx = w1:X1 + wz:Xz 

(15-8) 

(15-9) 

where the bar over the variable denotes a steady-state 
value. These equations are the steady-state version of 
the dynamic model in Eqs. 2-12 and 2-13. Substituting 
Eq. 15-8 into Eq. 15-9 and solving for w2 gives: 

w1(x - :x1) 
wz = 

Xz- X 
(15-10) 

In order to derive a feedforward control law, we replace 
:X by Xsp• and Wz and :X1 by wz(t) and x1 (t), respectively: 

Wl[Xsp - Xl(t)J 
wz(t) = ----­

Xz - Xsp 
(15-11) 

Note that this feedforward control law is based on 
physical variables rather than deviation variables. 

The feedforward control law in Eq. 15-11 is not in 
the final form required for actual implementation, be­
cause it ignores two important instrumentation consid­
erations: First, the actual value of x1 is not available, 
but its measured value Xlm is. Second, the controller 
output signal is p rather than inlet flow rate, w2. Thus, 
the feedforward control law should be expressed in 
terms of Xlm and p, rather than x1 and w2. Conse­
quently, a more realistic feedforward control law 
should incorporate the appropriate steady-state instru­
ment relations for the w2 flow transmitter and the con­
trol valve, as shown below. 

Composition Measurement for x1 

Suppose that the sensor/transmitter for x1 is an elec­
tronic instrument with negligible dynamics and a stan­
dard output range of 4-20 rnA. In analogy with 
Section 9.1, if the calibration relation is linear, it can 
be written as 

(15-12) 

where (xl)o is the zero of this instrument and K 1 is its 
gain. From Eq. 9.1, 

output range 
Kt = -.-----''-----------"''---

mput range 
20- 4mA 

st 
where st is the span of the instrument. 

(15-13) 

Control Valve and Current-to-Pressure Transducer 

Suppose that the current-to-pressure transducer and 
the control valve operate as linear devices with negligi­
ble dynamics. Then its input-output relationship can be 
written as 

wz(t) = KvKJp[p(t) - 4] + (wz)o (15-14) 

where Kv and K1p are the steady-state gains for the 
control valve and liP transducer, respectively, while 
(w2) 0 is the w2 flow rate that corresponds to the mini­
mum controller output signal of 4 rnA. This value also 
corresponds to the minimum signal of 3 psi from the liP 
transducer. Note that all of the symbols in Eqs. 15-8 
through 15-14 denote physical variables rather than de­
viation variables. 

Rearranging Eq. 15-12 gives 

Xlm(t) - 4 
x1(t) = Kt + (xl)o (15-15) 

Substituting (15-14) and (15-15) into (15-11) and rear­
ranging the resulting equation provides a feedforward 
control law that is suitable for implementation: 

[
KtXsp - Xlm(t) + c3] 

p(t) = C1 + Cz (15-16) 
Xz- Xsp 
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w 

Figure 15.10 Feedforward control of exit composition using 
a flow control loop. 

where 

(15-17) 

ll w1 Cz =------"-

KvKirKt 
(15-18) 

C3 ~ 4 + Kt(x1)o (15-19) 

An alternative feedforward control scheme for the 
blending system is shown in Fig. 15.10. Here the feedfor­
ward controller output signal serves as a set point to a 
feedback controller for flow rate w2. The advantage of 

this configuration is that it is less sensitive to valve sticking 
and upstream pressure fluctuations. Because the feedfor­
ward controller calculates the w2 set point rather than the 
signal to the control valve p, it would not be necessary to 
incorporate Eq. 15-14 into the feedforward control law. 

The blending and distillation column examples illus­
trate that feedforward controllers can be designed using 
steady-state mass and energy balances. The advantages of 
this approach are that the required calculations are quite 
simple, and a detailed process model is not required. 
However, a disadvantage is that process dynamics are 
neglected, and consequently the control system may not 
perform well during transient conditions. The feedfor­
ward controllers can be improved by adding dynamic 
compensation, usually in the form of a lead-lag unit. This 
topic is discussed in Section 15.7. An alternative ap­
proach is to base the controller design on a dynamic 
model of the process, as discussed in the next section. 

15.4 FEEDFORW ARD CONTROLLER 
DESIGN BASED ON DYNAMIC 
MODELS 

In this section, we consider the design of feedforward 
control systems based on dynamic, rather than steady­
state, process models. We will restrict our attention to 
design techniques based on linear dynamic models. But 
nonlinear process models can also be used (Smith and 
Corripio, 2006). 

As a starting point for our discussion, consider the 
block diagram shown in Fig. 15.11. This diagram is sim­
ilar to Fig. 11.8 for feedback control, but an additional 
signal path through Gt and Gt has been added. The dis­
turbance transmitter with transfer function Gt sends a 
measurement of the disturbance variable to the feed­
forward controller G1. The outputs of the feedforward 

D 

FF controller Disturbance 

ysp 
Km Gc 

FB controller 

ym 

sensor/ 
Ppp transmitter 

Gv 
u 

GP 

Control valve 

Gm 

Sensor/transmitter 

Figure 15.11 A block 
diagram of a feedforward­
feedback control system. 
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and feedback controllers are then added together, and 
the sum is sent to the control valve. In contrast to 
steady-state feedforward control, the block diagram in 
Fig. 15.11 is based on deviation variables. 

The closed-loop transfer function for disturbance 
changes in Eq. 15-20 can be derived using the block di­
agram algebra that was introduced in Chapter 11: 

Y(s) _ Gd + GPtGvGp 
D(s) - 1 + GcGvGpGm 

(15-20) 

Ideally, we would like the control system to produce 
perfect control, where the controlled variable remains 
exactly at the set point despite arbitrary changes in the 
disturbance variable, D. Thus, if the set point is constant 
(Ysp(s) = 0), we want Y(s) = 0, even though D(s) =F 0. 
This condition can be satisfied by setting the numerator 
of (15-20) equal to zero and solving for Gt= 

Gd 
Gt = - (15-21) 

G1GvGp 

Figure 15.11 and Eq. 15-21 provide a useful interpreta­
tion of the ideal feedforward controller. Figure 15.11 
indicates that a disturbance has two effects: it upsets 
the process via the disturbance transfer function Gd; 
however, a corrective action is generated via the path 
through GPtGvGp. Ideally, the corrective action com­
pensates exactly for the upset so that signals Yd and Yu 
cancel each other and Y(s) = 0. 

Next, we consider three examples in which we derive 
feedforward controllers for various types of process 
models. For simplicity, it is assumed that the distur­
bance transmitters and control valves have negligible 
dynamics, that is, G1(s) = K1 and Gv(s) = Kv, where K1 

and Kv denote steady-state gains. 

EXAMPLE 15.2 

Suppose that 

G = _K--"P-----:-
P TpS + 1 

(15-22) 

Then, from (15-21), the ideal feedforward controller is 

Gr = -(K1::KJ(::: : ~) (15-23) 

This controller is a lead-lag unit with a gain given by 
Kr = - Kd/ K 1KvKp. The dynamic response characteris­
tics of lead-lag units were considered in Example 6.1 of 
Chapter 6. 

EXAMPLE 15.3 

Now consider 

(15-24) 

From (15-21) 

(15-25) 

Because the term e+es is a negative time delay, implying a 
predictive element, the ideal feedforward controller in 
(15-25) is physically unrealizable. However, we can ap­
proximate the e +es term by increasing the value of the lead 
time COnstant from Tp tO Tp + 9. 

EXAMPLE 15.4 

Finally, if 

then the ideal feedforward controller, 

Gr= -( Kd ) (Tp1s + 1)(Tp2s + 1) (15_27) 
K 1KvKp TdS + 1 

is physically unrealizable, because the numerator is a higher­
order polynomial in s than the denominator. Again, we 
could approximate this controller by a physically realizable 
one such as a lead-lag unit, where the lead time constant is 
the sum of the two time constants, Tpl + Tp2· 

Stability Considerations 

To analyze the stability of the closed-loop system in 
Fig. 15.11, we consider the closed-loop transfer func­
tion in Eq. 15-20. Setting the denominator equal to 
zero gives the characteristic equation, 

(15-28) 

In Chapter 11 it was shown that the roots of the charac­
teristic equation completely determine the stability of the 
closed-loop system. Because G1 does not appear in the 
characteristic equation, the feedforward controller has 
no effect on the stability of the feedback control system. 
This is a desirable situation that allows the feedback 
and feedforward controllers to be tuned individually. 

Lead-Lag Units 

The three examples in the previous section have 
demonstrated that lead-lag units can provide reason­
able approximations to ideal feedforward controllers. 
Thus, if the feedforward controller consists of a 
lead-lag unit with gain Kt, we can write 

U(s) Kt(Tls + 1) 
Gf(s) = D(s) = TzS + 1 (15-29) 

where Kt, T1, and Tz are adjustable controller parame­
ters. In Section 15.7, we consider tuning techniques for 
this type of feedforward controller. 
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EXAMPLE 15.5 

Consider the blending system of Section 15.3, but now as­
sume that a pneumatic control valve and an liP transducer 
are used. A feedforward-feedback control system is to be 
designed to reduce the effect of disturbances in feed com­
position x1 on the controlled variable, product composi­
tion x. Inlet flow rate w2 can be manipulated. Using the 
information given below, design the following control sys­
tems and compare the closed-loop responses for a +0.2 
step change in x1. 

(a) A feedforward controller based on a steady-state 
model of the process. 

(b) Static and dynamic feedforward controllers based on a 
linearized, dynamic model. 

(c) A PI feedback controller based on the Ziegler-Nichols 
settings for the continuous cycling method. 

(d) The combined feedback-feedforward control system 
that consists of the feedforward controller of part (a) 
and the PI controller of part (c). Use the configuration 
in Fig. 15.11. 

Process Information 

The pilot-scale blending tank has an internal diameter of 
2 m and a height of 3 m. Inlet flow rate w1 and inlet com­
position x2 are constant. The nominal steady-state operat­
ing conditions are as follows: 

w1 = 650 kg/min .X1 = 0.2 h = 1.5 m 

w2 = 350 kg/min .X2 = 0.6 p = 1 g/cm3 x = 0.34 

The flow-head relation for the valve on the exit line is 
given by w = Cv Vh. 

Ppp 

Km Gc 

Feedback 
controller 

xm 

Instrumentation (The range for each electronic signal is 4 
to 20 rnA.) 

Current-to-pressure transducer: The I/P transducer acts as 
a linear device with negligible dynamics. The output 
signal changes from 3 to 15 psi when the input signal 
changes full-scale from 4 to 20 rnA. 

Control valve: The behavior of the control valve can be 
approximated by a first-order transfer function with a 
time constant of 5 s (0.0833 min). A 3-15 psi change in 
the signal to the control valve produces a 300-kg/min 
change in w2. 

Composition measurement: The zero and span of each 
composition transmitter are 0 and 0.50 (mass fraction), re­
spectively. The output range is 4-20 rnA. A one-minute 
time delay is associated with each measurement. 

SOLUTION 

A block diagram for the feedforward-feedback control 
system is shown in Fig. 15.12. 

(a) Using the given information, we can calculate the fol­
lowing steady-state gains: 

KIP= (15 - 3)/(20 - 4) = 0.75 psi/rnA 

Kv = 300/12 = 25 kg/min psi 

K1 = (20 - 4)/0.5 = 32 rnA 

Substitution into Eqs. 15-16 to 15-19 with (w2)0 = 0 
and (xl)o = 0 gives the following feedforward control 
law: 

[ 
32xs - Xlm(t) + 4] 

p(t) = 4 + 1.083 P0.6 _ Xsp (15-30) 

xl 

Gr 
X 1m 

Gt 

Feed forward Disturbance 
controller sensor/ 

transmitter Gd 

Gv 
w2 

GP 

Control 
valve 

Gm 

Sensor/transmitter 

Figure 15.12 Block diagram for feedforward-feedback control of the blending system. 
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(b) The following expression for the ideal feedforward 
controller can be derived in analogy with the deriva­
tion of Eq. 15-21: 

Gd Gr = - ---'-----
K[pGPvGp 

(15-31) 

The process and disturbance transfer functions are sim­
ilar to the ones derived in Example 4.1: 

X'(s) 
W'z(s) = Gp(s) 

X'(s) 

X'1(s) 

where 

Xz- X 
Kp = ---=--, 

w 

Gd(s) 

Kp 

TS + 1 

Kd 
TS + 1 

Substituting numerical values gives 

X'(s) 

W'z(s) 
2.6x10-4 

4.71s + 1 
X'(s) 

X'1(s) 4.7~~6~ 1 (15-32) 

The transfer functions for the instrumentation can be 
determined from the given information: 

G1p = K 1p = 0.75 psi/rnA, 

Gr(s) = Gm(s) = Ktf!-f!s = 32e-s 

Kv 25 
Gv(s) = TvS + 1 = 0.0833s + 1 

Substituting the individual transfer functions into Eq. 
15-32 gives the ideal dynamic feedforward controller: 

Gr(s) = -4.17(0.0833s + 1)e+s (15-33) 

Note that G1(s) is physically unrealizable. The static 
(or steady-state) version of the controller is simply a 
gain, G1(s) = -4.17. In order to derive a physically re­
alizable dynamic controller, we approximate the unre­
alizable controller in (15-33) by a lead-lag unit: 

1.0833s + 1 
Gr(s) = - 4·17 a(1.0833)s + 1 (15-34) 

Equation 15-34 was derived from (15-33) by (i) omit­
ting the time-delay term, (ii) adding the time delay of 
one minute to the lead time constant, and (iii) intro­
ducing a small time constant of a X 1.0833 in the de­
nominator, with a= 0.1. 

(c) The ultimate gain and ultimate period obtained 
from the continuous cycling method (Chapter 12) 
are Kcu = 48.7, and Pu = 4.0 min. The correspond­
ing Ziegler-Nichols settings for PI control are 
Kc = 0.45Kcu = 21.9, and TJ = Pu/1.2 = 3.33 min. 

(d) The combined feedforward-feedback control system 
consists of the dynamic feedforward controller of part 
(b) and the PI controller of part (c). 

I 
I 
I 
I 
I 
I 
I 
I 
I 

-Static gain 
--·Dynamic compensation 

0.34 f---J '------_;:_:-:_::-_::-:.._.. ___ ---! 

0.335 L___l__..L___j _ _j__.L.____L _ _j__J....__.l.__j 

0 5 10 15 20 25 30 35 40 45 50 
Time (min) 

(a) 

Time (min) 

(b) 

Figure 15.13 Comparison of closed-loop responses: (a) feed­
forward controllers with and without dynamic compensation; 
(b) feedback control and feedforward-feedback control. 

The closed-loop responses to a step change in x1 from 
0.2 to 0.4 are shown in Fig. 15.13. The set point is the nom­
inal value, Xsp = 0.34. The static feedforward controllers 
for cases (a) and (b) are equivalent and thus produce iden­
tical responses. The comparison in part (a) of Fig. 15.13 
shows that the dynamic feedforward controller is superior 
to the static feedforward controller, because it provides a 
better approximation to the ideal feedforward controller 
of Eq. 15-33. The PI controller in part (b) of Fig. 15.13 pro­
duces a larger maximum deviation than the dynamic feed­
forward controller. The combined feedforward-feedback 
control system of part (d) results in better performance 
than the PI controller, because it has a much smaller maxi­
mum deviation and IAE value. The peak in the response 
at approximately t = 13 min in Fig. 15.13b is a conse­
quence of the x1 measurement time delay. 

For this example, feedforward control with dynamic 
compensation provides a better response to the measured 
x1 disturbance than does combined feedforward-feedback 
control. However, feedback control is essential to cope with 
unmeasured disturbances and modeling errors. Thus, a 
combined feedforward-feedback control system is preferred 
in practice. 



15.5 THE RELATIONSHIP BETWEEN 
THE STEADY-STATE AND DYNAMIC 
DESIGN METHODS 

In the previous two sections, we considered two design 
methods for feedforward control. The design method 
of Section 15.3 was based on a nonlinear steady-state 
process model, while the design method of Section 15.4 
was based on a transfer function model and block dia­
gram analysis. Next, we show how the two design meth­
ods are related. 

The block diagram of Fig. 15.11 indicates that the 
manipulated variable is related to the disturbance vari­
able by 

(15-35) 

Let the steady-state gain for this transfer function be 
denoted by K. Thus, 

K = lim Gv(s)Gf(s)Gt(s) 
s--->0 

(15-36) 

Suppose that the disturbance changes from a nominal 
value, d, to a new value, d1. Denote the change as !::.d = 
d1 - d. Let the corresponding steady-state change in 
the manipulated variable be denoted by !::.u = ul - u. 
Then, from Eqs. (15-35) and (15-36) and the definition 
of a steady-state gain in Chapter 4, we have 

K = !::.u 
!::.d 

(15-37) 

The steady-state design method of Section 15.3 pro­
duces a feedforward control law that has the general 
nonlinear form: 

U = f(d, Ysp) (15-38) 

Let K1oc denote the local derivative of u with respect to 
d at the nominal valued: 

Kloc = (:~)d (15-39) 

A comparison of Eqs. 15-37 and 15-39 indicates that if 
!::.d is small, K1oc = K. If the steady-state feedforward 
control law of Eq. 15-38 is indeed linear, then K1oc = K 
and the gains for the two design methods are equivalent. 

15.6 CONFIGURATIONS FOR 
FEEDFORW ARD-FEEDBACK 
CONTROL 

As mentioned in Section 15.1 and illustrated in Exam­
ple 15.5, feedback trim is normally used in conjunction 
with feedforward control to compensate for modeling 
errors and unmeasured disturbances. Feedforward and 
feedback controllers can be combined in several differ­
ent ways. In a typical control configuration, the outputs 
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Figure 15.14 Feedforward-feedback control of exit 
composition in the blending system. 

X 

w 

of the feedforward and feedback controllers are added 
together, and the sum is sent to the final control ele­
ment. This configuration was introduced in Figs. 15.4 
and 15.11. Its chief advantage is that the feedforward 
controller theoretically does not affect the stability of 
the feedback control loop. Recall that the feedforward 
controller transfer function G1(s) does not appear in 
the characteristic equation of Eq. 15-28. 

An alternative configuration for feedforward-feedback 
control is to have the feedback controller output serve 
as the set point for the feedforward controller. It is es­
pecially convenient when the feedforward control law 
is designed using steady-state material and energy bal­
ances. For example, a feedforward-feedback control 
system for the blending system is shown in Fig. 15.14. 
Note that this control system is similar to the feedfor­
ward scheme in Fig. 15.9 except that the feedforward 
controller set point is now denoted as x;P. It is gener­
ated as the output signal from the feedback controller. 
The actual set point Xsp is used as the set point for the 
feedback controller. In this configuration, the feedfor­
ward controller can affect the stability of the feedback 
control system, because it is now an element in the 
feedback loop. If dynamic compensation is included, it 
should be introduced outside of the feedback loop. 
Otherwise, it will interfere with the operation of the 
feedback loop, especially when the controller is placed 
in the manual model (Shinskey, 1996). 

Alternative ways of incorporating feedback trim into 
a feedforward control system include having the feed­
back controller output signal adjust either the feedfor­
ward controller gain or an additive bias term. The gain 
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adjustment is especially appropriate for applications 
where the feedforward controller is merely a gain, such 
as for the ratio control systems of Section 15.2. 

15.7 TUNING FEEDFORWARD 
CONTROLLERS 

Feedforward controllers, like feedback controllers, 
usually require tuning after installation in a plant. If the 
feedforward controller consists of the lead-lag unit in 
Eq. 15-29 with K1, T1, and T2 as adjustable parameters, 
then the tuning can be done in three steps. 

Step 1. Adjust Kf" The effort required to tune a 
controller is greatly reduced if good initial estimates 
of the controller parameters are available. An initial 
estimate of Kt can be obtained from a steady-state 
model of the process or from steady-state data. For 
example, suppose that the open-loop responses to 
step changes in d and u are available, as shown in 
Fig. 15.15. After Kp and Kd have been determined, 
the feedforward controller gain can be calculated 
from the steady-state version of Eq. 15-21: 

Kd 
Kt = - (15-40) 

KtKvKp 

Gains Kt and Kv are available from the steady-state 
characteristics of the transmitter and control valve. 

To tune the controller gain, Kt is set equal to an 
initial value and a small step change (3 to 5%) in the 
disturbance variable dis introduced, if this is feasible. 

y 

y 

Yoo --------~-~------

Yoo 

Q Tp 

K=Yoo-Yo 
p au 

au= Magnitude 
of step 

Time 

(a) Step change in u 

ad= Magnitude 
of step 

Time 

(b) Step change in d (ad< 0) 

Figure 15.15 The open-loop responses to step changes in u 
and d. 

If an offset results, then Ktis adjusted until the offset 
is eliminated. While Kt is being tuned, '~"1 and T2 

should be set equal to their minimum values, ideally 
zero. 

Step 2. Determine initial values for '~"1 and T2. Theo­
retical values for T1 and T2 can be calculated if a 
dynamic model of the process is available. Alterna­
tively, initial estimates can be determined from 
open-loop response data. For example, if the step 
responses have the shapes shown in Fig. 15.15, a rea­
sonable process model is 

where '~"p and '~"d can be calculated using one of the 
methods of Chapter 7. A comparison of Eqs. 15-23 
and 15-29 leads to the following expressions for T1 
and ,.2: 

(15-42) 

(15-43) 

These values can then be used as initial estimates for 
the fine tuning of '~"1 and T2 in Step 3. 

If neither a process model nor experimental data 
are available, the relations '~"111"2 = 2 or '~"111"2 = 0.5 
may be used, depending on whether the controlled 
variable responds faster to the disturbance variable 
or to the manipulated variable. 

Step 3. Fine-tune T1 and T2. The final step is a trial­
and-error procedure to fine-tune T1 and T2 by making 
small step changes in d, if feasible. The desired 
step response consists of small deviations in the con­
trolled variable with equal areas above and below 
the set point (Shinskey, 1996), as shown in Fig. 15.16. 
For simple process models, it can be shown theoreti­
cally that equal areas above and below the set point 
imply that the difference, '~"1 - T2, is correct. In sub­
sequent tuning to reduce the size of the areas, T1 and 
'~"2 should be adjusted so that '~"1 - '~"2 remains 
constant. 

y ------Set point 

Time 

Figure 15.16 The desired response for a well-tuned 
feedforward controller. Note approximately equal areas 
above and below the set point. 



As a hypothetical illustration of this trial-and-error 
tuning procedure, consider the set of responses shown 
in Fig. 15.17 for positive step changes in disturbance 
variable d. It is assumed that Kp > 0, that Kd < 0, and 
that controller gain Kt has already been adjusted so 
that offset is eliminated. For the initial values of -r1 and 
-r2 in Fig. 15.17a, the controlled variable is below the set 
point, which implies that -r1 should be increased to 
speed up the corrective action. (Recall that KP > 0, 
that Kd < 0, and that positive step changes in d are in­
troduced.) Increasing -r1 from 1 to 2 gives the response 
in Fig. 15.17b, which has equal areas above and below 
the set point. Thus, in subsequent tuning to reduce the 
size of each area, -r1 - Tz should be kept constant. 
Increasing both -r1 and -r2 by 0.5 reduces the size of each 
area, as shown in Fig. 15.17c. Because this response 
is considered to be satisfactory, no further controller 
tuning is required. 

SUMMARY 

Feedforward control is a powerful strategy for control 
problems wherein important disturbance variable(s) can 
be measured on-line. By measuring disturbances and 
taking corrective action before the controlled variable 
is upset, feedforward control can provide dramatic 
improvements for regulatory control. Its chief disadvan­
tage is that the disturbance variable(s) must be measured 
(or estimated) on-line, which is not always possible. Ratio 
control is a special type of feedforward control that is use­
ful for applications such as blending operations where the 
ratio of two process variables is to be controlled. 

Feedforward controllers tend to be custom-designed 
for specific applications, although a lead-lag unit is often 
used as a generic feedforward controller. The design of a 
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EXERCISES 

15.1 In ratio control, would the control loop gain for Method I 
(Fig. 15.5) be less variable if the ratio were defined as R = diu 
instead of R = u!d? Justify your answer. 

15.2 Consider the ratio control scheme shown in Fig. 15.6. Each 
flow rate is measured using an orifice plate and a differential 
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Trial 1 Trial 2 
Tj = 1, '1'2 = 0.5 Tj = 2, '1'2 = 0.5 

0 0 
Time Time 

(a) Corrective action is too slow (b) Now '~'1 - '~'2 is satisfactory 

Trial3 
Tj = 2.5, '1'2 = 1.0 

0 
Time 

(c) Satisfactory control 

Figure 15.17 An example of feedforward controller tuning. 

feedforward controller requires knowledge of how the 
controlled variable responds to changes in the manipu­
lated variable and the disturbance variable(s). This 
knowledge is usually represented as a process model. 
Steady-state models can be used for controller design; 
however, it may then be necessary to add a lead-lag unit 
to provide dynamic compensation. Feedforward con­
trollers can also be designed using dynamic models. 

Feedfoward control is normally implemented in 
conjunction with feedback control. Tuning procedures 
for combined feedforward-feedback control schemes 
have been described in Section 15.7. For these control 
configurations, the feedforward controller is usually 
tuned before the feedback controller. 
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pressure (DIP) transmitter. The electrical output signals from 
the DIP transmitters are related to the flow rates by the 
expressions 

dm = dmo + K1d2 

Um = Umo + Kzu2 
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Each transmitter output signal has a range of 4 to 20 rnA. 
The transmitter spans are denoted by Sd and Su for the dis­
turbance and manipulated flow rates, respectively. Derive an 
expression for the gain of the ratio station KR in terms of Sd, 
Su, and the desired ratio Rd. 

15.3 It is desired to reduce the concentration of C02 in the 
flue gas from a coal-fired power plant, in order to reduce 
greenhouse gas emissions. The effluent flue gas is sent to an 
ammonia scrubber, where the most of the C02 is absorbed in 
a liquid ammonia solution, as shown in Fig. E15.3. A feedfor­
ward control system will be used to control the C02 concen­
tration in the flue gas stream leaving the scrubber, Cco2, 

which cannot be measured on-line. The flow rate of the 
ammonia solution entering the scrubber, QA, can be manip­
ulated via a control valve. The inlet flue gas flow rate, Qp, is a 
measured disturbance variable. 

Flue gas 
Out 

Scrubber 

Flue gas 
In 

Figure E15.3 

Ammonia 
In 

Ammonia 
Out 

Using the available information, do the following: 
(a) Draw a block diagram of the feedforward control 
system. (It is not necessary to derive transfer functions.) 

(b) Design a feedforward control system to reduce C02 

emissions based on a steady state analysis. 

Available Information: 

(i) The flow sensor-transmitter and the control valve have 
negligible dynamics. 

(ii) The flow sensor-transmitter has a steady-state gain of 
0.08 mA/(L!min). 

(iii) The control valve has a steady-state gain of 4 (gal/min)/ 
rnA. 

(iv) The following steady-state data are available for a series 
of changes in QA: 

QA (gaVmin) Cco2 (ppm) 
30 125 
60 90 
90 62 

(v) The following steady-state data are available for a series 
of changes in Qp, 

Qp(Limin) 

200 
300 
400 

Cco2 (ppm) 
75 
96 

122 

15.4 For the liquid storage system shown in Fig. E15.4, the 
control objective is to regulate liquid level h2 despite distur­
bances in flow rates, q1 and q4. Flow rate q2 can be manipu­
lated. The two hand valves have the following flow-head 
relations: 

Figure E15.4 

Do the following, assuming that the flow transmitters and the 
control valve have negligible dynamics. Also assume that the 
objective is tight level control. 
(a) Draw a block diagram for a feedforward control system 
for the case where q1 can be measured and variations in q4 

are neglected. 

(b) Design a feedforward control law for case (a) based on a 
steady-state analysis. 

(c) Repeat part (b), but consider dynamic behavior. 

(d) Repeat parts (a) through (c) for the situation where q4 

can be measured and variations in q1 are neglected. 

15.5 The closed-loop system in Fig. 15.11 has the following ll transfer function~: 
2 

Gp(s) = s + 1 Gd(s) (s + 1)(5s + 1) 

Gv = Gm = G1 = 1 

(a) Design a feedforward controller based on a steady-state 
analysis. 

(b) Design a feedforward controller based on a dynamic 
analysis. 

(c) Design a feedback controller based on the IMC approach 
of Chapter 12 and Tc = 2. 



(d) Simulate the closed-loop response to a unit step change 
in the disturbance variable using feedforward control only 
and the controllers of parts (a) and (b). 

(e) Repeat part (d) for the feedforward-feedback control 
scheme of Fig. 15.11 and the controllers of parts (a) and (c) as 
well as (b) and (c). 

15.6 A feedforward control system is to be designed for the 
two-tank heating system shown in Fig. E15.6. The design ob­
jective is to regulate temperature T4, despite variations in dis­
turbance variables T1 and w. The voltage signal to the heater 
p is the manipulated variable. Only T1 and w are measured. 
Also, it can be assumed that the heater and transmitter dy­
namics are negligible and that the heat duty is linearly related 
to voltage signalp. 

(a) Design a feedforward controller based on a steady-state 
analysis. This control law should relate p to Tlm and Wm· 

(b) Is dynamic compensation desirable? Justify your answer. 

15.7 Consider the liquid storage system of Exercise 15.4 but 
suppose that the hand valve for q5 is replaced by a pump 
and a control valve (cf. Fig. 11.22). Repeat parts (a) through 
(c) of Exercise 15.4 for the situation where q5 is the manipu­
lated variable and q2 is constant. 

15.8 A liquid-phase reversible reaction, A~ B, takes place 
isothermally in the continuous stirred-tank reactor shown in 
Fig. E15.8. The inlet stream does not contain any B. An over­
flow line maintains constant holdup in the reactor. The reac­
tion rate for the disappearance of A is given by 

[moles of A reacting] 
rA[=] -----,--.-----,-----,-----------,---.:::. 

(tlme) (volume) 

The control objective is to control exit concentration cs by 
manipulating volumetric flow rate, q. The chief disturbance 
variable is feed concentration cAi· It can be measured on-line, 
but the exit stream compositions cannot. The control valve 
and sensor-transmitter have negligible dynamics and positive 
steady-state gains. 

Q 
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Figure E15.8 

(a) Design a feedforward controller based on an unsteady­
state analysis. 

(b) If the exit concentration cs could be measured and used 
for feedback control, should this feedback controller be 
reverse- or direct-acting? Justify your answer. 

15.9 Design a feedforward-feedback control system for the 

• 
blending system in Example 15.5, for a situation in which 
an improved sensor is available that has a smaller time 
delay of 0.1 min. Repeat parts (b), (c), and (d) of Exam­

ple 15.5. For part (c), approximate GvGpGm with a first-order 
plus time-delay transfer function, and then use a PI controller 
with ITAE controller tuning for disturbances (see Table 12.3). 
For the feedforward controller in (15-34), use a.= 0.1. 

Develop a Simulink diagram for feedforward-feedback con­
trol and generate two graphs similar to those in Fig. 15.13. 

15.10 The distillation column in Fig. 15.8 has the following I) transfer function model: 

Y'(s) 2e-20s 

D'(s) 95s + 1 

with Gv = Gm = Gt = 1. 

Y'(s) 

F'(s) 

0.5e-30s 

60s + 1 

(a) Design a feedforward controller based on a steady-state 
analysis. 

(b) Design a feedforward controller based on a dynamic 
analysis. 

(c) Design a PI feedback controller based on the Direct Syn­
thesis approach of Chapter 12 with Tc = 30. 

(d) Simulate the closed-loop response to a unit step change 
in the disturbance variable using feedforward control only 
and the controllers of parts (a) and (b). Does the dynamic 
controller of part (b) provide a significant improvement? 

w 

--P 

Figure E15.6 
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(e) Repeat part (d) for the feedforward-feedback control 
scheme of Fig. 15.11 and the controllers of parts (a) and (c), 
as well as (b) and (c). 

(f) Which control configuration provides the best control? 

15.11 A feedforward-only control system is to be designed 
for the stirred-tank heating system shown in Fig. E15.11. Exit 
temperature T will be controlled by adjusting coolant flow 
rate, qc. The chief disturbance variable is the inlet tempera­
ture T; which can be measured on-line. Design a feedforward­
only control system based on a dynamic model of this process 
and the following assumptions: 

1. The rate of heat transfer, Q, between the coolant and the 
liquid in the tank can be approximated by 

Q = U(1 + qc)A(T- Tc) 

where U, A, and the coolant temperature Tc are constant. 

2. The tank is well mixed, and the physical properties of the 
liquid remain constant. 

3. Heat losses to the ambient air can be approximated by 
the expression QL = ULAL(T- Ta), where Ta is the ambient 
temperature. 

4. The control valve on the coolant line and the T; sensor/ 
transmitter (not shown in Fig. E15.11) exhibit linear behavior. 
The dynamics of both devices can be neglected, but there is a 
time delay e associated with the T; measurement due to the sen­
sor location. 

T; 

w l 
Tc v Ta 

qc 

T 

w 

Figure E15.11 

15.12 Consider the PCM furnace module of Appendix E. 
C\ Assume that oxygen exit concentration c02 is the CV, 
~ air flow rate AF is the MV, and fuel gas purity FG is 

theDV. 

(a) Using the transfer functions given below, design a feed­
forward control system. 

(b) Design a PID controller based on IMC tuning and a rea­
sonable value of Tc· 

(c) Simulate the FF, FB, and combined FF-FB controllers 
for a sudden change in d at t = 10 min, from 1 to 0.9. Which 
controller is superior? Justify your answer. 

G = 0.14e-4s 
P 4.2s + 1' 

0.088e -3·7s 
4.85s + 1, Gv = Gm = Gt = 1 

15.13 It is desired to design a feedforward control scheme in 
order to control the exit composition x4 of the two-tank 
blending system shown in Fig. E15.13. Flow rate q2 can be 
manipulated, while disturbance variables, q5 and x5, can be 
measured. Assume that controlled variable x4 cannot be mea­
sured and that each process stream has the same density. 
Also, assume that the volume of liquid in each tank is kept 
constant by using an overflow line. The transmitters and con­
trol valve have negligible dynamics. 

Figure E15.13 

(a) Using the steady-state data given below, design an ideal 
feedforward control law based on steady-state considera­
tions. State any additional assumptions that you make. 

(b) Do you recommend that dynamic compensation be used 
in conjunction with this feedforward controller? Justify your 
answer. 

Steady-State Data 

Stream Flow (gpm) Mass Fraction 

1 1900 0.000 
2 1000 0.990 
3 2400 0.167 
4 3400 0.409 
5 500 0.800 

15.14 Consider the PCM distillation column module of Ap­
C\ pendix E. Assume that distillate methanol composition 
~ xv is the CV, reflux ratio R is the MV, and feed compo-

sition xp is the DV. 

(a) Using the transfer functions given below, design a feed­
forward control system. 

(b) Design a PID controller based on IMC tuning and a rea­
sonable value of Tc· 

(c) Simulate the FF, FB, and combined FF-FB controllers 
for a sudden change in d at t = 10 min, from 0.50 to 0.55 
(mole fraction). Which controller is superior? Justify your 
answer. 

Xv 
R 

G = 0.126e-l3Ss 
P 762s + 1 

0.78e-600s 
Gd = 700s + 1' 
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Summary 

In this chapter, we introduce several specialized strate­
gies that provide enhanced process control beyond what 
can be obtained with conventional single-loop PID con­
trollers. As processing plants become more and more 
complex in order to increase efficiency or reduce costs, 
there are incentives for using such enhancements, which 
also fall under the general classification of advanced con­
trol. Although new methods are continually evolving and 
being field-tested (Henson and Badgwell, 2006; Seborg, 
1999; Rawlings et al., 2002), this chapter emphasizes six 
different strategies that have been proven commercially: 

1. Cascade control 
2. Time-delay compensation 
3. Inferential control 
4. Selective and override control 
5. Nonlinear control 
6. Adaptive control 

These techniques have gained increased industrial 
acceptance over the past 20 years, and in many cases 
they utilize the principles of single-loop PID feed-

back controller design. These strategies can incorpo­
rate additional measurements, controlled variables, 
or manipulated variables, and they can also incorpo­
rate alternative block diagram structures. 

16.1 CASCADE CONTROL 

A disadvantage of conventional feedback control is 
that corrective action for disturbances does not begin 
until after the controlled variable deviates from the set 
point. As discussed in Chapter 15, feedforward control 
offers large improvements over feedback control for 
processes that have large time constants or time delays. 
However, feedforward control requires that the distur­
bances be measured explicitly, and that a model be 
available to calculate the controller output. An alterna­
tive approach, and one that can significantly improve 
the dynamic response to disturbances, employs a sec­
ondary measurement point and a secondary feedback 
controller. The secondary measurement point is located 
so that it recognizes the upset condition sooner than the 
controlled variable, but the disturbance is not necessar­
ily measured. This approach, called cascade control, is 

289 
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,--------~---------
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t 

r-----Fuel gas 
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Figure 16.1 A furnace temperature control scheme that uses conventional 
feedback control. 

widely used in the process industries and is particularly 
useful when the disturbances are associated with the 
manipulated variable or when the final control element 
exhibits nonlinear behavior (Shinskey, 1996). 

As an example of where cascade control may be 
advantageous, consider the natural draft furnace tem­
perature control problem shown in Fig. 16.1. The con­
ventional feedback control system in Fig. 16.1 may 
keep the hot oil temperature close to the set point de­
spite disturbances in oil flow rate or cold oil tempera­
ture. However, if a disturbance occurs in the fuel gas 
supply pressure, the fuel gas flow will change, which 
upsets the furnace operation and changes the hot oil 
temperature. Only then will the temperature controller 
(TC) begin to take corrective action by adjusting the 
fuel gas flow. Thus, we anticipate that conventional 
feedback control may result in very sluggish responses 
to changes in fuel gas supply pressure. This disturbance 
is clearly associated with the manipulated variable. 

Figure 16.2 shows a cascade control configuration 
for the furnace, which consists of a primary control 
loop (utilizing TT and TC) and a secondary control 

loop that controls the pressure via PT and PC. The 
primary measurement is the hot oil temperature that 
is used by the primary (master) controller (TC) toes­
tablish the set point for the secondary (slave) loop 
controller. The secondary measurement is the fuel 
gas pressure, which is transmitted to the slave con­
troller (PC). If a disturbance in supply pressure oc­
curs, the pressure controller will act very quickly to 
hold the fuel gas pressure at its set point. The cascade 
control scheme provides improved performance, be­
cause the control valve will be adjusted as soon as the 
change in supply pressure is detected. 

Because the pressure control loop responds rapidly, 
the supply pressure disturbance will have little effect 
on furnace operation and exit oil temperature. Some 
engineers prefer that flow control, rather than pres­
sure control, be employed in the slave loop to deal 
with discharge pressure variations. If the perfor­
mance improvements for disturbances in oil flow rate 
or inlet temperature are not large enough, then feed­
forward control could be utilized for those disturbances 
(see Chapter 15). 

,--------~-------------~ 
I I 
1 Stack gas 1 

I t I Set point 
I I 
I I 

I ~--~---~ 

Furnace 

Figure 16.2 A furnace temperature control scheme using cascade control. 

I 
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The cascade control loop structure has two distin­
guishing features: 

1. The output signal of the master controller serves 
as the set point for the slave controller. 

2. The two feedback control loops are nested, with 
the secondary control loop (for the slave controller) 
located inside the primary control loop (for the 
master controller). 

Thus there are two controlled variables, two sensors, 
and one manipulated variable, while the conventional 
control structure has one controlled variable, one sen­
sor, and one manipulated variable. 

The primary control loop can change the set point of 
the pressure control loop based on deviations of the hot 
oil temperature from its set point. Note that all vari­
ables in this configuration can be viewed as deviation 
variables. If the hot oil temperature is at its set point, 
the deviation variable for the pressure set point is also 
zero, which keeps the pressure at its desired steady­
state value. 

Figure 16.3 shows a second example of cascade con­
trol, a stirred chemical reactor where cooling water 
flows through the reactor jacket to regulate the reactor 
temperature. The reactor temperature is affected by 
changes in disturbance variables such as reactant feed 
temperature or feed composition. The simplest control 
strategy would handle such disturbances by adjusting a 
control valve on the cooling water inlet stream. How­
ever, an increase in the inlet cooling water temperature, 
an unmeasured disturbance, can cause unsatisfactory 
performance. The resulting increase in the reactor tem­
perature, due to a reduction in heat removal rate, may 
occur slowly. If appreciable dynamic lags occur in the 
jacket as well as in the reactor, the corrective action 
taken by the controller will be delayed. To avoid this 

Cooling 
water 
out 

@-
1 

Water 

Circulation 
pump 
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disadvantage, a feedback controller for the jacket tem­
perature, whose set point is determined by the reactor 
temperature controller, can be added to provide cas­
cade control, as shown in Fig. 16.3. The control system 
measures the jacket temperature, compares it to a set 
point, and adjusts the cooling water makeup. The reac­
tor temperature set point and both measurements are 
used to adjust a single manipulated variable, the cooling 
water makeup rate. The principal advantage of the cas­
cade control strategy is that a second measured vari­
able is located close to a potential disturbance and its 
associated feedback loop can react quickly, thus im­
proving the closed-loop response. However, if cascade 
control does not improve the response, feedforward 
control should be the next strategy considered, with cool­
ing water temperature as the measured disturbance 
variable. 

The block diagram for a general cascade control sys­
tem is shown in Fig. 16.4. Subscript 1 refers to the pri­
mary control loop, whereas subscript 2 refers to the 
secondary control loop. Thus, for the furnace tempera­
ture control example, 

Y1 = hot oil temperature 

Yz = fuel gas pressure 

D1 = cold oil temperature (or cold oil flow rate) 

Dz = supply pressure of fuel gas 

Y m1 = measured value of hot oil temperature 

Y m2 = measured value of fuel gas pressure 

Ysp1 = set point for Y1 

Ysp2 = set point for Yz 

All of these variables represent deviations from the 
nominal steady state. Because disturbances can affect 
both the primary and secondary control loops, two 

Reactor 

r -----1 --~C temperature 
TT · y · set pomt 

1 (master) 

I 
I 
1 Jacket 
1 temperature 
I set point --4 (slave) 

Cooling 
water 

makeup 

I 
I 

_I 

Figure 16.3 Cascade control of an exothermic chemical reactor. 
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Figure 16.4 Block diagram of the cascade control system. 

disturbance variables (D1 and D2) and two distur­
bance transfer functions ( G dl and G dZ) are shown in 
Fig. 16.4. Note that Y2 serves as both the controlled 
variable for the secondary loop and the manipulated 
variable for the primary loop. 

Figures 16.2 and 16.4 clearly show that cascade 
control will effectively reduce the effects of pressure 
disturbances entering the secondary loop (i.e., D 2 in 
Fig. 16.4). But what about the effects of disturbances 
such as D 1, which enter the primary loop? Cascade 
control can provide an improvement over conven­
tional feedback control when both controllers are 
well tuned. The cascade arrangement will reduce the 
response times of the elements in the secondary loop, 
which will, in turn, affect the primary loop, but the 
improvement may be slight. 

16.1.1 Design Considerations for 
Cascade Control 

Cascade control can improve the response to a set­
point change by using an intermediate measurement 
point and two feedback controllers. However, its per­
formance in the presence of disturbances is usually the 
principal concern (Shinskey, 1996). In Fig. 16.4, distur­
bances in D2 are compensated by feedback in the inner 
loop; the corresponding closed-loop transfer function 
(assuming Yspl = D1 = 0) is obtained by block diagram 
algebra: 

Y1 = Gp1Yz 

Yz = GdzDz + GpzGvGczEz 

Ez = Ysp2 - Y m2 = Gc1E1 - GmzYz 

E1 = -Gm1Y1 

(16-1) 

(16-2) 

(16-3) 

(16-4) 

Eliminating all variables except Y1 and D2 gives 

Y1 GplGdz 

Dz 1 + GczGvGpzGmz + GclGczGvGpzGp1Gm1 
(16-5) 

By similar analysis, the set-point transfer functions for 
the outer and inner loops are 

Y1 Gc1GczGvGp1Gp2}(m1 

Ysp1 1 + GczGvGpzGmz + GclGczGvGp2Gp1Gm1 
(16-6) 

Ysp2 
(16-7) 

For disturbances in D 1, the closed-loop transfer func-
tion is 

Y1 Gdl(1 + GczGvGpzGmz) 

D1 1 + GczGvGpzGmz + Gc1GczGvGpzGp1Gm1 
(16-8) 

Several observations can be made about the above 
equations. First, the cascade control system has the 
characteristic equation 

1 + GczGvGpzGmz + Gc1GczGvGp2Gp1Gm1 = 0 (16-9) 

If the inner loop were removed (Gcz = 1, Gmz = 0), the 
characteristic equation would be the same as that for 
conventional feedback control, 

(16-10) 

When the slave loop responds faster than the master 
loop, the cascade control system will have improved 
stability characteristics and thus should allow larger 



values of Kc1 to be used in the primary control loop. 
Cascade control also makes the closed-loop process 
less sensitive to errors in the process model used to 
design the controller. 

EXAMPLE 16.1 

Consider the block diagram in Fig. 16.4 with the following 
transfer functions: 

G 5 G 4 G =1 v = ~ pl = (4s + 1)(2s + 1) pZ 
1 

Gdz = 1 Gml = 0.05 Gmz = 0.2 Gdl = 3s + 1 

where the time constants have units of minutes and the 
gains have consistent units. Determine the stability limits 
for a conventional proportional controller as well as for a 
cascade control system consisting of two proportional con­
trollers. Assume Kcz = 4 for the secondary controller. Cal­
culate the resulting offset for a unit step change in the 
secondary disturbance variable D 2. 

SOLUTION 

For the cascade arrangement, first analyze the inner loop. 
Substituting into Eq. 16-7 gives 

1 + 4 C ! 1 )co.2) 

20 
s+5 

4 (16-11) 
0.2s + 1 

From Eq. 16-11 the closed-loop time constant for the inner 
loop is 0.2 min. In contrast, the conventional feedback 
control system has a time constant of 1 min because in this 
case, Yz(s)IYspz(s) = Gv = 5/(s + 1). Thus, cascade control 
significantly speeds up the response of Y2. Using a propor­
tional controller in the primary loop (Gel = Kc1), the char­
acteristic equation becomes 

1 + (Kc1)(4)C ~ 1)((4s + 1~2s + 1))co.o5) 

+ 4 C ~ 1)co.2) = o (16-12) 

which reduces to 

8s3 + 46s2 + 31s + 5 + 4Kcl = 0 (16-13) 

By use of the Routh array (Chapter 11), the ultimate gain 
for marginal stability is Kc1,u = 43.3. 

For the conventional feedback system with proportional­
only control, the characteristic equation in (16-10) reduces to 

8s3 + 14s2 + 1s + 1 + Kc1 = 0 (16-14) 

The Routh array gives Kc1,u = 11.25. Therefore, the cas­
cade configuration has increased the ultimate gain by 
nearly a factor of four. Increasing Kcz will result in even 
larger values for Kc1,u· For this example, there is no theo­
retical upper limit for Kcz, except that large values will 
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cause the valve to saturate for small set-point changes or 
disturbances. 

The offset of Y1 for a unit step change in D2 can be 
obtained by settings = 0 in the right side of (16-5); equiva­
lently, the Final Value Theorem of Chapter 3 can be 
applied for a unit step change in D 2 (Yspl = 0): 

-4 
e1(t ~ oo) = Yspl - Yl(t ~ oo) = (16-15) 

5 + 4Kcl 

By comparison, the offset for conventional control ( Gmz = 0, 
Gcz = 1) is 

-4 e1(t ~ oo) = ------'--
1 + Kc1 

(16-16) 

By comparing (16-15) and (16-16), it is clear that for the 
same value of Kc1, the offset is much smaller (in absolute 
value) for cascade control. 

For a cascade control system to function properly, 
the secondary control loop must respond faster than 
the primary loop. The secondary controller is normally 
a P or PI controller, depending on the amount of offset 
that would occur with proportional-only control. Note 
that small offsets in the secondary loop can be toler­
ated, because the primary loop will compensate for 
them. Derivative action is rarely used in the secondary 
loop. The primary controller is usually PI or PID. 

For processes with higher-order dynamics and/or 
time delay, the model can first be approximated by a 
low-order model, or the frequency response methods 
described in Chapter 14 can be employed to design 
controllers. First, the inner loop frequency response 
for a set-point change is calculated from (16-7), and a 
suitable value of Kc2 is determined. The offset is 
checked to determine whether PI control is required. 
After Kc2 is specified, the outer loop frequency re­
sponse can be calculated, as in conventional feedback 
controller design. The open-loop transfer function 
used in this part of the calculation is 

For the design of Gc1, we should consider the closed­
loop transfer functions for set-point changes Y11Yspl 
and for disturbances, Y11D2 and Y11D1. Generally, cas­
cade control is superior to conventional control in this 
regard and provides superior time-domain responses. 
Figure 16.5 shows the closed-loop response for Exam­
ple 16.1 and disturbance variable D 2• The cascade con­
figuration has a PI controller in the primary loop and a 
proportional controller in the secondary loop. Each 
controller was tuned using frequency response analysis 
(see Section 14.7). Figure 16.5 demonstrates that the 
cascade control system is superior to a conventional PI 
controller for a secondary loop disturbance. Figure 16.6 
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Figure 16.5 A comparison of D2 unit step responses with and 
without cascade control. 

shows a similar comparison for a step change in the pri­
mary loop disturbance D1. 

When a cascade control system is tuned after instal­
lation, the secondary controller should be tuned first 
with the primary controller in the manual mode. Then 
the primary controller is transferred to automatic, and 
it is tuned. The relay auto-tuning technique presented 
in Chapter 12 can be used for each control loop. If the 
secondary controller is retuned for some reason, usu­
ally the primary controller must also be retuned. Alter­
natively, Lee et al. (1998) have developed a tuning 
method based on Direct Synthesis where both loops 
are tuned simultaneously. When there are limits on 
either controller (saturation constraints), Brosilow and 
Joseph (2002) have recommended design modifications 
based on the Internal Model Control (IMC) approach. 

A commonly used form of cascade control involves 
a valve positioner, which addresses the problem of 
valve nonidealities. Valves may stick or exhibit dead 
zones or hysteresis, and so they may not achieve the 
same percentage stem position required for a given 
controller output. The valve positioner senses the 
valve stem position and uses an internal proportional 
controller in the inner loop of a cascade control system 

0.4 --- Cascade control 

-- PI control 

Yl 0.2 

-0.2 L..J......J........l_j_.L...J......[_L..J.......l......l._j_L...J.....J......J_j_.J.......J.._[_L..J......J........L_j_.L...J......[_LJ 
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Time (min) 

Figure 16.6 A comparison of D1 step responses. 

to attain the desired stem position. The set point is 
provided from the flow controller. Valve positioners 
are almost always beneficial when used in control 
loops. See Chapter 9 for more details on these devices. 

16.2 TIME-DELAY COMPENSATION 

In this section we present an advanced control technique, 
time-delay compensation, which deals with a problematic 
area in process control-namely, the occurrence of sig­
nificant time delays. Time delays commonly occur in the 
process industries because of the presence of distance ve­
locity lags, recycle loops, and the analysis time associated 
with composition measurement. As discussed in Chap­
ters 12 and 14, the presence of time delays in a process 
limits the performance of a conventional feedback con­
trol system. From a frequency response perspective, a 
time delay adds phase lag to the feedback loop, which ad­
versely affects closed-loop stability. Consequently, the 
controller gain must be reduced below the value that 
could be used if no time delay were present, and the re­
sponse of the closed-loop system will be sluggish com­
pared to that of the control loop with no time delay. 

EXAMPLE 16.2 

Compare the set-point responses for a second-order 
process with a time delay (8 = 2 min) and without the 
delay. The transfer function for the delay case is 

e-as G(s) ___ .::.....__ __ 
P - (5s + 1)(3s + 1) 

(16-18) 

Assume that Gm = Gv = 1, with time constants in minutes. 
Use the following PI controllers. For 8 = 0, Kc = 3.02 and 
TJ = 6.5 min, while for 8 = 2 min the controller gain must 
be reduced to meet stability requirements (Kc = 1.23, TJ = 

7.0 min). 

SOLUTION 

The closed-loop responses are shown in Fig. 16.7. For 8 = 2, 
the resulting response is more sluggish. Clearly the closed­
loop response for the time-delay case has deteriorated, 
with a 50% increase in response time (30 vs. 20 min). This 
response is much longer than might be expected from the 
size of the time delay. 

y 
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Figure 16.7 A comparison of closed-loop set-point changes. 
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y 

Figure 16.8 Block diagram of the Smith predictor. 

In order to improve the performance of system con­
taining time delays, special control strategies have been 
developed that provide effective time-delay compensa­
tion. The Smith predictor technique is the best known 
strategy (Smith, 1957). A related method, the analytical 
predictor, has been developed specifically for digital 
control applications, and it is discussed in Chapter 17. 
Various investigators have found that the performance 
of a controller incorporating the Smith predictor for 
set-point changes is better than a conventional PI con­
troller based on the integral-squared-error criterion. 
However, the Smith predictor performance may not be 
superior for all types of disturbances. 

A block diagram of the Smith predictor controller is 
shown in Fig. 16.8, where Gv = Gm = 1 for simplicity. 
Here the process model G(s) is divided into 
two parts: the part without a time delay, G*(s), and the 
time-delay term, e-es. Tl!,us, the total transfer function 
model is G(s) = G*(s)e-85. The model of the process 

without the time delay, G*(s), is used to predict the effect 
of control actions on the undelayed output. The con­
troller then uses the predicted response 1\ to calculate 
its output signal. The predicted process output is also 
delayed by the amount of the time delay e' for compari­
son with the actual undelayed output Y. This delayed 

model output is denoted by Y2 in Fig. 16.8. From the 
block diagram, 

E' = E - Y1 = Ysp - Y1 - (Y- Yz) (16-19) 

if the process model is perfect and the disturbance is 
zero, then Y2 = Yand 

E' = Ysp- Y1 (16-20) 

For this ideal case, the controller responds to the error 
signal that would occur if no time delay were present. 

Figure 16.9 shows an alternative (equivalent) config­
uration for the Smith predictor that includes an inner 
feedback loop, somewhat similar to that in ~cascade 
control. Assuming there is no model error ( G = G), 
the inner loop has the effective transfer function 

p Gc G' = - = -------'--------::----
£ 1 + GcG*(1 - e-es) 

(16-21) 

~ ~s where G* is defined analogously to G*, that is, G = G*e . 
After some rearrangement, the closed-loop set-point 
transfer function is obtained: 

G G*e-es c 

y 

(16-22) 

Figure 16.9 An alternative block diagram of a Smith predictor. 
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By contrast, for conventional feedback control 

y GcG*e-es 

Ysp 1 + GcG*e-es 
(16-23) 

Comparison of Eqs. 16-22 and 16-23 indicates that the 
Smith predictor has the theoretical advantage of elimi­
nating the time delay from the characteristic equation. 
Unfortunately, this advantage is lost if the process model 
is inaccurate. Even so, the Smith predictor can still pro­
vide improvement over conventional feedback control if 
the model errors are not too large (i.e., if the model para­
meters are within about ::!::30% of the actual values). 
Morari and Zafiriou (1989) have discussed the robust­
ness aspects of the Smith predictor and have recom­
mended that tuning be performed with other inputs 
besides step inputs. 

Figure 16.10 shows the closed-loop responses for the 
Smith predictor (8 = 2) and PI control (8 = 0). The 
controller settings are the same as those developed in 
Example 16.2 for e = 0. A comparison of Fig. 16.7 
(dashed line) and Fig. 16.10 shows the improvement in 
performance that can be obtained with the Smith pre­
dictor. Note that the responses in Fig. 16.10 for e = 2 
and e = 0 are identical, except for the initial time delay. 
This closed-loop time delay results from the numera­
tor delay term in (16-22). The process model G*(s) is 
second-order and thus readily yields a stable closed­
loop system for P-only control, but not necessarily for 
PI control (cf. Example 14.4). 

One disadvantage of the Smith predictor approach is 
that it is model-based; that is, a dynamic model of the 
process is required. If the process dynamics change 

y 
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Figure 16.10 Closed-loop set-point change (solid line) 
for Smith predictor with e = 2. The dashed line is the 
response fore = 0 from Fig. 16.7. 

significantly, the predictive model will be inaccurate 
and the controller performance will deteriorate, per­
haps to the point of closed-loop instability. For such 
processes, the controller should be tuned conserva­
tively to accommodate possible model errors. Typi­
cally, if the time delay or process gain is not within 
::!::30% of the actual value, the predictor is inferior to a 
PID controller with no time-delay compensation. If the 
time delay varies significantly, it may be necessary to 
use some sort of adaptive controller to achieve satisfac­
tory performance (see Section 16.6). Alternatively, Lee 
et al. (1999) have presented a robust tuning procedure 
for PID controllers with Smith predictors. 

The Smith predictor configuration generally is bene­
ficial for handling disturbances. However, under 
certain conditions, a conventional PI controller can 
provide better regulatory control than the Smith pre­
dictor. This somewhat anomalous behavior can be 
attributed to the closed-loop transfer function for a 
disturbance and a perfect model: 

y 
D 

Gd [1 + GcG*(1 - e-es)] 

1 + GcG* 
(16-24) 

The denominators of YID in (16-24) and Y!Ysp in (16-22) 
are the same, but the numerator terms are quite differ­
ent in form. Figure 16.11 shows disturbance responses 
for Example 16.2 (8 = 2) for PI controllers with and 
without the Smith predictor. By using the two degree­
of-freedom controllers discussed in Chapter 12, it is 
possible to improve the response for disturbances 
and avoid this undesirable behavior. In fact, In­
gimundarson and Hagglund (2002) have shown that 
for step disturbances and a FOPTD process, the per­
formance of a properly tuned PID controller is com­
parable to or better than a PI controller with time-delay 
compensation. 

The Direct Synthesis approach can be used to derive 
a controller with time-delay compensation, as discussed 
in Chapter 12. If a FOPTD model is stipulated for the 
closed-loop transfer function (Y!Ysp)d (see Eq. 12-6), 
then the resulting design equation for Gc is 

G = __!__ e-es 
c G TcS + 1 - e-es 

(12-7) 

which is in fact a Smith predictor. The feedback con­
troller Gc in this case (see Fig. 16.9) is not necessarily a 
PID controller, however. For this model-based con­
troller/Smith predictor, the closed-loop transfer func­
tion for disturbances has the following form, 

y 
- = GdF 
D 

(16-25) 

where F depends on model G and design parameter Tc· 

Note that this expression is considerably simpler in 
form than the expression derived for a PI or PID 



---Smith predictor (Kc = 3.02, TJ = 6.5) 

0.50 --PI control (Kc = 1.23, TJ = 7.0) 
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Figure 16.11 A comparison of disturbance changes for the 
Smith predictor and a conventional PI controller. 

controller shown in (16-24), and that the model-based 
controller designed to obtain a desired set-point change 
does not influence the disturbance dynamics embedded 
in Gd. In fact, if the dominant time constant in Gd is 
relatively large, a controller designed for set-point 
changes by either Direct Synthesis or IMC will not be 
able to speed up the disturbance response, as demon­
strated in Example 12.4. 

Another control strategy for treating both distur­
bances and set-point changes is the analytical predictor, 
which utilizes a prediction of the process behavior in 
the future based on the process and disturbance trans­
fer functions, G and Gd. In the context of Eq. 16-23, if 
Gc included a term e+as (a perfect prediction e units of 
time ahead), then the time delay would effectively be 
eliminated from the characteristic equation. However, 
this is an idealized view, and further details are given in 
Chapter 17. 

16.3 INFERENTIAL CONTROL 

The previous discussion of time-delay compensation as­
sumed that measurements of the controlled variable 
were available. In some control applications, the process 
variable that is to be controlled cannot be conveniently 
measured on-line. For example, product composition 
measurement may require that a sample be sent to the 
plant analytical laboratory from time to time. In this 
situation, measurements of the controlled variable may 
not be available frequently enough or quickly enough 
to be used for feedback control. 

One solution to this problem is to employ inferential 
control, where process measurements that can be 
obtained more rapidly are used with a mathematical 
model, sometimes called a soft sensor, to infer the value 
of the controlled variable. For example, if the overhead 
product stream in a distillation column cannot be ana­
lyzed on-line, sometimes measurement of a selected 
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tray temperature can be used to infer the actual compo­
sition. For a binary mixture, the Gibbs phase rule indi­
cates that a unique relation exists between composition 
and temperature if pressure is constant and there is 
vapor-liquid equilibrium. In this case, a thermodynamic 
equation of state can be employed to infer the composi­
tion from a tray temperature. 

On the other hand, for the separation of multicom­
ponent mixtures, approximate methods to estimate 
compositions must be used. Based on process models 
and plant data, simple algebraic correlations can be de­
veloped that relate the mole fraction of the heavy key 

50 component to several different tray temperatures (usu­
ally in the top half of the column above the feed tray). 
The overhead composition can then be inferred from 
the available temperature measurements and used 
in the control algorithm. The parameters in the correla­
tion may be updated, if necessary, as composition mea­
surements become available. For example, if samples 
are sent to the plant's analytical laboratory once per 
hour, the correlation parameters can be adjusted so 
that the predicted values agree with the measured val­
ues. Figure 16.12 shows the general structure of an in­
ferential controller. X is the secondary measurement, 
which is available on a nearly continuous basis (fast 
sampling), while Y is the primary measurement, which 
is obtained intermittently and less frequently (e.g., off­
line laboratory sample analysis). Note that X and/or Y 
can be used for control. One type of nonlinear model 
that could be used as a soft sensor is a neural network 
(see Chapter 7). The inferential model is obtained by 
analyzing and fitting accumulated X and Y data. Dy­
namic linear or nonlinear models (called observers) can 
also be used for inferential control, as reviewed by 
Doyle (1998). 

The concept of inferential control can be employed 
for other process operations, such as chemical reac­
tors, where composition is normally the controlled 
variable. Selected temperature measurements can be 
used to estimate the outlet composition if it cannot be 
measured on-line. However, when inferential control 

Set 
point 

Disturbance 

Fast 
sampling, X 

Slow sampling 

y 

Figure 16.12 Block diagram of a soft sensor used in inferential 
control. 
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does not perform satisfactorily, an incentive exists to 
introduce other on-line measurements for feedback 
control. Consequently, there is ongoing interest in the 
development of new sensors, such as novel process an­
alyzers, which can be used on-line and whose response 
times are very short. 

16.4 SELECTIVE CONTROL/OVERRIDE 
SYSTEMS 

Most process control applications have an equal number 
of controlled variables and manipulated variables. How­
ever, if fewer manipulated variables than controlled 
variables are available, it is not possible to eliminate 
offset in all the controller variables for arbitrary distur­
bances or set-point changes. This assertion is evident 
from a degrees-of-freedom analysis of a steady-state 
model. For control problems with fewer manipulated 
variables than controlled variables, selectors are em­
ployed for sharing the manipulated variables among 
the controlled variables. 

16.4.1 Selectors 

A selector is a practical solution for choosing the appro­
priate signal from among a number of available mea­
surements. Selectors can be based on multiple 
measurement points, multiple final control elements, or 
multiple controllers, as discussed below. Selectors are 
used to improve the control system performance as well 
as to protect equipment from unsafe operating condi­
tions. On instrumentation diagrams, the symbol (>) de­
notes a high selector and the symbol ( <) a low selector. 

For one type of selector, the output signal is the high­
est (or lowest) of two or more input signals. This ap­
proach is often referred to as auctioneering (Shinskey, 
1996). For example, a high selector can be used to de­
termine the hotspot temperature in a fixed-bed chemi­
cal reactor as shown in Fig. 16.13. In this reactor 
application, the output from the high selector is the 
input to the temperature controller. In an exothermic 
catalytic reaction, the process may "run away" due to 
disturbances or changes in the reactor, and immediate 
action should be taken to prevent a dangerous rise in 

Figure 16.13 Control of a reactor hotspot 
temperature by using a high selector. 

Temperature 
signals 

(from reactor) 

temperature. Because a hotspot can potentially de­
velop at one of several possible locations in the reactor, 
multiple (redundant) measurement points are em­
ployed. This approach helps identify when a tempera­
ture has become too high at some point in the bed. 

With a median selector, the selector output is the 
median of three or more input signals. These devices 
are useful for situations in which redundant sensors are 
used to measure a single process variable. By selecting 
the median value, reliability is improved, because a 
single sensor failure will not cause the loss of a mean­
ingful feedback signal. 

The use of high or low limits for process variables 
represents another type of selective control called an 
override, where a second controller can "override" or 
take over from the first controller. This is a less ex­
treme action than an interlock, which is used for emer­
gency shutdown of the process (see Chapter 10). The 
anti-reset windup feature in feedback controllers (cf. 
Chapter 8) is a type of override. Another example is 
a distillation column that has lower and upper limits 
on the heat input to the column reboiler. The mini­
mum level ensures adequate liquid inventory on the 
trays, while the upper limit exists to prevent the onset 
of flooding (Buckley et al., 1985; Shinskey, 1996). Over­
rides are also often used in forced draft combustion 
control systems to prevent an imbalance between air 
flow and fuel flow, which could result in unsafe operat­
ing conditions (Singer, 1981). 

Other types of selective systems employ multiple final 
control elements or multiple controllers. For example, in 
split-range control several manipulated variables are 
used to control a single controlled variable. Typical ex­
amples include the adjustment of both inflow and out­
flow from a chemical reactor in order to control reactor 
pressure or the use of both acid and base to control pH 
in wastewater treatment. Another example is in reactor 
control, where both heating and cooling are used to 
maintain precise regulation of the reactor temperature. 
Figure 16.14 shows how the control loop in Fig. 16.3 can 
be modified to accommodate both heating and cooling 
using a single controller and two control valves. This 
split-range control is achieved using the controller input­
output relationship shown in Fig. 16.14b. 
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Figure 16.14 Split range control: (a) control loop configuration, 
(b) valve position-controller output relationship. 

An alternative solution for reactor temperature con­
trol can be applied when both heating and cooling are 
necessary, or when a median temperature is regulated. 
Although the physical processes are configured in the 
same way as in Fig. 16.14, the controller output is 

Slurry 

in ------,t 
hm~ 

LT --~Q 

I P2 
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mapped to the valves so that both valves are always ac­
tive; that is, cooling/heating medium is always flowing 
through the heat exchange equipment. However, it is 
not a requirement that both valves must be of the 
same size and characteristics. Note also that in this 
scheme, the heat removal capability is more or less lin­
ear with respect to the controller output, regardless of 
valve selection. 

Constraint control is another type of selector or over­
ride that is intended to keep the controlled variable 
near a constraining or limiting value. Chapter 19 dis­
cusses how constraints influence the selection of oper­
ating conditions and why it is necessary in many cases 
to operate near a constraint boundary. Riggs (1998) has 
described a constraint control application for distilla­
tion columns with dual composition control, where re­
boiler duty QR controls bottoms composition of xs and 
reflux flow R controls overhead composition xD. The 
reboiler becomes constrained at its upper limit when 
the steam flow control valve is completely open. Sev­
eral abnormal situations can result: (1) the column 
pressure increases, (2) heat transfer surfaces become 
fouled, or (3) the column feed rate increases. When the 
reboiler duty reaches the upper limit, it is no longer 
able to control bottoms composition, so constraint con­
trol forces one composition (the more valuable prod­
uct) to be controlled with the reflux ratio while the 
other product composition is left uncontrolled (allowed 
to "float"). Computer control logic must be added to 
determine when the column has returned to normal 
operation, and thus the constraint control should be 
made inactive. 

The selective control system shown in Fig. 16.15 is 
used to regulate the level and exit flow rate in a pumping 
system for a sand/water slurry. During normal opera­
tion, the level controller (LC) adjusts the slurry exit 
flow by changing the pump speed. A variable-speed 
pump is used rather than a control valve owing to the 
abrasive nature of the slurry. The slurry velocity in the 
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Figure 16.15 A selective control 
system to handle a sand/water 
slurry. 
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Flow control loop 

Level control loop 

exit line must be kept above a minimum value at all 
times to prevent the line from sanding up. Conse­
quently, the selective control system is designed so that 
as the flow rate approaches the lower limit, the flow 
controller takes over from the level controller and 
speeds up the pump. The strategy is implemented in 
Fig. 16.15 using a high selector and a reverse-acting 
flow controller with a high gain. The set point and gain 
of the flow controller are chosen so that the controller 
output is at the maximum value when the measured 
flow is near the constraint. 

The block diagram for the selector control loop used 
in the slurry example is shown in Fig. 16.16. The selec­
tor compares signals P1 and P2, both of which have the 
same units (e.g., rnA or % ). There are two parallel 
feedback loops. Note that Gv is the transfer function 
for the final control element, the variable-speed drive 
pump. A stability analysis of Fig. 16.16 would be rather 
complicated because the high selector introduces a 
nonlinear element into the control system. Typically, 
the second loop (pump flow) will be faster than the first 
loop (level) and uses PI control (although reset windup 
protection will be required). Proportional control could 
be employed in the slower loop (liquid level) because 
tight level control is not required. 

One alternative arrangement to Fig. 16.16 would be 
to employ a single controller, using the level and flow 
transmitter signals as inputs to a high selector, with its 
output signal sent to the controller. The controller out­
put would then adjust the pump speed. This scheme is 
simpler, because only one controller is needed. How­
ever, it suffers from an important operational disadvan­
tage; namely, it may not be possible to tune the single 
controller to meet the needs of both the level and flow 
control loops. In general, these control loops and their 
transmitters will have very different dynamic character­
istics. A second alternative would be to replace the 
flow transmitter and controller with a constant (over-

D 

Liquid 
level 

Figure 16.16 Block diagram for 
the selective control loop with two 
measurements and two controllers. 

ride) signal to the high selector whose value corre­
sponds to the minimum allowable flow rate. However, 
this scheme would be susceptible to changing pump 
characteristics. 

16.5 NONLINEAR CONTROL SYSTEMS 

Most physical processes exhibit nonlinear behavior to 
some degree. However, linear control techniques such 
as conventional PID control are still very effective if 
(1) the nonlinearities are rather mild or (2) a highly 
nonlinear process operates over a narrow range of 
conditions. For some highly nonlinear processes, the 
second condition is not satisfied and as a result, linear 
control strategies may not be adequate. For these situ­
ations, nonlinear control strategies can provide signifi­
cant improvements over PID control. In this section, 
we consider several traditional nonlinear control 
strategies that have been applied in industry. Newer 
model-based techniques are described by Henson and 
Seborg (1997). 

Three types of nonlinear control strategies are essen­
tially enhancements of single loop feedback control: 

1. Nonlinear modifications of standard PID control 
algorithms 

2. Nonlinear transformations of input or output vari­
ables 

3. Controller parameter scheduling such as gain 
scheduling 

Shinskey (1994) and Bequette (1998) have provided in­
formative overviews of these methods and related tech­
niques. Other enhanced single-loop control strategies 
considered earlier in this chapter, namely, inferential 
control, selectors, and adaptive control, can also be clas­
sified as nonlinear control strategies. 

As one example of Method 1, standard PID control 
laws can be modified by making the controller gain a 



function of the control error. For example, the controller 
gain can be higher for larger errors and smaller for small 
errors by making the controller gain vary linearly with 
the absolute value of the error signal 

Kc = Kco(1 + ale(t)l) (16-26) 

where Kco and a are constants. The resulting controller 
is sometimes referred to as an error-squared controller, 
because the controller output is proportional to 
le(t)le(t). Error-squared controllers have been used for 
level control in surge vessels where it is desirable to 
take stronger action as the level approaches high or low 
limits. However, care should be exercised when the 
error signal is noisy (Shinskey, 1994). 

The design objective for Method 2 is to make the 
closed-loop operation as linear as possible. If success­
ful, this general approach allows the process to be con­
trolled over a wider range of operating conditions and 
in a more predictable manner. One approach uses sim­
ple linear transformations of input or output variables. 
Common applications include using the logarithm of a 
product composition as the controlled variable for 
high-purity distillation columns or adjusting the ratio of 
feed flow rates in blending problems. The major limita­
tion of this approach is that it is difficult to generalize, 
because the appropriate variable transformations are 
application -specific. 

In distillation column control, some success has been 
found in using logarithmic transformations to linearize 
the error signal so that the controller makes adjust­
ments that are better scaled. For example, a trans­
formed composition variable xi) has been used in 
commercial applications (Shinskey, 1996): 

1- xv 
x* = log-----=--

D 1 - XDsp 
(16-27) 

where Xvsp is the desired value of xv. However, this 
approach may not work in all cases. Another lineariz­
ing function can be used to treat the nonlinear behav­
ior observed in flow systems. When there are pipe 
resistances in series with a control valve, a nonlinear 
gain results between stem position l and flow rate. 
In this case a nonlinear function, called a valve char­
acterizer, can be used to transform the controller 
outputp: 

p 
f(p) = L + (1 - l)p (16-28) 

where L is a parameter used to fit the shape of the non­
linearity. Shinskey (1994) has discussed this approach 
and related control strategies. 

In Method 3, controller parameter scheduling, one or 
more controller settings are adjusted automatically 
based on the measured value of a scheduling variable. 
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Adjustment of the controller gain, gain scheduling, is 
the most common method. The scheduling variable is 
usually the controlled variable or set point, but it could 
be the manipulated variable or some other measured 
variable. Usually, only the controller gain is adjusted, 
because many industrial processes exhibit variable 
steady-state gains but relatively constant dynamics (for 
example, pH neutralization). 

The scheduling variable is usually a process variable 
that changes slowly, such as a controlled variable, 
rather than one that changes rapidly, such as a manipu­
lated variable. To develop a parameter-scheduled con­
troller, it is necessary to decide how the controller 
settings should be adjusted as the scheduling variable(s) 
change. Three general strategies are: 

a. The controller parameters vary continuously with 
the scheduling variable. 

b. One or more scheduling variables are divided into 
regions where the process characteristics are quite 
different. Different controller settings can be as­
signed to each region. 

c. The current controller settings are based on the 
value of the scheduling variable and interpolation 
of the settings for the different regions. Thus 
Method (c) is a combination of methods (a) and 
(b). It is similar to fuzzy logic control, the topic of 
Section 16.5.2. 

Approach (a) is illustrated in the next section. Ap­
proaches (b) and (c) can be implemented in several 
different ways. For example, different values of the 
control settings can be stored for each region (that is, a 
table look-up approach). Then the controller settings 
are switched whenever the scheduling variable enters a 
new region. Alternatively, a dynamic model can be 
developed for each region and a different controller 
designed for each model (Bequette, 1998). 

16.5.1 Gain Scheduling 

The most widely-used type of controller parameter 
scheduling is gain scheduling. A simple version has a 
piecewise constant controller gain that varies with a 
single scheduling variable, the error signal e: 

Kc = Kcl for e1 ::5 e < e2 

Kc = Kc2 for e2 ::5 e < e3 (16-29) 

Kc = Kc3 for e3 ::5 e ::5 e4 

This gain-scheduling approach is shown in Fig. 16.17 
and can easily be extended to more than three re­
gions. A special case, the error gap controller, includes 
a dead band around e = 0. In this case, Kc = 0 
for e2 ::5 e < e3, while Kc =/= 0 outside this region. Note 
that the nonlinear gain expression in Eq. 16-26 is an­
other example of gain scheduling. 
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p 

e 

Figure 16.17 A gain-scheduled proportional controller with a 
controller gain that is piecewise constant. 

Next, we consider an example of Method 1 from the 
previous section. A relationship can be developed be­
tween the controller settings and the scheduling vari­
able(s). The resulting strategy is sometimes called 
programmed adaptation (Liptak, 2005; Shinskey, 1996). 
Programmed adaptation is limited to applications 
where the process dynamics depend on known, mea­
surable variables and the necessary controller adjust­
ments are not too complicated. As an example of 
programmed adaptation, consider a once-through 
boiler (Liptak, 2005). Here, feedwater passes through 
a series of heated tube sections before emerging as su­
perheated steam. The steam temperature must be ac­
curately controlled by adjusting the flow rate of the 
hot gas that is used to heat the water. The feedwater 
flow rate has a significant effect on both the steady­
state and dynamic behavior of the boiler. For example, 
Fig. 16.18 shows typical open-loop responses to a step 
change in controller output at two different feedwater 
flow rates, 50% and 100% of the maximum flow. Sup­
pose that an empirical FOPTD model is chosen to ap­
proximate the process. The steady-state gain, time 
delay, and dominant time constant are all twice as 
large at 50% flow as the corresponding values are at 
100% flow. Liptak's proposed solution to this control 
problem is to have the PID controller settings vary 

Steam 
temperature 

50% flow 

Figure 16.18 Open-loop step responses for a once-through 
boiler. 

with w, the fraction of full-scale flow (0 :::::; w :::::; 1), in 
the following manner: 

Kc = wKc 

T[ = T[IW 

TD = "ivfw 

(16-30) 

where Kc, TJ, and "Tv are the controller settings for 
100% flow. Note that this recommendation for pro­
grammed adaptation is qualitatively consistent with the 
controller tuning rules of Chapter 12. The recom­
mended settings in Eq. 16-30 are based on the assump­
tion that the effects of flow changes are linearly related 
to flow rate over the full range of operation. 

In this example, step responses were available to cate­
gorize the process behavior for two different conditions. 
In other applications, such test data may not be available 
but there may be some knowledge of process nonlineari­
ties. For pH control problems involving a strong acid 
and/or a strong base, the pH curve can be very nonlin­
ear, with gain variations over several orders of magni­
tude. If the process gain changes significantly with the 
operating conditions, an appropriate gain scheduling 
strategy is to keep the product of the controller and 
process gains constant, KcKp = C, where C is a specified 
constant. This strategy helps maintain the desired gain 
margin (see Chapter 14). This gain scheduling strategy 
could be implemented as follows. Suppose that pH is 
used as the scheduling variable and an empirical equa­
tion is available that relates Kp to pH. Then the current 
value of Kp could be calculated from the pH measure­
ment and Kc could be determined as, Kc = C/Kp. 

Another representative nonlinearity is illustrated 
by the step responses in Fig. 16.19, where the process 
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Figure 16.19 Step responses for a nonlinear model for 
different input magnitudes. 



gain Kp depends on the input signal u, Kp(u). Note 
that the process gain double when the input size is in­
creased from u = 0.5 to u = 1.0. Because the process 
dynamics are independent of the magnitude of u, the 
dynamic behavior can be approximated by a FOPTD 
model with a gain that varies with u: 

dy 
T dt = -y + Kp(u)u(t - 8) (16-31) 

For example, Kp(u) could be described by a second­
order polynomial, 

(16-32) 

The model parameters in (16-32) can be obtained by 
regression of Kp values for steady-state values of u and 
y, using the parameter estimation methods of Chapter 7. 
Note that a transfer function with constant parameters, 
Y(s)!U(s), cannot be derived for the dynamic model in 
Eqs. 16-31 and 16-32, because it is not a linear system. 
However, it is fairly straightforward to design a PID 
controller (with gain-scheduling) for this process. Sup­
pose that the nominal gain is Kpo = a0 for u = 0. Then 
the values of Kc, TJ, and Tv can be determined using 
any of the tuning rules in Chapter 12 for given values of 
Kpo. -r, and 8. As u varies, we would like to keep the 
product of Kp(u) and Kc(u) constant, in order to main­
tain a satisfactory gain margin. Thus, we specify that 
Kc(u)Kp(u) = KcoKpo, where Kco is the nominal con­
troller gain for Kpo· The controller gain for the current 
u can be calculated as, Kc(u) = KcoKpoiKp(u). A simi­
lar relationship can be developed for the case where Kp 
is a function of y, rather than u. 

16.5.2 Fuzzy Logic Control 

Engineers normally consider physical variables in a quan­
titative manner, such as specifying a temperature of78 oc 
or reporting a flow rate as 10 Llmin. However, qualitative 
information can also be very useful both in engineering 
and everyday life. For example, a person in a shower is 
aware of whether the water temperature is too hot, too 
cold, or just right. An accurate temperature measure­
ment is not necessary. Also, such qualitative information 
can be used to good advantage for feedback control. For 
example, if the shower temperature is too cold and the 
flow rate is too low, the person would increase the hot 
water flow rate. In the process industries, experienced 
plant operators sometimes take control actions based on 
qualitative information, such as the observed color or 
uniformity of a solid material. 

Fuzzy logic control (FLC) is a feedback control tech­
nique that utilizes qualitative information through 
using verbal or linguistic rules of the if-then form 
(Babuska and Verbruggen, 1996; Rhinehart et al., 1996; 
Passino and Yurkovich, 1998). To derive the control 
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law, the FLC uses fuzzy sets theory, the set of rules, 
and a fuzzy inference system. FLC has been used in 
consumer products such as washing machines, vacuum 
cleaners, automobiles, battery chargers, air condition­
ing systems, and camera autofocusing. It has also been 
applied to such industrial control problems as furnace 
temperature control, wind energy, power system stabil­
ity, biological processes, a jet engine fuel system, and 
control of robots. 

Fuzzy Sets 

The Fuzzy Set A in U is defined as a set of ordered 
pairs: A ~ { (x, I-LA (x) )x E U} (Jantzen, 2007), where 
U is called the universe of discourse, f.LA(x) is called 
the membership function for the set of all objects x 
in U. This definition means that the membership 
function relates to each x a membership grade 1-LA(x), 
a real number in the closed interval [0,1]. This con­
cept is illustrated in the following example. Consider 
a room temperature T to be a qualitative variable 
with three possible classifications: Hot, OK, or Cold. 
One possible classification scheme is 

Hot: if T > 24 oc 
0 K: if 18 oc < T < 24 oc 
Cold: if T < 18 oc 

However, these class boundaries are arbitrary and some­
what inappropriate. For example, do we really want to 
classify temperatures of 23.5°C as OK and 24.5°C as 
Hot? A more appropriate classification scheme is based 
on the concept of a fuzzy set. 

As was mentioned in the definition in fuzzy set the­
ory, a physical variable such as a temperature is con­
verted into a qualitative category such as Hot by use of 
a membership function, f.L· Figure 16.20 shows member­
ship functions for three categories of room tempera­
ture. Each 1-L is bounded between zero (no membership) 
and one (complete membership). Also, the universe of 
discourse U is defined in the range from 15 to 27°C. A 
distinguishing feature of fuzzy set theory is that a physi­
cal variable can simultaneously have membership in 
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Figure 16.20 Membership functions for room temperature. 
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Figure 16.21 Basic configuration of a 
fuzzy logic controller (FLC). 

more than one category. For example, Figure 16.20 in­
dicates that when T = 22°C, the room temperature is 
considered to be both Hot and OK, with f.LHot = 0.33 
and f.LOK = 0.67, respectively. The value of 1-L is called the 
membership grade. For each value of T, the membership 
grades sum to one, a universal requirement for member­
ship functions. Although the membership functions in 
Fig. 16.20 consist of linear segments, curved membership 
functions, such as Gaussian functions, can also be used 
(Passino and Yurkovich, 1998; Jantzen, 2007). 

Each membership function defines a fuzzy set, also 
referred to as a linguistic variable. For example, the 
fuzzy set Hot consists of the values of T and the mem­
bership function 1-LHot· Thus, it can be expressed as 
Hot= {T, 1-LHot(T)}. 

Fuzzy Inference Systems 

Figure 16.21 shows the main blocks of the fuzzy system 
which is the main part of the fuzzy logic controller (Lee, 
1990; Passino and Yurkovich, 1998). The fuzzification 
block converts the inputs or physical variables, for in­
stance the error signal, e(t), into suitable fuzzy sets, as 
was shown in the example of Figure 16.20. The fuzzy in­
ference process combines membership functions with 
the control rules to derive the fuzzy output, for exam­
ple, the fuzzy controller output, u(t). This process is also 
often called fuzzy reasoning. Finally, these outputs of 
the fuzzy computations are translated into terms of real 
values using the defuzzification block. 

Fuzzy logic 

The most classical inference engine models used in 
FLC systems are the Mamdani and Takagi-Sugeno 
(TS) models. Equation 16-33 shows the form of each 
rule for the Mamdani type inference model. 

Rule k: If x1 is Alk, and Xz is Azk, .. . , 
and XN is ANk• Then Yk is B k (16-33) 

where ANk and Bk represent membership functions, and 
xN and Yk are the inputs/outputs of the fuzzy system. 

The rules in the Takagi-Sugeno type inference model 
have the form shown in Eq. 16-34. 

Rule k: If x1 is Alk, and xz is Azk, .. . , and xN 
is ANk• Then Yk = fk (xl, Xz, ... , XN) (16-34) 

where fk (x1, xz, ... , xN) = bok + blkxl + · · · + bNkXN 
The rules of both inference systems have antecedents 

that are comprised of fuzzy sets, but the consequents 
for the Mamdani type are fuzzy sets. This chapter con­
siders controllers based on the Mamdani inference 
system. 

Fuzzy Control Architecture and Calculations 

There are many ways to set up a fuzzy logic controller 
through using the Mamdani inference system (Babuska 
and Verbruggen, 1996; Passino and Yurkovich, 1998; 
Jantzen, 2007). Figure 16.22 shows a block diagram of a 
PI fuzzy controller, inspired by the PI classical control 
law, but including a fuzzy inference system. 
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Figure 16.22 PI fuzzy controller. 
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Figure 16.23 Membership functions for the inputs of the PI 
fuzzy controller (N is negative, Pis positive, and Z is zero). 

Equation 16-35 shows the control law for a PI fuzzy 
control. The inputs in Eq. 16-35 are the error e(t) and the 
derivative of the error de/dt and the output is the change 
of u, Llu(t), which results from evaluating the function 
f(-) that is the fuzzy system shown in Fig. 16.21. Thus, to 
get the output u(t), an integrator is added at the output 
of the FLC as is shown in Fig. 16.22. The constants ke, ka, 
and k; are used as scaling factors. 

( de(t)) 
Llu(t) = kd ke e(t), krdt (16-35) 

Fuzzy logic control calculations are executed by using 
both membership functions of the inputs and outputs 
and a set of rules called a rule base, as shown in 
Fig. 16.21. Typical membership functions for the in­
puts, e and de/dt, are shown in Fig. 16.23, where it is as­
sumed that these inputs have identical membership 
functions with the following characteristics: three lin­
guistic variables which are negative (N), positive (P), 
and zero (Z) with trapezoidal, triangular and trape­
zoidal membership function forms respectively. Input 
variables e and de/dt have been scaled so that the 
membership functions overlap for the range from 
-1 to + 1. Furthermore, Fig. 16.24 shows the mem­
bership functions of the output Llu(t), which are 
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Figure 16.24 Membership functions for the output of the PI 
fuzzy controller (LD is large decrease, MD is medium decrease, 
Z is zero, MI is medium increase, and LI is large increase) 
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defined, by both five linguistic variables and singleton 
functions, as follows: 

LI =large increase= + 10% 

MI =medium increase= +5% 

Z =zero= 0% 

MD = medium decrease = -5% 

LD =large decrease= -10% 

where singleton membership functions are defined as in 
Eq. 16-36 and the universe of discourse is determined 
in the range from -10 to + 10. 

~au/x) = { ~ :t;e~ise (16-36) 

On the other hand, the rules are specified based on 
process understanding and past experience. Table 16.1 
shows a typical PI-FLC rule base which consists of the 
nine user-selected rules. For each pair of e and de/dt 
values, the corresponding entry in the table is a fuzzy 
output for that rule. For example, Eq. 16-37 shows how 
Rule 2 for Llu2 can be expressed in the if-then form. 

Rule 2: If e is zero AND de is positive, 
dt 

then Llu2 = MI (16-37) 

where Lluz denotes the fuzzy output for Rule 2. For this 
set of rules, there are nine fuzzy controller outputs, one 
for each rule. These rules also have the form of Eq. 16-33, 
indicating that this fuzzy controller has a fuzzy-type 
Mamdani inference system. Additionally, these mem­
bership functions and rule-based sets can be configured 
by using the MATLAB Fuzzy Toolbox. 

Once the membership functions of inputs/outputs 
are determined and the rule base is set, it becomes eas­
ier to understand how the block in Fig. 16.21 works. 
First, each rule k causes a fuzzy membership value ~Ak 
(error) and ~Bk (derivative of error), defined as a fuzzi­
fication, determined by the input error and derivative 
of error, which correspond to the inputs of the PI-FLC 
system (Fig. 16.22). Second, the degree of fulfillment of 

Table 16.1 Rule Base for the Fuzzy PI Controller 

e(t) 

N z p 

1 2 3 
p z MI LI 

de(t) 4 5 6 

dt 
z MD z MI 

7 8 9 
N LD MD z 
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Table 16.2 Control Calculations for the Fuzzy PI Controller (e = 0.1 and de/dt = 0.4) 

Membership grades Degree of activation of the 
associated to the membership function of the 

antecedents output 01.k 

Rule I-'-Ak(0.1) IJ-Bk(0.4) Ol.k = min{IJ-Ak(0.1), I-'-Bk(0.4)j Fuzzy Outputs 

1 11-Nl = 0.0 IJ-Pl = 0.4 
2 11-zz = 0.9 IJ-PZ = 0.4 
3 IJ-P3 = 0.1 IJ-P3 = 0.4 
4 ILN4 = 0.0 ILZ4 = 0.6 
5 11-zs = 0.9 11-zs = 0.6 
6 IJ-P6 = 0.1 ILZ6 = 0.6 
7 IJ-N7 = 0.0 IJ-N7 = 0.0 
8 11-zs = 0.9 IJ-N8 = 0.0 
9 IJ-P9 = 0.1 I-'-N9 = 0.0 

each rule, as a result of the combination of these mem­
bership values, is obtained through the firing strength 
rxk for every rule k; this process is called aggregation 
and is defined by Eq. 16-38. 

rxk = min {1-'-Ak (error), 1-'-Bk (derivative of error)) (16-38) 

In (16-38), rxk represents the degree of activation of the 
membership function of the output for rule k. Third, all 
activated conclusions, for the whole set of rules are ac­
cumulated using the set union operation; this result 
corresponds to the fuzzy output (see Fig. 16.21). The 
procedure described above is often called fuzzy reason­
ing. Finally, the control output, which is Llu(t) (see Fig. 
16.22), is obtained by applying a defuzzication method. 

The defuzzification method can be defined for an arbi­
trary number of R rules. Equation 16-39 shows how Llu(t) 
is calculated as a weighted sum of the fuzzy controller 
outputs (Passino and Yurkovich, 1998; Jantzen, 2007). 

Llu(t) (16-39) 

where Lluk is the change in the fuzzy controller output 
for Rule k and rxk is the degree of activation for Rule k. 

As an example, to illustrate the fuzzy control calcu­
lations, suppose that the errore = +0.1 and the deriv­
ative of error de/dt = +0.4. The membership grades 
determined from Fig. 16.23, associated to each rule, are 
summarized in Table 16.2. The rules 1, 4, 7, 8, and 9 
are inactive. This situation occurs because the firing 
strength for each of these five rules is rxk = 0; thus these 
rules do not contribute to the defuzzification calcula­
tion of Eq. 16-39. These rxk values are zero because two 
conditions occur: (1) rxk is defined as the minimum of 
the two membership grades associated with Rule k, and 

01.1 = min{O.O, 0.4} = 0.0 .:lu1 = 0% 
01.2 = min{0.9, 0.4} = 0.4 .:lu2 = 5% 
01.3 = min{0.1, 0.4} = 0.1 .:lu3 = 10% 
01.4 = min{O.O, 0.6} = 0.0 .:lu4 = -5% 
01.5 = min{0.9, 0.6} = 0.6 .:lu5 = 0% 
01.6 = min{0.1, 0.6} = 0.1 .:lu6 = 5% 
01.7 = min{O.O, 0.0} = 0.0 .:lu7 = -10% 
01.8 = min{O.O, 0.0} = 0.0 .:lu8 = -5% 
01.9 = min{O.O, 0.0} = 0.0 .:lu9 = 0% 

(2) the membership grades are zero for N; thus, for the 
five rules that involve N, rxk = 0. 

Next, we illustrate the calculation of controller output 
Llu in Eq. 16-40. The firing strength values and fuzzy 
controller outputs for the nine rules are summarized in 
Table 16.2. Substitution into (16-39) gives Llu = 2.92%. 

rxz • Lluz + rx3 • .:lu3 + rxs • Llus + rx6 • Llu6 
Llu(t) 

rxz + rx3 + rxs + rx6 

Llu(t) = 0.4 * 5 + 0.1 * 10 + 0.6 * 0 + 0.1 * 5 
0.4 + 0.1 + 0.6 + 0.1 

= 2.92% (16-40) 

Finally, Fig. 16.25 shows the control surface that repre­
sents the mapping between inputs and outputs of the 
PI-FLC. This is a typical nonlinear surface obtained by 
using the membership functions, controller rules, the 
inference engine, and defuzzification. This surface rep­
resents the nonlinear behavior of the controller. 

In summary, FLC can be viewed as a formal methodol­
ogy for incorporating process knowledge and experience, 

Derivative Error 

Figure 16.25 Control surface of the PI fuzzy controller. 



expressed through defining both membership functions 
and the fuzzy rules into control system design. It can also 
be interpreted as a heuristic design method for nonlinear 
controllers. A fuzzy-type Mamdani controller inspired by 
PID classical strategies was presented in this section. In 
order to design this type of controller, it is necessary to 
incorporate knowledge of the process and the experience 
of operators. Although the fuzzy PI controller example 
employed elementary fuzzification and defuzzification 
steps, more complicated alternatives are available 
(Passino and Yurkovich, 1998; Jantzen, 2007). 

16.6 ADAPTIVE CONTROL SYSTEMS 

Process control problems inevitably require on-line 
tuning of the controller settings to achieve a satisfac­
tory degree of control. If the process operating condi­
tions or the environment changes significantly, the 
controller may then have to be retuned. If these 
changes occur frequently, then adaptive control tech­
niques should be considered. An adaptive control sys­
tem is one in which the controller parameters are 
adjusted automatically to compensate for changing 
process conditions. Many adaptive control techniques 
have been proposed for situations where the process 
changes are largely unknown or unpredictable, as con­
trasted with situations amenable to the gain-scheduling 
approach discussed in the previous section. In this sec­
tion, we are concerned principally with automatic ad­
justment of feedback controller settings. 

Examples of changing process conditions that may re­
quire controller retuning or adaptive control are 

1. Changes in equipment characteristics (e.g., heat 
exchanger fouling, catalyst deactivation) 

2. Unusual operational status, such as failures, start­
up, and shutdown, or batch operations 

3. Large, frequent disturbances (feed composition, 
fuel quality, etc.) 

4. Ambient variations (rain storms, daily cycles, etc.) 

Controller 
calculation 

I 
I 
I 
I 

Controller 1 
settings I 

I 
I 
I 
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5. Changes in product specifications (grade changes) 
or product flow rates 

6. Inherent nonlinear behavior (e.g., the dependence 
of chemical reaction rates on temperature) 

In situations where the process changes can be antici­
pated or measured directly and the process is reasonably 
well understood, then the gain-scheduling approach (or 
programmed adaptation) discussed in the previous sec­
tion can be employed. When the process changes can­
not be measured or predicted, the adaptive control 
strategy must be implemented in a feedback manner, 
because there is little opportunity for a feedforward 
type of strategy such as programmed adaptation. Many 
such controllers are referred to as self-tuning controllers 
or self-adaptive controllers (Astrom and Wittenmark, 
1995; Liptak, 2005). 

In self-tuning control, the parameters in the process 
model are updated as new data are acquired (using 
on-line estimation methods), and the control calcula­
tions are based on the updated model. For example, 
the controller settings could be expressed as a function 
of the model parameters and the estimates of these 
parameters updated on-line as process input/output 
data are received. Self-tuning controllers generally 
are implemented as shown in Fig. 16.26 (Astrom and 
Wittenmark, 1995). 

In Fig. 16.26, three sets of computations are em­
ployed: estimation of the model parameters, calcula­
tion of the controller settings, and implementation of 
the controller output in a feedback loop. Most real­
time parameter estimation techniques require that an 
external forcing signal occasionally be introduced to 
allow accurate estimation of model parameters (Hang 
et al., 1993). Such a pertubation signal can be deliber­
ately introduced through the set point or added to the 
controller output. 

During each disturbance or set-point change, the 
process response is compared to the predicted model 
response, and then the model can be updated based on 
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Figure 16.26 A block diagram for self-tuning control. 
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the prediction error. On-line parameter estimation 
can be problematic when there is a high level of signal 
noise or unmeasured disturbances (that are not in­
cluded in the model). The plant-model mismatch also 
present difficulties. However, it is possible to success­
fully implement adaptive control through diagnostics 
that assess when the estimator is not behaving cor­
rectly. In addition, limits can be placed on control pa­
rameter changes to make the controller more 
robust. One approach that deals with models chang­
ing with varying operating conditions is multiple 
model adaptive control (Narendra et al., 1995; Schott 
and Bequette, 1997), where a set of models and corre­
sponding controllers is employed. A weighting func­
tion is used to choose the combination of models 
that best matches the process input-output behavior. 
This technique has been used in a variety of applica­
tions, including drug infusion control (Schott and 
Bequette, 1997). 

Two advantages of the self-tuning control approach 
is that the model in Fig. 16.26 is not restricted to low-

SUMMARY 
In this chapter, we have presented a number of control 
strategies that offer the potential of enhanced perfor­
mance over what can be achieved with conventional sin­
gle-loop PID controllers. These techniques are especially 
attractive for difficult control problems, such as those 
characterized by unmeasured process variables and dis­
turbances, long time delays, process constraints, changing 
operating conditions, and process nonlinearities and un-
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EXERCISES 

16.1 Measurement devices and their dynamics influence 

• 
the design of feedback controllers. Briefly indicate 
which of the two systems below would have its closed­
loop performance enhanced significantly by applica­

tion of cascade control (see Fig. 16.4 for notation and assume 
Gp2 = 1 and Gd1 = Gp1). Using the controller settings 
shown below, evaluate the effect of a unit step disturbance 
in D1 on both systems A and B. 

System A System B 

Gv = 5 Gv = 5 

2 
Gpl = lOs+ 1 

2 
Gpl = lOs+l 

Gmz = 
0.5 2 

0.5s + 1 Gmz = 5s + 1 

1 G 0.2 
Gml = 5s + 1 ml = 5s + 1 

Kcl = 0.5 Kcl = 2.5 

'TJl = 15 'TJl = 15 

Kcz = 1.0 Kcz = 0.25 

All time constants are in minutes. 

16.2 In Example 16.1, the ultimate gain for the primary con-

• 
troller was found to be 43.3 when Kcz = 5. 

(a) Derive the closed-loop transfer functions for 
Y1/ D1 and Y1/ Dz as a function of Kcl and Kcz· 

(b) Examine the effect of Kc2 on the critical gain of Kc1 by 
varying Kcz from 1 to 20. For what values of Kcz do the bene­
fits of cascade control seem to be less important? Is there a 
stability limit on Kcz? 
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(c) Integral action was not included in either primary or 
secondary loops. First set Kcz = 5, TJl = oo, and TJ2 = 5 min. 
Find the ultimate controller gain using the Routh array. Then 
repeat the stability calculation for TJl = 5 min and TJ2 = oo 

and compare the two results. Is offset for Y1 eliminated in 
both cases for step changes in D1 or Dz? 

16.3 Consider the cascade control system in Fig. E16.3. 

• 
(a) Specify Kcz so that the gain margin :=:: 1.7 and 
phase margin :=:: 30° for the slave loop. 

(b) Then specify Kcl and TJ for the master loop using 
the Ziegler-Nichols tuning relation and simulate the closed­
loop response for a set-point change. 

16.4 Solve Exercise 16.3 using MATLAB, but use IMC tuning 

• 
rules for both the master and slave controllers. Design 
Kc2 first, and then use that value to design Gc1 (PI con­
troller). The higher-order transfer function will need to 

be approximated first by a FOPTD model using a step test. 
Plot closed-loop responses for different values of the IMC 
closed-loop time constant for both outer loop and inner loop 
for a set point change. 

16.5 Consider the stirred-tank heating system shown in Fig. 
E16.5. It is desired to control temperature T2 by adjusting the 
heating rate Q1 (Btu/h) via voltage signal V1 to the SCR. It 
has been suggested that measurements of T1 and To, as well 
as of T2, could provide improved control of T2. 

(a) Briefly describe how such a control system might oper­
ate, and sketch a schematic diagram. State any assumptions 
that you make. 
(b) Indicate how you would classify your control scheme­
for example, feedback, cascade, or feedforward. Briefly 
justify your answer. 
(c) Draw a block diagram for the control system. 

y 

(2s + 1)(5s + 1) lOs+ 1 

s + 1 

Figure E16.3 
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16.6 Consider Figs. 16.3 and 16.4 illustrating cascade control. 
(a) Suppose you were to apply feedforward control, instead 
of cascade control, to handle disturbances D1 and D 2. Where 
do you expect feedforward control to be more beneficial: for 
D1, or Dz? Explain why. 
(b) Draw a block diagram that is a modification of Figure 16.4 
that uses in feedforward control of D1. 

(c) What additional sensors would be required for feed­
forward control of D1? 

16.7 Design a time-delay compensator (Smith predictor) for 

• when Gv = Gm = 1. Show closed-loop responses for unit step 
set-point and disturbance changes (Gd = Gp), Gc = Kc = 1, 
and e = 1. 

16.8 Shinskey (1994) has proposed a delay-time compensator 
of the form 

for a FOPTD process, with Kc = __l_ and TJ = T. 
Kp 

(a) Derive the closed-loop transfer function and show that 
the time delay is eliminated from the characteristic equation. 

(b) Will the closed-loop response exhibit overshoot? 

w 

Figure E16.5 

16.9 Applepolscher has designed a Smith predictor with 
proportional control for a control loop that regulates blood 
glucose concentration with insulin flow. Based on simula­
tion results for a FOPTD model, he tuned the controller so 
that it will not oscillate. However, when the controller was 
implemented, severe oscillations occurred. He has verified 
through numerous step tests that the process model is lin­
ear. What explanations can be offered for this anomalous 
behavior? 

16.10 The closed-loop transfer function for the Smith 

• 
predictor in Eq. 16-22 was derived assuming no model 
error. 

(a) Derive a formula for Y!Ysp when Gp =/= Gp. What is 
the characteristic equation? 

(b) Let Gp = 2e-2s/(5s + 1). A proportional controller with 
Kc = 15 and a Smith predictor are used to control this process. 
Simulate set-point changes for ±20% errors in process gain 
(Kp), time constant (T), and time delay (six different cases). 
Discuss the relative importance of each type of error. 
(c) What controller gain would be satisfactory for ±50% 
changes in all three model parameters? 

(d) For Kc = 15, how large a change in either Kp, T, ore can 
be tolerated before the loop goes unstable? 

16.11 A Smith predictor is to be used with an integrator-plus­

time-delay process, G(s) = le-3~ For a unit step disturbance 
s 

y 

Figure E16.6 



and Gd = G, show that PI control will not eliminate offset 
even when the model is known perfectly. Use Eq. 16-24 as 
the starting point for your analysis. 

16.12 In Chapter 12, we introduced the Direct Synthesis 
design method, in which the closed-loop servo response is 
specified and the controller transfer functions are calculated 
algebraically. For an IMC controller (see Chapter 12), show 
that setting G+ = e-es leads to a Smith predictor controller 
structure when G = G for a FOPTD process. 

16.13 A CSTR is used to produce a specialty chemical. The 
reaction is exothermic and exhibits first-order kinetics. Labo­
ratory analyses for the product quality are time-consuming, 
requiring several hours to complete. No on-line composition 
measurement has been found satisfactory. It has been sug­
gested that composition can be inferred from the exit temper­
ature of the CSTR. Using the linearized CSTR model in 
Example 4.8, determine whether this inferential control ap­
proach would be feasible. Assume that measurements of feed 
flow rate, feed temperature, and coolant temperature are 
available. 

16.14 The pressure of a reactor vessel can be adjusted by 
changing either the inlet or outlet gaseous flow rate. The out­
let flow is kept fixed as long as the tank pressure remains be­
tween 100 and 120 psi, and pressure changes are treated by 
manipulating the inlet flow control valve. However, if the 
pressure goes higher than these limits, the exit gas flow is 
then changed. Finally, if the pressure exceeds 200 psi, a vent 
valve on the vessel is opened and transfers the gas to a stor­
age vessel. Design a control scheme that meets the perfor­
mance objectives. Draw a process instrumentation diagram 
for the resulting control system. 

16.15 Selectors are normally used in combustion control sys­
tems to prevent unsafe situations from occurring. Figure E16.15 
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shows the typical configuration for high and low selectors 
are applied to air and fuel flow rates. The energy demand 
signal comes from the steam pressure controller. Discuss 
how the selectors operate in this control scheme when the 
furnace pressure drops suddenly. 

16.16 Buckley et al. (1985) discuss using a selector to control 
condensate temperature at 100 oc in a reflux drum, where 
the manipulated variable is the cooling water flow rate. If the 
condensate temperature becomes too low, the temperature con­
troller reduces the cooling water flow rate, causing the cooling 
water exit temperature to rise. However, if the water tempera­
ture exceeds 50 to 60 oc, excessive fouling and corrosion can re­
sult. Draw a schematic diagram that uses a selector to keep the 
exit temperature below 50 °C. Determine the valve action (A-0 
or A-C) for the flow control valve, and whether the level con­
troller should be reverse- or direct-acting. 

16.17 For many chemical and biological processes, the steady­
state gain changes when a process operating condition such as 
throughput changes. Consider a biomedical application where 
a drug flow rate is used to control blood pressure. The steady­
state gain Kp varies with the manipulated variable u according 
to the relation 

K=a+!!_ 
p u 

where u > 0 and a and b are constants that have been deter­
mined by fitting steady-state data. Suggest a modification for 
the standard PID controller to account for this variation in the 
process gain. Justify your answer. (In the above equation, u is 
not a deviation variable.) 

16.18 The product quality from a catalytic tubular reactor is 
controlled by the flow rate of the entering stream, utilizing com­
position measurements from a process gas chromatograph. The 
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catalyst decays over time and once its overall activity drops 
below 50%, it must be recharged. Deactivation usually takes 
two to three months to occur. One measure of catalyst activity 
is the average of three temperature measurements that are used 
to estimate the peak temperature. Discuss how you would em­
ploy an adaptive control scheme to maintain product quality at 
acceptable levels. What transfer functions would need to be de­
termined, and why? 

16.19 A second-order process is controlled by a PID controller. 
The desired closed-loop servo transfer function is 

1 
Tr;S + 1 

and the process model is 

(a) Derive a control law that shows how to adjust Kc, TJ, and 
Tn based on variations in Kp, T1, and T2 and the desired 
closed-loop time constant Tc· 

(b) Suppose T1 = 3, T2 = 5, and Kp = 1. Calculate values of 
Kc, TJ, and Tn to achieve Tc = 1.5. Show how the response dete­
riorates for changes in the following model parameters when 
the controller remains unchanged: 

i. Kp = 2 
ii. Kp = 0.5 
iii. T2 = 10 
iv. T2 = 1 

16.20 The Ideal Gas Company has a process that requires 
an adaptive PI controller, but the company capital budget 
has been frozen. Appelpolscher has been given the job to 
develop a homegrown, cheap adaptive controller. It has 
been suggested that the closed-loop response after a distur­
bance can be studied to determine how to adjust Kc and TJ 

incrementally up or down, using measures such as settling 
time, peak error, and decay ratio. Appelpolscher has pro­
posed the following algorithm: If decay ratio > 0.25, reduce 
Kc. If decay ratio < 0.25, increase Kc. He is not sure how to 
adjust T1. Critique his rule for Kc, and propose a rule for 
changing T I· 

16.21 An instrumentation diagram for a fired heater control 
system is shown in Fig. E16.21. Identify advanced control 
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r-------~Steam 

'---------''---~Product Figure E16.22 

strategies based on material from Chapters 15 and 16. Discuss 
the rationale for each advanced method. 

16.22 A liquid is concentrated by evaporating water in an 
evaporator. The available measurements and control valves 
are shown in Fig. E16.22. During normal operation, the con­
centration controller output Pac is less than or equal to 80%. 
Also, the product concentration is to be controlled by adjust­
ing the steam control valve, while the feed flow rate is regu­
lated via a flow controller. However, if the feed concentration 
is low for a sustained time period, the concentration con­
troller tends to saturate, and consequently the product con­
centration can be significantly below its set point. Both 
control valves are fail close, whereas each transmitter is di­
rect-acting. In order to cope with this undesirable situation, it 
is proposed to temporarily (and automatically) reduce the 
feed flow rate when the concentration controller output sig­
nal exceeds 80%. Propose a control strategy that will accom­
plish this goal and draw the corresponding schematic 
diagram. Justify your choice. (Note: The feed composition 
cannot be measured.) 

16.23 A waste stream (dilute nitric acid) is neutralized by 
adding a base stream (sodium hydroxide) of known concentra­
tion to a stirred neutralization tank, as shown in Fig. E16.23. 

Figure E16.23 

The concentration and the flow rate of the waste acid stream 
vary unpredictably. The flow rates of the waste stream and 
base stream can be measured. The effluent stream pH can be 
measured, but a significant time delay occurs due to the down­
stream location of the pH probe. 

Past experience has indicated that it is not possible to tune 
a standard PID controller so that satisfactory control occurs 
over the full range of operating conditions. As a process con­
trol specialist, you have been requested to recommend an ad­
vanced control strategy that has the potential of greatly 
improved control. Justify your proposed method (be as spe­
cific as possible). Also cite any additional information that 
you will need. 

16.24 Flow control loops are usually fast compared to other 
loops, so they can be considered to be at steady state (essen­
tially). In this case, integral control is recommended. Show 
that for Gd = Gp = Kp, integral control provides satisfactory 
control for both set-point changes and disturbances. Assume 
Gv = Gm = 1. 

16.25 Diabetes mellitus is characterized by insufficiency of 
the pancreas to produce enough insulin to regulate the blood 
sugar level. In type I diabetes, the pancreas produces no in­
sulin, and the patient is totally dependent on insulin from an 
external source to be infused at a rate to maintain blood 
sugar levels at normal levels. Hyperglycemia occurs when 
blood glucose level rises much higher than the norm 
(>8 mmoUL) for prolonged periods of time; hypoglycemia 
occurs when the blood sugar level falls below values of 3 
mmol/L. Both situations can be deleterious to the individ­
ual's health. The normal range of blood sugar falls between 
3.8 and 5.6 mmoUL, the target range for a controller regulat­
ing blood sugar. 

A patient with type I diabetes needs your help to maintain 
her blood sugar within an acceptable range (3 mmoUL < glucose 
< 8 mmoUL). She has just eaten a large meal (a disturbance) that 
you estimate will release glucose according to D(t) = 0.5 e-D·051, 

where tis in minutes and D(t) is in mmoUL - min. She has 
a subcutaneous insulin pump that can release insulin up to 
115 mU/min (mU = 10-3 Unit of Insulin). The flow rate of 
insulin is the manipulated variable. Assume that the blood 
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glucose level can be measured by taking a blood sample 
periodically. 

Discuss control strategies from Chapters 15 and 16 that may 
be useful for solving this problem. Explain why a given strat­
egy might be appropriate but also indicate possible pitfalls. 
Chapter 23 discusses a diabetes simulation. 

16.26 The figure below shows cascade temperature control of 
a polymerization reactor, which uses feed heat exchange to 
adjust the reactor temperature. Using the instrumentation 
diagram, explain how this cascade control system (both mas­
ter and slave components) handles the following distur­
bances. (describe what happens to the reactor temperature.) 
Assume normal temperatures of coolant (70°F), polymeriza­
tion feed (200°F), exchanger effluent (100°F), and reactor 
outlet (800°F). 

(a) Feed temperature becomes too high. 

(b) Feed flow rate becomes too high. 

Master 

r----~--------1 

Slave 

Coolant 

Polymerizer feed 

Figure E16.26 
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16.27 Consider the horizontal cylindrical tank shown in 
Fig. E16.27a, which is based on the model presented in Ex­
ample 4.7. The output of the system, the controlled variable, 
is the height of the tank, h(t), and the input of the system, 
the manipulated variable, is the opening of the valve, x, 
which is proportional to the input flow, qi. The nonlinear 
dynamic model of the system is represented by the following 
equation: 

where 
qi= 0.2x 

dh(t) 

dt 

q = 15Vh(t) 

1 
------r===== (qi- q) 
2L Y(D - h(t))h(t) 

For this model, assume L = 1m and D = 1m as values for the 
parameters of the model, with the following restrictions for 
the input and output variables: 0 < h(t) ::s 1, 0 < x ::s 100 [% ]. 
For this process, 

(a) Simulate the open-loop system by taking into the ac­
count the constraints of the inputs and outputs. Show the step 
response of the system when the valve is opening both to 
65% and 95% in order to analyze the simulation results. 

~----
1 
I 
I 
I 
I 
I 
I 
L--

Figure E16.27a 

(b) Design a fuzzy-type Mamdani controller based on the 
PI fuzzy controller shown in Fig. 16.22. Utilize the same 
membership functions for inputs, e(t) and de/dt, and the out­
put, .:lu(t), which are shown in Figs. 16.23 and 16.24, respec­
tively. Utilize the rules defined in Table 16.2. Assume the 
scaling factors, ke, kd, and ki, are equal to 1. Finally, evaluate 
the performance of the controller by applying the set point 
trajectory shown in Fig. E16.27b. 
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16.28 The nonlinear model of a continuous isothermal stirred 
tank reactor (CSTR) is as follows: 

where F is the inlet rate of A, Vis the constant reactor vol­
ume, CA and Cs are the concentrations of species A and B, 



respectively, and CAo = 10 gmol/L is the concentration of A 
in the feed stream. The values of the reaction rate constants 
are k1 = SOs-1, k2 = 100s-1 and k3 = 10 Llgmol · s 

(a) Design a PI fuzzy controller for the case when the 
controlled variable is Cs and the manipulated variable is 
the dilution rate FIV. Assume the scaling factors, ke, kd, 
and k;, are equal to 1. Evaluate the performance of the 
controller by using the set point trajectory equal to 1.2 
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gmol/L. Improve the performance of this controller by 
changing the universe of discourse of the fuzzy output. 
Evaluate the effects of making this change in the closed­
loop performance. 

(b) Improve the performance of the closed-loop system by 
manipulating the scaling factors. Simulate by using the set 

point trajectory of 1.2 gmol/L. Compare the results with the 
controller obtained in part (a). 
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Summary 

The specifications for a computer-based system to per­
form data acquisition and control must address several 
questions: 

1. How often should data be acquired from each 
sensor? That is, what sampling rate should be 
employed? 

2. Do the measurements contain a significant amount 
of noise? If so, can the data be conditioned (filtered) 
to reduce the effects of noise? 

3. What digital control algorithm should be employed? 
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17.1 SAMPLING AND SIGNAL 
RECONSTRUCTION 

When a digital computer is used for control, continuous 
measurements are converted into digital form by an 
analog-to-digital converter (ADC) (see Appendix A). 
This operation is necessary because the digital com­
puter cannot directly process a continuous (analog) sig­
nal; first, the signal must be sampled, and then each 
analog value must be assigned its corresponding digital 
value. The time interval between successive samples is 
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Figure 17.1 Idealized, periodic sampling. For a uniform 
sampling period llt, the sampling instants t1, t2, ... , tk 
correspond to times llt, 2/lt, ... , kilt. 

referred to as the sampling period !J.t, which corre­
sponds to the sampling or scan rate, fs = 1/ !J.t 
(cycles/time), or, equivalently, the sampling frequency, 
Ws = 27r/Llt (radians/time). 

Figure 17.1 shows an idealized periodic sampling oper­
ation in which the sampled signal y*(t) is a series of 
impulses that represents the measurements y(O), y(1), 
y(2) .... at the sampling instants t = 0, ll.t, 2/l.t, ... The 
representation in Fig. 17.1, also referred to as impulse 
modulation (Franklin et al., 1997), is based on the assump­
tion that the sampling operation occurs instantaneously. 

Most computer control systems require a device called 
a DAC (digital-to-analog converter), which changes a 
series of pulses (from the digital computer or controller) 
into a continuous signal. This signal is then transferred 
to a final control element such as a control valve. In 
process control, the final control element normally 
requires a continuous input signal rather than a pulsed 
input (although a stepping motor is one exception). The 
DAC usually contains a zero-order hold (ZOH) to convert 
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Figure 17.2 Digital-to-analog conversion using a zero-order 
hold. 

the digital (pulsed) signal from the controller into a stair­
case function YH(t), as shown in Fig. 17.2. Note that the 
output signal from the zero-order hold yH(t) is held con­
stant for one sampling period until the next sample is 
received, which can be expressed as 

YH(t) = y(k - 1) for tk-l :5 t < tk (17-1) 

Other types of hold devices can be employed for signal 
reconstruction; for example, a first-order-hold extrapolates 
the digital signal linearly during the time interval from tk-l 
to tk based on the change during the previous interval: 

yH(t) = y(k- 1) + c -;:-l )y(k- 1)- y(k- 2)] 

for tk-l :5 t < tk (17-2) 

Although second-order and other higher-order holds 
can be designed and implemented as special-purpose 
DACs (Ogata, 1994; Astrom and Wittenmark, 1997; 
Franklin et al., 1997), these more complicated approaches 
do not offer significant advantages for most process con­
trol problems. Consequently, we will emphasize the 
zero-order hold, because it is the most widely used hold 
device for process control. 

Figure 17.3 shows the block diagram for a typical feed­
back control loop with a digital controller. Note that both 
continuous (analog) and sampled (digital) signals appear 
in the block diagram. The two samplers typically have the 
same sampling period and operate synchronously, which 
means that they acquire sampled signals at exactly the 
same time. However, multirate sampling is sometimes 
used, in which one sampler operates at a faster rate than 
the other. For example, we may wish to sample a process 
variable and filter the measurements quite frequently 
while performing the control calculations less often in 
order to avoid excessive wear in the actuator or control 
valve. The block diagram in Fig. 17.3 is symbolic in that 
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Figure 17.3 Simplified block diagram for computer control. 

the mathematical relations between the various signals 
(e.g., transfer functions) are not shown. 

17.1.1 Aliasing 

The sampling rate must be large enough that significant 
process information is not lost, as illustrated in Fig. 17.4. 
Suppose that a sinusoidal signal is sampled at a rate of 
4/3 samples per cycle (i.e., 4/3 samples per period). This 
sampling rate causes the reconstructed signal to appear 
as a sinusoid with a much longer period than the origi­
nal signal, as shown in Fig. 17 .4a. This phenomenon is 
known as aliasing. Note that if the original sinusoidal 
signal were sampled only twice per period, then a con­
stant sampled signal would result, as shown in Fig. 17.4d. 
According to Shannon's sampling theorem (Franklin 
et al., 1997), a sinusoidal signal must be sampled more 
than twice each period to recover the original signal; 
that is, the sampling frequency must be at least twice 
the frequency of the sine wave. 

Aliasing also occurs when a process variable that is 
not varying sinusoidally is sampled. In general, if a 

(a) Original signal and samples 
({8 = 4/3 samples per cycle) 

(b) Apparent low-frequency 
signal (aliasing) 

({8 = 4/3 samples per cycle) 

process measurement is sampled with a sampling fre­
quency, ws, high-frequency components of the process 
variable with a frequency greater than wsf2 appear as 
low-frequency components (w < wsf2) in the sampled 
signal. Such low-frequency components can cause con­
trol problems if they appear in the same frequency 
range as the normal process variations (e.g., frequen­
cies close to the critical frequency We, as discussed in 
Chapter 14). Aliasing can be eliminated by using an 
anti-aliasing filter, as discussed in Section 17.2. 

17.1.2 Large versus Small Values of the 
Sampling Period 

Sampling too slowly can reduce the effectiveness of a 
feedback control system, especially its ability to cope 
with disturbances. In an extreme case, if the sampling 
period is longer than the process response time, then 
a disturbance can affect the process, but the influence 
of the disturbance will disappear before the con­
troller takes corrective action. In this situation, the 
control system cannot handle transient disturbances 

(c) Original signal and samples 
({8 = 2 samples per cycle) 

.................................... 

(d) Apparent low-frequency 
signal (aliasing) 

({8 = 2 samples per cycle) 

Figure 17.4 Aliasing error due to sampling too slowly. 



and is capable only of steady-state control. Thus, it is 
important to consider the process dynamics (includ­
ing disturbance characteristics) in selecting the sam­
pling period. Commercial digital controllers, which 
handle a specified number of control loops (e.g., 8 to 
16), typically employ a fixed scan rate less than or 
equal to 1 s but can vary the sampling period for con­
trol calculations. For f:..t :::5 1 s, the performance of 
a digital controller closely approximates that for con­
tinuous (analog) control in normal process control 
applications. 

17.1.3 Guidelines for Selecting the 
Sampling Period 

Selection of the sampling period remains more of an 
art than a science. A number of guidelines and rules 
of thumb have been reported for both PID con­
trollers and model-based controllers such as the In­
ternal Model Control (IMC) approach of Chapter 12 
(Astrom and Wittenmark, 1997; Isermann, 1989). 
There is a difference between the sampling period 
used by the computer control hardware (typically 1 s 
or less) for data acquisition and the sampling period 
used for controller output changes. For the sampling 
period f:..t in the control algorithm, Astrom and 
Wittenmark (1997) have proposed several guidelines 
in terms of dominant time constant Tdom or settling 
time ts. 

0.01 :::5 _y_ :::5 0.05 
Tdom 

ts ts 
15 :::5 f:..t :::56 

(17-3a) 

(17-3b) 

In some cases, the process time delay can become a fac­
tor, and the sampling period must be reduced to speed 
up the response time for disturbances. Simulation using 
different sampling periods can be carried out to make 
the final selection. Again, we should mention that 
process data may be acquired at a higher rate than that 
indicated above. 

17.2 SIGNAL PROCESSING AND 
DATA FILTERING 

In process control applications, noise associated with 
measurements can arise from a number of sources: the 
measurement device, electrical equipment, or the 
process itself. The effects of electrically generated 
noise can be minimized by following established proce­
dures concerning shielding of cables, grounding, and so 
forth (McConnell and Jernigan, 2005). Process-induced 
noise can arise from variations resulting from incom­
plete mixing, turbulence, and nonuniform multiphase 
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flows. The effects of both process noise and measure­
ment noise can be reduced by signal conditioning or fil­
tering. In signal processing parlance, the term filter is 
synonymous with transfer function, because a filter 
transforms input signals to yield output signals. A filter 
effectively increases valve life, because valve move­
ments are reduced when the controller receives filtered 
measurements. 

17 .2.1 Analog Filters 

Analog filters are used to smooth noisy experimental 
data. For example, an exponential filter can be used to 
damp out high-frequency fluctuations due to electrical 
noise; hence, it is called a low-pass filter. Its operation 
is described by a first-order transfer function, or, equiv­
alently, a first-order differential equation. 

dyp(t) 
Tp~ + yp(t) = Ym(t) (17-4) 

where Ym is the measured value (the filter input), YF is 
the filtered value (the filter output), and Tp is the time 
constant of the filter. Note that the filter has a steady­
state gain of one. The exponential filter is also called an 
RC filter, because it can be constructed from a simple 
RC electrical circuit. 

Figure 17.4 showed that relatively slow sampling of a 
high-frequency analog signal can produce an artificial 
low-frequency signal. Therefore, it is desirable to use 
an analog filter to pre-filter process data before sam­
pling in order to remove high-frequency noise as much 
as possible. For these applications, the analog filter is 
often referred to as an anti-aliasing filter in which the 
sampling period can be selected independently, with Tp 
set to approximately 0.5f:..t. However, to treat slowly 
varying signals, digital filtering can also be used, as 
described in Section 17 .2.2 (McConnell and Jernigan, 
2005). 

The filter time constant Tp in (17-4) should be 
much smaller than the dominant time constant of the 
process Tdom to avoid introducing a significant dynamic 
lag in the feedback control loop. For example, choosing 
Tp < 0.1 Tdom generally satisfies this requirement. On 
the other hand, if the noise amplitude is high, then a 
larger value of Tp may be required to smooth the 
noisy measurements. The frequency range of the 
noise is another important consideration. Suppose 
that the lowest noise frequency expected is denoted 
by wN. Then Tp should be selected so that wp < wN, 
where wp = 1/Tp. For example, suppose we specify 
wp = 0.1wN, which corresponds to Tp = 10/wN. Then 
noise at frequency wN will be attenuated by a factor 
of 10, according to Eq. 14-13 and the Bode diagram 
of Fig. 14.2. In summary, Tp should be selected so that 
llwN :::5 Tp :::5 0.11-raom· 
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17.2.2 Digital Filters 

In this section, we consider several widely used digital 
filters. A more comprehensive treatment of digital fil­
tering and signal processing techniques is available 
elsewhere (Oppenheim and Shafer, 1999). 

Exponential Filter 

First we consider a digital version of the exponential fil­
ter in Eq. 17-4. Denote the samples of the measured 
variable as Ym(k - 1), Ym(k), · · · and the corresponding 
filtered values as YF(k- 1), YF(k), ···where k refers to 
the current sampling instant. The derivative in (17-4) at 
time step k can be approximated by a first-order back­
ward difference: 

dyF YF(k) - YF(k - 1) - = ::_:__--'----' _ ____::_:____:_ __ _:__ 
dt !lt 

(17-5) 

Substituting in (17-4) and replacing YF(t) by YF(k) and 
Ym(t) by Ym(k) yields 

Rearranging gives 

!:..t TF 
YF(k) = t:.. Ym(k) + t:.. YF(k - 1) (17-7) 

TF + t TF + t 

We define the dimensionless parameter 

(17-Sa) 

where 0 < ex ::::; 1. Then 

!lt 1-ex=1--=-=--
TF+ !:..t 

(17-Sb) 

so that (17-7) can be written as 

YF(k) = exym(k) + (1 - ex)yF(k - 1) (17-9) 

Equation 17-9 indicates that the filtered measure­
ment is a weighted sum of the current measurement 
Ym(k) and the filtered value at the previous sampling 
instant YF(k - 1). This operation is also called single 
exponential smoothing or the EWMA filter, for expo­
nentially weighted moving average. Limiting cases for ex 
are 

ex = 1: No filtering (the filter output is the 
raw measurement Ym(k)). 

ex~ 0: The measurement is ignored. 

Equation 17 -Sa indicates that ex = 1 corresponds to a 
filter time constant of zero (no filtering). 

Alternative expressions for ex in (17 -9) can be de­
rived if the forward difference or other integration 

schemes for dy!dt are utilized (Franklin et al., 1997). 
Analytical integration of ( 17-4) to yield a difference 
equation can be performed for a piecewise constant 
input, leading to the result previously obtained in 
Chapter 7 (Eq. 7-34). 

Double Exponential Filter 

Another useful digital filter is the double exponential 
or second-order filter, which offers some advantages 
for dealing with signal drift: the second-order filter is 
equivalent to two first-order filters in series where the 
second filter input is the output signal YF(k) from the 
exponential filter in Eq. 17-9. The second filter (with 
output YF(k) and filter constant"') can be expressed as 

YF(k) = "'YF(k) + (1 - "!)YF(k - 1) (17-10) 

or 

YF(k) = "'exYm(k) + "!(1 - ex)yF(k - 1) 

+ (1 - "!)YF(k - 1) (17-11) 

Writing Eq. 17-10 for the previous sampling instant 
gives 

YF(k- 1) = "'YF(k- 1) + (1- "!)YF(k- 2) (17-12) 

Solving for YF(k- 1), 

1_ 1-'Y 
YF(k- 1) =-YF(k- 1)- --yF(k- 2) (17-13) 

"' "' Substituting (17-13) into (17-11) and rearranging gives 
the following expression for the double exponential 
filter: 

YF(k) = "'exYm(k) + (2 - "! - ex)yF(k - 1) 
- (1 - ex)(1 - "!)YF(k - 2) (17-14) 

A common simplification is to select "' = ex, yielding 

YF(k) = ex2ym(k) + 2(1 - ex)yF(k - 1) 

- (1 - exfyF(k - 2) (17-15) 

The advantage of the double exponential filter over 
the exponential filter of Eq. 17-9 is that it provides bet­
ter filtering of high-frequency noise, especially if"' = ex. 
On the other hand, it is sometimes difficult to tune "' 
and ex properly for a given application or data set. It is 
also hard to tune a controller in series with a double ex­
ponential filter. 

Although the double exponential filter is beneficial 
in some cases, the single exponential filter 1s more 
widely used in process control applications. 

Moving-Average Filter 

A moving-average filter averages a specified number of 
past data points, giving equal weight to each data point. 
It is usually less effective than the exponential filter, 



which gives more weight to the most recent data. The 
moving-average filter can be expressed mathematically as 

1 k 
YF(k) = N* ~ Ymi (17-16) 

i=k-N*+l 
where N* is the number of past data points that are 
being averaged. Equation 17-16 also can be expressed 
in terms of the k - 1 filtered value, YF(k- 1): 

1 k-1 . 
YF(k - 1) = N* i=~J.m(l) (17-17) 

Subtracting (17 -17) from (17 -16) gives the recursive 
form of the moving-average filter: 

1 
YF(k) = YF(k- 1) + N* (Ym(k)- Ym(k- N*))(17-18) 

The moving-average filter is a low-pass filter that 
eliminates high-frequency noise. 

Noise-Spike Filter 

If a noisy measurement changes suddenly by a large 
amount and then returns to the original value (or close 
to it) at the next sampling instant, a noise spike is said 
to occur. Figure 17.5 shows two noise spikes appearing 
in the experimental temperature data for a fluidized 
sand bath. In general, noise spikes can be caused by 
spurious electrical signals in the environment of the 
sensor. If noise spikes are not removed by filtering be­
fore the noisy measurement is sent to the controller, 
the controller will produce large, sudden changes in the 
manipulated variable. 

Noise-spike filters (or rate-of-change filters) are used 
to limit how much the filtered output is permitted to 

Temperature 
(oC) 
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change from one sampling instant to the next. If ~y de­
notes the maximum allowable change, the noise-spike 
filter can be written as 

{
Ym(k) 
YF(k-1)- ~y 

YF(k) = YF(k -1) + ~y 

if [Ym(k)- y(k -1)] :5 ~Y 

if YF(k -1)- Ym(k) > ~y 
if Ym(k)- YF(k -1) > ~y 

(17-19) 

If a large change in the measurement occurs, the filter 
replaces the measurement by the previous filter output 
plus (or minus) the maximum allowable change. This fil­
ter can also be used to detect instrument malfunctions 
such as a power failure, a break in a thermocouple or in­
strument line, or an ADC "glitch." 

More complicated digital filters are available but 
have not been commonly used in process control appli­
cations. These include high-pass filters and band-pass 
filters (Isermann, 1989; Oppenheim and Shafer, 1999). 

EXAMPLE 17.1 

To compare the performance of alternative filters, 
consider a square-wave signal with a frequency off= 0.33 
cycles/min and an amplitude 0.5 corrupted by 

(i) High-frequency sinusoidal noise (amplitude = 0.25, 
fN = 9 cycles/min) 

(ii) Random (Gaussian) noise with zero mean and a 
variance of 0.01 

Evaluate both analog and digital exponential filters, as well 
as a moving-average filter, and assess the effect of sampling 
interval M. 

Time (min) 

Figure 17.5 Temperature response data from a fluidized sand bath 
contains two noise spikes (Phillips and Seborg, 1987). 
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Tf = 0.1 min 

Output 0.5 0.5 

0 

(a) (b) 

-0.5~~~~--~~~--~~~~ -0.5~~~~--~~~--~~~~ 

0 2 3 4 5 0 2 3 4 5 
Time (min) Time (min) 

1. 5 r--..,----,---,----,r---,----,---,-----,---,----, 

t:..t = 0.05 min !it= 0.10 min 

Output 0.5 0.5 

(c) (d) 

Time (min) Time (min) 

Figure 17.6 A comparison of filter performance for additive sinusoidal noise: (a) square-wave 
plus noise; (b) analog exponential filters; (c) digital exponential filters; (d) moving-average 
filters. 

SOLUTION 

(i) Sinusoidal Noise 

Representative results for high frequency sinusoidal noise 
are shown in Fig. 17.6. The square-wave with additive 
noise, the signal to be filtered, is shown in Fig. 17.6a, and 
the performance of two analog exponential filters is shown 
in Fig. 17.6b. Choosing a relatively large filter time con­
stant (TF = 0.4 min) results in a filtered signal that contains 
less noise but is more sluggish, compared to the response 
for TF = 0.1 min. 

The effect of sampling period .:lt on digital filter perfor­
mance is illustrated in Fig. 17.6c. A larger sampling interval 
(.:lt = 0.1 min) results in serious aliasing, because fs = liM 
= 10 cycles/min, which is less than 2fN = 18 cycles/min. 
Reducing .:lt by a factor of two results in much better perfor­
mance. For each filter, a value of TF = 0.1 min was chosen, 

because this value was satisfactory for the analog filter of 
Fig. 17.6b. The smaller value of a (0.33 for .:lt = 0.05 min 
vs. 0.5 forM = 0.1 min) provides more filtering. 

The performance of two moving-average filters (N* = 3 
and 7) with .:lt = 0.05 min is shown in Fig. 17.6d. Choosing 
N* = 7 results in better filtering because this moving-average 
filter averages the sinusoidal noise over several cycles, while 
N* = 3 gives a faster response but larger fluctuations. 

(ii) Random Noise 

The simulations illustrating the effects of this noise level 
are shown in Fig. 17.7. Figure 17.7a shows the unfiltered 
signal after Gaussian noise with zero mean and a variance 
of 0.01 was added to the square-wave signal. The analog, 
exponential filters in Fig. 17.7b, provide effective filtering 
and again show the tradeoff between degree of filtering 
and sluggish response that is inherent in the choice of TF· 
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Tf=O.l min 

Output 0.5 0.5 

0 0 

(b) 

-0.5 -0.5 
0 2 3 4 5 0 2 3 4 5 

Time (min) Time (min) 
1.5 1.5 

M = 0.1 min 

Output 0.5 0.5 

0 0 

(c) (d) 

Time (min) Time (min) 

Figure 17.7 Comparison of filter performance for additive Gaussian noise: (a) Square-wave plus 
noise; (b) analog exponential filters; (c) digital exponential filters; (d) moving-average filters. 

The digital filters in Fig. 17.7c and d are less effective, 
even though different values of !1t and N* were consid­
ered. Some aliasing occurs owing to the high-frequency 
components of the random noise, which prevents the digi­
tal filter from performing as well as the analog filter. 

17.3 z-TRANSFORM ANALYSIS FOR 
DIGITAL CONTROL 

In this section, we introduce the z-transform in order to 
analyze discrete-time systems. Once a continuous system 
is interfaced with a discrete system, such as shown in 
Fig. 17.3, it is necessary to analyze the behavior of the 
closed-loop system in discrete time. It is possible to sim­
ulate the discrete and continuous elements of the closed­
loop control system using software such as Simulink; 

In conclusion, both analog and digital filters can 
smooth noisy signals, providing that the filter design 
parameters (including sampling period) are carefully 
selected. 

however, a simulation-based approach does not provide 
a rigorous basis to interpret or analyze discrete-time 
behavior. This analysis includes such items as process 
and controller discrete models; effect of poles, zeros, and 
system order on dynamic behavior; physical realizability; 
and stability of closed-loop systems. Key concepts for 
these topics are discussed below. More extensive presen­
tations are available in Franklin et al. (1997) and the first 
edition of this book (Seborg et al., 1989). 
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17.3.1 The z-Transform and Discrete 
Transfer Functions 

The design and analysis of digital control systems is facil­
itated by the introduction of a discrete-time transform, 
namely, the z-transform. Consider the operation of the 
ideal, periodic sampler shown in Fig. 17 .1. The sampler 
converts a continuous signal y(t) into a discrete signal 
y*(t) at equally spaced intervals of time. Mathemati­
cally, it is convenient to consider impulse sampling, 
where y*(t) is the sampled signal formed by a sequence 
of impulses or Dirac delta functions based on the value 
of y(t) at each sampling instant: 

00 

y*(t) = 2:Y(kat)B(t - kat) (17-20) 
k=O 

Recall from Chapter 3 that B(t - kat) 1 when 
t = kat, so an impulse is formed at each sampling 
instant with magnitude y(kat). 

Next, we derive the Laplace transform of Eq. 17-20, 
Y*(s). The value of y(kat) is considered to be a con­
stant in each term of the summation and thus is invari­
ant when transformed. Since ~[B(t)] = 1, it follows that 
the Laplace transform of a delayed unit impulse is 
~[B(t - kat)] = e-kt:.ts. Thus, the Laplace transform of 
(17 -20) is given by 

00 

Y*(s) = 2: y(kat)e-kt:.ts 
n=O 

Define the z-transform variable of z as 

Let Y(z) denote the z-transform of y*(t), 

00 

Y(z) = Z[y*(t)] = 2:Y(k)z-k 
k=O 

(17-21) 

(17-22) 

(17-23) 

where the notation is simplified by using y(k) to denote 
y(kat). 

We can use z-transforms in a similar way to Laplace 
transforms and ultimately express a transfer function for 
discrete time that corresponds to a difference equation. 
First we need to derive some properties of z-transforms. 
Using (17-23), we develop the real translation theorem 
as follows: 

00 

Z(y(t- iat)) = 2:Y(kat - iat)z-k (17-24) 
k=O 

Substituting j = k - i and because y(jat) = 0 for j < 0, 
then 

00 

Z(y(t- iat)) = z-i2: y(jat)z-j = z-iy(z) (17-25) 
j=O 

The translation theorem therefore states that Z(y(k- i)) 
= z-iy(z); hence, Z(y(k- 1)) = z-1Y(z). 

As discussed in Section 7.4, the response of a contin­
uous process at discrete intervals of time (y(k), k = 0, 
1, 2 ... ) to changes in the input at past intervals (u(k), 
k = 0, 1, 2 ... ) can be expressed using a difference 
equation. For the first-order difference equation, 

y(k) + a1y(k - 1) = b1u(k - 1) (17-26) 

the z-transform can be obtained using (17-25) for a 
general input u(k): 

Y(z) + a1z-1Y(z) = b1z-1U(z) (17-27) 

Solving for Y(z) in terms of U(z), 
b -1 

Y(z) = 1z _1 U(z) = G(z)U(z) (17-28) 
1 + alZ 

Equation 17-28 defines the discrete transfer function 
G(z) of the first-order difference equation, which is 
analogous to the transfer function obtained by applying 
Laplace transforms to a first-order linear differential 
equation. If the input U(z) is known, then an expres­
sion for the output Y(z) can be found by multiplying 
G(z) times U(z). 

A pulsed input signal U(z) can be derived for a variety 
of signals that are analogous to standard continuous­
time inputs (Ogata, 1994; Seborg et al., 1989). Here we 
only consider the step input to illustrate the procedure. 
A unit step input has a value of 1 for all time; hence, 
at each sampling instant, u(kat) = u(k) = 1. Using 
(17 -23), we find that the z-transform of a series of 
pulses of unit height is 

U(z) = 1 + z-1 + z-2 + z-3 + . . . . (17-29) 

For lz-11 < 1, U(z) can be expressed in closed form as 
(Ogata, 1994) 

1 
U(z) = 1 -1 - z 

(17-30) 

To calculate the response of a discrete transfer func­
tion, which corresponds to the response of the equiva­
lent difference equation, we can use direct simulation 
of the difference equation based on the specified input. 
Alternatively, the output z-transform can be calculated 
using long division, which is a power series expansion 
in terms of z-k. We will illustrate this calculation in 
Examples 17.2 and 17.3. 

EXAMPLE 17.2 

Calculate the response of the first-order difference 
equation (17-26) for a1 = -0.368, b1 = 1.264, and y(O) = 0 
using z-transforms and long division for k = 0, 1, ... 5. 
Compare the result with the unit step response for a 
first-order continuous-time system (K = 20, T = 1), where 
a1 = -e-llth, b1 = K(1 - e-llth), and !1t = 1, as discussed 
in Section 7.4. 



SOLUTION 

Using (17-28), we find that the response for a step input 
(U(z) = 11(1 - z-1)) is 

1264 1 1.264z-1 
Y(z) - · · --- --------'-----

1 - 0.368z-1 1 - z-1 1 - 1.368z-1 + 0.368z-2 

(17-31) 

Next long division is used to divide the denominator into 
the numerator. The order of the numerator and denomi­
nator polynomials starts with the lowest powers of z-k for 
the division operation. 

1.264z-1 + 1.729z-2 + 1.900z-3 + ... 
1-1.36Sr1 + o.36Sr2 IL264z-1 

1.264z -l - 1.729z - 2 + 0.465z - 3 

1.729z - 2 - 0.465z - 3 

1.729z-2 - 2.365z-3 + 0.636z-4 

1.900z - 3 - 0.636z - 4 

(etc.) 
Because of space limitations, only the first three terms are 
shown above: y(1) = 1.264, y(2) = 1.729, and y(3) = 1.900. 
Continuing on, we calculate y(4) = 1.963 and y(5) = 1.986. 
Ultimately, y(k) reaches its steady-state value of 2.0 (k 
large), which agrees with the fact that the process gain K is 2 
and the input is a unit step change. The step response in con­
tinuous time is y(t) = 2(1 - e -~, and the sampled values of 
the discrete-time response for !1t = 1 are the same (k = 0, 1, 
2, 3 ... ). Thus, the discretization is exact; that is, it is based 
on the analytical solution for a piecewise constant input. 

The same answer could be obtained from simulating 
the first-order difference equation (17-26), with u(k) = 1 
fork :2: 0; that is, 

y(k) = 0.368 y(k - 1) + 1.264 (1) 

Starting with y(O) = 0, it is easy to generate recursively the 
values of y(1) = 1.264, y(2) = 1.729, and so on. Note that 
the steady-state value can be obtained in the above equa­
tion by setting y(k) = y(k- 1) = Yss and solving for Yss· In 
this case Yss = 2.0, as expected. 

EXAMPLE 17.3 

For the difference equation, 

y(k) = 0.9744 y(k - 1) - 0.2231 y(k - 2) 

- 0.3225 u(k - 2) + 0.5712 u(k - 3) (17-32) 

derive its discrete transfer function and step response for 

U(z) = 1 _1. Use long division to obtain Y(z) for 
1 - z 

k = 0 to k = 9. Compare this result with simulating the 
original difference equation, (17-32), and a unit step 
change in u(k) at k = 0. Assume y(O) = 0. 

SOLUTION 

Taking the z-transform of (17-32), 

Y(z) = 0.9744 z-1 Y(z) - 0.2231 z-2 Y(z) 

- 0.3225 z-2 U(z) + 0.5712 z-3 U(z) (17-33) 
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Rearranging gives the discrete transfer function 

G z _ Y(z) _ -0.3225z-2 + 0.5712z-3 (17_34) 
( ) - U(z) - 1 - 0.9744z-1 + 0.2231z-2 

Note that the numerator of G(z) has a common factor of 
z-2, which indicates the presence of an apparent time 
delay of two sampling periods. 

To determine the step response, set U(z) = 1 _1 and 
1 - z 

multiply it by the transfer function to find the power series 
for Y(z). Long division as done in Example 17.2 yields 

Y(z) = -0.3225z-2 - 0.0655z-3 + 0.2568z--4 

+ 0.5136z-5 + 0.6918z-<i + 0.8082z-7 

+ 0.8820z-8 + 0.9277z-9 + . . . (17-35) 

Note that y(k) = 0 fork = 0 and k = 1, and y(2) = -0.3225, 
which indicates a two-unit time delay in G(z). After an initial 
transient period, it appears that y(k) is steadily increasing 
and may approach a steady-state value. For a unit step 
change in U(z), the steady-state value of the response Y(z) 
can be found by determining the steady-state gain of G(z). 
In analogy to continuous-time transforms, the steady-state 
gain can be found by setting s = 0 in z = e't:.t, or z = 1. In 
this case, G(z = 1) = 1, so y(k) = 1 at steady state for a unit 
step change. 

The same result can be obtained using the original differ­
ence equation. A table (or spreadsheet) could be con­
structed to track the various terms of the difference equation 
fork = 0, 1, 2 ... 9. The top row of the table is structured 
using the same terms as in the difference equation, and the 
step response is generated using spreadsheet software. We 
assume that the original system is at steady state at k = 0, so 
y and u terms corresponding to k < 0 are equal to 0. Using 
the difference equation, Eq. 17-32, the value of y(k) can 
be obtained from the entries (cells) in the same row by 
performing the appropriate multiplications. 

Next, consider a general higher-order difference 
equation given by 

aoy(k) + aly(k - 1) + · · · + amy(k - m) = 
bou(k) + b1u(k - 1) + · · · + bnu(k - n) (17-36) 

where {ad and {bd are sets of constant coefficients, n 
and m are positive integers, u(k) is the input, and y(k) 
is the output. Taking the z-transform of both sides of 
Eq. 17-36 gives 

aoY(z) + a1z-1Y(z) + · · · + amz-mY(z) 

= boU(z) + b1z-1U(z) + · · · + bnz-nU(z) (17-37) 

Rearranging (17 -37) gives the transfer function form, 

bo + b1 z -l + · · · + b z -n 
Y(z) = _1 n _ U(z) (17-38) 

ao + a1z + · · · + amz m 

The ratio of polynomials in the discrete transfer func­
tion, G(z), can be derived by algebraic manipulations 
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for any difference equation (Astrom and Wittenmark, 
1997). In this case 

B(z) bo + b1z-1 + · · · + bnz-n 
G(z) =- = (17-39) 

A(z) ao + a1z-1 + ... + amz-m 

where B(z) and A(z) are polynomials in z-1. For 
most processes, b0 is zero, indicating that the input 
does not instantaneously affect the output; in Eq. 17-26, 
if b0 =F 0, then the input term would include u(k) in 
the difference equation. In addition, the leading coef­
ficient in the denominator can be set equal to unity 
by dividing both numerator and denominator by a0. 

The steady-state gain of Gin (17 -39) can be found by 
setting z = 1. 

The dynamic behavior of (17-39) can be character­
ized by its poles and zeros in analogy to continuous­
time systems. To do this, we must first convert G(z) to 
positive powers of z by multiplying (17-39) by zn/zm, 
leading to modified polynomials, B' (z)/A' (z). The 
stability of G(z) is determined by its poles, the roots of 
the characteristic equation, A'(z) = 0; A'(z) is called 
the characteristic polynomial. Note that z is a complex 
variable, because it is related to complex variable s by 
the definition in (17 -22). The unit circle in the complex 
z-plane is defined as a circle with unit radius where lzl = 1. 
The unit circle is the dividing line between the stable 
and unstable regions. Any pole that lies inside the unit 
circle is stable and thus provides a stable response to a 
bounded input. In contrast, a pole lying outside the unit 
circle is unstable (Astrom and Wittenmark, 1997). The 
zeros of G(z) are the roots of B'(z) = 0. In discrete 
time analysis, time delays are usually assumed to be 
an integer multiple N of the sampling period 11t. This 
time delay produces N roots of A'(z) that are located 
at the origin and thus can be expressed as a factor, zN. By 

z-plane 

definition, the order of G(z) is P + N, where P is the 
number of poles. 

Figure 17.8 shows the effect of pole location on the 
possible responses for a simple first-order transfer func­
tion, G(z) = bof(1- az-1), forced by an impulse at k = 0. 
The corresponding continuous-time model responses 
are also shown. Poles 3 and 4 are inside the unit circle 
and thus are stable, while poles 1 and 6 are outside the 
unit circle and cause an unstable response. Poles 2 and 
5 lie on the unit circle and are marginally stable. Nega­
tive poles such as 4-6 produce oscillatory responses, 
even for a first-order discrete-time system, in contrast 
to continuous-time first-order systems. 

Some important properties of sampled-data systems 
can be obtained from long division of their z-transforms. 
For example, for the first-order z-transform, 

bo 
Y(z) = 1 -1 

- a1z 
(17-40) 

an equivalent sampled signal can be found by long 
division, resulting in the infinite series 

Y(z) = bo(1 + alZ-1 + arz-2 + · · · + aqz-n + · · ·) 
(17-41) 

1 - ~ . 
If a1 = bo = 1, then Y(z) = _1 and Y(z) = LJZ-1• 

1 - Z i=O 

Hence, the equivalent difference equation would be a 
summation of all previous values of u(k). 

17.3.2 Convolution Model Form 

For the transfer function in (17 -38), dividing the numer­
ator by the denominator (starting with a0 and deter­
mining the remainders) leads to a model equivalent to 

lm~~ii~ary II I I I I I 

(6) //rrnrl 
(2) (1) Real 

axis 

Unit circle 

Figure 17.8 Time-domain responses for different locations of the 
pole a, indicated by an x, of a first-order discrete transfer function 
and a pulse input at k = 0. 



a discrete convolution model (see Section 7.5.1). Long 
division of (17 -38) yields for the first three terms of the 

00 -k 
series 2: CkZ 

k=O 

bo 
co=­

ao 

b1 boa1 
c1 =-- --

ao a5 
2 

b0a2 b1a1 b0a1 
c2 = b2 - -- - -- + --

ao ao a6 

The transfer function is therefore 

G(z) = co+ c1z-1 + c2z-2 + · · · 

(17-42) 

(17-43) 

(17-44) 

(17-45) 

which corresponds to the convolution model form, 

y(k) = co+ c1u(k - 1) + c2u(k - 2) + · · · (17-46) 

17 .3.3 Physical Realizability 

Chapter 4 addressed the notion of physical realizability 
for continuous-time transfer functions. An analogous 
condition can be stated for a difference equation or its 
transfer function-namely, that a discrete-time model 
cannot have an output signal that depends on future 
inputs. Otherwise, the model is not physically realizable. 
Consider the ratio of polynomials given in Eq. 17-39. 
The discrete transfer function will be physically realiz­
able as long as a0 =F 0, assuming that G(z) has been 
reduced so that common factors in the numerator and 
denominator have been canceled. To show this property, 
examine Eq. 17-36. If a0 = 0, the difference equation is 

a1y(k- 1) = bou(k) + b1u(k- 1) + · · · + bku(k- n) 

- azY(k- 2)- · · ·- amy(k- m) (17-47) 

or, by shifting the index from k to k + 1, 

a1y(k) = bou(k + 1) + b1u(k) + .... (17-48) 

This equation requires a future input u(k + 1) to influ­
ence the present value of the output y(k), which is 
physically impossible (unrealizable). Physical realiz­
ability of models (process or controller) should be 
checked prior to their use for simulation or control. 

Discrete Transfer Function of an Integral Controller 

Now we derive a transfer function for a digital integral 
controller, where the output is p(k) and the input is the 
error signal e(k) (cf. Eq. 8-7). The integral of e(t) in 
continuous time can be approximated by a summation 
in discrete time. By using a finite difference approxima­
tion to the integral 

1 lot at n p(t) = p +- e(t')dt' ~- 2: e(k) (17-49) 
TJ 0 TJ k=O 
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Then 

at n 
p(k) -p=- 2:e(k) 

TJ k=O 
(17-50) 

Taking the z-transform, 

at ( n ) P(z) = - 2: z-k E(z) 
TJ k=O 

(17-51) 

When n is large, the summation can be expressed in 
closed form as 

P(z) = M_1 E(z) 
(1 - Z )TJ 

(17-52) 

The continuous-time analog to (17-43) for an integral 
controller is 

P(s) = E(s) 
T[S 

Comparing the above two expressions, we can observe 
a relationship between z-1 and s, which is 

1 - z-1 
s= 

at 
(17-53) 

This expression is known as the backward-difference 
(BD) approximation of s (equivalent to a first-order 
Taylor series), and it can be used to convert a continuous­
time expression (ins) into an approximate discrete-time 
expression in z - 1 simply by direct substitution. The same 
relationship can be obtained by recognizing that 

~( ~~) = sE(s). This expression can be compared with 

de e(k) - e(k - 1) . . 
dt ~ at for Which the z-transform IS 

1- z-1 
at E(z). Therefore, we can approximate the Laplace 

transform of a continuous-time function such as a 
PID controller in discrete time by substituting the 
BD approximation for s given in (17 -53), as shown in 
the next example. 

EXAMPLE 17.4 

Derive the discrete transfer function for the parallel form 
of a PID controller. 

Gc(s) = K/1 + ___!__ + Tns) 
\ T1S 

(17-54) 

using the backward-difference substitution for s. Compare 
the result with the velocity form of the PID algorithm 
given in Eq. 8-28. 

SOLUTION 

Substitutings = (1- z-1)/.:ltinto (17-54) gives 

Kc(ao + a1z-1 + azz-2) 
Gc(z) = _1 

1 - z 
(17-55) 
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where ao = 1 + ~: + ~, a1 = -(1 + 2~~), a2 = ~ 
Because E(z) is the error signal (input) and P(z) is the 
controller output, P(z) = Gc(z)E(z). Multiplying both 
sides of (17 -46) by (1 - z - 1) yields 

(1 - z-1)P(z) = Kc(ao + a1z-1 + a2z-2)E(z) (17-56) 

Converting the controller transfer function into difference 
equation form gives 

p(k) - p(k - 1) = Kcaoe(k) + Kca1e(k - 1) 

+ Kca2e(k - 2) (17 -57) 

Substituting for a0, a1, and a2 and collecting terms with 
respect to the controller settings Kc, TJ, and Tn gives 

p(k) - p(k - 1) = Kc f(e(k) - e(k - 1)) + !1t e(k) 
~ TJ 

+ ~ (e(k) - 2e(k - 1) + e(k - 2))] (17-58) 

Note that this equation is identical to Eq. 8-28, which was 
derived using a finite-difference approximation in the time 
domain. 

Ogata (1994) has listed more accurate formulas for 
algebraic substitution into a transfer function G(s). 
Approximate substitution is a procedure that should 
always be used with care. When feasible, it is prefer­
able to use exact conversion of the continuous process 
model into discrete time rather than finite difference 
approximations such as Eq. 17-53. Table 17.1 presents a 
conversion table of commonly used transfer functions 
G(s) based on a zero-order hold (which yields a piece­
wise constant input u ). This table is also consistent with 
the exact (analytical) conversion formulas for first- and 
second-order process models in Eqs. 7-33 through 7-40. 

Block Diagram Algebra 

It is important to realize that in the block diagram 
of the closed-loop system, Fig. 17.3, the open-loop 
transfer function of the continuous components 
includes the product of the final control element 
(or valve), the process, and the measurement, or 
G(s) = Gv(s)Gp(s)Gm(s). It is mathematically incorrect 
to find separate discrete-time versions Gv(z), Gp(z), 

Table 17.1 Discrete Transfer Functions Obtained Using a Zero-Order Hold 

Transfer 
Function 
G(s) G(z) 

K b -1 1Z 
a 1 =- 1 -

s 1 + a1z-1 
b1 = Kl1t 

K b1z-1 
a1 = -exp( -rM) --

s + r 1 + a1z-1 
K 

b1 = - [1 - exp( -rM)] 
r 

K b1z-1 + b2z-2 
a1 = -exp( -rM)- exp( -pM) 

(s + r)(s + p) 1 + a1z-1 + a2z-2 
a2 = exp[ -(r + p)11t] 

b 1 = [Kirp(r- p)][(r- p) - r exp( -p11t) + p exp( -rM)] 

b2 = [Kirp(r- p)]{(r- p) exp[ -(r + p)M] + p exp( -pM) - r exp( -rM)} 

K b1z-1 + b2z-2 
a1 = -{1 + exp( -r11t)} 

s(s + r) 1 + a 1z-1 + a2z-2 
a2 = exp(- r11t) 

b1 = -(K!r2)[1- rM- exp(-r11t)] 

b2 = (K!r2)[1 - exp( -rM) - rl1t exp( -rM)] 

K(s + v) b1z-1 + b2z-2 
a1 = -{exp( -p11t) + exp( -rM)} 

(s+r)(s+p) 1 + a1z-1 + a2z-2 
a2 = exp[ -(r + p)11t)] 

K 
b 1 = --{exp( -pM)- exp( -r11t) + (vlp)[1 - exp( -p11t)] - (v!r)[1 - exp( -rM)]} 

p- r 

b2 = K{(vlrp) exp[ -(r + p)M] + [(p- v)!p(r- p)] exp( -r11t) 
+ [(v- r)lr(r- p)] exp( -pM)} 



and Gm(z) and then multiply them together (Ogata, 
1994; Seborg et al., 1989). Instead, the z-transform of 
G(s) should be based on exact discretization of the 
Laplace transform (Astrom and Wittenmark, 1997). In 
the case where Gm = Km, this leads to the closed-loop 
expression (analogous to Chapter 12), 

Y(z) 
Ysp(z) 

Gc(z)G(z) 
1 + Gc(z)G(z) 

(17-59) 

In (17-59), Gc(z) is the discrete transfer function for the 
digital controller. A digital controller is inherently a 
discrete-time device, but with the zero-order hold, the 
discrete-time controller output is converted to a contin­
uous signal that is sent to the final control element. So 
the individual elements of G are inherently continuous, 
but by conversion to discrete-time we compute their 
values at each sampling instant. The discrete closed­
loop transfer function in (17 -59) provides a framework 
to perform closed-loop analysis and controller design, 
as discussed in the next section. Additional material on 
closed-loop analysis for discrete-time systems is avail­
able elsewhere (Ogata, 1994; Seborg et al., 1989). 

17 .3.4 Stability Analysis 

For sampled-data systems the stability of a transfer 
function can be tested by determining whether any 
roots of its characteristic polynomial lie outside the 
unit circle (see Fig. 17 .8). To apply this stability test, 
write the denominator of the transfer function in (17-39) 
in terms of positive powers of z: 

A'(z) = zmA(z) 

= amzm + am-1Zm--l + · · · + a1z + ao = 0 (17-60) 

Note that if the time delay is an integer multiple of !::.t, a 
polynomial in z will always result. Any roots of charac­
teristic polynomial A'(z) can be found using a root­
finding subroutine. If any root lies outside the unit 
circle, then the discrete transfer function is unstable 
(see Fig. 17.8). This conclusion can be verified by simu­
lating the transfer function response for a pulse input 
to see if the output y(k) grows with respect to k. 

Because of space limitation, we have deliberately not 
included rigorous coverage of stability of z-transform 
models, such as the bilinear transform or Jury's test. 
See Franklin et al. (1997) and Ogata (1994) for more 
details on these techniques. 

17.4 TUNING OF DIGITAL PID 
CONTROLLERS 

In this section, the main emphasis is on the digital PID 
controller and how it should be tuned. Digital versions 
of the PID controller in the form of difference equa­
tions were previously presented in Eqs. 8-26 and 8-28 
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(position and velocity forms) by using the backward 
difference approximation. For small values of !::.t (rela­
tive to the process response time), the finite difference 
approximations for integral and derivative control 
action discussed in Section 8.3 are reasonably accurate. 
Hence, suitable controller settings obtained for a con­
tinuous controller can also be utilized in a digital PID 
controller. As noted by Isermann (1989), the continu­
ous and the discrete PID controllers will have essen­
tially the same behavior as long as ll.tiT1 :::5 0.1. Astrom 
and Wittenmark (1997) have discussed the effect of 
sampling period for designing a wide range of digital 
controllers. 

If ll.t is not small, use of the zero-order hold in digital 
control systems requires a modification in the con­
troller design procedure, because the sampler plus a 
ZOH introduces an effective time delay in the signal to 
the final control element. In this case, the dynamic 
behavior of the sampler plus ZOH should be approxi­
mated by a time delay equal to one-half the sampling 
period (Franklin et al., 1997). Thus, it is a common 
practice in tuning digital PID controllers to add !::..t/2 to 
the process time delay e before using the controller 
tuning relations in Chapter 12. Using the backward­
difference (BD) version of a PID controller (Eq. 17-55) 
will result in greater stability margins in discrete time 
(vs. other finite difference schemes); see Franklin et al. 
(1997). As shown in Example 17.5 in the next section, 
using s-domain Direct Synthesis of a PID controller 
followed by BD conversion to discrete time yields satis­
factory results. 

In earlier chapters, Simulink was used to simulate 
linear continuous-time control systems described by 
transfer function models. For digital control systems, 
Simulink can also be used to simulate open- and 
closed-loop responses of discrete-time systems. As 
shown in Fig. 17.3, a computer control system includes 
both continuous and discrete components. In order 
to carry out detailed analysis of such a hybrid system, 
it is necessary to convert all transfer functions to 
discrete time and then carry out analysis using 
z-transforms (Astrom and Wittenmark, 1997; Franklin 
et al., 1997). On the other hand, simulation can be 
carried out with Simulink using the control system 
components in their native forms, either discrete or 
continuous. This approach is beneficial for tuning 
digital controllers. 

In this section, we show how to perform closed-loop 
simulations for various digital controllers. Although 
the controller is represented by a discrete transfer 
function, all other components of the control loop 
(models for the final control element, process, sensor, 
and disturbance) will normally be available as continu­
ous transfer functions, which can be directly entered 
into a Simulink block diagram as functions of s. To 
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1 - 1.5353z-1 + 0.5866z-2 

0.028 + 0.0234z-1 

Controller _part_2 Zero-order 
hold 

Scope 

Figure 17.9 Simulink diagram for a discrete-time controller, continuous-time process, and a step change in set point. 

introduce a step change in set point requires only 
selecting the icon in Simulink for the step input (nos or z 
transform is needed). A step change in the disturbance 
can be entered in a similar fashion. The zero-order 
hold (ZOH) icon is placed after the digital controller, 
because it is necessary to convert the series of con­
troller pulses into a continuous signal to drive a final 
control element such as a control valve. However, in 
Simulink the user does not have to include the ZOH, 
because the software performs the calculations as if 
the ZOH were there. 

Figure 17.9 shows the Simulink block diagram for a 
digital control system with 

1. Two controller blocks that are multiplied 
(Gc = Gc1Gc2) 

2. Zero-order hold 
3. Continuous-time process G (time constants of 5 

and 3, gain of 1) 
4. Unit step in set point and graphical output ("scope") 

for the process output, which is a continuous-time 
response 

Other blocks can be added from the Simulink menu 
to explicitly include transfer functions for the final 
control element, disturbance, and sensor (as many as 
desired). Simulink can also be employed for open­
loop simulation. 

Simulink will be used in subsequent examples to 
demonstrate the performance of various types of digi­
tal feedback controllers, as was done in Chapter 12. 
The stability of closed-loop systems can also be 
checked using trial-and-error simulations of the block 
diagram to determine the maximum controller gain for 
stability. 

EXAMPLE 17.5 

A digital controller is used to control the pressure in a 
tank by adjusting a purge stream. The control valve is air­
to-open, and the process model has been identified as 

-20e-s 
G = GvGpGm = 5s + 1 

The gain is dimensionless, and the time constant and time 
delay are in minutes. The sampling period is l1t = 1 min. 

Compare the closed-loop performance of a discrete PI 
controller using the IT AE (disturbance) tuning rules in 
Table 12.3. Approximate the sampler and ZOH by a time 
delay equal to !:l.t/2. Use Simulink to check the effect of 
sampling period for different controllers, with l1t = 0.05, 
0.25, 0.5, and 1.0 min. 

SOLUTION 

First adjust the process time delay for each controller calcula­
tion by adding !:l.t/2, which accounts for the time delay due to 
the sampler plus the ZOH. The controller settings calculated 
from Table 12.2 for different sampling periods are ( TJ in min): 

PI 

!1t Kc TJ 

0.05 -0.21 2.48 
0.25 -0.19 2.68 
0.5 -0.17 2.89 
1.0 -0.14 3.27 

These continuous controller settings are then substituted 
into Eq. 17-55 to obtain the corresponding settings for 
the digital controller. Figure 17.10 shows that smaller 
sampling periods result in faster closed-loop responses 
for PI control. There is no change in performance for 
l1t ::s 0.05 min. It is interesting to compare the results of 
this example with guidelines for choosing the sampling 
periods given in (17-3). 

0 

-1 

-2 
y 

-3 -- !:J..t = 0.05 min 

--- !:J..t = 0.25 
-4 ---- llt=0.5 

............ llt = 1.0 
-5 

-6 
0 5 10 

Time (min) 

Figure 17.10 Closed-loop responses for PI controllers 
with different sampling periods and a step disturbance. 
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Effect of Filter Selection on PID Controller 
Performance 

Digital and analog filters are valuable for smoothing 
data and eliminating high-frequency noise, but they 
also affect control system performance. In particular, a 
filter is an additional dynamic element in the feedback 
loop that introduces additional phase lag. Conse­
quently, it reduces the stability margin for a feedback 
controller, compared to the situation where no filter 
is present. Therefore, the controller may have to be 
retuned if the filter constant is changed. When derivative 
action is used, it is important to filter noisy signals 
before the derivative control calculations are performed. 
Because derivative action tends to amplify noise in the 
process measurement, filtering helps prevent controller 
saturation and wear in the final control elements. Some 
PID controllers include a filter in the controller equa­
tion; see Chapter 8 for more details. 

17.5 DIRECT SYNTHESIS FOR DESIGN 
OF DIGITAL CONTROLLERS 

In this section, the Direct Synthesis (DS) method pre­
sented in Section 12.2 is extended to the design of digital 
controllers. We begin with special cases that lead to a 
PID controller, and then show how other types of digi­
tal feedback controllers can be derived using the Direct 
Synthesis technique. Both Gc and G must be expressed 
as discrete-time in the closed-loop transfer function 
(17-59). In Direct Synthesis, the designer specifies the 
desired closed-loop transfer function (Y!Ysp)d· The 
controller Gc that yields the desired performance is 
obtained from (17 -59) 

1 (Y!Ysp)d 
G = - -----=---

c G 1 - (Y!Ysp)d 
(17-61) 

Equation 17-61 is the model-based control law used for 
the Direct Synthesis design method in discrete time, 
analogous to the procedure discussed in Section 12.2 
for continuous-time controllers. 

Next two Direct Synthesis algorithms for discrete­
time application are considered: Dahlin's method and 
the Vogel-Edgar method. The discrete-time version of 
a related method considered in Chapter 12, Internal 
Model Control, is also presented. 

17.5.1 Dahlin's Method (Lambda Tuning) 

Dahlin's method (Dahlin, 1968) specifies that the desired 
closed-loop transfer function is a FOPTD model: 

( y) e-hs 

Ysp d = As + 1 (17-62) 

where A is the desired closed-loop time constant (cf. 
Chapter 12) and h is the specified time delay. After 
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selecting h = 8 (the process time delay), Table 17.1 
indicates that the discrete transfer function corre­
sponding to Eq. 17-62 is 

(_X_) = (1 - A)z-N-l (17-63) 
Ysp d 1 - Az-l 

where A = e-1111\ K = l!A, r = 1/A, N = Slat. 
Substituting (17-63) into Eq. 17-61 yields the general 

form of Gc for Dahlin's method, which is denoted by 
Gvc: 

1 (1- A)z-N-l 
Gvc = G 1-Az-l- (1- A)z-N-l (17-64) 

As a special case, consider G to be the discrete version 
of a FOPTD transfer function with gain K and time 
constant T. 

G = K(1- a1) z-N-l 
1-alz-l (17-65) 

where a1 = e-t:..th. Dahlin's controller is 

(1-A) 1-a1z-1 

Gvc = 1-Az-l- (1- A)z-N-l K(1- al) (17-66) 

For all values of N, (1 - z-1) is a factor of the denomi­
nator, indicating the presence of integral action. The 
result is consistent with steady-state gain calculations in 
(17-62) with s = 0 and in (17-63) with z = 1, which 
specify zero steady-state error for set-point changes. 

Because the desired time constant A for the closed­
loop system serves as a convenient tuning parameter, 
this approach is often referred to as lambda-tuning. 
Small values of A produce faster responses, while large 
values of A give more sluggish control. This flexibility is 
especially useful in situations where the model parame­
ters, especially the time delay, are subject to error or 
are time-varying because of changes in the process. In 
an aggressively controlled process, an inaccurate time 
delay can cause poor control and an unstable response. 
By choosing a larger A and having more conservative 
control action, the controller can better accommodate 
the inaccurate model. As A ~ 0 (i.e., A ~ 0), Dahlin's 
algorithm is equivalent to minimal prototype control, 
but such aggressive tuning is usually not desirable for 
process control applications, because it is quite sensitive 
to parameter changes (Seborg et al., 1989). 

One important feature of a Direct Synthesis method 
such as Dahlin's method is that the resulting controller 
contains the reciprocal of the process transfer function. 
This feature causes the poles of G to become zeros of 
Gc, while the zeros of G become poles of the controller, 
unless the poles and zeros of G are canceled by terms 
in (Y!Ysp)d· The inversion of G in (17-61) can lead to 
operational difficulties, just as in the continuous-time 
case. If G contains a zero that lies outside the unit circle, 
then Gc will contain an unstable pole lying outside the 
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unit circle. In this case, Gc is an unstable controller and 
produces an unbounded output sequence for a step 
change in set point. Although the product GcG in 
(17 -59) indicates that the unstable pole and zero will 
cancel, in practice there will always be some model error 
that prevents exact cancellation. Nevertheless, problems 
associated with unstable zeros can be successfully treated 
by judicious selection of (Y!Ysp)a, as discussed below. 

Digital controllers of the Direct Synthesis type share 
yet one more characteristic: namely, they contain time­
delay compensation in the form of a Smith predictor 
(see Chapter 16). In Eq. 17-61, for Gc to be physically 
realizable, (Y!Ysp)d must also contain a term equivalent 
toe-as, which is z-N, where N = 8/t:.t. In other words, if 
there is a term z-N in the open-loop discrete transfer 
function, the closed-loop process cannot respond be­
fore Nt:.t or 8 units of time have passed. Using (Y!Ysp)d 
of this form in Eq. 17-63 yields a Gc containing the 
mathematical equivalence of time-delay compensation, 
because the time delay has been eliminated from the 
characteristic equation. 

EXAMPLE 17.6 

A process is modeled in continuous time by a second­
order-plus-time-delay transfer function with K = 1, T1 = 5, 
and T2 = 3. For 11t = 1, the discrete-time equivalent (with 
zero-order hold) is 

(b + b z-1)z-N-1 
G = 1 2 (17-67) 

1 + a1z-1 + a2z-2 

(a) Dahlin's controller 

y 1 

(b) Modified Dahlin's controller 

y 1 p 0 

0 -20 
0 10 20 0 

Time 

where a1 = -1.5353, a2 = 0.5866, b1 = 0.0280, b2 = 0.0234, 
and N = 0 (cf. Eq. 7-36 to 7-40). For Dahlin's controller 
with 'A = l1t = 1, plot the response for a unit change in set 
point at t = 5 for 0 ::s t ::s 10 using Simulink. 

SOLUTION 

The Simulink diagram for the example was shown earlier 
in Fig. 17.9. Using Eq. 17-63, the desired closed-loop 
transfer function for 8 = 0 (N = 0) and 'A = !1t is (Y!Ysp)d 
= 0.632z-1/(1 - 0.368z-1). By applying (17-64), the for­
mula for the controller is 

(17-68) 

Substituting the numerical values for a1, a2, b1, and b2, the 
controller is 

G _ 1 - 1.5353z -1 + 0.5866z - 2 0.632 
nc - 0.0280 + 0.0234z-1 1 - z-1 

(17-69) 

When this controller is implemented, an undesirable 
characteristic appears, namely, intersample ripple. Fig­
ure 17.11a shows the response y and ZOH output p to a 
unit step change in set point at t = 5. Although the response 
does satisfy y(k) = 1 at each sampling instant (!1t = 1) 
for k 2:: 6, the response is quite oscillatory; that is, inter­
sample ripple occurs. This result is caused by the con­
troller output cycling back and forth between positive 
and negative deviations from the steady-state value. The 
behavior, called ringing, of course is unacceptable for a 
control system. 

10 20 

-

Figure 17.11 Comparison of 
(a) ringing and (b) nonringing 
Dahlin's controllers for a 
second-order process ('A = 1), 

I Example 17.6 (y = controlled 
10 20 variable, p = controller output 

Time after zero-order hold). 



The controller ringing results from the presence of 
the term (0.0280 + 0.0234z-1) in the denominator of 
(17-56), which corresponds to a controller pole at 
-0.836, quite close to the unit circle. As can be shown 
using long division, this term, when transformed to 
the time domain, causes a change in sign at each sam­
pling instant in the manipulated variable. Dahlin 
(1968) suggested that ringing can be eliminated by set­
ting z - 1 = 1 in the ringing term, in this case replacing 
(0.0280 + 0.0234z-1) by a constant (0.0280 + 0.0234 = 
0.0514). Let the nonringing version of Dahlin's con­
troller be denoted by Gvc· Figure 17.11b shows y(t) 
and p(t) for this case, indicating that the ringing be­
havior has disappeared. Interestingly, the closed-loop 
response now exhibits an overshoot, which contradicts 
the original design criterion of a first-order approach 
to the set point (Eq. 17-62). Therefore, the closed­
loop performance of Dahlin's controller modified for 
ringing is not always predictable. This lack of pre­
dictability represents a major disadvantage of this 
technique. 

17.5.2 Vogel-Edgar Algorithm 

For processes that can be described by a second­
order-plus-time-delay model (Eq. 17 -67), Vogel and 
Edgar (1988) have developed a controller that elimi­
nates the ringing pole caused by inverting G. The de-

EXAMPLE 17.7 

For the same process model used in Example 17.6, plot the 
response and the controller output for a unit set-point 
change (A. = l1t = 1.0) for the nonringing Dahlin's 
controller and compare it with the Direct Synthesis PID 
(BD conversion) and Vogel-Edgar approaches. 

SOLUTION 

Applying Eq. 17-63 for N = 0, the controller transfer 
function for the nonringing version of Dahlin's algo­
rithm is 

G = ( 0.6321) (1- 1.5353z-1 + 0.5866z-2 ) (17_72) 
DC 1 _ z-1 0.0514 

For this controller the response y(t) and the controller out­
put p(t) are shown in Fig. 17.12a. Next we derive a PID 
controller using the IMC approach presented in Chapter 
12. Starting with the continuous-time second-order transfer 
function (T1 = 5, 'T2 = 3, K = 1, e = 0), Tc in Eq. 12-27 is set 
equal to one to provide the best response for a set-point 
change. When the BD approximations = (1 - z-1)/M is 
substituted into the PID controller transfer function, 
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sired closed-loop transfer function is similar to that 
for Dahlin's controller ( cf. (17 -63) and includes time­
delay compensation (z-N-1 in the closed-loop trans­
fer function): 

(_X_) = (1 -A) b1 + b2z-\-N-1 (17_70) 
Ysp d 1 - Az - 1 b1 + bz 

However, the zeros of model G are also included as 
zeros of the closed-loop transfer function (in this case, 
divided by b1 + b2 to ensure that the closed-loop 
steady-state gain equals one). Although this choice 
may slow down the response somewhat, it makes the 
controller less sensitive to model errors and also elimi­
nates the possibility of ringing. The Vogel-Edgar con­
troller corresponding to (17 -70) is 

(1 + a1z-1 + azz-2)(1- A) 
GvE = --------~--~----~~~--~--------

(b1 + bz)(1- Az-1)- (1- A)(b1 + b2z-1)z-N-1 

(17-71) 

Because of the form of (Y!Ysp)d in (17 -70), this con­
troller does not attempt to cancel the numerator 
terms of the process transfer function and thus does 
not include the potential ringing pole. Note that for 
a2 = b2 = 0 (a first-order process), Eq. 17-71 reverts 
to Dahlin's controller, Eq. 17-64. This is acceptable, 
because a first-order process will not lead to a ringing 
controller. 

G = 4_1111 3.1486- 5.0541z-1 + 2.0270z-2 

BD 1.7272- 2.4444z-1 + 0.7222z-2 
(17-73) 

The closed-loop response is shown in Fig. 17.12b. When 
the BD-PID digital controller is designed for this system, 
there is no need to correct for ringing such as is required 
for Dahlin's controller. This is true for wide ranges of A. 
(i.e., Tc) and l1t that have been investigated. 

Figure 17.12 shows the closed-loop response for the 
Vogel-Edgar controller ( GvE) for the same second-order 
model. This controller is 

G = 0_6321 1 - 1.5353z-1 + 0.5866z-2 

VE 0.0514- 0.0366z-1 - 0.0148z-2 
(17-74) 

The tuning parameter A is selected to be 0.368 (A. = 1). 
For this second-order system, the controlled variable re­
sponse for GvE is superior to Gnc· If a time delay is 
added to the model, the comparative performance of 
GvE and Gnc is still the same, because both controllers 
utilize the same form of the Smith predictor. 

Note that the controller parameters in (17-72) to (17-74) 
have been reported with four decimal points in order to 
avoid roundoff errors in the control calculations. 
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Figure 17.12 Comparison of closed-loop response for a second-order process in Example 17.7 
using (a) nonringing Dahlin's controller (A.= 1), (b) backwards difference PID controller and 
(c) Vogel-Edgar controller (y = controlled variable,p =controller output after zero-order hold). 

Vogel and Edgar (1988) have shown that their con­
troller satisfactorily handles first-order or second-order 
process models with positive zeros (inverse response) 
or negative zeros as well as simulated process and mea­
surement noise. Many higher-order process models can 
be successfully controlled with GvE· Neither GvE nor 
Gvc are suitable for unstable process models, however. 
The robustness of the Vogel-Edgar controller is gener­
ally better than Dahlin's controller when model errors 
are present. GvE can be used as an adaptive controller 
when the discrete-time model is updated on-line. For 
processes with zeros outside the unit circle, Dahlin's 
controller can become unstable, while the stability of 
the Vogel-Edgar controller is unaffected. 

17.5.3 Internal Model Control (IMC) 

The general design methodology of Internal Model 
Control presented in Section 12.2.3 for continuous-time 
systems can be extended to sampled-data systems 
(Garcia and Morari, 1982; Zafiriou and Morari, 1985). 
Figure 12.5 shows the block diagram used for IMC con­
trasted with that for conventional feedback control. 
Here the notation a; is used instead of Gc for the con­
troller transfer function because of the different block 
diagram structure and controller design methodology 
used with IMC. The perfect IMC controller is simply 
the inverse of the process model. 

G~(z) = l!G (17-75) 

However, a perfect controller is usually not physically 
realizable, or it may be impractical because of model 
error. The two key steps involved in digital controller 
design are as follows ( cf. Section 12.2.2). 

1. The process model is factored as 

(17-76) 

where G+ contains the time-delay term z-N-1, 
zeroes that lie outside the unit circle, and zeroes 
that lie inside the unit circle near ( -1, 0). Also, G+ 
has a steady-state gain of unity. 

2. The controller is obtained by inverting C;_ (the 
invertible part of G) and then multiplying by a 
first-order filter F to improve the robustness of the 
controller as well as to ensure the physical realiz­
ability of G~: 

* F(z) 
Gc(z) = G_(z) (17-77) 

The filter F usually contains one or more tuning para­
meters. Zeros of G that lie outside the unit circle (the 
so-called nonminimum phase zeroes) would yield un­
stable controller poles if such terms were included in 
G_, instead of G+ Negative zeroes on the real axis near 
z = -1 will result in a ringing controller if they are in­
verted; hence, they are also included in G+ The closed-



loop transfer function using the above design rules, as­
suming the process model is perfect, is 

y ~ 

Y = G+(z)F(z) 
sp 

(17-78) 

The IMC design framework can yield Dahlin's controller 
and the Vogel-Edgar controller for appropriate choices 
of F(z) and G+(z). It can also readily be applied to 
higher-order systems, where Direct Synthesis is not as re­
liable. For details on treatment of process model zeroes 
and selection of the filter, see Zafiriou and Morari (1985). 

The IMC block diagram in Fig. 12.5 can be expanded 
to include a block A* in the feedback path as well as a 
disturbance transfer function G d· The block A* can be 
used to predict the effect of the disturbance on the error 
signal to the controller, and it can also provide time-delay 
compensation. This two-degree-of-freedom controller 
(see Chapter 12) is known as an analytical predictor 
(Doss and Moore, 1982; Wellons and Edgar, 1987). 

17.6 MINIMUM VARIANCE CONTROL 

In this design method, the objective is to reduce the 
variability of the controlled variable y when the set 
point is constant and the process is subject to unknown, 
random disturbances. In statistical terms, the objective 
is to minimize the variance of y. This approach is espe­
cially relevant for processes where the disturbances are 
stochastic (that is, random) rather than deterministic 
(for example, steps or drifts). Sheet-making processes 
for producing paper and plastic film or sheets are com­
mon examples (Featherstone et al., 2000). 

The Minimum Variance Control (MVC) design 
method generates the form of the feedback control law, as 
well as the values of the controller parameters. Like the 
Direct Synthesis and Internal Model Control design 
methods, the MVC method results in PI or PID con­
trollers for simple transfer function models (MacGregor, 
1988; Ogunnaike and Ray, 1994; Box and Lucefto, 1997). 
Although MVC tends to be quite aggressive, the design 
method can be modified to be less aggressive (Bergh and 
MacGregor, 1987). Because Minimum Variance Control 
is a limiting case on actual controller performance, it pro­
vides a useful benchmark for monitoring control-loop 
performance (Harris and Seppala, 2002); see Chapter 21. 

The starting point for the MVC design method is the 
following discrete transfer function model: 

Y(z) = G(z)U(z) + D(z) (17-79) 

The disturbance D(z) can be written as a zero, mean 
white (e.g., Gaussian) noise signal, a(z), and a distur­
bance transfer function Gd(z): 

D(z) = Gd(z)a(z) (17-80) 

Previous discussions on accommodating disturbances 
focused on deterministic changes in the disturbance, such 
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Figure 17.13 Four models for d(k): (a) stationary white noise 
disturbance; (b) stationary autoregressive disturbance; (c) 
nonstationary disturbance (random walk); (d) integrated 
(nonstationary) moving-average disturbance (adapted from 
Box and Lucefio, 1997). 

as step changes. Four alternative disturbance models are 
shown graphically in Fig. 17.13. These disturbances are 
persistent (as a result of the random component) but may 
also exhibit features such as dynamics, drift, or trending. 
A typical process disturbance seldom will be random but 
will depend on past values of the disturbance. These 
models can be constructed by starting with an input a(z) 
that is a white noise sequence. This input passes through 
a dynamic model such as a first-order transfer function or 
an integrating transfer function. The output D(z) is an 
auto-correlated disturbance to the process. 

Table 17.2 gives important time-series models that 
are commonly encountered in industrial process con­
trol, including statistical process control applications 
(see Chapter 21). Stationary disturbance models (a) 
and (b) have a fixed mean; that is, the sums of deviations 
above and below the line are equal to zero, but case (a) 
rarely occurs in industrial processes. Nonstationary 
disturbance models (c) and (d) do not have a fixed 
mean but are drifting in nature. Case (c), so-called random 
walk behavior, is often used to describe stock market 
index patterns. Case (b) is called an autoregressive 

Table 17.2 Disturbance Models for Figure 17.13 

a. d(k) = a(k) (white noise) 
b. d(k) = <j>d(k- 1) + a(k) (<I> ::s 1) 
c. d(k) = d(k- 1) + a(k) 
d. d(k) = d(k- 1) + a(k) + t!Ja(k- 1) (til :S 1) 
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(AR) model, while case (d) is called an integrated 
moving-average (IMA) model. 

Suppose the IMA noise model is to be employed in a 
minimum variance controller for a process model with 
gain K that has no dynamics. It can be shown theoreti­
cally that for this simple case, the minimum variance 
controller has the same attributes as the IMC con­
troller. Namely, the controller is the inverse of the 
process gain, and the IMC filter F is a first-order filter 
(MacGregor, 1988; Ogunnaike and Ray, 1994). A simi­
lar analysis can be performed for the case when the 
process model has first-order dynamics and the distur-

SUMMARY 

When a digital computer is used for process control, mea­
surements of the process output are sampled and con­
verted into digital form by an analog-to-digital converter 
(ADC). The sampling period 11t must be carefully se­
lected. The choice of the sampling period should be 
based on the process dynamics, noise frequencies, signal­
to-noise ratio, and the available computer control system. 

Noisy measurements should be filtered before being 
sent to the controller. Analog filters are effective in re­
moving high-frequency noise and avoiding aliasing. 
Digital filters are also widely used both for low-pass fil­
ters and other purposes such as the elimination of noise 
spikes. The choice of a filter and the filter parameters 
(e.g., TF) should be based on the process dynamics, the 
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EXERCISES 

17.1 The mean arterial pressure Pin a patient is subjected 

• 
to a unit step change in feed flow rate F of a drug. 
Normalized response data are shown below. Previous 
experience has indicated that the transfer function, 

P(s) 5 

F(s) lOs + 1 

provides an accurate dynamic model. Filter these data 
using an exponential filter with two different values of u, 
0.5 and 0.8. Graphically compare the noisy data, the filtered 
data, and the analytical solution for the transfer function 
model for a unit step input. 

Time Time 
(min) p (min) p 

0 0 11 3.336 
1 0.495 12 3.564 
2 0.815 13 3.419 
3 1.374 14 3.917 
4 1.681 15 3.884 
5 1.889 16 3.871 
6 2.078 17 3.924 
7 2.668 18 4.300 
8 2.533 19 4.252 
9 2.908 20 4.409 

10 3.351 

17.2 Show that the digital exponential filter output can be 
written as a function of previous measurements Ym(k) and the 
initial filter output YF(O). 

17.3 A signal given by 

IJ Ym(t) = t + 0.5 sin(r2) 

is to be filtered with an exponential digital filter over the 
interval 0 ::s t ::s 20. Using three different values of u (0.8, 
0.5, 0.2), determine the output of the filter at each sampling 
time. Do this for sampling periods of 1.0 and 0.1. Compare 
the three filters for each value of .:lt. 

17.4 The following product quality data Ym were obtained 

• 
from a bioreactor, based on a photometric measure­
ment evaluation of the product: 

Time Ym 
(min) (absorbance) 

0 0 
1 1.5 
2 0.3 
3 1.6 
4 0.4 
5 1.7 
6 1.5 
7 2.0 
8 1.5 

(a) Filter the data using an exponential filter with .:lt = 1 min. 
Consider u = 0.2 and u = 0.5. 
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(b) Use a moving-average filter with N* = 4. 

(c) Implement a noise-spike filter with .:ly = 0.5. 

(d) Plot the filtered data and the raw data for purposes of 
comparison. 

17.5 The analog exponential filter in Eq. 17-4 is used to filter 

• 
a measurement before it is sent to a proportional con­
troller with Kc = 1. The other transfer functions for the 
closed-loop system are Gv = Gm = 1, and Gp = Gd = 

1!(5s + 1). Compare the closed-loop responses to a sinusoidal 
disturbance, d(t) = sin t, for no filtering ('TF = 0), and for an 
exponential filter ( 'TF = 3 min). 

17.6 Consider the first-order transfer function Y(s)!U(s) = 

• 
1/(s + 1). Generate a set of data (t = 1, 2, ... 20) by 
integrating this equation for u = 1 and randomly 
adding binary noise to the output, :±:0.05 units at each 

integer value of t. Design a digital filter for this system and 
compare the filtered and noise-free step responses for t = 1. 
Justify your choice of 'TF. Repeat for other noise levels, for 
example, :±:0.01 and :±:0.1. 

17.7 Find the response y(k) for the difference equation 

(IJ y(k) - y(k - 1) + 0.21y(k - 2) = u(k - 2) 

Let y(O) = y(l) = 0, u(O) = 1, u(k) = 0 fork 2:: 1. Per­
form direct integration using a spreadsheet. What is the 
steady-state value of y? 

17.8 The dynamic behavior of a temperature sensor and 

• 
trans~itter can be described by the FOPTD transfer 
functwn 

r:n(s) 
T'(s) 

e-2s 

8s + 1 

where the time constant and time delay are in seconds and: 

T' = actual temperature (deviation) 

r:n =measured temperature (deviation) 

The actual temperature changes as follows (tins): 

{
70 oc 
85 oc 

T = 70 oc 

fort< 0 
for 0 ::s t < 10 

fort 2:: 10 

If samples of the measured temperature are automatically 
logged in a digital computer every two minutes beginning at 
t = 0, what is the maximum value of the logged temperature? 
Use simulation with a zero-order hold to find the answer. 

17.9 For a process given by 

• Y(z) 
U(z) 

2.7z-2 + 8.lz-3 

1 - 0.5z-1 + o.06z-2 

(a) Calculate the response y(k.:lt) to a unit step change in u 
using simulation of the difference equation. 

(b) Check your answer in (a) by using simulation. 

(c) What is the steady-state value of y? 
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17.10 A dissolved oxygen analyzer in a bioreactor is used to 
- provide composition measurements at each sampling fit time in a feedback control loop. The open-loop transfer 

function is given by 

GaL= GcG 

Gc=2(1+is) G - ( 10 ) -2s 
- 12s + 1 e 

(a) Suppose that a sampling period of !1t = 1 min is selected. 
Derive Gc(z) using a backward-difference approximation of 
Gc(s). 
(b) If a unit step change in the controller error signal e(t) is 
made, calculate the sampled open-loop response Ym(kl1t) 
using simulation with a zero-order hold after the controller 
Gc and before the process Gin the block diagram constructed 
via Simulink. 

17.11 The discrete-time transfer function of a process is given by 

Y(z) sz-1 + 3z-2 

U(z) 1 + z-1 + 0.41z-2 • (a) Convert this transfer function to an equivalent difference 
equation. 

(b) Calculate the response y(k) to a unit step change in u 
using simulation of the difference equation. 

(c) Check your answer in (a) by using simulation. 

(d) What is the steady-state value of y? 

17.12 To determine the effects of pole and zero locations, 
- simulate the unit step responses of the discrete transfer 
~ functions shown below for the first six sampling instants, 

k = 0 to k = 5. What conclusions can you make con­
cerning the effect of pole and zero locations? 

1 (a) 
1 - z-1 

1 
(b) 

1 + 0.7z-1 

1 (c) 
1 - 0.7z-1 

(d) (1 + 0.7z-1)
1
(1 - 0.3z-1) 

1 - 0.5z-1 
(e) 

(1 + 0.7z-1)(1 - 0.3z-1) 

1 - 0.2z-1 
(0 

(1 + 0.6z-1)(1 - 0.3z-1) 

17.13 A process operation under proportional-only digital 
ill control with !1t = 1 has 

3 
Gp(s) = (Ss + 1)(2s + 1), Kc = 1, Gm = 0.25 

Determine whether the controlled system is stable by calcu­
lating the response to a set-point change using simulation. 

17.14 Determine how the maximum allowable digital con­
- troller gain for stability varies as a function of l1t for 
~ the following system: 

Gp(s) = -(5-s _+_1-=.~(_s_+_1_) 

Use !1t = 0.01, 0.1, 0.5, and closed-loop simulation to find the 
maximum Kc for each !1t; Kc can range between 10 and 1200. 
What do you conclude about how sampling period affects the 
allowable controller gain? 

17.15 A temperature control loop includes a second-order 
- over~amped process described by the discrete transfer 
~ functwn. 

(0.0826 + 0.0368z-1)z-1 
G(z) - -'---------.,------'--.,.--

(1 - 0.894z-1)(1 - 0.295z-1) 

and a digital PI controller 

Gc(Z) = Kc(1 + 1 _1 ) 
8(1 - z ) 

Find the maximum controller gain Kcm for stability by trial­
and-error. 

Figure E17.16 

17.16 A digital controller is used to control the liquid level of 
- the storage tank shown in Fig. E17.16. The control 
~ valve has negligible dynamics and a steady-state gain, 

Kv = 0.1 ft3/(min)(mA). The level transmitter has a 
time constant of 30 s and a steady-state gain of 4 rnA/ft. The 
tank is 4ft in diameter. The exit flow rate is not directly influ­
enced by the liquid level; that is, if the control valve stem 
position is kept constant, q3 =/= f(h). Suppose that a propor­
tional digital controller and a digital-to-analog converter with 
4 to 20 rnA output are used. If the sampling period for the 
analog-to-digital converter is l1t = 1 min, for what values of 
controller gain Kc is the closed-loop system stable? Use simu­
lation and trial values for Kc of -10, -50, and -90. Will off­
set occur for the proportional controller after a change in set 
point? 

17.17 The block diagram of a digital control system is shown 
- in Fig. E17.17. The sampling period is l1t = 1 min. 
~ (a) Design the digital controller Gc(z) so that the closed­
loop system exhibits a first-order response to a unit step change 
in the set point (after an appropriate time delay). 

(b) Will this controller eliminate offset after a step change in 
the set point? Justify your answer. 
(c) Is the controller physically realizable? Justify your answer. 

(d) Design a digital PID controller based on the ITAE (set­
point) method in Chapter 12 and examine its performance for 
a step change in set point. Approximate the sampler and 
zero-order-hold by a time delay of e = /::,.t/2. 



D(s) 

ZOH 

17.18 The exit composition c3 of the blending system in 
Fig. E17.18 is controlled using a digital feedback controller. 
The exit stream is automatically sampled every minute, and 
the composition measurement is sent from the composition 
transmitter (AT) to the digital controller. The controller out­
put is sent to the ZOH device before being transmitted to 
the control valve. 

Digital 
..--------------- controller f--E---, 
I and ZOH 

v 

e-2s 

3s + 1 

Y(s) 

Figure E17.17 
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(i) Because flow rate q2 is quite small, the liquid volume in 
the tank V remains essentially constant at 30 ft3. The 
tank is perfectly mixed. 

(ii) The primary disturbance variable is inlet composition c2. 

(iii) The control valve has negligible dynamics and a steady­
state gain of 0.1 ft3/min rnA. 

(iv) The composition transmitter (AT) has a steady gain of 
2.5 mA/(lb-mole solute/ft3). Composition samples are 
analyzed every minute; that is, the sampling period is 
D.t = 1 min. There is also a 1-min time delay associated 
with the composition analysis. 

(v) Nominal steady-state values are 

q2 = 0.1 ft3/min c2 = 1.5 lb-mol solute/ft3 

q3 = 3 ft3/min c3 = 0.211b-mol solute/ft3 

17.19 The block diagram of a sampled-data control system is 
shown in Fig. E17.19. Design a Dahlin controller Gc(Z) that is 
physically realizable and based on a change in set point. The 
sampling period is t:.t = 1 min. Calculate the closed-loop 
response when this controller is used and a unit step change 

.__ ___ .___-3c~3 in disturbance occurs. 

Figure E17.18 

(a) Derive an expression for the discrete open-loop trans­
fer function C3/Q2, where C3 and Q2 are deviation vari­
ables, by deriving the continuous transfer function and 
then deriving the equivalent discrete time model. 

(b) The closed-loop system exhibits a first-order response 
to a unit step change in the disturbance C2. Specify the 
form of the desired response ( C3/C3sp)d· It is not necessary 
to derive an expression for Gc(Z), but you should justify 
your choice for ( C3/C3sp)d· 

q3 

D(s) 

ZOH 

17.20 It is desired to control the exit temperature T2 of the 

• 
heat exchanger shown in Fig. E17.20 by adjusting the 
steam flow rate Ws· Unmeasured disturbances occur in 
inlet temperature T1. The dynamic behavior of the 

heat exchanger can be approximated by the transfer function 

T2(s) 
w;(s) 

2.5 °F 
lOs + 1 [=] lb/s 

where the time constant has units of seconds and the primes 
denote deviation variables. The control valve and temperature 
transmitter have negligible dynamics and steady-state gains of 
Kv = 0.2 lb/s/mA and Km = 0.25 mAJOF. Design a minimal 

Y(s) 

s 

Figure E17.19 
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Figure E17.20 

prototype controller (i.e., Dahlin's controller with A = 0) that 
is physically realizable and based on a unit step change in the 
set point. Assume that a zero-order hold is used and that the 
sampling period is 11t = 2 s. 

17.21 A second-order system G with K = 1, T1 = 6, and 

• 
Tz = 4 is to be controlled using the Vogel-Edgar con­
troller with A = 5 and 11t = 1. Assuming a step change 
in Ysp, calculate the controlled variable y(k) for k = 

0,1, ... , 25, and plot y(k) and the controller output p(k). 

17.22 Compare PID (ITAE for set-point changes) and Dahlin 

• 
controllers for 11t = 1, A= 1, and G(s) = 2e-s/(10s + 1). 
For the ITAE controller, approximate the sampler and 
ZOH by a time delay equal to 11t/2. Adjust for ringing, 

if necessary. Plot the closed-loop responses for a set-point 
change as well as the controller output for each case. 

17.23 For a process including control valve and sensor, 
ill G(s) = 1.25e-5s1(5s + 1), derive the equation for 

h2 

Figure E17.25 

Dahlin's controller with 11t and A = 1 and plot controller out­
put p(k) for a set-point change. Does ringing occur? 

17.24 Compare the Dahlin and Vogel-Edgar controllers for 

• 
G(s) = 1/[(2s + 1)(s + 1)] and A = 11t = 1. Does 
either controller ring? Derive the resulting difference 
equations for the closed-loop system y(k) related to 

Ysp(k). Does overshoot occur in either case? 

17.25 Design a digital controller for the liquid level in the 

• 
storage system shown in Fig. E17.25. Each tank is 2.5 ft 
in diameter. The piping between the tanks acts as a 
linear resistance to flow with R = 2 min/ft2. The liq­

uid level is sampled every 30 s. The digital controller also 
acts as a zero-order hold device for the signal sent to the 
control valve. The control valve and level transmitter have 
negligible dynamics. Their gains are Kv = 0.25 ft3/min/mA 
and Km = 8 mA/ft, respectively. The nominal value of q1 is 
0.5 ft3/min. 

(a) Derive Dahlin's control algorithm based on a step 
change in set point. 

(b) Does the controller output exhibit any oscillation? 
(c) For what values of A is the controller physically realiz­
able? 

(d) If you were to tune this controller on-line, what value of 
A would you use as an initial guess? Justify your answer. 

17.26 Feedforward control applications often utilize a con­
troller that consists of a lead-lag unit: 

Develop expressions for the controller output at the kth sam­
pling instant p(k) using the backward difference approxima­
tion of the derivatives involved in Gf(s). 

Compare the discrete-time unit step response of Gt with 
the continuous-time response when K = 1, T1 =5 min, Tz = 2 min, 
and M = 1 min. 



Chapter 18 

Multiloop and 
Multivariable Control 

CHAPTER CONTENTS 

18.1 Process Interactions and Control Loop Interactions 

18.1.1 Block Diagram Analysis 

18.1.2 Closed-Loop Stability 

18.2 Pairing of Controlled and Manipulated Variables 

18.2.1 Bristol's Relative Gain Array Method 

18.2.2 Calculation of the RGA 

18.2.3 Methods for Obtaining the Steady-State Gain Matrix 

18.2.4 Measure of Process Interactions and Pairing Recommendations 

18.2.5 Dynamic Considerations 

18.2.6 Extensions of the RGA Analysis 

18.3 Singular Value Analysis 

18.3.1 Selection of Manipulated Variables and Controlled Variables 

18.4 Tuning of Multiloop PID Control Systems 

18.5 Decoupling and Multivariable Control Strategies 

18.5.1 Decoupling Control 

18.5.2 General Multivariable Control Techniques 

18.6 Strategies for Reducing Control Loop Interactions 

18.6.1 Selection of Different Manipulated or Controlled Variables 

Summary 

In previous chapters, we have emphasized control 
problems that have only one controlled variable and 
one manipulated variable. These problems are referred 
to as single-input, single-output (SISO), or single-loop, 
control problems. But in many practical control prob­
lems, typically a number of variables must be controlled, 
and a number of variables can be manipulated. These 
problems are referred to as multiple-input, multiple­
output (MIMO) control problems. For almost all impor­
tant processes, at least two variables must be controlled: 
product quality and throughput. 

Several examples of processes with two controlled 
variables and two manipulated variables are shown 
in Fig. 18.1. These examples illustrate a characteristic 
feature of MIMO control problems, namely, the pres­
ence of process interactions; that is, each manipulated 
variable can affect both controlled variables. Consider the 
in-line blending system shown in Fig. 18.1a. Two streams 
containing species A and B, respectively, are to be 
blended to produce a product stream with mass flow rate 
w and composition x, the mass fraction of A. Adjusting ei­
ther manipulated flow rate, w A or ws, affects both wand x. 

341 
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Feed -----,;;.J 

h 

(a) In-line blending system 

B 
(b) Distillation column 

(c) Gas-liquid separator 

Similarly, for the distillation column in Fig. 18.1b, ad­
justing either reflux flow rate R or steam flow rate S will 
affect both distillate composition xv and bottoms com­
position xB. For the gas-liquid separator in Fig. 18.1c, 
adjusting gas flow rate G will have a direct effect on 
pressure P and a slower, indirect effect on liquid level 
h, because changing the pressure in the vessel will tend 
to change the liquid flow rate L and thus affect h. In 
contrast, adjusting the other manipulated variable L di­
rectly affects h but has only a relatively small and indi­
rect effect on P. 

When significant process interactions are present, 
the selection of the most effective control configura­
tion may not be obvious. For example, in the blend­
ing problem, suppose that a conventional feedback 
control strategy, consisting of two PI controllers, is to 
be used. This control system, referred to as a multi­
loop control system because it employs two single­
loop feedback controllers, raises several questions. 
Should the composition controller adjust w A and the 
flow controller adjust wB, or vice versa? How can 

Liquid 
L 

D 

Figure 18.1 Physical examples of multi variable 
control problems. 

we determine which of these two multiloop control 
configurations will be more effective? Will control 
loop interactions generated by the process interac­
tions cause problems? 

In the next section, we consider techniques for se­
lecting an appropriate multiloop control configuration. 
If the process interactions are significant, even the best 
multiloop control system may not provide satisfactory 
control. In these situations there are incentives for con­
sidering multivariable control strategies such as decou­
pling control (Section 18.5) and model predictive control 
(Chapter 20). But first we examine the phenomenon of 
control loop interactions. 

18.1 PROCESS INTERACTIONS AND 
CONTROL LOOP INTERACTIONS 

A schematic representation of several SISO and MIMO 
control applications is shown in Fig. 18.2. For conve­
nience, it is assumed that the number of manipulated 
variables is equal to the number of controlled variables. 



18.1 Process Interactions and Control Loop Interactions 343 

Disturbances 

u Process y 

(a) Single-input, single-output process 
with multiple disturbances 

Disturbances 

uz Y2 

(b) Multiple-input, multiple-output process (2 x 2) 

Disturbances 

(c) Multiple-input, multiple-output process (n x n) 

Figure 18.2 SISO and MIMO control problems. 

This allows pairing of a single controlled variable and a 
single manipulated variable via a feedback controller. On 
the other hand, more general multivariable control 
strategies do not make such restrictions (see Chapter 20). 
MIMO control problems are inherently more complex 
than SISO control problems because process interactions 
occur between controlled and manipulated variables. 
In general, a change in a manipulated variable, say u1, 
will affect all of the controlled variables Yl, yz, ... Yn­
Because of the process interactions, the selection of the 
best pairing of controlled and manipulated variables 
for a multiloop control scheme can be a difficult task. 
In particular, for a control problem with n controlled 
variables and n manipulated variables, there are n! pos­
sible multiloop control configurations. 

18.1.1 Block Diagram Analysis 

Consider the 2 X 2 control problem shown in Fig. 
18.2b. Because there are two controlled variables and 
two manipulated variables, four process transfer func­
tions are necessary to completely characterize the 
process dynamics: 

Y1(s) 

U1(s) 

Yz(s) 

U1(s) 

Y1(s) 

Uz(s) 

Yz(s) 

Uz(s) 

(18-1) 

The transfer functions in Eq. 18-1 can be used to deter­
mine the effect of a change in either U1 or Uz on Y1 and 
Y2. From the Principle of Superposition (Section 3.1), it 
follows that simultaneous changes in U1 and Uz have an 
additive effect on each controlled variable: 

Y1(s) = Gp11(s)U1(s) + Gplz(s)Uz(s) (18-2) 

Y2(s) = Gp21(s)U1(s) + Gpzz(s)Uz(s) (18-3) 

These input-output relations can also be expressed in 
vector-matrix notation as 

Y(s) = Gp(s)U(s) (18-4) 

where Y(s) and U(s) are vectors with two elements, 

Y(s) = [Yl(s)] U(s) = [Ul(s)] (18-5) 
Y2(s) Uz(s) 

and Gp(s) is the process transfer function matrix, 

[Gpll(s) Gpu(s)] 
Gp(s) = 

Gpzl(s) Gpzz(s) 
(18-6) 

The matrix notation in Eq. 18-4 provides a compact rep­
resentation for problems larger than 2 X 2. Recall that a 
transfer function matrix for an MIMO system, a stirred­
tank blending system, was derived in Section 6.5. The 
steady-state process transfer function matrix (s = 0) is 
called the process gain matrix and is denoted by K. 

Suppose that a conventional multiloop control 
scheme consisting of two feedback controllers is to be 
used. The two possible control configurations are 
shown in Fig. 18.3. In scheme (a), Y1 is controlled by 
adjusting U1, while Y2 is controlled by adjusting Uz. 
Consequently, this configuration will be referred to as 
the 1-1/2-2 control scheme. The alternative strategy is 
to pair Y1 with U2 and Y2 with U1, the 1-2/2-1 control 
scheme shown in Fig. 18.3b. Note that these block dia­
grams have been simplified by omitting the transfer 
functions for the final control elements and the sensor­
transmitters. Also, the disturbance variables have been 
omitted. 

Figure 18.3 indicates that the process interactions can 
induce undesirable interactions between the control 
loops. For example, suppose that the 1-112-2 control 
scheme is used and a disturbance moves Y1 away from its 
set point, Yspl· Then the following events occur: 

1. The controller for loop 1 (Gel) adjusts U1 so as to 
force Y1 back to the set point. However, U1 also 
affects Y2 via transfer function Gp21· 

2. Since Y2 has changed, the loop 2 controller (Gcz) 
adjusts U2 so as to bring Y2 back to its set point, 
Y2sp· However, changing U 2 also affects Y1 via 
transfer function Gpl2· 

These controller actions proceed simultaneously until a 
new steady state is reached. Note that the initial change 
in U1 has two effects on Y1: (1) a direct effect and (2) an 
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(a) 1-1/2-2 controller pairing 

(b) 1-2/2-1 controller pairing 

indirect effect via the control loop interactions. Al­
though it is instructive to view this dynamic behavior as 
a sequence of events, in practice, the process variables 
would change continuously and simultaneously. 

The control loop interactions in a 2 X 2 control prob­
lem result from the presence of a third feedback loop 
that contains the two controllers and two of the four 
process transfer functions (Shinskey, 1996). Thus, for 
the 1-1/2-2 configuration, this hidden feedback loop 
contains Gc1, Gc2• Gp12, and Gp21, as shown in Fig. 18.4. 
A similar hidden feedback loop is also present in the 1-
2/2-1 control scheme of Fig. 18.3b. The third feedback 
loop causes two potential problems: 

1. It tends to destabilize the closed-loop system. 
2. It makes controller tuning more difficult. 

Next we show that the transfer function between a 
controlled variable and a manipulated variable de­
pends on whether the other feedback control loops are 
open or closed. Consider the control system in Fig. 
18.3a. If the controller for the second loop Gc2 is out of 

Figure 18.3 Block diagrams for 2 X 2 multiloop control 
schemes. 

service or is placed in the manual mode with the con­
troller output constant at its nominal value, then U2 = 0. 
For this situation, the transfer function between Y 1 and 
U1 is merely Gpu: 

yl 
U1 = Gpll (Y2- U2loop open) (18-7) 

If both loops are closed, then the contributions to Y 1 

from the two loops are added together: 

(18-8) 

However, if the second feedback controller is in the au­
tomatic mode with Y2sp = 0, then, using block diagram 
algebra, 

Gp21U1 
y2 = ------=--,------

1 + Gc2Gp22 
(18-9) 

The signal to the first loop from the second loop is 

(18-10) 
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Figure 18.4 The hidden feedback control loop (in dark lines) 
for a 1-1/2-2 controller pairing. 

If we substitute for Gp12U2 in (18-8) using (18-10) and 
then substitute for Y2 using (18-9), the overall closed-loop 
transfer function between yl and ul is 

Y1 GplZGpzlGcz 
-U = Gpll- 1 + G G (Y2 - U2 1oop closed) (18-11) 

1 c2 p22 

Thus, the transfer function between Y1 and U1 depends 
on the controller for the second loop Gcz via the inter­
action term. Similarly, transfer function Y21U2 depends 
on Gc1 when the first loop is closed (see Exercise 18.1). 
These results have important implications for controller 
tuning because they indicate that the two controllers 
should not be tuned independently. For general n X n 
processes, Balchen and Mumme (1988) have derived 
analogous results that illustrate the effect of closing all 
but one of the n feedback loops. 

EXAMPLE 18.1 

Consider the following empirical model of a pilot-scale 
distillation column (Wood and Berry, 1973) [ ll 12.8e-s 

Xn(s) = 16.7s + 1 

XB(s) 6.6e -7s 

10.9s+ 1 

-if/:7s- [R(s)] 
(18-12) 

-19.4e - 3s S(s) 
14.4s+ 1 

where the notation is defined in Fig. 18.1b. Suppose that a 
multiloop control system consisting of two PI controllers is 
used. Compare the closed-loop set-point changes that result 
if the Xn- R/XB- S pairing is selected and 

(a) A set-point change is made in each loop with the other 
loop in manual 

(b) The set-point changes are made with both controllers 
in automatic 

Assume that the controller settings are based on the IT AE 
tuning method for set-point changes in Chapter 12. 

Table 18.1 Controller Settings for Example 18.1 

Controller Pairing 

xn-R 
XB- S 

SOLUTION 

0.604 
-0.127 

TJ (min) 

16.37 
14.46 

Table 18.1 shows the single-loop ITAE settings, and 
Fig. 18.5 shows simulation results for set-point changes 
for each controlled variable. The IT AE settings provide 
satisfactory set-point responses for either control loop 
when the other controller is in manual (solid line). However, 
when both controllers are in automatic, the control loop 
interactions produce very oscillatory responses especially 
in xB (dashed line). McAvoy (1981) has discussed various 
approaches for improving the performance of the multiloop 
controllers. See Exercise 18.1 for a similar MIMO control 
problem where the loops also exhibit oscillations. 
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Figure 18.5 Set-point responses for Example 18.1 using 
IT AE tuning. 
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18.1.2 Closed-Loop Stability 

To evaluate the effects of control loop interactions fur­
ther, again consider the block diagram for the 
1-1/2-2 control scheme in Fig. 18.3a. Using block dia­
gram algebra (see Chapter 11), we can derive the fol­
lowing expressions relating controlled variables and set 
points: 

Y1 = f 11 Ysp1 + f 12Ysp2 

Y2 = f 21 Ysp1 + f 22Ysp2 

where the closed-loop transfer functions are 

(18-13) 

(18-14) 

(18-16) 

(18-17) 

Gc2Gp22 + Gc1Gc2(Gp11Gp22- Gpl2Gp21) 
r 22 = a(s) (18-18) 

and a(s) is defined as 

a(s) = (1 + GclGpn)(l + Gc2Gp22)- GelGc2Gp12Gp21 

(18-19) 

Two important conclusions can be drawn from 
these closed-loop relations. First, a set-point change 
in one loop causes both controlled variables to 
change because r 12 and r 21 are not zero, in general. 
The second conclusion concerns the stability of the 
closed-loop system. Because each of the four closed­
loop transfer functions in Eqs. 18-15 to 18-18 has the 
same denominator, the characteristic equation is 
D(s) = 0, or 

(1 +Gel Gp11)(1 + Gc2Gp22)- Gel Gc2Gp12Gp21 = 0 

(18-20) 

Thus, the stability of the closed-loop system depends on 
both controllers, r 12 and r 21· and all four process transfer 
functions. An analogous characteristic equation can be 
derived for the 1-2/2-1 control scheme in Fig. 18.3b. 

For the special case where either Gp12 = 0 or Gp21 = 0, 
the characteristic equation in Eq. 18-20 reduces to 

(18-21) 

For this situation, the stability of the overall system 
merely depends on the stability of the two individual 
feedback control loops and their characteristic equations. 

(18-22) 

Note that if either Gp12 = 0 or Gp21 = 0, the third feed­
back control loop in Fig. 18.4 is broken. For example, if 
Gp12 = 0, then the second control loop has no effect on 
Y1, while the first control loop serves as a source of dis­
turbances for the second loop via transfer function Gp21. 

The above analysis has been based on the 1-1/2-2 
control configuration in Fig. 18.3a. A similar analysis 
and conclusions can be derived for the 1-2/2-1 configu­
ration (see Exercise 18.2). The results in Eqs. 18-13 to 
18-22 can be extended to block diagrams that include 
the transfer functions for the transmitters and control 
valves; see Exercise 18.3. 

EXAMPLE 18.2 

Consider a process that can be described by the transfer 
function matrix (Gagnepain and Seborg, 1982): 

l 2 1.5 j lOs+ 1 s + 1 
Gp(s) = 

1.5 2 --- ---
s + 1 lOs+ 1 

Assume that two proportional feedback controllers are to 
be used so that Gel = Kc1 and Gcz = Kc2· Determine the 
values of Kc1 and Kcz that result in closed-loop stability for 
both the 1-112-2 and 1-2/2-1 configurations. 

SOLUTION 

The characteristic equation for the closed-loop system 
(1-112-2 pairing) is obtained by substitution into Eq. 18-20 
and collecting powers of s as follows: 

where a4 = 100 

a3 = 20Kcl + 20Kc2 + 220 

az = 42Kcl + 42Kcz- 221 KclKcz + 141 

a1 = 24Kcl + 24Kcz- 37KclKcz + 22 

ao = 2Kcl + 2Kcz + 1.75 KclKcz + 1 

(18-23) 

Note that the characteristic equation in (18-23) is fourth­
order, even though each individual transfer function in 
Gp(s) is first order. 

The controller gains that result in a stable closed­
loop system can be determined by applying the Routh 
stability criterion (Chapter 11) for specified values of 
Kc1 and Kcz· The resulting stability regions are shown in 
Fig. 18.6. If either Kc1 or Kc2 is close to zero, the other 
controller gain can be an arbitrarily large, positive value 
and still have a stable closed-loop system. This result is a 
consequence of having process transfer functions that 
are first order without time delay, which is an idealistic 
case. MIMO control systems normally have an upper 
bound for stability for both controller gains for all values 
of Kci. 



Figure 18.6 Stability region for Example 18.2 with 1-112-2 
controller pairing. 

Figure 18.7 Stability region for Example 18.2 with 1-2/2-1 
controller pairing. 

A similar stability analysis can be performed for the 
1-2/2-1 control configuration. The calculated stability re­
gions are shown in Fig. 18.7. A comparison of Figs. 18.6 
and 18.7 indicates that the 1-2/2-1 control scheme results 
in a larger stability region because a wider range of con­
troller gains can be used. For example, suppose that Kc1 = 2. 
Then Fig. 18.6 indicates that the 1-112-2 configuration will 
be stable if -0.8 < Kc2 < 0.5. By contrast, Fig. 18.7 shows 
that the corresponding stability limits for the 1-2/2-1 con­
figuration are -0.3 < Kcz < 2.0. 

This example illustrates that closed-loop stability de­
pends on the control configuration as well as the numeri­
cal values of the controller settings. If PI control had been 
considered instead of proportional-only control, the sta­
bility analysis would have been much more complicated 
due to the larger number of controller settings and the 
higher-order characteristic equation. 

18.2 PAIRING OF CONTROLLED AND 
MANIPULATED VARIABLES 

In this section, we consider the important general prob­
lem of how the controlled variables and the manipu­
lated variables should be paired in a multiloop control 
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scheme. An incorrect pairing can result in poor control 
system performance and reduced stability margins, as 
was the case for the 1-1/2-2 pairing in Example 18.2. As 
an illustrative example, consider the distillation col­
umn shown in Fig. 18.8. A typical distillation column 
has five possible controlled variables and five manipu­
lated variables (Shinskey, 1996). The controlled vari­
ables in Fig. 18.8 are product composition xD and xs, 
column pressure P, and the liquid levels in the reflux 
drum hD and column base hs. The five manipulated 
variables are product flows D and B, reflux flow R, and 
the heat duties for the condenser and reboiler, QD and 
Qs. The heat duties are adjusted via the control valves 
on the steam and coolant lines. If a multiloop control 
scheme consisting of five feedback controllers is used, 
there are 5! = 120 different ways of pairing the con­
trolled and manipulated variables. Some of these con­
trol configurations would be immediately rejected as 
being impractical or unworkable, for example, any 
scheme that attempts to control base level hs by adjust­
ing distillate flow D or condenser heat duty QD. How­
ever, there may be a number of alternative pairings 
that seem promising; the question then facing the con­
trol system designer is how to determine the most 
effective pairing. 

Next, we consider a systematic approach for deter­
mining the best pairing of controlled and manipulated 
variables, the relative gain array method. An alterna­
tive approach based on singular value analysis is de­
scribed later in this chapter. 

18.2.1 Bristol's Relative Gain Array Method 

Bristol (1966) developed a systematic approach for the 
analysis of multivariable process control problems. His 
approach requires only steady-state information (the 
process gain matrix K) and provides two important 
items of information: 

1. A measure of process interactions. 
2. A recommendation concerning the most effective 

pairing of controlled and manipulated variables. 

Bristol's approach is based on the concept of a rela­
tive gain. Consider a process with n controlled variables 
and n manipulated variables. The relative gain A.ij be­
tween a controlled variable Yi and a manipulated vari­
able uj is defined to be the dimensionless ratio of two 
steady-state gains: 

.l (ay/auj)u open-loop gain 
A.··= = (18-24) 

lJ (ay/auj)y closed-loop gain 

fori = 1, 2, ... , nand j = 1, 2, ... , n. 
In Eq. 18-24 the symbol (ayi/auj)u denotes a partial 

derivative that is evaluated with all of the manipu­
lated variables except uj held constant. Thus, this term 
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Figure 18.8 Controlled and manipulated variables for a typical distillation column. 

is the open-loop gain (or steady-state gain) between Yi 
and uj, which corresponds to the gain matrix element 
Kij· Similarly, (ay/auj)y is evaluated with all of the 
controlled variables except Yi held constant. This situ­
ation could be achieved in practice by adjusting the 
other manipulated variables using controllers with in­
tegral action. Thus, (ay/auj)y can be interpreted as a 
closed-loop gain that indicates the effect of uj on Yj 
when all of the other controlled variables (Yi =F Yj) are 
held constant. 

It is convenient to arrange the relative gains in a rela­
tive gain array (RGA), denoted by A: 

Ul u2 Un 

Yl 

l'11 
A12 ''" l A= Y2 A21 A22 A2n 

Yn Anl An2 Anm 

(18-25) 

The RGA has several important properties for steady­
state process models (Bristol, 1966; McAvoy, 1983): 

1. It is normalized because the sum of the elements 
in each row or column is equal to one. 

2. The relative gains are dimensionless and thus 
not affected by choice of units or scaling of 
variables. 

3. The RGA is a measure of sensitivity to element un­
certainty in the gain matrix K. The gain matrix can 
become singular if a single element Kij is changed to 
Kij(l - 1/A.ij)· Thus a large RGA element indicates 
that small changes in Kij can markedly change the 
process control characteristics. 

18.2.2 Calculation of the RGA 

The relative gains can easily be calculated from either 
steady-state data or a process model. For example, 
consider a 2 X 2 process for which a steady-state model 
is available. Suppose that the model has been lin­
earized and expressed in terms of deviation variables 
as follows: 

Y1 = K11u1 + K 12u2 

Y2 = K2lul + K22u2 

(18-26) 

(18-27) 

where Kij denotes the steady-state gain between Yi and 
Uj. This model can be expressed more compactly in ma­
trix notation as 

y = Ku (18-28) 

For stable processes, the steady-state (gain) model in 
Eq. 18-28 is related to the dynamic model in 
Eq.18-4 by 

K = Gp(O) = lim Gp(s) 
s--->0 

(18-29) 

Next, we consider how to calculate A.11. It follows from 
Eq. 18-26 that 

(18-30) 

Before calculating (ay1/au1)y2 from Eq. 18-26, we first 
must eliminate u2. This is done by solving 
Eq. 18-27 for u2 and holding Y2 constant at its nominal 
value, Y2 = 0: 

K21 
u2=-K Ul 

22 
(18-31) 



Then substituting into Eq. 18-26 gives 

( K12K21) 
Y1 = Kn 1- KnK22 u1 (18-32) 

It follows that 

( :~~)Yz - Kn( 1 - ~~~~~~) (18-33) 

Substituting Eqs. 18-30 and 18-33 into Eq. 18-24 gives 
an expression for relative gain An: 

1 
An = --K~12--:Kc:-2-1 

1 - ---==----== 
KnK22 

(18-34) 

Because each row and each column of A in (18-25) 
sums to one, the other relative gains are easily calcu­
lated from An for the 2 X 2 case: 

A12 = A21 = 1- An and A22 = An (18-35) 

Thus, the RGA for a 2 X 2 system can be expressed as 

A = [ A 1- A] 
1-A A 

where the symbol A is now used to denote An. Note 
that the RGA for a 2 X 2 process is always symmetric. 
However, this will not necessarily be the case for a 
higher-dimension process (n > 2). 

For higher-dimension processes, the RGA can be 
calculated from the expression 

A =K® H (18-36) 

where ® denotes the Schur product (element by ele­
ment multiplication): 

(18-37) 

K;j is the (i, j) element of Kin Eq. 18-28, and H;j is the 
(i, j) element of H = (K-1f; that is, H;j is an element 
of the transpose of the matrix inverse of K. Because 
computer software is readily available to perform ma­
trix algebra, Eq. 18-37 can be easily evaluated. Note 
that Eq. 18-36 does not imply that A= K(K- 1f. 

18.2.3 Methods for Obtaining the Steady-State 
Gain Matrix 

Equation 18-37 shows how the RGA can be calcu­
lated from a linearized steady-state process model 
with gains Kij· The open-loop process gains can be ob­
tained numerically from a simulation model or di­
rectly from experimental data. For a multivariable 
process, one input (u1) can be changed in a stepwise 
fashion (~u1) while holding all other inputs constant. 
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The responses for Y1, y2, and so on are then observed. 
All loops are kept open during this test; that is, no 
feedback controllers are operational. Then step 
changes can be made in the other inputs, one at a 
time, and open-loop response data can be obtained 
for all the controlled variables. The steady-state gain 
depends only on the final value of each y;, from which 
the change in y, ~y;, can be calculated. Thus, the indi­
vidual process gains are given by the formula (see 
Chapter 7): 

~Yi 
Kij = ~Uj (18-38) 

For example, Kn can be evaluated as Kn = ~Y1f~u1. 
This approach can be used whether the gains are ob­
tained from a mathematical model (simulator) or from 
actual process data. Of course, in the latter case, usu­
ally more effort and cost are required to obtain the nec­
essary information; hence, it is advantageous to use a 
model when one is available. 

For experimental determination of K;j, it is also de­
sirable to perform several step tests for the same input, 
using different magnitudes and directions for the input 
change and then average the results. When using a sim­
ulator, it is easier to control the conditions of the simu­
lated step change, and the results are less prone to 
error. However, it is not mandatory to have a dynamic 
simulator in order to perform the gain calculation. Al­
ternatively, a steady-state simulator can be used by 
starting from a base case and then changing a single 
input to two new values, one higher ( + ~uj) and one 
lower (- ~uj) than the base case, and then finding the 
corresponding changes in y for each input change. The 
perturbations in uj should be chosen carefully so that 
the calculated gains (and hence the RGA) do not 
change significantly with the size of the perturbation 
(as it is increased or decreased). See McAvoy (1983) 
for more details. 

18.2.4 Measure of Process Interactions and 
Pairing Recommendations 

Equation 18-32 can be used to interpret further the rela­
tive gain array of a 2 X 2 process. Assuming that y2 is 
kept at its set point of zero under closed-loop control, re­
arranging (18-32) gives 

Y1 K12K21 _ [ _ K12K21] 
- = Kn- K - Kn 1 K K 
U1 22 11 22 

(18-39) 

The term, - K12K21IKnK22, can be thought of as an in­
teraction term that modifies the open-loop process gain 
Kn due to the effect of the controller in the other 
loop (GcZ). This effect can be positive or negative, 
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depending on the ratio of the gains. Using (18-34) as 
the definition of 1\.11 = I\, we can then write 

Y1 [1] [ 1-1\.] u1 = Ku x_- = Ku 1 +-1\.- (18-40) 

Thus I\ can be interpreted as a divisor of the open-loop 
gain K11, or the term (1 - 1\.)/1\. is a correction to K11. An­
other way to view (18-40) is that closed-loop gain = 
open-loop gain//\, which is a restatement of the definition 
in (18-24). For example, if I\ = 1, there is no correction to 
the gain, and the open-loop gain is the same as the 
closed-loop gain. If I\ is a large positive value, the closed­
loop gain is much smaller than the open-loop gain. The 
practical implication of a large value of I\ is that u1 no 
longer has much influence on Y1, which could have im­
portant operational implications. Finally, if I\ is negative, 
the closed-loop gain changes sign from K11, which indi­
cates serious difficulties in controller design if the first 
loop is closed. 

RGA analysis of cases larger than 2 X 2 may not 
lead to clear conclusions, especially if one is evaluating 
an operating process that already has some mixture of 
open and closed loops. It is important to understand in 
a multivariable process how other control loops affect 
the process gain of a given open loop. Sometimes it is 
not obvious that the pathological behavior of a particu­
lar input-output combination may be due to other con­
trollers. Further troubleshooting analysis may lead to 
the conclusion that a different control strategy is re­
quired before a critical output variable can be success­
fully controlled (see Appendices G and H for a discussion 
of plantwide control). 

For the 2 X 2 process in Eqs. 18-26 and 18-27, five 
pairing cases can be considered (recall that I\ defines 
the entire matrix A because the sum of the RGA ele­
ments is unity for each row and for each column): 

1. A. = 1. In this situation, it follows from (18-24) 
that the open-loop and closed-loop gains between 
Y1 and u1 are identical. In this ideal situation, 
opening or closing loop 2 has no effect on loop 1. 
It follows that Y1 should be paired with u1 (i.e., a 
1-112-2 configuration should be employed). 

2. A. = 0. Equation 18-24 indicates that the open­
loop gain between Yl and u1 is zero, and thus u1 

has no direct effect on Y1· Consequently, u1 should 
be paired with Yz rather than Yl (i.e., the 1-2/2-1 
configuration should be utilized). 

3. 0 < A. < 1. From Eq. 18-24, the closed-loop gain 
between Yl and u1 is larger than the open-loop 
gain. Within this range, the interaction between 
the two loops is largest when I\ = 0.5, which indi­
cates that the second term in Eq. 18-33 is equal to 
-1 (McAvoy, 1981; Shinskey, 1996). 

4. A. > 1. For this situation, closing the second loop 
reduces the gain between y1 and u1. Thus, the con-

trol loops interact. As I\ increases, the degree of 
interaction increases and becomes most severe as 
I\ ~ oo. When I\ is very large, it is impossible to 
control both outputs independently (Skogestad 
and Postlethwaite, 2005). 

5. A. < 0. When I\ is negative, the open-loop and 
closed-loop gains between Y1 and u1 have different 
signs. Thus, opening or closing loop 2 has an ad­
verse effect on the behavior of loop 1 such as oscil­
lation. It follows that Y1 should not be paired with 
u1. For I\ < 0 the control loops interact by trying 
to "fight each other" (McAvoy, 1983; Shinskey, 
1996), and the closed-loop system may become 
unstable. 

Based on these considerations, the RGA analysis for 
a 2 X 2 process leads to the conclusion that y1 should 
be paired with u1 only if I\ ::::: 0.5. Otherwise, Y1 should 
be paired with u2, the reverse pairing. This reasoning 
can be extended to n X n processes and leads to Bris­
tol's original recommendation for controller pairing: 

Recommendation: Pair the controlled and manipulated 
variables so that corresponding relative gains are positive 
and as close to one as possible. 

At this point, it is appropriate to make several remarks 
about the RGA approach. 

1. The above recommendation is based solely on 
steady-state information. However, dynamic be­
havior should also be considered in choosing a 
controller pairing. In particular, closed-loop sta­
bility should be checked using a theorem that is 
presented in the next section. 

2. If I\ = 0 or I\ = 1, the two control loops for a 2 X 2 
process either do not interact at all or exhibit only 
a one-way interaction, based on this steady-state 
analysis. Furthermore, at least one of the four 
process gains must be zero, according to Eq. 18-34. 

3. If a pairing of inputs and outputs in a 2 X 2 
process corresponds to a negative relative gain, 
then the closed-loop system will exhibit instability 
either in the overall closed-loop system or in the 
loop with the negative relative gain by itself. 

One property of interest in control loop design is 
called loop integrity. Skogestad and Postlethwaite 
(2005) have considered the case when the RGA ele­
ment is negative for a given pairing, the process is sta­
ble, and the feedback controller contains integral 
action. If the control loop with the negative pairing is 
disabled owing to failure (or being taken out of service) 
or because of saturation of the controller output, the 
multiloop control system will become unstable. A re­
lated property is called decentralized integral controlla­
bility (DIC). When each loop contains integral action, 



the property of DIC means that the gain of each con­
troller can be reduced to zero without the closed-loop 
system becoming unstable. Campo and Morari (1994) 
have developed conditions of Aij that ensure DIC; for 
the 2 X 2 case, for example, A.11 > 0 guarantees DIC. 

A one-way interaction occurs when one loop affects 
the other loop but not vice versa. Suppose that K has 
the structure 

K = [K11 K12] 
0 Kzz 

Then loop 1 does not affect loop 2, because K 21 = 0, 
and thus u1 has no effect on y2. However, loop 2 does 
affect loop 1 via u2 if K12 =/= 0. This one-way interaction 
does not affect the closed-loop stability because K21 = 0; 
consequently, the characteristic equation in Eq. 18-20 
reduces to the two equations in (18-22). Thus, for this 
one way interaction, loop 2 tends to act as a source of 
disturbances for loop 1. 

To illustrate how the RGA can be used to determine 
controller pairing, we next consider several examples. 
Additional examples have been presented by McAvoy 
(1983). 

EXAMPLE 18.3 

Consider the in-line blending system of Fig. 18.1a. It is 
proposed that w and x be controlled using a conventional 
multiloop control scheme, with WA and wB as the manipu­
lated variables. Derive an expression for the RGA and 
recommend the best controller pairing for the following 
conditions: w = 4 lb/min and x = 0.4. 

SOLUTION 

Assuming perfect mixing, a process model can be derived 
from the following steady-state mass balances: 

Total mass: 

Component A: 

w=wA+WB 

xw=wA 

(18-41) 

(18-42) 

Substituting (18-41) into (18-42) and rearranging gives 

(18-43) 

The RGA for the blending system can be expressed as 

A-w[ A 1~A] 
X 1-A "-

Relative gain A can be calculated from Eq. 18-34 after the 
four steady-state gains are calculated: 

Ku = ( ;:)wB = 1 (18-44a) 
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K12 = ( :JwA = 1 (18-44b) 

K ( ax) WB = 1-x (18-44c) 
21 = awA WB = (WA +wB)2 W 

K22 = ( a~JwA = (wA-::B)2 
X 

(18-44d) 
w 

Substituting into Eq. 18-34 gives A = x. Thus, the RGA is 

W [ X A-
x 1-x 

Note that the recommended pairing depends on the de­
sired product composition x. For x = 0.4, w should be 
paired with WB and x with WA. Because all four relative 
gains are close to 0.5, control loop interactions will be a se­
rious problem. On the other hand, if x = 0.9, w should be 
paired with WA and x with WB. In this case, the control 
loop interactions will be small. Note that for both cases, 
total flow rate w is controlled by the larger component 
flow rate, w A or WB· 

EXAMPLE 18.4 

The relative gain array for a refinery distillation column 
associated with a hydrocracker discussed by Nisenfeld and 
Schultz (1971) is given by 

Ul 

Yll 0.931 
A = Y2 --D.Oll 

Y3 --D.135 
Y4 0.215 

U2 
0.150 

--D.429 
3.314 

-2.030 

U3 

0.080 
0.286 

-0.270 
0.900 

-0~;641 
1.154 (18-45) 

-1.910 
1.919 

The four controlled variables are the compositions of the 
top and bottom product streams (y1, y2) and the two side 
streams (y3, y4 ). The manipulated variables are the four 
flow rates numbered from the top of the column; for ex­
ample, the top flow rate is u1. Find the recommended 
pairing using the RGA. 

SOLUTION 

To determine the recommended controller pairs, we 
identify the positive relative gains that are closest to one 
in each row and column. From the rows, it is apparent 
that the recommended pairings are Yl-ul, Y2-u4, y3-u2, 
and y4-u3. Note that this pairing assigns u2 to y3 rather 
than to y1, even though its relative gain of 3.314 is farther 
from one. This choice is required because pairing any 
other manipulated variable with y3 corresponds to a neg­
ative relative gain, which is undesirable. The Yru1 and 
y4-u3 relative gains are close to one, so these selections 
are straightforward. 
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The two previous examples have shown how the 
RGA can be calculated from steady-state gain informa­
tion. For integrating processes such as the liquid stor­
age system considered in Section 5.3, one or more 
steady-state gains do not exist. Consequently, the stan­
dard RGA analysis must be modified for such systems 
(Woolverton, 1980; Arkun and Downs, 1990). The RGA 
analysis proceeds in the usual manner, except that any 
controlled variable that is the output of an integrating 
element should be replaced by its rate of change. Thus, 
if a liquid level h is both a controlled variable and the 
output of an integrating element, then h will be re­
placed by dhldt in the RGA analysis. This procedure is 
illustrated in Exercise 18.8. 

Useful information about the stability of a proposed 
multiloop control system can be obtained using a theo­
rem originally reported by Niederlinski (1971) and 
later corrected by Grosdidier et al. (1985). Like the 
RGA analysis, the theorem is based solely on steady­
state information. It is assumed that the steady-state 
gain matrix K has been arranged so that the diagonal 
elements correspond to the proposed pairing; that is, 
it is assumed that Yl is paired with u1, Y2 and uz, 
and so on. This arrangement can always be obtained 
by reordering the elements of the y and u vectors if 
necessary. 

The following theorem is based on three assumptions 
similar to those stated by Grosdidier et al. (1985): 

1. Let Gpij(s) denote the (i, j) element or process 
transfer function matrix, Gp(s). Each Gp;j(s) must 
be stable, rational, and proper; that is, the order of 
the denominator must be at least as great as the 
order of the numerator. 

2. Each of the n feedback controllers in the multi­
loop control system contains integral action. 

3. Each individual control loop is stable when any of 
the other n - 1 loops are opened. 

Stability Theorem. Suppose that a multiloop control 
system is used with the pairing Yl - u1, Y2 - uz, ... , 
Yn - Un- If the closed-loop system satisfies Assumptions 
1-3, then the closed-loop system is unstable if 

_l!L<O 
n (18-46) 

1
QKu 

where IKI denotes the determinant of K. 
Note that this theorem provides a sufficient (but not 

necessary) condition for instability. Thus, if the in­
equality is satisfied, the closed-loop system will be 
unstable. However, if the inequality is not satisfied, the 
closed-loop system may or may not be unstable, de­
pending on the numerical values of the controller set­
tings. The inequality is also satisfied if the proposed 
pairing for a 2 X 2 system corresponds to a negative 

value of a relative gain. McAvoy (1983, p. 84) reports 
several examples where apparently reasonable RGA 
pairings result in unstable closed-loop systems. Thus, it 
is important to consider the process dynamics and also 
check to ensure that a proposed pairing does not satisfy 
the inequality in Eq. 18-46. 

Assumption 1 requires that each Gp;j(s) be a rational 
function; hence, the theorem does not strictly apply to 
processes that contain time delays. Because time delays 
do not affect the steady-state matrix K, the theorem 
still provides useful insight into the stability of such sys­
tems, even though the analysis is no longer rigorous 
(Grosdidier et al., 1985). 

Processes with poorly conditioned K matrices tend to 
require large changes in the manipulated variables in 
order to influence the controlled variables. This asser­
tion can be justified as follows. Solving Eq. 18-28 for u, 

u = K-l y (18-47) 

and substituting set point Ysp for y gives 

u = K-1 Ysp (18-48) 

The inverse of K in (18-48) can be calculated from the 
standard formula, 

_1 _ adjoint of K 
K - IKI (18-49) 

The adjoint of K is formed from its cofactors (Strang, 
1988). 

If IKI is small(<< 1), we conclude from (18-48) and 
(18-49) that the required adjustments in u will be very 
large, resulting in excessive control actions. Small val­
ues of IKI also lead to large values of the relative gain 
array ( cf. Section 18.2). For a 2 X 2 process, the relative 
gain array is characterized by a single parameter A. 
The following expression for A can be obtained by 
rearranging Eq. 18-34: 

(18-50) 

Thus, if IKI is small, A becomes very large, and process 
interactions are extremely strong, leading to control 
difficulties. 

18.2.5 Dynamic Considerations 

An important disadvantage of the standard RGA ap­
proach is that it ignores process dynamics, which can be 
an important factor in the pairing decision. For exam­
ple, if the transfer function between Yl and u1 contains 
a very large time delay or time constant (relative to the 
other transfer functions), Yl will respond very slowly 
to changes in u1. Thus, in this situation, a Yl-ul pair­
ing is not desirable from a dynamic perspective (see 



Example 18.2). McAvoy (1983, p. 214) has noted that 
dynamic interactions tend to be more important for 
2 X 2 processes when A > 1 than when 0 < A < 1. How­
ever, dynamic considerations can still affect the pairing 
decision even when 0 < A < 1, as illustrated in the fol­
lowing example. 

EXAMPLE 18.5 

Consider the transfer function model of Example 18.2 but 
with a gain of -2 in Gpu(s) and a time delay of unity in 
each transfer function: 

r 
-2e-s 1.5e-s ~ 

G ( ) = lOs+ 1 s + 1 
P s l.Se-s 2e-s 

-- ---
s + 1 lOs+ 1 

(18-51) 

Use the RGA approach to determine the recommended 
controller pairing based on steady-state considerations. 
Do dynamic considerations suggest the same pairing? 

SOLUTION 

The corresponding steady-state gain matrix is 

K= [-2 1.5] 
1.5 2 

(18-52) 

Using the formula in Eq. 18-34, we obtain l\.11 = 0.64. 
Thus, the RGA analysis indicates that the 1-112-2 pairing 
should be used. However, the off-diagonal time constants 
in Eq. 18-51 are only one-tenth of the diagonal time con­
stants. Thus, y1 responds 10 times faster to u2 than to u1; 

similarly, y2 responds 10 times faster to u1 than to u2. Con­
sequently, the 1-2/2-1 pairing is favored based on dynamic 
considerations, and a conflict exists between steady-state 
and dynamic considerations. A computer simulation of the 
two alternative control configurations for this example has 
shown that the 1-2/2-1 configuration provides better con­
trol (Gagnepain and Seborg, 1982). Here the RGA analy­
sis provides an incorrect recommendation concerning the 
more effective controller pairing. Extensions of the RGA 
to include process dynamics are discussed next. 

18.2.6 Extensions of the RGA Analysis 

Several researchers have suggested interaction mea­
sures that consider the process dynamics or frequency 
response as well as steady-state gains (Witcher and 
McAvoy, 1977; Tung and Edgar, 1981; Grosdidier and 
Morari, 1986; Skogestad and Postlethwaite, 2005). 
Although these newer methods are more complicated 
than the standard RGA approach, they offer addi­
tional insights concerning the closed-loop behavior of 
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the system. The frequency domain interpretation of 
the RGA indicates how dynamics should be considered 
in the pairing of inputs and outputs. The frequency­
dependent RGA, analogous to Eq. 18-36, is the Schur 
product (each variable is a function of s = jw ): 

A = G ® (G-1)T (18-53) 

A(jw) = G(jw) ® (G-1(jw)f 

Skogestad and Postlethwaite (2005) recommend pairings 
for which the relative gains at the gain crossover and 
critical frequencies are close to one (see Appendix J). 
For this analysis, the input and output variables are 
reordered based on the recommended pairing, which 
yields an RGA that is diagonally dominant (diagonal 
terms have larger magnitudes than off-diagonal 
terms) and close in magnitude to the identity matrix 
(Grosdidier and Morari, 1986). Plants with large RGA 
elements around the critical frequency are inherently 
difficult to control because of sensitivity to errors in the 
model parameters or model mismatch, which makes 
design approaches such as decoupling unattractive (see 
Section 18.5). 

Other papers have extended the RGA approach to 
consider the effect of model uncertainty and distur­
bances on multiloop control systems (Stanley et al., 
1985; Chen and Seborg, 2002). The relative disturbance 
gain (RDG) provides a measure of the change in the 
effect of a given disturbance caused by multiloop 
(decentralized) control. For the 2 X 2 case, the steady­
state RDG is 

( Ka2K12) 
~1 = Au 1- Ka1K22 (18-54) 

where Kai is the gain of the disturbance variable di on 
Yi and ~1 is a dimensionless parameter. It is desirable 
to keep ~1 small, because small values indicate that 
the loop interactions actually reduce the effect of the 
disturbance. Skogestad and Postlethwaite (2005) have 
discussed the frequency dependence of RDG. 

18.3 SINGULAR VALUE ANALYSIS 

Singular value analysis (SV A) is a powerful analytical 
technique that can be used to solve several important 
control problems: 

1. Selection of controlled, measured, and manipu­
lated variables 

2. Evaluation of the robustness of a proposed con­
trol strategy 

3. Determination of the best multiloop control con­
figuration 

Singular value analysis and extensions such as singular 
value decomposition (SVD) also have many uses in 
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numerical analysis and the design of multivariable con­
trol systems, which is beyond the scope of this book 
(Bjorck, 1996; Skogestad and Postlethwaite, 2005). In 
this section, we provide a brief introduction to SV A 
that is based on an analysis of steady-state gains from 
the process models. 

Again, we consider the linear steady-state process 
model in Eq. 18-28. 

y = Ku (18-55) 

One desirable property of K is that the n linear equa­
tions in n unknowns represented by (18-55) be linearly 
independent. In contrast, if the equations are depen­
dent, then not all of the n controlled variables can be 
independently regulated. This characteristic property 
of linear independence can be checked by several 
methods (Bjorck, 1996). For example, if the determi­
nant of K is zero, the matrix is singular and then equa­
tions in (18-55) are not linearly independent. 

Another way to check for linear independence is to 
calculate one of the most important properties of a 
matrix: its eigenvalues. The eigenvalues of matrix K 
are the roots of the equation 

IK -ail = 0 (18-56) 

where IK - ail denotes the determinant of matrix 
K - <XI, and I is the n X n identity matrix. The n eigen­
values of K will be denoted by a1, a 2, ... an- If any 
of the eigenvalues are zero, K is a singular matrix, and dif­
ficulties will be encountered in controlling the process, 
as noted above. If one eigenvalue is very small com­
pared to the others, then very large changes in one or 
more manipulated variables will be required to control 
the process, as will be shown at the end of this section. 

Another important property of K is its singular val­
ues, a1, a 2, ..• an (Roat et al., 1986; Bjorck, 1996). 
The singular values are nonnegative numbers that are 
defined as the positive square roots of the eigenvalues 
of the matrix product KTK. The first r singular values 
are positive numbers, where r is the rank of KTK. The 
remaining n - r singular values are zero. Usually, the 
nonzero singular values are ordered, with a 1 denoting 
the largest and ur the smallest. 

The singular values arise from the decomposition of 
K (Laub, 2004): 

K= WI yT (18-57) 

where I is the diagonal matrix of singular values. W 
and Vare unitary matrices such that 

WWT = I (18-58) 

vvr = I (18-59) 

Note that for a unitary matrix, the transpose of W (or 
V) is also its inverse. The columns of W are referred 

to as the input singular vectors (and are orthonor­
mal), and the columns of V are the output singular 
vectors (also orthonormal). W, V, and I can be 
easily calculated from computer software for matrix 
analysis. 

The final matrix property of interest here is the con­
dition number (CN). Assume that K is nonsingular. 
Then the condition number of K is a positive number 
defined as the ratio of the largest and smallest nonzero 
singular values: 

CN = Ul 
Ur 

(18-60) 

If K is singular, then it is ill-conditioned, and by con­
vention, CN = oo. The concept of a condition number 
can also be extended to nonsquare matrices (Bjorck, 
1996). 

One significant difference between the RGA and 
SV A is that the elements of the RGA are independent 
of scaling, whereas the singular values (and CN) de­
pend on scaling or normalization of inputs and outputs. 
The usual SV A convention is to divide each ui and Yi by 
its corresponding range. Thus, input ui is scaled as 

u· *- l 
Ui- max min 

ui -ui 
(18-61) 

where uj is the scaled input. Skogestad and Postleth­
waite (2005) discuss the notion of the minimum condi­
tion number, where all possible scalings are evaluated 
in order to find the minimum CN. 

The condition number also provides useful infor­
mation about the sensitivity of the matrix properties 
to variations in the elements of the matrices. This 
important topic, which is related to control system 
robustness, will be considered later in this section. 
But first we consider a simple example. 

EXAMPLE 18.6 

A 2 X 2 process has the following steady-state gain matrix: 

K = [ 1 K12] 
10 1 

(18-62) 

Calculate the determinant, RGA, eigenvalues, and singu­
lar values of K. Use K 12 = 0 as the base case; then recalcu­
late the matrix properties for a small change, K 12 = 0.1. 

SOLUTION 

By inspection, the determinant for the base case is IKI = 1, 
and the RGA is A =I, so l\.11 = 1.0 and pairing is straight-



forward (y1 - uh y2 - u 2). The eigenvalues can be calcu­
lated as follows: 

I 1
1-u 0 I K-ull= =0 

10 1-u 
(18-63) 

Thus, (1 - u)2 = 0 and the eigenvalues are u1 = uz = 1. 
Now calculate the singular values, which arise from 

KTK = [1 10][ 1 OJ = [101 10] 
0 1 10 1 10 1 (18-64) 

The eigenvalues of KTK, denoted by u', can be calculated 
from IKTK- u'II = 0, which again yields a second-order 
polynomial: 

(101 - u')(1 - u')- 100 = 0 (18-65) 

Solving (18-65) gives ai = 101.99, and <Xz = 0.01. The sin­
gular values of K are then 

<T1 = \.l'li)1.99 = 10.1 

az = vo:Dl = 0.1 

and the condition number is 

CN = <Tl = 10·1 = 101 
a 2 0.1 

(18-66) 

(18-67) 

(18-68) 

Thus, K is considered to be poorly conditioned because of 
the large CN value. 

Now consider the case where K 12 = 0.1, a small change 
from the base case. The determinant of K is zero, which 
indicates that K is singular and the RGA does not exist for 
this perturbation. The eigenvalues of K calculated from 
(18-63) are u1 = 2 and u2 = 0. The singular values of K are 
a1 = 10.1, az = 0, and the condition number is CN = oo, 
because K is singular. 

This example shows that the original K matrix 
(with K 12 = 0) is poorly conditioned and very sensi­
tive to small variations in the K12 element. The large 
condition number (CN = 101) indicates the poor con­
ditioning. In contrast, the value for the determinant 
(IKI = 1) and the RGA give no indication of poor 
conditioning. The value of ll. = 1 for K 12 = 0 is quite 
misleading, because it suggests that the process model 
in Example 18.6 has no interactions and that a 1-1/2-2 
controller pairing will be suitable. However, the large 
condition number of 101 for this case implies that 
the process is poorly conditioned and thus will be 
difficult to control with any controller pairing. The 
example demonstrates that the condition number is 
superior to the determinant in providing a more reli­
able measure of ill-conditioning and potential sensitivity 
problems. 
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18.3.1 Selection of Manipulated Variables and 
Controlled Variables 

The SV A and RGA methods can be used as a way to 
screen subsets of the possible manipulated variables 
(MVs) and controlled variables (CVs) for a MIMO 
control system. Because these analyses are based on 
the steady-state gain matrix, it is recommended that 
promising combinations of MVs and CVs be identi­
fied and then investigated in more detail using simu­
lation and dynamic analysis. The two steps shown 
below can be used to identify promising subsets of 
MVs and CVs, recognizing that for multiloop control 
the number of MVs should equal the number of CVs 
(a square system). 

1. Arrange the singular values from largest to small­
est (am <Tn-1, ... a1); if ai/ai-1 > 10 for some 
i ;::: 2, then these singular values can be neglected, 
and at least one MV and one CV should be omit­
ted, as discussed in step 2. 

2. Generate alternative gain matrices by deleting 
one row and one column at a time and calculating 
the singular values and condition numbers. Ele­
ments of W and V can be used in some cases 
to guide the choice of which MV and CV should 
be removed (Skogestad, 1992). The most promis­
ing gain matrices have the smallest condition 
numbers. Then perform dynamic simulation to 
choose the best MV/CV set out of the remaining 
alternatives. 

Skogestad and Postlethwaite (2005) have indicated 
that for nonsquare plants (more inputs than outputs 
or vice versa), the RGA can be used to eliminate 
some inputs or outputs. For this case the RGA is also 
nonsquare, and elements in each row (or each col­
umn) do not necessarily sum to one. For more inputs 
than outputs, if all the elements in a column in the 
RGA are small(<< 1), then the corresponding input 
can be deleted without much loss in performance. 
Similarly, for more outputs than inputs, if all ele­
ments in a row of the RGA are small, then that 
output cannot be controlled easily and other outputs 
should be selected. Chang and Yu (1990) have devel­
oped an RGA-based methodology for non-square 
multivariable systems. 

Roat et al. (1986) analyzed the choice of manipulated 
variables for a complex, four-component distillation 
column. The four components were propane, isobutane, 
n-butane, and isopentane. There were six possible ma­
nipulated variables, and ratios of these variables were 
also permissible. Table 18.2 shows the condition num­
bers for six control configurations that were evaluated 
for the column. Note that the last three strategies have 
approximately the same low CN. Subsequently, these 
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Table 18.2 Condition Numbers for the Gain Matrices Relating Controlled 
Variables to Various Sets of Manipulated Variables for a Distillation Column 
(Roat et al., 1986) 

Controlled Variables 
xv = Mole fraction of propane in distillate D 
x64 = Mole fraction of isobutane in tray 64 sidedraw 
x15 = Mole fraction of n-butane in tray 15 sidedraw 
xs = Mole fraction of isopentane in bottoms B 

Possible Manipulated Variables 
L = Reflux flow rate B = Bottoms flow rate 
D = Distillate flow rate S64 = Sidedraw flow rate at tray 64 
V = Steam flow rate S1s = Sidedraw flow rate at tray 15 

Strategy Number• Manipulated Variables Condition Number 

1 
2 
3 
4 
5 
6 

LID, s64· S1s. v 
VI L, S64• S15, V 
Dtv, s64· S1s. v 
n, s64· S1s. v 
L, s64· sls. B 
L, s64· S1s. v 

9,030 
60,100 

116,000 
51.5 
57.4 
53.8 

a In each control strategy, the first controlled variable is paired with the first manipulated 
variable, and so on. Thus, for Strategy 1, xv is paired with LID, and xB is paired with V. 

three strategies were selected for further evaluation 
using dynamic simulation. Based on simulation results, 
the best control strategy in Table 18.2 was number 4. [ 

0.0541 0.9984 0.0151] 
v = 0.9985 -0.0540 --o.0068 

-0.0060 0.0154 --o.9999 
(18-72) 

EXAMPLE 18.7 

Determine the preferred multiloop control strategy for 
a process with the following steady-state gain matrix, 
which has been scaled by dividing the process variables 
by their maximum values: 

[Yll [0.48 0.90 
Yz = 0.52 0.95 
Y3 0.90 --D.95 

--D.006][u1] 0.008 u2 

0.020 U3 
(18-69) 

SOLUTION 

The singular value analysis in Eqs. (18-57) through (18-60) 
yields 

[ 
0.5714 

w = 0.6035 
-0.5561 

L [Lr 
0.3766 0.7292] 
0.4093 -0.6843 
0.8311 0.0066 

(18-70) 

0 0 l 1.143 0 
0 0.0097 

(18-71) 

CN = cr1 = 1.618 = 166.5 
(T3 0.0097 

The RGA is as follows: 

[
-2.4376 

A = 1.2211 
2.2165 

3.0241 0.4135] 
--o.7617 0.5407 
-1.2623 0.0458 

(18-73) 

Note that a preliminary pairing based on the RGA would be 
YrUz, yz-u3, y3-u1. However, two of the singular values (cr1, 

cr2) are of the same magnitude, but cr3 is much smaller. The 
CN value suggests that only two output variables can be con­
trolled effectively. If we eliminate one input variable and 
one output variable, the condition number, cr1/cr2, can be re­
calculated, as shown in Table 18.3. 

In order to assess which two inputs should be used and 
which measured variables should be controlled, Table 18.3 
shows nine pairings, along with CN and A. Based on their 
having small condition numbers and acceptable values of A, 
pairings 4 (yl-uz, y3-u1) and 7 (yz-uz, y3-u1) appear to be the 
most promising ones. In both cases, u1 and u2 are the pre­
ferred set of inputs, probably because the gain matrix has 
small entries in the column corresponding to u3. Note also 
that A is acceptable for pairings 5 and 9, but the CN is very 
high for each case, thus ruling them out. Pairing 4 is consis­
tent that the original3 X 3 RGA in (18-73), but pairing 7 is 
not. The final choice of either pairing 4 or 7 should be based 
on dynamic simulation of the closed-loop systems. 
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Table 18.3 CN and A for Different 2 X 2 Pairings, Example 18.7 

Pairing Controlled Manipulated 
Number Variables 

1 Yl·Y2 
2 Yl.Y2 
3 Yl·Y2 
4 Yl·Y3 
5 Yl·Y3 
6 Yl·Y3 
7 Y2·Y3 
8 Y2·Y3 
9 Y2·Y3 

There may be considerable value in using the various 
measures discussed in this section (RGA and SVA) for 
plantwide control analysis, where the number of process 
variables can be very large. Screening approaches can 
identify possible control configurations, which reduces 
the number of dynamic simulation cases to a manageable 
number (McAvoy and Braatz, 2003). 

This topic is currently an open research area; more de­
tails on plantwide control are provided in Appendices G 
and H. 

18.4 TUNING OF MULTILOOP PID 
CONTROL SYSTEMS 

Multiloop (decentralized) PID control systems are 
often used to control interacting multiple-input, multi­
ple-output processes because they are easy to understand 
and require fewer parameters to tune than more general 
multivariable controllers. Another advantage of multi­
loop controllers is that loop failure tolerance of the result­
ing control system can be easily checked. Loop failure 
tolerance is important in practical applications, because 
some loops may be placed in manual mode, or the ma­
nipulated variables of some loops can be saturated at 
their limits so they cannot be changed to avoid instability. 

We consider four types of tuning methods for multi­
loop PID control systems: 

1. Detuning method (Luyben, 1986) 
2. Sequential loop tuning method (Hovd and 

Skogestad, 1994) 
3. Independent loop method (Grosdidier and 

Morari, 1987; Skogestad and Morari, 1989) 
4. Relay auto-tuning (Sherr and Yu, 1994) 

In the detuning method, each controller of the multi­
loop control system is first designed, ignoring process in­
teractions from the other loops. Then interactions are 
taken into account by detuning each controller until a 

Variables CN A 

ul, u2 184 39.0 
U1, U3 72.0 0.552 
U2, U3 133 0.558 
U2, Ul 1.51 0.640 
U1, U3 69.4 0.640 
U2, U3 139 1.463 
u2, ul 1.45 0.634 
ul, u3 338 3.25 
u2, u3 67.9 0.714 

performance criterion is met. Typically, controller set­
tings are made more conservative; that is, the gains are 
decreased, and the integral times are increased in one or 
more loops. For example, in a 2 X 2 control problem, 
one could choose to detune the control loop for the less 
important controlled variable. The biggest log-modulus 
tuning (BLT) method proposed by Luyben (1986) is a 
well-known detuning method. Initially, the Ziegler­
Nichols settings (Section 12.5) are determined for each 
control loop (KzN, TzN)· For PI controllers, the detuning 
is performed by adjusting a single parameter F that ad­
justs the controller gain and the integral time as follows. 

KzN 
Kc=p (18-74) 

The detuning parameter F is increased from one until 
the biggest log-modulus reaches a specified value. The 
biggest log modulus is a measure of how far the closed­
loop system is from being unstable (Luyben, 1986). 

In the sequential loop tuning method (Hovd and 
Skogestad, 1994), the controller for a selected input­
output pair is tuned and this loop is closed. Then a sec­
ond controller is tuned for a second pair while the first 
control loop remains closed, and so on. Because each 
controller can be tuned using SISO methods, it is sim­
pler than the detuning method. A disadvantage is that 
the controller settings depend strongly on which loop is 
tuned first. Usually, the fastest loops are tuned first. In 
the independent loop method, each controller is de­
signed based on the corresponding open-loop and 
closed-loop transfer functions, while satisfying inequality 
constraints on the process interactions (Grosdidier and 
Morari, 1987; Skogestad and Morari, 1989). Then the 
IMC approach is used to obtain PID controller settings 
for each loop, usually with a single tuning parameter 
for each loop. 

Relay auto-tuning can also be used to tune multiloop 
control systems. The loops can be tuned in a sequential 
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manner or simultaneously. Shen and Yu (1994) use 
relay auto-tuning of each single loop in succession. 
For a 2 X 2 system, they first put one loop in manual 
while tuning the second loop. Then with the first loop 
in automatic, they auto-tune the second loop. Then 
the first loop is tuned again with the second controller 
in automatic. This procedure is repeated until conver­
gence occurs. 

18.5 DECOUPLING AND MULTIV ARIABLE 
CONTROL STRATEGIES 

In this section, we discuss several strategies for reduc­
ing control-loop interactions. 

18.5.1 Decoupling Control 

One of the early approaches to multivariable control is 
decoupling control. By adding additional controllers 
called decouplers to a conventional multiloop configu­
ration, the design objective to reducing control loop in­
teractions can be realized. In principle, decoupling control 
schemes can reduce control loop interactions, and a 
set-point change for one controlled variable has little 
or no effect on the other controlled variables. In prac­
tice, these benefits may not be fully realized due to im­
perfect process models. A typical decoupler is based on 
a simple process model that can be either a steady-state 
or dynamic model. 

One type of decoupling control system for a 2 X 2 
process and a 1-1/2-2 control configuration is shown in 
Fig. 18.9. Note that four controllers are used: two 
conventional feedback controllers, Gc1 and Gc2, plus 
two decouplers, T12 and T21. The input signal to each 
decoupler is the output signal from a feedback con­
troller. In Fig. 18.9, the transfer functions for the trans-

Figure 18.9 A decoupling control system. 

mitters, disturbances, and final control elements have 
been omitted for the sake of simplicity. Skogestad and 
Postlethwaite (2005) have discussed the more general 
case where these transfer functions are included. The 
decouplers are designed to compensate for undesirable 
process interactions. For example, decoupler Tz1 can 
be designed so as to cancel Y21, which arises from the 
undesirable process interaction between U1 and Yz. 

This cancellation will occur at the Y2 summer if the 
decoupler output U21 satisfies 

(18-75) 

Substituting for U21 = Tz1 U11 and factoring gives 

(18-76) 

Note that U11(s) =1- 0, because U11 is a controller out­
put that is time dependent. Thus, to satisfy Eq. 18-76, it 
follows that 

(18-77) 

Solving for T21 gives an expression for the ideal de­
coupler, 

Gp21 
Tz1 = ---

Gp22 
(18-78) 

Similarly, a design equation for T12 can be derived by 
imposing the requirement that U22 have no net effect on 
Y1. Thus, the compensating signal U12 and the process 
interaction due to Gp1Z should cancel at the Y1 summer. 
Similar to 18-78, the ideal decoupler is given by 

Gp12 
T12 = ---

Gp11 
(18-79) 

The ideal decouplers in Eqs. 18-78 and 18-79 are very 
similar to the ideal feedforward controller in Eq. 15-21 
with Gt = Gv = 1. In fact, one can interpret a decoupler 
as a type of feedforward controller with an input signal 
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that is a manipulated variable rather than a disturbance 
variable. Recall from Chapter 15 that the ideal feedfor­
ward controller may not be physically realizable. Simi­
larly, ideal decouplers are not always physically 
realizable and they may suffer from model error; hence a 
steady state model may be assumed for simplicity- e.g., 

Kp2l Kpl2 
T21 = - -- and T12 = - -- (18-80) 

Kp22 Kpll 

This is called static decoupling (McAvoy, 1979). An­
other simplification is called partial decoupling, where 
only one decoupler is implemented. A disadvantage of 
static decoupling is that control loop interactions still 
exist during transient conditions; e.g., a set-point 
change for Y1 will tend to upset Y2. However, if the dy­
namics of the two loops are similar, static decoupling 
can produce excellent transient responses. For most 
multivariable control problems, model predictive con­
trol (Chapter 20) is the preferred technique, and decou­
pling is rarely implemented in new control applications 
in industry. 

18.5.2 General Multivariable 
Control Techniques 

The term multivariable control refers generically to 
the class of control strategies in which each manipu­
lated variable is adjusted on the basis of the errors in 
all of the controlled variables, rather than the error in 
a single variable, as is the case for multiloop control. 
For example, a simple multivariable proportional con­
trol strategy for a 2 X 2 process could have four con­
troller gains and the following form: 

u1(t) = Kcllel(t) + Kc12ez(t) 

uz(t) = Kc21e1(t) + Kczzez(t) 

(18-81) 

(18-82) 

If Kc12 = Kc2l = 0, the multivariable control system re­
duces to a 1-1/2-2 multiloop control system, because 
each manipulated variable is adjusted based on a single 
error signal. Similarly, a 1-2/2-1 multiloop control system 
results if Kc11 = Kc22 = 0. Thus, multiloop control is a 
special case of the more general multivariable control. 
Note that the decoupling control scheme shown in Fig. 
18.9 is also a multivariable control strategy, because each 
manipulated variable depends on both error signals. 

Equations 18-81 and 18-82 illustrate multivariable 
proportional control for a 2 X 2 process. Multivariable 
control strategies can also be developed that include in­
tegral, derivative, and feedforward control action. The 
books by Goodwin et al. (2001) and Skogestad and 
Postlethwaite (2005) provide additional information. In 
this text, we emphasize the use of model predictive 
control as the method of choice for designing multivari­
able controllers, as discussed in Chapter 20. 

18.6 STRATEGIES FOR REDUCING 
CONTROL LOOP INTERACTIONS 

In Section 18.1 we described how process interactions 
between manipulated and controlled variables can re­
sult in undesirable control loop interactions. When 
control loop interactions are a problem, a number of al­
ternative strategies are available: 

1. Select different manipulated or controlled variables. 
2. Re-tune one or more multiloop PID controllers, 

taking process interactions into account. 
3. Consider a more general multivariable control 

method, such as model predictive control. 

Strategy 1 is illustrated in the next section, while strat­
egy 2 was considered in previous sections. Strategy 3 is 
considered in Chapter 20. 

18.6.1 Selection of Different Manipulated or 
Controlled Variables 

For some control problems, loop interactions can be 
significantly reduced by choosing alternative controlled 
and manipulated variables. For example, the new 
controlled or manipulated variable could be a simple 
function of the original variables such as a sum, differ­
ence, or ratio (Weber and Gaitonde, 1982; McAvoy, 
1983; Waller and Finnerman, 1987). Industrial distilla­
tion columns have been controlled using simple, nonlin­
ear functions of xv and xs as the controlled variables, 
rather than xv andxs (e.g., Weber and Gaitonde, 1982). 
The selection of appropriate manipulated and con­
trolled variables that reduce control loop interactions 
tends to be an art rather than a science. 

EXAMPLE 18.8 

For the blending system of Example 18.3, choose a new set 
of manipulated variables that will reduce control loop in­
teractions by making A = 1. 

SOLUTION 

From the expression for the relative gain in Eq. 18-34, it is 
clear that A = 1 if K 12 and/or K21 = 0. Thus, we want to 
choose manipulated variables so that the steady-state gain 
matrix has a zero for at least one of the off-diagonal ele­
ments. Inspection of the process model in Eqs. 18-41 and 
18-42 suggests that suitable choices for the manipulated 
variables are u1 = w A + wB and u2 = w A· Substitution into 
the process model gives an equivalent model in terms of 
the new variables: 

(18-83) 

(18-84) 
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Linearizing (18-84) gives the gain matrix Kin Eq. (18-28) 
where 

(18-85) 

vectors y and u are defined as y = [ w, x f and u = [ u1, uzf. 
Because w depends on u1 but not u2, the only feasible con­
troller pairing is w-u1 and x-u2. From Eqs. 18-85 and 18-34, 
it follows that K12 = 0 and A = 1. Because K21 =!= 0, there 
will be a one-way interaction, with the w-u1 control loop 

SUMMARY 
In this chapter we have considered control problems 
with multiple inputs (manipulated variables) and multi­
ple outputs (controlled variables), with the main focus 
on using a set of single-loop controllers (multiloop con­
trol). Such MIMO control problems are more difficult 
than SISO control problems because of the presence of 
process interactions. Process interactions can produce 
undesirable control loop interactions for multiloop 
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EXERCISES 

18.1 

• 
Luyben and Vinante (Kern. Teollisuus, 29, 499 (1972)) 
developed a distillation column model relating temper­
atures on the 4th and 17th trays from the bottom of the 
column ( T4, T17 ) to the reflux ratio R and the steam 
flow rate to the reboiler S: 

r 
-2.16e -s 1.26e -D.3s j 

T17(s) 8.25s + 1 7.05s + 1 R(s) 
[T4(s) J = -2.75e-l.Bs 4.28e-D.3Ss [s(s)] 

8.25s + 1 9.0s + 1 

Compare the closed-loop set-point changes that result from 
the T17-RIT4-S pairing and the Ziegler-Nichols continuous 
cycling method in Chapter 12. Consider two cases: 
(a) A set-point change is made in each loop with the other 
loop in manual. 

(b) The set-point changes are made with both controllers in 
automatic. 

18.2 Derive an expression for the characteristic equation for 
the 1-2/2-1 configuration in Fig. 18.3b. Simplify and interpret 
this equation for the special situation where either Gp11 or 
Gp22 is zero. 

18.3 Derive equivalent closed-loop formulas to (18-9) through 
(18-11) for the case where there are sensor transfer functions 
(Gml, Gmz) for the outputs (y1, yz). 

18.4 Consider the stirred-tank heating system of Fig. 6.14 
and assume that the manipulated inputs are wh and w. Sug­
gest a reasonable pairing for a multiloop control scheme and 
justify your answer. 

18.5 For the in-line blending system of Example 18.8, draw 
block diagrams for two multiloop control schemes: 
(a) The standard scheme for x = 0.4. 

(b) The less interacting scheme where u1 = w A + WB and 
Uz = WA. 

You may assume that each transmitter and control valve can 
be represented by a first-order transfer function, and that PI 
controllers are utilized. 

18.6 A conventional multiloop control scheme consisting of 
two PI controllers is to be used to control the product compo­
sitions xn and XB of the distillation column shown in Fig. 
18.1b. The manipulated variables are the reflux flow rate R 
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and the steam flow rate to the reboiler S. Experimental data 
for a number of steady-state conditions are summarized below . 
Use this information to do the following: 

(a) Calculate the RGA and determine the recommended 
pairing between controlled and manipulated variables. 
(b) Does this pairing seem appropriate from dynamic con­
siderations? Justify your answer. 

Table E18.6 

R s 
Run (lb/min) (lb/min) xn XB 

1 125 22 0.97 0.04 
2 150 22 0.95 0.05 
3 175 22 0.93 0.06 
4 150 20 0.94 0.06 
5 150 24 0.96 0.04 

18.7 For the Wood-Berry distillation column model in 
Example 18.1: 

(a) Which pairing of controlled and manipulated variables 
would you recommend based on steady-state considerations? 

(b) Which pairing based on dynamic considerations? Justify 
your answers. 

18.8 A dynamic model of the stirred-tank heating system in 
Fig. 6.14 was derived in Chapter 6. Use this model to do the 
following: 

(a) Derive an expression for the relative gain array. 

(b) Design an ideal decoupling control system, assuming that 
the transmitters and control valves have negligible dynamics. 
(c) Are these decouplers physically realizable? If not, sug­
gest appropriate modifications. 

18.9 A binary distillation column has three tray temperature 
measurements (17th, 24th, 30th trays) that can be used as 
possible controlled variables. Controlling temperature is 
equivalent to controlling composition. Step testing gives the 
following steady-state input-output relationships (u1 = steam 
pressure in reboiler; u2 = reflux ratio): 

Th = 1.5ul + 0.5uz (1) 

Tz4 = 2.0u1 + 1.7uz (2) 

T3o = 3.4ul + 2.9uz (3) 
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Figure E18.10 

All variables are deviation variables. Select the 
2 X 2 control system that has the most desirable interac­
tions, as determined by the RGA (note that there are three 
possible 2 X 2 control configurations). Explain why the 
combination of Tz4 and T3o is the least desirable controlled 
variable set, based on analyzing Eqs. (2) and (3) and the 
resulting determinant. 

18.10 For the liquid storage system shown in Fig. E18.10, it is 
desired to control liquid levels h1 and h2 by adjusting volu­
metric flow rates q1 and q2. Flow rate q6 is the major distur­
bance variable. The flow-head relations are given by 

q3 = Cvl vJ;; q5 = Cvz Vhz q4 = K(hl - hz) 

where Cvl, Cvz, and K are constants. 
(a) Derive an expression for the relative gain array for this 
system. 

(b) Use the RGA to determine the recommended pairing 
of controlled and manipulated variables for the following 
conditions: 

Parameter Values 

K = 3 gal/min ft 

Cvl = 3 gal/min ft05 

Cvz = 3.46 gal/min ft05 

D1 = D 2 = 3.5 ft (tank diameters) 

Nominal Steady-State Values 

h1 = 4 ft, h2 = 3 ft 

18.11 For the liquid-level storage system in Exercise 18.10: 

(a) Derive a transfer function model of the form, 

Y(s) = Gp(s)U(s) + Gd(s) D(s) 

where Dis the disturbance variable and Gd is a 2 X 1 matrix 
of disturbance transfer functions. 

Po 

Figure E18.12 

F 

hz 

(b) Draw a block diagram for a multiloop control system 
based on the following pairing: hl-qllhz-qz. Do not attempt 
to derive transfer functions for the transmitters, control 
valves, or controllers. 

18.12 For the flow-pressure process shown in Fig. E18.12, it is 
desired to control both pressure P1 and flow rate F. The manip­
ulated variables are the stem positions of the control valves, M1 

and M 2. For simplicity, assume that the flow-head relations for 
the two valves are given by 

F =20Ml(Po-Pl) 

F = 30Mz(Pl- Pz) 

The nominal steady-state conditions are F = 100 gal/min, 
Po = 20 psi, P 1 = 10 psi, and P2 = 5 psi. Use the RGA 
approach to determine the best controller pairing. 

18.13 A blending system is shown in Fig. E18.13. Liquid level 
h and exit composition c3 are to be controlled by adjusting 
flow rates q1 and q3. Based on the information below, do the 
following: 

(a) Derive the process transfer function matrix, Gp(s). 
(b) If a conventional multiloop control system is used, which 
controller pairing should be used? Justify your answer. 

(c) Obtain expressions for the ideal decouplers D21 (s) and 
Dn(s) in the configuration of Fig. 18.9. 

Available Information 

(i) The tank is 3 ft in diameter and is perfectly mixed. 
(ii) Nominal steady-state values are 

h =3ft 

c1 = 0.4 mole/ft3 

q1 = 10 ft3/min 

q3 = 20 ft3/min 

c2 = 0.1 mole/ft3 

(iii) The density of each process stream remains constant at 
p = 60 lb/ft3. 
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Figure E18.13 

(iv) The primary disturbance variable is flow rate q2. 

(v) Inlet compositions c1 and c2 are constant. 
(vi) The transmitter characteristics are approximated by 

the following transfer functions with time constants in 
minutes: 

4 
0.1s + 1 

(mA/ft) 

100 3 
Gmzz(s) = 0_2s + 1 (rnA ft /mole) 

(vii) Each control valve has a gain of 0.15 ft3/min rnA and a 
time constant of 10 s. 

8.14 (Modified from McAvoy, 1983). A decanter shown in 
Fig. E18.14 is used to separate a feed that consists of two 
completely immiscible liquids, a light component and a heavy 
component. Because of the large difference in their densities, 
the two components form separate liquid phases very rapidly 
after the feed enters the decanter. The decanter is always full 
of liquid. The level of the interface I between the two liquid 
phases is measured by a dp cell. Each liquid flow rate can be 
adjusted by using a control valve, which is connected to a stan­
dard PI controller. The control valve equations relate flow 
rates, pressures, and controller output signals (m1, m2, m3): 

F1 = ml(Po- P1) 

Fz = mz(Pl- Pz) 

F3 = m3(P1- P3) 

Using the following information, propose a pairing of con­
trolled and manipulated variables for a conventional multi­
loop control configuration based on physical arguments. It is 
not necessary to calculate a RGA. 

Available Information 

(a) Pressures Po and P2 are constant: 

Po = 250 psi P2 = 30 psi 

(b) The feed composition can vary. The nominal value is 
WH = 0.99, where WH is the weight fraction of the heavy 
component. 
(c) The densities of the pure components are 

PH= 9lb/gal PL = 3lb/gal 

(d) At the nominal steady state, 

F1 = 2093 gaVmin, F2 = 60 gaVmin, P1 = 180 psi 

(e) The transmitters and control valves have negligible 
dynamics compared to the process dynamics. 

Figure E18.14 

l 
Light 
phase 

m2 30 psi 

I 

18.15 A process to be controlled has two controlled variables 
Y1 and Y2, and three inputs that can be used as manipulated 
variables, U1, U2, and U3. However, it is desired to use only two 
of these three manipulated variables in a conventional multi­
loop feedback control system. Transfer functions for the process 
are shown below. Which multiloop control configuration will 
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result in the smallest amount of steady-state interaction be­
tween inputs and outputs? Justify your answer. 

Y (s) = - 3 - U (s) - 0·5 U (s) + 1 U (s) 1 2s + 1 1 (s + 1)(s + 3) 2 s2 + 3s + 2 3 

2 4 
Y2(s) = -10U1(s) + s + 1 Uz(s) + (s + 1)(3s + 1) U3(s) 

18.16 A process control engineer has decided to install an 
automated shower control system in a bathroom of her 
mansion. The design calls for a system that can deliver 
3 gal/min of water at 110 oF by mixing hot water at 170 oF, 
with colder water at 80 °F. Flow and temperature transmit­
ters are available along with control valves for adjusting the 
hot and cold water flow rates. 

(a) Calculate the required flow rates of hot and cold water, 
assuming that the density and heat capacity of water are con­
stant. 

(b) Calculate the relative gain array for the system, and rec­
ommend a pairing of controlled and manipulated variables. 

18.17 A stirred-tank heat exchanger with a bypass stream 
is shown in Fig. E18.17 with the available control valves. 
The possible manipulated variables are mass flow rate w2, 

valve stem positions Xc and x3 , and f, the fraction of mass 
flow rate w1 that bypasses the tank before being added to 
the exit stream. Using the information given here, do the 
following: 

(a) Derive a dynamic model of the stirred-tank system. 
Define any additional symbols that you introduce. 

(b) Determine the degrees of freedom for control that are 
available. Allocate the degrees of freedom by specifying ma­
nipulated variables and variables that are determined by the 
environment. 
(c) Select controlled variables and briefly justify your choice. 

(d) Suppose that only T4 and hare to be controlled by using 
x2 and f as the manipulated variables. (Valve stem positions, 
Xc and x3, are held constant.) Derive an expression for the rel­
ative gain array for this control configuration. 

(e) It has been proposed that x2 be replaced by x3 in the 
control problem of (d). Briefly analyze this proposal. (It is not 
necessary to perform another RGA analysis.) 

Tl 0-f) wl 

wl 
Xc--1 

Tc 

fwl 

r--r 

Available Information 

(i) The tank is perfectly mixed, and the temperature 
changes are relatively small so that constant physical 
properties can be assumed. Mass flow rates are denoted 
by w1 to w4 and temperatures by T1 to T4. 

(ii) The exit flow rate w3 depends on the pressures upstream 
and downstream of the control valve, and the valve stem 
position x3. The following empirical relation is available 
where C1 and C2 are constants: 

(iii) The overall heat transfer coefficient for the cooling coil 
U depends on the velocity of the coolant in the line and 
hence on the valve stem position Xc, according to the 
relation below where C3 is a constant: 

U = C3Xc 

(iv) The pump on the bypass line operates in the "fiat part" 
of the pump curve so that the mass flow rate, fw1, 

depends only on the control valve. 
(v) The following process variables remain constant: T1, w1, 

Tz, and Tc. 

18.18 Water (F1) is blended with a stream F2 with 40% 
ethanol to make a whiskey product that is 30% ethanol. As­
sume F1 = 6 gal/min and F2 = 2 gaUmin. 

(a) Develop a steady-state material balance model for the 
blending operation. Find the linearized gains for the 2 X 2 
transfer function model using Example 18.3 as a guide. F1 and 
F2 are manipulated variables, and the controlled variables are 
the outlet composition z and the total flow rate F. 

(b) Determine the RGA and the preferred pairing for the 
controllers. 

18.19 A schematic diagram for a pH neutralization process is 

• 
shown in Fig. E18.19. The transfer function matrix and 
relative gain array are also shown. 

(a) Suppose that a multiloop control system consisting of 
four PID controllers is to be designed. Recommend a pairing 
of controlled and manipulated variables. Briefly justify your 
recommendation based on steady-state, dynamic, and physi­
cal considerations. 

Figure E18.17 
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Figure E18.19 
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(b) Suppose that only pH2 and h2 are to be controlled using 
Q4 and Q6 as the manipulated variables (Q1 and Q3 are held 
constant). 
(i) What is the RGA for this 2 X 2 control problem? 
(ii) What pairing of controlled and manipulated variables do 

you recommend? (Justify your answer.) 

hl 
0.43 e-D.Ss 

4.32s+ 1 

pHl 
-D.33 e -l.Os 

2.56 s+ 1 

hz 
0.22 e-Lls 

5.52s+ 1 
-D.22 e -l.Ss 

pHz 
3.24 s+ 1 

0.43 e-D.ls 0.23 e-l.Os 0.22 e-D.Ss 

3.10 s + 1 5.24 s+ 1 4.42 s + 1 
0.32 e-D.Ss -0.20 e -l.Ss 0.20 e-D.Ss 

2.58 s + 1 2.82s+ 1 3.30 s + 1 
0.23 e-D-3s 0.42 e-D.4s 0.41 e -D.ls 

4.49 s + 1 3.32 s + 1 2.07 s+ 1 
0.22 e-1.2s -0.32 e-D.Ss 0.32 e-D.4s 

2.65 s + 1 2.36s+ 1 2.03 s+ 1 

Gp--

Figure E18.20 

1 
I 
I 
I 
I 

Ql 

Q3 

Q4 

Q6 
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[ 
0.64 0.72 -D.20 -0.20] 

RGA = 0.87 0.85 -D.35 -0.35 
-0.18 -{).21 0.70 0.70 
-0.36 -{).37 0.85 0.88 

18.20 A control scheme is to be developed for the evaporator 
shown in Fig. E18.20. The feed and product streams are mix­
tures of a solute and a solvent, while the vapor stream is pure 
solvent. The liquid level is tightly controlled by manipulating 
the feed flow rate, wp. The product composition, Xp, and the 
feed flow rate, wp, are to be controlled by manipulating the 
product flow, wp, and the steam flow rate, Ws· The evaporator 
"economy" is approximately constant, because E kg of solvent 
are evaporated for each kg of steam. The flow rates have units 
of kg/min, while the compositions are expressed in weight 
fraction of solute. 

Derive an expression for the relative gain array for this 
system . 

.-----------;,~vapor 

v 

Steam 
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18.21 A combination of two drugs (hydrochlorothiazide and 
oxybutynin) is commonly used to regulate blood pressure in 
elderly patients. These two drugs mainly affect two physiolog­
ical variables of the patient (blood pressure and urine produc­
tion rate). Since the goal is to regulate both variables with 
these two drugs, interaction analysis has to be performed to 
design two SISO control loops. For the following model, there 
are two inputs and two outputs (Ogunnaike and Ray, 1994, 
p. 771.): 

where 

0.0005, _.,, ~ J 

y1 =normalized (dimensionless) blood pressure 

Y2 = normalized urine production rate 

u1 = rate of hydrochlorothiazide ingestion 

u2 = rate of oxybutynin ingestion 

(a) Calculate the relative gain array. 

(b) What loop pairing would you suggest? 

18.22 A rapid thermal processing system for microelectronics 
- manufacturing uses three concentric lamp heater ar­
~ rays to keep the wafer temperature uniform. The gain 

matrix for the system is 

[
3.38 2.50 0.953] 

K = 3.20 2.38 0.986 
3.13 2.33 1.054 

The system experiences difficulties in controlling all three 
temperatures uniformly. Examine possible control difficulties 
using RGA and SV A analyses. 

18.23 A 4 X 4 control system has the following gain matrix: 

• r
9.82 4.49 1.40 4.56-

K = 8.99 5.47 1.68 5.24 
4.59 5.80 2.31 7.33 
2.41 4.33 2.82 8.92 

Assess the potential difficulty of control using singular value 
analysis. Should any outputs or inputs be eliminated to 
achieve better control? 

18.24 In Figs. 18.6 and 18.7, look at the different pairings of 
controllers. Which one has the larger stability region? How 
does this compare with the preferred pairing indicated by the 
RGA (is it the same or is it different)? Can you suggest a rea­
son for the results (dynamic vs. steady-state effects)? 
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19.1 Basic Requirements in Real-Time Optimization 
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19.5.2 Nonlinear Programming Algorithms and Software 

Summary 

Previous chapters have considered the development of 
process models and the design of controllers from an 
unsteady-state point of view. Such an approach focuses 
on obtaining reasonable closed-loop responses for set­
point changes and disturbances. Up to this point, we have 
only peripherally mentioned how set points should be 
specified for the process. The on-line calculation of opti­
mal set points, also called real-time optimization (RTO), 
allows the profits from the process to be maximized (or 
costs to be minimized) while satisfying operating con­
straints. The appropriate optimization techniques are 
implemented in the computer control system. Steady­
state models are normally used, rather than dynamic 
models, because the process is intended to be operated at 
steady state except when the set point is changed. 

This chapter first discusses basic RTO concepts and 
then describe typical applications to process control. 
Guidelines for determining when RTO can be advanta­
geous are also presented. Subsequently, set-point selec­
tion is formulated as an optimization problem, involving 
economic information and a steady-state process model. 

Optimization techniques that are used in the process 
industries are briefly described. For more information, 
see textbooks on optimization methodology (Ravindran 
et al., 2006; Griva et al., 2008; Edgar et al., 2001). 

Figure 19.1 is a detailed version of Fig. 1.7, which 
shows the five levels in the process control hierarchy 
where various optimization, control, monitoring, and 
data acquisition activities are employed. The relative 
position of each block in Fig. 19.1 is intended to be con­
ceptual, because there can be overlap in the functions 
carried out, and often several levels may utilize the 
same computing platform. The relative time scale for 
each level's activity is also shown. Process data (flows, 
temperatures, pressures, compositions, etc.) as well as 
enterprise data, consisting of commercial and financial 
information, are used with the methodologies shown to 
make decisions in a timely fashion. The highest level 
(planning and scheduling) sets production goals to meet 
supply and logistics constraints and addresses time­
varying capacity and manpower utilization decisions. 
This enterprise resource planning (ERP) and the supply 

367 
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(days-months) 

(hours-days) 

(minutes-hours) 

(seconds-minutes) 

(< 1 second) 

(< 1 second) 

3b. Multivariable 
and constraint 

control 

2. Safety, 
environmental/ 

equipment 
protection 

Demand forecasting, 
supply chain management, 
raw materials and product 
planning/scheduling 

Plantwide and individual unit 
real-time optimization, parameter 
estimation, supervisory 
control, data reconciliation 

Multivariable control, model 
predictive control 

PID control, advanced control 
techniques, control loop 
performance monitoring 

Alarm management, emergency 
shutdown 

Sensor and actuator validation, 
limit checking 

Figure 19.1 The five levels of process control and optimization in 
manufacturing. Time scales are shown for each level. 

chain management in level 5 refer to the links in a web 
of relationships involving retailing (sales), distribution, 
transportation, and manufacturing (Bryant, 1993). Plan­
ning and scheduling usually operate over relatively long 
time scales and tend to be decoupled from the rest of 
the activities in lower levels (Geddes and Kubera, 
2000). For example, Baker (1993) and Shobrys and 
White (2002) indicate that all of the refineries owned by 
an oil company are usually included in a comprehensive 
planning and scheduling model. This model can be opti­
mized to obtain target levels and prices for inter-refinery 
transfers, crude oil and product allocations to each 
refinery, production targets, inventory targets, optimal 
operating conditions, stream allocations, and blends for 
each refinery. 

In Level 4, RTO is utilized to coordinate the net­
work of process units and to provide optimal set 
points for each unit, which is called supervisory con­
trol. For multivariable control or processes with active 
constraints, set-point changes are performed in Level 
3b (e.g., model predictive control discussed in Chap­
ter 20). For single-loop or multiloop control the regu­
latory control is performed at Level3a. Levell (safety 

and environmental/equipment protection) includes 
activities such as alarm management and emergency 
shutdowns. Although software implements the tasks 
shown, there is also a separate hardwired safety sys­
tem for the plant, as discussed in Chapter 10. Level 1 
(process measurement and actuation) provides data 
acquisition and on-line analysis and actuation func­
tions, including some sensor validation. Ideally, there 
is bidirectional communication between levels, with 
higher levels setting goals for lower levels and the 
lower levels communicating constraints and perfor­
mance information to the higher levels. The time scale 
for decision-making at the highest level (planning and 
scheduling) may be of the order of months, while at 
lower levels (for example, regulatory control), deci­
sions affecting the process can be made frequently 
(e.g., in fractions of a second). The main focus of this 
chapter is on Level 4. 

Historically, the focus of optimization in chemical 
plants has been during the design phase, but since the 
1990s this has changed because plant profitability can 
be enhanced by performing optimization of operating 
conditions on a repetitive basis. In a large plant, the 



improved profits attained with RTO can be substantial 
(Bailey et al., 1993; White, 2010). Optimal operating 
points can sometimes change markedly from day to 
day, or even during the course of one day. For exam­
ple, the price of delivered electrical power can vary by 
a factor of five from highest to lowest price (due to 
time-of-day pricing by electrical utilities). Other 
changes that require periodic optimization of operating 
conditions include variations in the quality and cost of 
feedstocks, processing and storage limits, and product 
demands. With recent advances in digital hardware and 
optimization software, RTO can be easily incorporated 
into computer control systems. The scale at which 
industrial RTO can be implemented is impressive. Prob­
lems with over 100,000 variables and equality/inequality 
constraints are routinely solved (Georgiou et al., 1997). 

19.1 BASIC REQUIREMENTS IN 
REAL-TIME OPTIMIZATION 

The steady-state model used in RTO typically is 
obtained either from fundamental knowledge of the 
plant or from experimental data. It utilizes the plant 
operating conditions for each unit such as temperature, 
pressure, and feed flow rates to predict properties such 
as product yields (or distributions), production rates, 
and measurable product characteristics (e.g., purity, vis­
cosity, and molecular weight). The economic model 
involves the costs of raw materials, values of products, 
and costs of production as functions of operating condi­
tions, projected sales figures, and so on. An objective 
function is specified in terms of these quantities; in par­
ticular, operating profit over some specific period of 
time can be expressed as 

P = ~FsVs - ~FrCr - OC (19-1) 
s r 

where 

P = operating profit/time 

~F8V8 =sum of product flow rates times respective 
s product values 

~FrCr = sum of feed flow rate times respective unit 
r cost 

OC = operating costs/time 

Both the operating and economic models typically will 
include constraints on 

1. Operating conditions: Process variables must be 
within certain limits due to valve ranges (0% to 
100% open) and environmental restrictions (e.g., 
furnace firing constraints). 

2. Feed and production rates: A feed pump has a 
maximum capacity; sales are limited by market 
projections. 
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3. Storage and warehousing capacities: Storage 
tank capacity cannot be exceeded during periods 
of low demand. 

4. Product impurities: A salable product cannot 
contain more than the maximum amount of a 
specified contaminant or impurity. 

Process operating situations that are relevant to maxi­
mizing operating profits include 

1. Sales limited by production. In this type of mar­
ket, sales can be increased by increasing produc­
tion. This can be achieved by optimizing operating 
conditions and production schedules. 

2. Sales limited by market. This situation is suscepti­
ble to optimization only if improvements in effi­
ciency at current production rates can be obtained. 
An increase in thermal efficiency, for example, 
usually leads to a reduction in manufacturing costs 
(e.g., utilities or feedstocks). 

3. Large throughput. Units with large production 
rates (or throughputs) offer great potential for in­
creased profits. Small savings in product costs per 
unit throughput or incremental improvements in 
yield, plus large production rates, can result in 
major increases in profits. 

4. High raw material or energy consumption. These 
are major cost factors in a typical plant and thus 
offer potential savings. For example, the optimal 
allocation of fuel supplies and steam in a plant can 
reduce costs by minimizing fuel consumption. 

5. Product quality better than specification. If the 
product quality is significantly better than the cus­
tomer requirements, it can cause excessive produc­
tion costs and wasted capacity. By operating closer 
to the customer requirement (e.g., impurity level), 
cost savings can be obtained, but this strategy also 
requires lower process variability (see Fig. 1.9). 

6. Losses of valuable or hazardous components 
through waste streams. The chemical analysis of 
plant waste streams, both to air and water, will 
indicate whether valuable materials are being lost. 
Adjustment of air/fuel ratios in furnaces to mini­
mize unburned hydrocarbon losses and to reduce 
nitrogen-oxide emissions is one such example. 

Timmons et al. (2000) and Latour (1979) have dis­
cussed opportunities for the application of on-line opti­
mization or supervisory control in refinery operations. 
Three general types of optimization problems com­
monly encountered in industrial process operations are 
discussed next. 

Operating Conditions 

Common examples include optimizing distillation col­
umn reflux ratio and reactor temperature. Consider the 
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RTO of a fluidized catalytic cracker (FCC) (Latour, 
1979). The FCC reaction temperature largely deter­
mines the conversion of a light gas oil feedstock to 
lighter (i.e., more volatile) components. The product dis­
tribution (gasoline, middle distillate, fuel oil, light gases) 
changes as the degree of conversion is increased. Accu­
rate process models of the product distribution as a 
function of FCC operating conditions and catalyst 
type are required for real-time optimization. Feedstock 
composition, downstream unit capacities (e.g., distilla­
tion columns), individual product prices, product demand, 
feed preheat, gas oil recycle, and utilities requirements 
must be considered in optimizing an FCC unit. The large 
throughput of the FCC implies that a small improve­
ment in yield translates to a significant increase in prof­
its. Biegler et al. (1997) have discussed an RTO case 
study on a hydrocracker and fractionation plant origi­
nally formulated by Bailey et al. (1993). 

Olefins plants in which ethylene is the main product 
are another application where RTO has had a signifi­
cant impact (Darby and White, 1998; Starks and Arrieta, 
2007). A full plant model can have as many as 1,500 
submodels, based on the development of fundamental 
chemical engineering relations for all unit operations 
involved, that is, furnaces, distillation columns, mixers, 
compressors, and heat exchangers (Georgiou et al., 
1997). In the ExxonMobil olefins plant (Beaumont, 
TX), the detailed model contained about 200,000 vari­
ables and equations, and optimization is used to obtain 
the values of about 50 targets or set points. Although 
standard approaches are used for developing separation 
and heat exchange models, the furnace models are quite 
elaborate and are typically usually proprietary. In the 
ExxonMobil application, 12 furnaces are operated in par­
allel with up to eight possible gas feeds and five liquid 
feeds (different hydrocarbons) to be cracked, along with 
three different coil geometries. The key optimization 
variables are conversion, feed rate, and steam/oil ratio, 
subject to feedstock availability and equipment con­
straints. This particular application has led to benefits in 
the range of millions of dollars per year. 

Allocation 

Allocation problems involve the optimal distribution of 
a limited resource among several parallel (alternative) 
process units. Typical examples include (Latour, 1979; 
Marlin and Hrymak, 1997): 

Steam Generators. Optimum load distribution among 
several boilers of varying size and efficiency. 

Refrigeration Units. Optimum distribution of a fixed 
refrigeration capacity among several low-tempera­
ture condensers associated with distillation columns. 

Parallel Distillation Columns. Minimization of "off­
spec" products and utilities consumption while max­
imizing overall capacity. 

Planning and Scheduling 

Examples of scheduling problems encountered in con­
tinuous plants include catalyst regeneration, furnace 
decoking, and heat exchanger cleaning, which deal with 
the tradeoff between operating efficiency and lost pro­
duction due to maintenance. Planning problems nor­
mally entail optimization of continuous plant operations 
over a period of months. This approach is commonly 
used in refinery optimization. In batch processing, opti­
mal scheduling is crucial to match equipment to product 
demands and to minimize cycle times. In a batch cam­
paign, several batches of product may be produced 
using the same recipe. In order to optimize the produc­
tion process, the engineer needs to determine the recipe 
that satisfies product quality requirements; the produc­
tion rates to fulfill the product demand; the availability 
of raw material inventories; product storage availabil­
ity; and the run schedule. Recent examples of optimal 
batch scheduling include specialty polymer products by 
McDonald (1998) and pharmaceuticals by Schulz and 
Rudof (1998). See Chapter 22 for more details on batch 
processing. 

19.1.1 Implementation of RTO in 
Computer Control 

In RTO the computer control system performs all data 
transfer and optimization calculations and sends set­
point information to the controllers. The RTO system 
should perform all tasks without unduly upsetting plant 
operations. Several steps are necessary for implementa­
tion of RTO, including data gathering and validation (or 
reconciliation), determination of the plant steady state, 
updating of model parameters (if necessary) to match 
current operations, calculation of the new (optimized) set 
points, and implementation of these set points. 

To determine whether a process unit is at steady state, 
software in the computer control system monitors key 
plant measurements (e.g., compositions, product rates, 
flow rates, etc.) and determines whether the plant oper­
ating conditions are close enough to steady state to start 
the RTO sequence. Only when all of the key measure­
ments are within the allowable tolerances is the plant 
considered to be at steady state and the optimization 
calculations started; see Cao and Rhinehart (1995) for 
a statistical technique that determines the existence 
of steady-state conditions. The optimization software 
screens the measurements for unreasonable data (gross 
error detection). Data validity checking automatically 
adjusts the model updating procedure to reflect the pres­
ence of bad data or equipment that has been taken out 
of service. Data reconciliation based on satisfying mater­
ial and energy balances can be carried out using separate 
optimization software (Narasimhan and Jordache, 2000). 
Data validation and reconciliation is an extremely 
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rr Control data Data 
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Reconciled 
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Updated Parameter 
set points estimation 

Updated model 
Steady-state parameters 
optimization 

Figure 19.2 A block diagram for RTO and regulatory feedback control. 

critical part of any optimization activity. If measurement 
errors resulting from poor instrument calibration are not 
considered, the data reconciliation step or subsequent 
parameter estimation step will not provide meaningful 
answers (Soderstrom et al., 2000). 

The optimization software can update model para­
meters to match current plant data, using regression 
techniques. Typical model parameters include ex­
changer heat transfer coefficients, reactor performance 
parameters, and furnace efficiencies. The parameters 
appear in material and energy balances for each unit in 
the plant as well as constitutive equations for physical 
properties. Parameter updating compensates for plant 
changes and degradation of process equipment, 
although there is a loss of performance when the model 
parameters are uncertain or the plant data contain 
noise (Perkins, 1998). Considerable plant knowledge 
and experience is required in deciding which parame­
ters to update and which data to use for the updates. 
After completion of the parameter estimation, the in­
formation regarding the current plant constraints, the 
control status data, and the economic values for feeds, 
products, utilities, and other operating costs are col­
lected. The department in charge of planning and 
scheduling updates the economic values on a regular 
basis. The optimization software then calculates the 
optimum set points. The steady-state condition of the 
plant is rechecked after the optimization calculation. 
If the individual processes are confirmed to still be at 
the same steady state, then the new set points are 
transferred to the computer control system for imple­
mentation. Subsequently, the process control com­
puter repeats the steady-state detection calculations, 
restarting the cycle. If the new optimum set points are 
not statistically different from the previous ones, no 
changes are made (Marlin and Hrymak, 1997). 

The combination of RTO and regulatory control can 
be viewed as analogous to cascade control. As shown in 

Fig. 19.2, the outer RTO loop will operate more slowly 
than the inner loop, and a poor design of this interac­
tion results in poor performance. The dynamic con­
troller (or layer 3) handles the transformation between 
the steady-state model used in RTO and the actual dy­
namic operation of the process. If the RTO model and 
dynamic model have very different gains, the resulting 
combination can perform poorly. As in cascade control 
( cf. Chapter 16), the inner loop should be faster than 
the outer loop; otherwise poor closed-loop perfor­
mance may result (Marlin and Hrymak, 1997). 

19.2 THE FORMULATION AND 
SOLUTION OF RTO PROBLEMS 

Once a process has been selected for RTO, an appro­
priate problem statement must be formulated and then 
solved. As mentioned earlier, the optimization of set 
points requires 

1. The economic model, an objective function to be 
maximized or minimized, that includes costs and 
product values 

2. The operating model, which includes a steady­
state process model and all constraints on the 
process variables 

Edgar et al. (2001) have listed six steps that should be 
used in solving any practical optimization problem. A 
summary of the procedure with comments relevant to 
RTO is given below. 

Step 1. Identify the process variables. The impor­
tant input and output variables for the process must 
be identified. These variables are employed in the 
objective function and the process model (see Steps 
2 and 3). 

Step 2. Select the objective function. Converting a 
verbal statement of the RTO goals into a meaningful 
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Table 19.1 Alternative Operating Objectives for a Fluidized Catalytic Cracker 
(modified from Latour, 1979) 

1. Maximize gasoline yield subject to a specified feed rate. 
2. Minimize feed rate subject to required gasoline production. 
3. Maximize conversion to light products subject to load and compressor/regenerator 

constraints. 
4. Optimize yields subject to fixed feed conditions. 
5. Maximize gasoline production with specified cycle oil production. 
6. Maximize feed with fixed product distribution. 
7. Maximize FCC gasoline plus olefins for alkylate. 

objective function can be difficult. The verbal state­
ment often contains multiple objectives and implied 
constraints. To arrive at a single objective function 
based on operating profit, the quantity and quality of 
each product must be related to the consumption of 
utilities and the feedstock composition. The specific 
objective function selected may vary depending on 
plant configuration as well as the supply/demand sit­
uation. Table 19.1 shows different operating objec­
tives that may arise for a fluidized catalytic cracker. 

Step 3. Develop the process model and constraints. 
Steady-state process models are formulated, and op­
erating limits for the process variables are identified. 
The process model can be based on the physics and 
chemistry of the process (see Chapter 2), or it can be 
based on empirical relations obtained from experi­
mental process data (see Chapter 7). Inequality con­
straints arise because many physical variables, such 
as composition or pressure, can only have positive 
values, or there may be maximum temperature or 
maximum pressure restrictions. These inequality 
constraints are a key part of the optimization prob­
lem statement and can have a profound effect on the 
optimum operating point. In most cases, the opti­
mum lies on a constraint. 

Step 4. Simplify the model and objective function. 
Before undertaking any computation, the mathemat­
ical statement developed in steps 1-3 may be simpli­
fied to be compatible with the most effective solution 
techniques. A nonlinear objective function and non­
linear constraints can be linearized in order to use a 
fast, reliable optimization method such as linear pro­
gramming. 

Step 5. Compute the optimum. This step involves 
choosing an optimization technique and calculating the 
optimum set points. Most of the literature on the sub­
ject of optimization is concerned with this step. Over 
the past 20 years, much progress has been made in de­
veloping efficient and robust numerical methods for 
optimization calculations (Edgar et al., 2001; Griva 

et al., 2008; Nocedal and Wright, 2006). Virtually all 
optimization methods are iterative; thus a good ini­
tial estimate of the optimum can reduce the required 
computer time. 

Step 6. Peiform sensitivity studies. It is useful to 
know which parameters in an optimization problem 
are the most important in determining the optimum. 
By varying model and cost parameters individually 
and recalculating the optimum, the most sensitive 
parameters can be identified. 

Example 19.1 illustrates the six steps. 

EXAMPLE 19.1 

A section of a chemical plant makes two specialty 
products (E, F) from two raw materials (A, B) that are in 
limited supply. Each product is formed in a separate 
process as shown in Fig. 19.3. Raw materials A and B do 
not have to be totally consumed. The reactions involving 
A and B are as follows: 

Process 1: 
Process 2: 

A+ B ~E 
A+ 2B~F 

The processing cost includes the costs of utilities and 
supplies. Labor and other costs are $200/day for process 1 
and $350/day for process 2. These costs occur even if the 
production of E or F is zero. Formulate the objective 
function as the total operating profit per day. List the 
equality and inequality constraints (Steps 1, 2, and 3). 

1---~E 

1---~F 

Figure 19.3 A flow diagram of a chemical plant 
(Example 19.1). 
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Available Information 

Raw Material 
Maximum Available 

(lb/day) Cost (¢/lb) 

SOLUTION 

Process 

1 
2 

Product 

E 
F 

A 
B 

Reactant 
Requirements 

(lb) per lb 
Product 

2/3 A, 1/3 B 
1/2 A, 1/2B 

The optimization problem is formulated using the first 
three steps delineated above. 

Step 1. The relevant process variables are the mass flow 
rates of reactants and products (see Fig. 19.3): 

x1 = lb/day A consumed 

x2 = lb/day B consumed 

x3 = lb/day E produced 

x4 = lb/day F produced 

Step 2. In order to use Eq. 19-1 to compute the 
operating product per day, we need to specify product 
sales income, feedstock costs, and operating costs: 

Sales income ($/day) = ~FsVs = OAx3 + 0.33x4 (19-2) 
s 

Feedstock costs ($/day) = ~F,C, = 0.15xl + 0.2xz (19-3) 
r 

Operating costs ($/day) = OC = 0.15x3 + 0.05x4 
+ 350 + 200 (19-4) 

Substituting into (19-1) yields the daily profit: 

P = OAx3 + 0.33x4 - 0.15xl - 0.2xz 
- 0.15x3 - 0.05x4 - 350 - 200 

= 0.25x3 + 0.28x4 - 0.15xl - 0.2xz - 550 (19-5) 

19.3 UNCONSTRAINED AND 
CONSTRAINED OPTIMIZATION 

Unconstrained optimization refers to the situation 
where there are no inequality constraints and all 
equality constraints can be eliminated by variable 
substitution in the objective function. First we con­
sider single-variable optimization, followed by opti­
mization problems with multiple variables. Because 
optimization techniques are iterative in nature, we 
focus mainly on efficient methods that can be applied 
on-line. Most RTO applications are multivariable 

40,000 
30,000 

Processing 
Cost 

15 ¢/lb E 
5 ¢/lb F 

15 
20 

Selling Price 
of Product 

40 ¢/lb E 
33 ¢/lb F 

Maximum 
Production 

Level 
(lb/day) 

30,000 
30,000 

Step 3. Not all variables in this problem are uncon­
strained. First consider the material balance equations, 
obtained from the reactant requirements, which in this 
case comprise the process operating model: 

(19-6a) 

Xz = 0.333x3 + 0.5x4 (19-6b) 

The limits on the feedstocks and production levels are: 

0 ,;; X1 ,;; 40,000 (19-7a) 

0 ,;; x2 ,;; 30,000 (19-7b) 

0 ,;; X3 ,;; 30,000 (19-7c) 

0 ,;; X4 ,;; 30,000 (19-7d) 

Equations (19-5) through (19-7) constitute the optimiza­
tion problem to be solved. Because the variables appear 
linearly in both the objective function and constraints, this 
formulation is referred to as a linear programming problem, 
which is discussed in Section 19.4. 

problems, which are considerably more challenging 
than single-variable problems. 

19.3.1 Single-Variable Optimization 

Some RTO problems involve determining the value of 
a single independent variable that maximizes (or min­
imizes) an objective function. Examples of single­
variable optimization problems include optimizing the 
reflux ratio in a distillation column or the air/fuel ratio 
in a furnace. Optimization methods for single-variable 
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problems are typically based on the assumption that 
the objective function f(x) is unimodal with respect 
to x over the region of the search. In other words, a 
single maximum (or minimum) occurs in this region. 
To use these methods, it is necessary to specify upper 
and lower bounds for x0 Pt, the optimum value of x, by 
evaluating f(x) for trial values of x within these 
bounds and observing where f(x) is a maximum (or 
minimum). The values of x nearest this apparent 
optimum are specified to be the region of the search. 
This region is also referred to as the interval of uncer­
tainty or bracket, and is used to initiate the formal 
optimization procedure. 

Efficient single-variable (or one-dimensional) opti­
mization methods include Newton and quasi-Newton 
methods and polynomial approximation (Edgar et al., 
2001). The second category includes quadratic interpo­
lation, which utilizes three points in the interval of un­
certainty to fit a quadratic polynomial to f(x) over this 
interval. Let Xa, xb, and Xc denote three values of x in 
the interval of uncertainty and fa, fb and fc denote the 
corresponding values of f(x ). Then a quadratic polyno­
mial, /(x) = a0 + a1x + a2x2, can be fit to these data 
to provide a local approximation to f(x). The resulting 
equation for /(x) can be differentiated, set equal to 
zero, and solved for its optimum value, which is denoted 
by x*. The expression for x* is 

1 (xb- x~)fa + (x~- x~)fb + (x~- Xb)fc x* = -~~--~~--~~--~~--~~--~~ 
2 (xb - Xc)fa + (xc-xa)fb + (xa- Xb)fc 

(19-8) 

After one iteration, x* usually is not equal to x0 P\ 
because the true function f(x) is not necessarily qua­
dratic. However, x* is expected to be an improvement 
over Xa, xb, and Xc· By saving the best two of the three 
previous points and finding the actual objective func­
tion at x*, the search can be continued until conver­
gence is indicated. 

EXAMPLE 19.2 

A free radical reaction involving nitration of decane is 
carried out in two sequential reactor stages, each of which 
operates like a continuous stirred-tank reactor (CSTR). 
Decane and nitrate (as nitric acid) in varying amounts are 
added to each reactor stage, as shown in Fig. 19.4. The 
reaction of nitrate with decane is very fast and forms the 
following products by successive nitration: DN03, 
D(N03)z, D(N03)3, D(N03)4, and so on. The desired 
product is DN03, whereas dinitrate, trinitate, etc., are 
undesirable products. 

The flow rates of D1 and D2 are chosen to satisfy 
temperature requirements in the reactors, while N1 and N2 

are optimized to maximize the amount of DN03 produced 
from stage 2, subject to satisfying an overall level of 

nitration. In this case, we stipulate that (N1 + N2)/(D1 + 
D2) = 0.4. There is an excess of D in each stage, and 
D1 = D2 = 0.5 moUs. A steady-state reactor model has 
been developed to maximize selectivity. Define r1 ~ N1!D1 

and rz ~ Nzi(Dl + Dz). The amount of DN03 leaving 
stage 2 (as molls in F2) is given by 

N; = molls nitric acid (to stage iJ 
D; = molls decane (to stage i) 

F; = molls reactor product (from stage i) 

Figure 19.4 A schematic diagram of a two-stage nitration 
reactor. 

This equation can be derived from the steady-state equa­
tions for a continuous stirred reactor with the assumption 
that all reaction rate constants are equal. 

Formulate a one-dimensional search problem in r1 that 
will permit the optimum values of r1 and r2 to be found. 
Employ quadratic interpolation using an initial interval of 
0 ::; r1 ::; 0.8. Use enough iterations so that the final value 
of fnN03 is within ± 0.0001 of the maximum. 

SOLUTION 

The six steps described earlier are used to formulate the 
optimization problem. 

Step 1. Identify the process variables. The process vari­
ables to be optimized are N1 and N2, the nitric acid molar 
flow rates for each stage. Because D1 and Dz are specified, 
we can just as well use r1 and r2, because the conversion 
model is stated in terms of r1 and r2. 

Step 2. Select the objective function. The objective is to 
maximize production of DN03 which can be made into 
useful products, while other nitrates cannot. We assume 
that the unwanted byproducts have a value of zero. The 
objective function f is given in (19-9). We do not need to 
state it explicitly as a profit function, as in Eq. 19-1, because 
the economic value (selling price) of DN03 is merely a 
multiplicative constant. 

Step 3. Develop models for the process and constraints. 
The values of N1 and N2 are constrained by the overall 
nitration level: 

Nl + Nz 
D D = 0.4 

1 + 2 
(19-10) 

which can be expressed in terms of r1 and r2 as 

(19-11) 



Inequality constraints on r1 and r2 do exist, namely, r1 :=:: 0 
and r2 :=:: 0-because all N; and D; are positive. These 
constraints can be ignored except when the search 
method incorrectly leads to negative values of r1 or r2. 

Step 4. Simplify the model. Because D1 

then, from (19-11), 

rz = 0.4 - O.Sr1 

Dz = 0.5, 

(19-12) 

We select r1 to be the independent variable for the one­
dimensional search in Eq. (19-9), and then r2 is a depen­
dent variable. Because r1 and r2 are nonnegative, Eq. 19-12 
implies that r1 :S 0.8 and r2 :S 0.4. After variable substi­
tution, there is only one independent variable (r1) in the 
objective function. 

Step 5. Compute the optimum. Because r1 lies between 
0 and 0.8 (the interval of uncertainty), select the three 
interior points for the search to be r1 = 0.2, 0.4, and 0.6. 
The corresponding values of r2 are 0.3, 0.2, and 0.1. 
Table 19.2 shows the numerical results for three itera­
tions, along with objective function values. After the 
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first iteration, the worst point (r1 = 0.2) is discarded and 
the new point (r = 0.4536) is added. After the second it­
eration, the point with the lowest value of f(r1 = 0.6) is 
discarded. The tolerance on the objective function change 
is satisfied after only three iterations, with the value of r1 

that maximizes fnN03 computed to be r~Pt = 0.4439. The 
converted mononitrate is 0.1348 molls from stage 2; the 
remainder of the nitrate is consumed to make higher mol­
ecular weight byproducts. 

Step 6. Perform sensitivity studies. Based on the re­
sults in Table 19.2, the yield is not significantly different 
from the optimum as long as 0.4 :S r1 :S 0.6. Practically 
speaking, this situation is beneficial, because it allows a 
reasonable range of decane flows to achieve tempera­
ture control. If either D1 or D 2 changes by more than 
10%, we should recalculate the optimum. There also 
might be a need to reoptimize r1 and r2 if ambient condi­
tions change (e.g., summer vs. winter operation). Even a 
1% change in yield can be economically significant if 
production rates and the selling price of the product are 
sufficiently high. 

Table 19.2 Search Iterations for Example 19.2 (Quadratic Interpolation) 

Iteration X a fa Xb 

1 0.2 0.1273 0.4 
2 0.4 0.1346 0.6 
3 0.4 0.1346 0.4536 

~pt = 0.4439 

If the function to be optimized is not unimodal, then 
some care should be taken in applying the quadratic in­
terpolation method. Selecting multiple starting points 
for the initial scanning before quadratic interpolation is 
initiated ensures that an appropriate search region has 
been selected. For a single variable search, scanning 
the region of search is a fairly simple and fast proce­
dure, but evaluating the presence of multiple optima 
can become problematic for multivariable optimization 
problems. 

19.3.2 Multivariable Optimization 

In multivariable optimization problems, there is no 
guarantee that a given optimization technique will find 
the optimum point in a reasonable amount of computer 
time. The optimization of a general nonlinear multi­
variable objective function, f(x) = f (xl, Xz, ... , xNv), 
requires that efficient and robust numerical tech­
niques be employed. Efficiency is important, because 
the solution requires an iterative approach. Trial-and­
error solutions are usually out of the question for 
problems with more than two or three variables. For 

!b Xc fc x* 

0.1346 0.6 0.1324 0.4536 
0.1324 0.4536 0.1348 0.4439 
0.1348 0.4439 0.1348 (not needed) 

example, consider a four-variable grid search, where 
an equally spaced grid for each variable is prescribed. 
For 10 values of each of the 4 variables, there are 104 

total function evaluations required to find the best an­
swer out of the 104 grid intersections. Even then, this 
computational effort may not yield a result sufficiently 
close to the true optimum. Grid search is a very ineffi­
cient method for multivariable optimization. 

The difficulty of optimizing multivariable functions 
often is resolved by treating the problem as a series of 
single-variable (or one-dimensional) searches. From a 
given starting point, a search direction is specified, and 
then the optimum point along that direction is deter­
mined by a one-dimensional search. Then a new search 
direction is determined, followed by another one-di­
mensional search in that direction. In choosing an algo­
rithm to determine the search direction, we can draw 
upon extensive numerical experience with various opti­
mization methods (Griva et al, 2008; Nocedal and 
Wright, 2006; Edgar et al., 2001). 

Multivariable RTO of nonlinear objective functions 
using function derivatives is recommended with more 
than two variables. In particular, the conjugate gradient 
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f f 

Figure 19.5 Three types of optimal operating conditions. 

and quasi-Newton methods (Griva et al, 2008; Edgar 
et al., 2001) are extremely effective in solving such 
problems. Applications of multivariable RTO have 
experienced rapid growth as a result of advances in 
computer hardware and software. We consider such 
methods in more detail in Section 19.5. 

An important application of unconstrained optimiza­
tion algorithms is to update parameters in steady-state 
models from the available data. Usually, only a few 
model parameters are estimated on-line, and then 
RTO is based on the updated model. Guidelines for 
parameter estimation have been provided by Marlin 
and Hrymak (1997) and Forbes et al. (1994). 

Most practical multivariable problems include con­
straints, which must be treated using enhancements of 
unconstrained optimization algorithms. The next two 
sections describe two classes of constrained optimiza­
tion techniques that are used extensively in the process 
industries. When constraints are an important part of an 
optimization problem, constrained techniques must be 
employed, because an unconstrained method might 
produce an optimum that violates the constraints, lead­
ing to unrealistic values of the process variables. The 
general form of an optimization problem includes a 
nonlinear objective function (profit) and nonlinear con­
straints and is called a nonlinear programming problem. 

maximize f(xl, Xz, ... , XNv) (19-13) 

subject to: hi(xl, xz, .... , xNv) = 0 (i = 1, ... , N E) 
(19-14) 

gi(x1,xz, .... , xN) :5 0 (i = 1, ... ,NJ) 
(19-15) 

In this case, there are Nv process variables, N E equality 
constraints and N1 inequality constraints. 

Skogestad (2000) and Perkins (1998) have discussed 
the interplay of constraints, and the selection of the 
optimal operating conditions. Skogestad identified 
three different cases for RTO that are illustrated in 
Fig. 19.5. In each case, a single variable x is used to 
maximize a profit function,f(x). 

f 

X 

(b) 

X 

(c) 

(a) Constrained optimum: The optimum value of 
the profit is obtained when x = Xa· Implementa­
tion of an active constraint is straightforward; 
for example, it is easy to keep a valve closed. 

(b) Unconstrained flat optimum: In this case, the 
profit is insensitive to the value of x, and small 
process changes or disturbances do not affect 
profitability very much. 

(c) Unconstrained sharp optimum: A more diffi­
cult problem for implementation occurs when 
the profit is sensitive to the value of x. If possi­
ble, we may want to select a different input vari­
able for which the corresponding optimum is 
flatter, so that the operating range can be wider 
without reducing the profit very much. 

In some cases, an actual process variable (such as 
yield) can be the objective function, and no process 
model is required. Instead, the process variables are 
varied systematically to find the best value of the objec­
tive function from the specific data set, sometimes in­
volving design of experiments as discussed by Myers 
and Montgomery (2002). In this way, improvements in 
the objective function can be obtained gradually. Usu­
ally, only a few variables can be optimized in this way, 
and it is limited to batch operations. Methods used in 
industrial batch process applications include EVOP 
(evolutionary operation) and response surface analysis 
(Edwards and Jutan, 1997; Box and Draper, 1998; 
Myers and Montgomery, 2002). 

19.4 LINEAR PROGRAMMING 

An important class of constrained optimization prob­
lems has a linear objective function and linear con­
straints. The solution of these problems is highly 
structured and can be obtained rapidly via linear pro­
gramming (LP). This powerful approach is widely used 
in RTO applications. 



For processing plants, different types of linear 
inequality and equality constraints often arise that 
make the LP method of great interest. The constraints 
can change on a daily or even an hourly basis. 

1. Production constraints. Equipment throughput 
restrictions, storage limits, or market constraints 
(no additional product can be sold) are frequently 
encountered in manufacturing. These constraints 
have the form of xi :::::; ci or gi = xi - ci :::::; 0 
(cf. Eq. 19-15). 

2. Raw material limitations. Feedstock supplies are 
frequently limited owing to supplier capability or 
production levels of other plants within the same 
company. 

3. Safety restrictions. Common examples are limita­
tions on operating temperature and pressure. 

4. Product specifications. Constraints placed on the 
physical properties or composition of the final 
product fall into this category. For blends of vari­
ous liquid products in a refinery, it is commonly 
assumed that a blend property can be calculated by 
averaging pure component properties. Thus, a 
blend of Nc components with physical property val­
ues \jlk and volume fractions Yk (based on volumet­
ric flow rates) has a calculated blend property of 

Nc 

\jJ = ~ljJkYk (19-16) 
k=1 

If there is an upper limit ex on \jl, the resulting 
constraint is 

Nc 

~\jlkYk:::::; ex 
k=1 

(19-17) 

5. Material and energy balances. Although items 
1-4 generally are considered to be inequality 
constraints, the steady-state material and energy 
balances are equality constraints. 

19.4.1 Linear Programming Concepts 

For simplicity, consider a multivariable process with 
two inputs (ub u2) and two outputs (Yb Y2)· The set of 
inequality constraints for u and y define an operating 
window for the process. A simple example of an oper­
ating window for a process with two inputs (to be opti­
mized) is shown in Fig. 19.6. The upper and lower 
limits for u 1 and u2 define a rectangular region. There 
are also upper limits for Y1 and y2 and a lower limit for 
y2• For a linear process model, 

y = Ku (19-18) 

the inequality constraints on y can be converted to con­
straints in u, which reduces the size of the operating 

+ 
u2 

u2 
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Increasing profit 

~------,~---'"'--~-----, / (dashed lines) 

G 

u 1 

Operating 
window 

+ 
u 1 

Figure 19.6 Operating window for a 2 X 2 optimization 
problem. The dashed lines are objective function contours, 
increasing from left to right. The maximum profit occurs 
where the profit line intersects the constraints at vertex D. 

window to the shaded region in Fig. 19.6. If a linear 
cost function is selected, the optimum operating condi­
tion occurs on the boundary of the operating window at 
a point where constraints intersect (Griva et al, 2008; 
Edgar et al., 2001). These points of intersections are 
called vertices. Thus, in Fig. 19.6 the optimum operat­
ing point, uopt occurs at one of the seven vertices, 
points A-G. For the indicated linear profit function 
(dashed lines), the maximum occurs at vertex D. This 
graphical concept can be extended to problems with 
more than two inputs because the operating window is 
a closed convex region, providing that the process 
model, cost function, and inequality constraints are all 
linear. Using Eq. 19-18, we can calculate the optimal 
set points Ysp from the value of u0 P1• 

The number of independent variables in a con­
strained optimization problem can be found by a proce­
dure analogous to the degrees of freedom analysis in 
Chapter 2. For simplicity, suppose that there are no 
constraints. If there are Nv process variables (which 
includes process inputs and outputs) and the process 
model consists of N E independent equations, then the 
number of independent variables is N F = Nv - N E· 

This means N F set points can be specified independently 
to maximize (or minimize) the objective function. The 
corresponding values of the remaining (Nv- Np) vari­
ables can be calculated from the process model. How­
ever, the presence of inequality constraints that can 
become active changes the situation, because the N F set 
points cannot be selected arbitrarily. They must satisfy 
all of the equality and inequality constraints. 

The standard linear programming (LP) problem can 
be stated as follows: 

Nv 

minimize f = ~cixi 
r=1 

(19-19) 
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subject to 

X; ;::: 0 i = 1,2, ... Nv 

Nv 

"22a;jXj ;::: b; i = 1,2, ... N 1 (19-20) 
j=l 

Nv 

22aih = d; i = 1,2, ... NE (19-21) 
j=l 

The LP solution can be obtained by a method called the 
Simplex algorithm (Edgar et al., 2001; Griva et al., 
2008). The Simplex algorithm can handle virtually any 
number of inequality constraints and any number of 
variables in the objective function (subject to computer 
time limitations, of course). Maximization problems can 
be converted to the form of (19-19) by multiplying the 
objective function by -1. Inequality constraints are 
handled by the introduction of artificial variables called 
slack variables, which convert the inequality constraints 
(19-20) to equality constraints by subtracting a non­
negative slack variable from the left-hand side of each 
inequality. The slack variable then provides a measure 
of the distance from the constraint for a given set of 
variables, and these artificial variables are introduced 
for computational purposes. When a slack variable is 
zero, the constraint is active. Because there are a lim­
ited number of intersections of constraint boundaries 
where the optimum must occur, the amount of computer 
time required to search for the optimum is reduced con­
siderably compared to more general nonlinear optimiza­
tion problems. Hence, many nonlinear optimization 
problems (even those with nonlinear constraints) are 
often linearized so that the LP algorithm can be 
employed. This procedure allows optimization problems 
with over 100,000 variables to be solved. 

In the 1980s, a major change in optimization soft­
ware occurred when linear programming solvers and 
then nonlinear programming solvers were interfaced 
to spreadsheet software for desktop computers. The 
spreadsheet has become a popular user interface for 
entering and manipulating numeric data. Spreadsheet 
software increasingly incorporates analytic tools that 
are accessible from the spreadsheet interface and permit 
access to external databases. For example, Microsoft 
Excel incorporates an optimization-based routine 
called Solver that operates on the values and formulas 
of a spreadsheet model. Current versions ( 4.0 and 
later) include LP and NLP solvers and mixed integer 
programming (MIP) capability for both linear and 
nonlinear problems. The user specifies a set of cell 
addresses to be independently adjusted (the decision 
variables), a set of formula cells whose values are to 
be constrained (the constraints), and a formula cell 
designated as the optimization objective, as shown in 
the following example. 

EXAMPLE 19.3 

Consider a simple version of a refinery blending and produc­
tion problem. This example is more illustrative of a schedul­
ing application (Level 5 in Fig. 19.1) that has been used 
extensively since the 1960s in the chemical process indus­
tries. Figure 19.7 is a schematic diagram of feedstocks and 
products for the refinery (costs and selling prices are given in 
parentheses). Table 19.3 lists the information pertaining to 
the expected yields of the two types of crude oils when 
processed by the refinery. Note that the product distribution 
from the refinery is quite different for the two crude oils. 
Table 19.3 also lists the limitations on the established markets 
for the various products in terms of the allowed maximum 
daily production. In addition, processing costs are given. 

To set up the linear programming problem, formulate 
an objective function and constraints for the refinery oper­
ation. From Fig. 19.7, six variables are involved, namely, 
the flow rates of the two raw materials and the four prod­
ucts. Solve the LP using the Excel Solver. 

SOLUTION 

Let the variables be 

x1 = bbUday of crude #1 

x2 = bbUday of crude #2 

x3 = bbUday of gasoline 

x4 = bbUday of kerosene 

x5 = bbUday of fuel oil 

X6 = bbUday of residual 

The linear objective function f (to be maximized) is the 
profit, the difference between income and costs: 

f = income - raw material cost - processing cost 

where the following items are expressed as dollars per day: 

{ 
Income = 36x3 + 24x4 + 21xs + 10x6} 
Raw material cost = 24x1 + 15x2 (19-22) 

Processing cost = 0.5xl + Xz 

f = 36x3 + 24x4 + 21xs + 10x6 - 24.5xl - 16xz 
(19-23) 

The yield data provide four linear equality constraints 
(material balances) relating x1 through x6: 

Gasoline: x3 = 0.80x1 + 0.44xz (19-24) 

Kerosene: x4 = 0.05xl + 0.10xz (19-25) 
Fuel oil: xs = 0.10xl + 0.36xz (19-26) 

Residual: x6 = 0.05xl + 0.10xz (19-27) 

Other constraints that exist or are implied in this prob­
lem are given in Table 19.3, which lists certain restrictions 
on the {x;} in terms of production limits. These can be for­
mulated as inequality constraints: 

Gasoline: x3 ~ 24,000 

Kerosene: x4 ~ 2,000 

Fuel oil: x5 ~ 6,000 

(19-28) 

(19-29) 

(19-30) 



Costs 

Crude oil #1 
($24/bbl) 

Crude oil #2 
($15/bbl) 

Refinery 
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Sales prices 

Gasoline ($36/bbl) 

Kerosene ($24/bbl) 

Fuel oil ($21/bbl) 

Residual ($10/bbl) 

Figure 19.7 Refinery input and output schematic. 

Table 19.3 Data for the Refinery Feeds and Products 

Maximum 

Volume percent yield allowable 
production 

Crude #1 Crude #2 (bbl/day) 

Gasoline 80 44 24,000 
Kerosene 5 10 2,000 
Fuel oil 10 36 6,000 
Processing 

cost ($/bbl) 0.50 1.00 

One other set of constraints, although not explicitly stated 
in the formulation of the problem, is composed of the non­
negativity restrictions, namely, x; 2: 0. All process vari­
ables must be zero or positive, because it is meaningless to 
have negative production rates. 

The formal statement of the linear programming prob­
lem is now complete, consisting of Eqs. 19-23 to 19-30. We 

-·-·11: 

r·•I:Q 

In the process industries, the Simplex algorithm 
has been applied to a wide range of problems, such as 
the optimization of a total plant utility system. A gen­
eral steam utility configuration, typically involving as 

can now proceed to solve the LP problem using the Excel 
Solver option. The problem statement can be introduced 
into the spreadsheet as illustrated in the Solver Parameter 
dialog box in Fig. 19.8. There are four equality constraints 
and three inequality constraints; the first three equality 
constraints are shown in the dialog box in Fig. 19.8. The 
objective function is in the target cell A10, and the six 
variable cells are in cells A4-F4. 

In the refinery blending problem, the optimum x 
obtained by Excel occurs at the intersection of the gaso­
line and kerosene constraints. For these active con­
straints, the optimum is therefore 

. '-'1 

Xl = 26,207 

xz = 6,897 

x3 = 24,000 (gasoline constraint) 

x4 = 2,000 (kerosene constraint) 

X5 = 5,103 

X6 = 2,000 

f = $286,758/day 

Figure 19.8 Solver parameter dialog 
box for Example 19.3 (Refinery LP). 

many as 100 variables and 100 constraints, can be eas­
ily optimized using linear programming (Bouilloud, 
1969; Edgar et al., 2001; Marlin, 2000). The process 
variables can be updated on an hourly basis because 
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steam demands in process units can change. In addi­
tion, it may be economical to generate more electric­
ity locally during times of peak demand, due to 
variable time-of-day electricity pricing by utilities. 
Larger LP problems are routinely solved in refineries, 
numbering in the thousands of variables and spanning 
several months of operations (Pike, 1986). 

19.5 QUADRATIC AND NONLINEAR 
PROGRAMMING 

The most general optimization problem occurs when 
both the objective function and constraints are nonlin­
ear, a case referred to as nonlinear programming (NLP), 
which is stated mathematically in Eqs. 19-13 to 19-15. 
The leading constrained optimization methods include 
(Nocedal and Wright, 2006; Griva et al., 2008; Edgar 
et al., 2001) 

1. Quadratic programming 
2. Generalized reduced gradient 
3. Successive quadratic programming (SQP) 
4. Successive linear programming (SLP) 

19.5.1 Quadratic Programming 

In quadratic programming (QP), the objective function 
is quadratic and the constraints are linear. Although 
the solution is iterative, it can be obtained quickly as in 
linear programming. 

A quadratic programming problem minimizes a qua­
dratic function of n variables subject to m linear in­
equality or equality constraints. A convex QP is the 
simplest form of a nonlinear programming problem 
with inequality constraints. A number of practical opti­
mization problems are naturally posed as a QP prob­
lem, such as constrained least squares and some model 
predictive control problems. 

In compact notation, the quadratic programming 
problem is 

Minimize 
1 

f(x) = CT X + lXT Qx (19-31) 

Subject to Ax= b (19-32) 
x:::::O 

where cis a vector (n X 1), A is an m X n matrix, and Q 
is a symmetric n X n matrix. 

The equality constraint of (19-32) may contain some 
constraints that were originally inequalities but have 
been converted to equalities by introducting slack vari­
ables, as is done for LP problems. Computer codes for 
quadratic programming allow arbitrary upper and 
lower bounds on x; here we assume x ::::: 0 for simplic­
ity. QP software finds a solution by using LP opera­
tions to minimize the sum of constraint violations. 
Because LP algorithms are employed as part of the QP 

calculations, most commercial LP software also con­
tains QP solvers. 

19.5.2 Nonlinear Programming Algorithms 
and Software 

One of the older and most accessible NLP algorithms 
uses iterative linearization and is called the generalized 
reduced gradient (GRG) algorithm. The GRG algo­
rithm employs linear or linearized constraints and uses 
slack variables to convert all constraints to equality 
constraints. It then develops a reduced basis by elimi­
nating a subset of the variables, which is removed by 
inversion of the equalities. The gradient or search 
direction is then expressed in terms of this reduced 
basis. The GRG algorithm is used in the Excel Solver. 
CONOPT is a reduced gradient algorithm that works 
well for large-scale problems and nonlinear constraints. 
CONOPT and GRG work best for problems where the 
number of degrees of freedom is small (the number of 
constraints is nearly equal to the number of variables). 

Successive quadratic programming (SQP) solves a se­
quence of quadratic programs that approach the solu­
tion of the original NLP by linearizing the constraints 
and using a quadratic approximation to the objective 
function. Lagrange multipliers are introduced to handle 
constraints, and the search procedure generally employs 
some variation of Newton's method, a second-order 
method that approximates the Hessian matrix using 
first derivatives (Biegler et al., 1997; Edgar et al., 2001). 
MINOS and NPSOL, software packages developed in 
the 1980s, are suitable for programs with large numbers 
of variables (more variables than equations) and con­
straints that are linear or nearly linear. Successive linear 
programming (SLP) is used less often for solving RTO 
problems. It requires linear approximations of both the 
objective function and constraints but sometimes ex­
hibits poor convergence to optima that are not located 
at constraint intersections. 

Software libraries such as GAMS (General Algebraic 
Modeling System) or NAG (Numerical Algorithms 
Group) offer one or more NLP algorithms, but rarely 
are all algorithms available from a single source. No 
single NLP algorithm is best for every problem, so several 
solvers should be tested on a given application. See 
Nocedal and Wright (2006) for more details on available 
software. 

All of the NLP methods have been utilized to solve 
nonlinear programming problems in the field of chemi­
cal engineering design and operations. Although in the 
following example we illustrate the use of GRG in the 
Excel Solver, large-scale NLP problems in RTO are 
more frequently solved using SQP owing to its superior 
ability in handling a large number of active constraints. 



EXAMPLE 19.4 

Consider the problem of minimizing fuel costs in a boiler­
house. The boilerhouse contains two turbine generators, 
each of which can be simultaneously operated with two 
fuels: fuel oil and medium Btu gas (MBG); see Fig. 19.9. 
The MBG is produced as a waste off-gas from another part 
of the plant, and it must be flared if it cannot be used on 
site. The goal of the RTO scheme is to find the optimum 
flow rates of fuel oil and MBG and provide 50 MW of 
power at all times, so that steady-state operations can be 
maintained while minimizing costs. It is desirable to use as 
much of the MBG as possible (which has zero cost) while 
minimizing consumption of expensive fuel oil. The two 
turbine generators (G1, G2) have different operating char­
acteristics; the efficiency of G 1 is higher than that of G2. 

Data collected on the fuel requirements for the two gen­
erators yield the following empirical relations: 

where 

P1 = 4.5xl + 0.1xt + 4.0x2 + 0.06x~ (19-33) 

P2 = 4.0x3 + 0.05x~ + 3.5x4 + 0.02x~ 

P1 =power output (MW) from G1 
P2 = power output (MW) from G2 
x1 =fuel oil to G1 (tons/h) 
x2 = MBG to G1 (fuel units/h) 
x3 = fuel oil to G2 (tons/h) 
x4 = MBG to G2 (fuel units/h) 

(19-34) 

The total amount of MBG available is 5 fuel units/h. Each 
generator is also constrained by minimum and maximum 
power outputs: generator 1 output must lie between 18 
and 30 MW, while generator 2 can operate between 14 
and25MW. 

Formulate the optimization problem by applying the 
methodology described in Section 19.2. Then solve for the 
optimum operating conditions (x1, x2, x3, x4, P1, P2) using 
the Excel Solver. 

MBG Fuel oil 

Figure 19.9 The allocation of two fuels in a boiler house 
with two turbine generators (G1, G2). 
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SOLUTION 

Step 1. Identify the variables. Use x1 through X4 as the 
four process variables. Variables P1 and P2 are dependent 
because of the equality constraints (see Steps 3 and 4). 

Step 2. Select the objective function. The way to mini­
mize the cost of operation is to minimize the amount of 
fuel oil consumed. This implies that we should use as 
much MBG as possible, because it has zero cost. The 
objective function can be stated in terms of variables 
defined above; that is, we wish to minimize 

(19-35) 

Step 3. Specify process model and constraints. The con­
straints given in the problem statement are as follows: 

(1) Power relations 

P1 = 4.5xl + 0.1xt + 4.0x2 + 0.06x~ (19-33) 

P2 = 4.0x3 + 0.05x~ + 3.5x4 + 0.2x~ (19-34) 

(2) Power range 18 ,; pl ,; 30 (19-36) 

14 ,; p2 ,; 25 (19-37) 

(3) Total power 50 = pl + p2 (19-38) 

(4) MBGsupply 5 = X2 + X4 (19-39) 

Note that all variables defined above are nonnegative. 

Step 4. Simplify the model and objective function. 
Although there are two independent variables in this 
problem (six variables and four equality constraints), 
there is no need to carry out variable substitution or 
further simplification, because the Excel Solver can easily 
handle the solution of this fairly small NLP problem. 

Step 5. Compute the optimum. The Solver dialog box is 
shown in Fig. 19.10. The objective function value is in the 
target cell of the spreadsheet, written as a function of x1 - x4 
(Eq. 19-35). These four variables are changed in the series 
of cells A4-D4. The constraints shown above are ex­
pressed in cells B12, B9, E12, and E9. 

At the optimum f = 6.54, x1 = 1.82, and x3 = 4.72, 
meaning that 1.82 tons/h of fuel oil are delivered to gener­
ator G1, while 4.72 tons/hare used in G2. G1 utilizes all of 
the MBG (x2), while G2 uses none (x4 = 0), due to its 
lower efficiency with MBG. 

Step 6. Perform a sensitivity analysis. Many operating 
strategies may be satisfactory, though not optimal, for 
the above problem. The procedure discussed above can 
also be repeated if parameters in the original constraint 
equations are changed as plant operating conditions 
vary. For example, suppose the total power requirement 
is changed to 55 MW; as an exercise, determine whether 
any of the active constraints change for the increased 
power requirement. 
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Figure 19.10 Excel Solver parameter 
dialog box. 

SUMMARY 
Although the economic benefits from feedback control 
are not always readily quantifiable, RTO offers a direct 
method of maximizing the steady-state profitability of a 
process or group of processes. The optimization of the 
set points is performed as frequently as necessary, 
depending on changes in operating conditions or con­
straints. It is important to formulate the optimization 
problem carefully; a methodology for formulation and 
solution of optimization problems is presented in this 
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EXERCISES 

19.1 A laboratory filtration study has been carried out at 

• 
constant rate. The filtration time (tr in hours) re­
quired to build up a specific cake thickness has been 
correlated as 

tr = 5.3 x;e-3.6x;+2.7 

where x; = mass fraction solids in the cake. Find the value 
of x; that maximizes t1 using quadratic interpolation. 

19.2 The thermal efficiency of a natural gas boiler versus 
air/fuel ratio is plotted in Fig. E19.2. Using physical argu­
ments, explain why a maximum occurs. 

Thermal 
efficiency 

(%) 

0 

Figure E19.2 

Air/fuel ratio 

19.3 A plasma etcher has a yield of good chips that is influ­
- enced by pressure (X1) and gas flow rate (X2). Both X 1 

~ and X 2 are scaled variables (0 ::s X; ::s 2). A model has 
been developed based on operating data as follows: 

Y = -0.1X1 + 0.2X2Xy - 0.09X~ - O.llXy + 0.15Xl + 0.5 

Use Excel to maximize yield Y, using starting points of (1,1) 
and (0,0). 

19.4 A specialty chemical is produced in a batch reactor. The 
time required to successfully complete one batch of product de­
pends on the amount charged to (and produced from) the reac­
tor. Using reactor data, a correlation is t = 2.0P 0.4, where Pis 
the amount of product in pounds per batch and t is given in 
hours. A certain amount of nonproduction time is associated 
with each batch for charging, discharging, and minor mainte­
nance, namely, 14 h/batch. The operating cost for the batch 
system is $50/h. Other costs, including storage, depend on the 
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size of each batch and have been estimated to be C1 = $800 

P 0·7($/yr). The required annual production is 300,000 lb/yr, and 
the process can be operated 320 days/yr (24 h/day). Total raw 
material cost at this production level is $400,000/yr. 

(a) Formulate an objective function using Pas the only vari­
able. (Show algebraic substitution.) 

(b) What are the constraints on P? 

(c) Solve for the optimum value of P analytically. Check 
that it is a minimum. Also check applicable constraints. 

19.5 A refinery processes two crude oils that have the yields 

• 
shown in the following table. Because of equipment and 
storage limitations, production of gasoline, kerosene, 
and fuel oil must be limited as shown below. There are 

no plant limitations on the production of other products such 
as gas oils. The profit on processing crude No. 1 is $2.00/bbl, 
and on crude No.2 it is $1.40/bbl. Find the optimum daily feed 
rates of the two crudes to this plant via linear programming 
using the Excel Solver. 

Gasoline 
Kerosene 
Fuel oil 

Yields (Volume %) 

Crude 
No.1 

70 
6 

24 

Crude 
No.2 

31 
9 

60 

Maximum 
Allowable Production 

Rate (bbl/day) 

6,000 
2,400 

12,000 

19.6 Linear programming is to be used to optimize the opera-

• 
tion of the solvent splitter column shown in Fig. E19.6. 
The feed is naphtha, which has a value of $40/bbl in its 
alternate use as a gasoline blending stock. The light ends 

sell at $50/bbl, while the bottoms are passed through a second 
distillation column to yield two solvents. A medium solvent 
comprising 50 to 70% of the bottoms can be sold for $70/bbl., 
while the remaining heavy solvent (30 to 50% of the bottoms) 
can be sold for $40/bbl. 

Another part of the plant requires 200 bbl/day of medium 
solvent; an additional 200 bbl/day can be sold to an external 
market. The maximum feed that can be processed in column 1 
is 2,000 bbl/day. The operational cost (i.e., utilities) associated 
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Figure E19.6 

40% Light 
ends 

Column 
1 

60% Bottoms 
xz 

Medium 
.------~ solvent 

x4 

Column 
2 

Heavy 
...__ __ ~ solvent 

x5 

with each distillation column is $2.00/bbl feed. The operating 
range for column 2 is given as the percentage split of medium 
and heavy solvent. Solve the linear programming problem to 
determine the maximum revenue and percentages of output 
streams in column 2. 

19.7 Reconciliation of inaccurate process measurements is an 
important problem in process control that can be solved using 
optimization techniques. The flow rates of streams B and C 
have been measured three times during the current shift 
(shown in Fig. E19.7). Some errors in the measurement de­
vices exist. Assuming steady-state operation (wA =constant), 
find the optimal value of w A (flow rate in kg/h) that mini­
mizes the sum of the squares of the errors for the material 
balance, w A + we= wB. 

A--~ 

c 

Figure E19.7 

(1) 92.4 kg/h 
f---~B (2) 94.3 kg/h 

(3) 93.8 kg/h 

(1) 11.1 kg/h 
(2) 10.8 kg/h 
(3) 11.4 kg/h 

19.8 A reactor converts reactant BC to product CB by heat-

• 
ing the material in the presence of an additive A (mole 
fraction = xA)· The additive can be injected into the 
reactor, while steam can be injected into a heating coil 

inside the reactor to provide heat. Some conversion can be 
obtained by heating without addition of A, and vice versa. 
The product CB can be sold for $50 per lb-mol. For 1 lb-mol 
of feed, the cost of the additive (in dollars per lb-mol feed) as 
a function of XA is given by the formula 2.0 + 10xA + 20xi 
The cost of the steam (in dollars per lb-mol feed) as a func­
tion of Sis 1.0 + 0.003S + 2.0 X 10-6§ (S = lb stearn!lb-mol 
feed). The yield equation is YCB = 0.1 + 0.3xA + 0.0001S -
0.0001xAS. 

YcB = 
lb-mol product CB 

lb-mol feed 

(a) Formulate the profit function (basis of 1.0 lb-mol feed) in 
terms of XA and S . 

f = income - costs 

(b) Maximize fsubject to the constraints 

0 ::; XA ::; 1 S 2:: 0 

19.9 Optimization methods can be used to fit equations to 

• 
data. Parameter estimation involves the computation 
of unknown parameters that minimize the squared 
error between data and the proposed mathematical 

model. The step response of an overdamped second-order 
dynamic process can be described using the equation 

y(t) = (1 - 1"1 e -tiTt - Tze -t/Tz) 

K T1 - Tz 

where T1 and Tz are process time constants and K is the 
process gain. 

The following normalized data have been obtained from a 
unit step test (Kis equal to y(oo)): 

time, t 0 1 2 3 4 5 

0.0583 0.2167 0.360 0.488 0.600 

6 7 8 9 10 

0.692 0.772 0.833 0.888 0.925 

Use Excel with a starting point (1,0) to find values of T1 and Tz 

that minimize the sum of squares of the errors. Compare your 
answer with that obtained using MATLAB. 

19.10 A brewery has the capability of producing a range of 

• 
beers by blending existing stocks. Two beers (suds 
and premium) are currently available, with alcohol 
concentrations of 3.5% for suds and 5.0% for pre­

mium. The manufacturing cost for suds is $0.25/gal, and for 
premium it is $0.40/gal. In making blends, water can be 
added at no cost. An order for 10,000 gal of beer at 4.0% 
has been received for this week. There is a limited amount 
of suds available (9000 gal), and, because of aging problems, 
the brewery must use at least 2,000 gal of suds this week. 
What amounts of suds, premium, and water must be 
blended to fill the order at minimum cost? 

19.11 A specialty chemicals facility manufactures two products 
A and B in barrels. Products A and B utilize the same raw ma­
terial; A uses 120 kg/bbl, while B requires 100 kg/bbl. There is 
an upper limit on the raw material supply of 9,000 kg/day. An­
other constraint is warehouse storage space ( 40 m2 total; both 
A and B require 0.5 m2/bbl). In addition, production time is 
limited to 7 h per day. A and B can be produced at 20 bbl/h 
and 10 bbUh, respectively. If the profit per bbl is $10 for A and 
$14 forB, find the production levels that maximize profit. 

19.12 Supervisory control often involves the optimization of 
set points in order to maximize profit. Can the same results 
be achieved by optimizing PID controller tuning (Kc, TJ, Tn), 
in order to maximize profits? Are regulatory (feedback) con­
trol and supervisory control complementary? 



19.13 A dynamic model of a continuous-flow, biological IJ chemostat has the form 

X = 0.063 c - D X 

C = 0.9 S [X - C] - 0.7 C - D C 

S = -0.9 S [X - C] + D [ 10 - S] 

where X is the biomass concentration, Sis the substrate con­
centration, and C is a metabolic intermediate concentration. 
The dilution rate, D, is an independent variable, which is de­
fined to be the flow rate divided by the chemostat volume. 

Determine the value of D, which maximizes the steady­
state production rate of biomass, f, given by 

f= DX 

19.14 A reversible chemical reaction, A~ B, occurs in the 

• 
isothermal continuous stirred-tank reactor shown in 
Fig. E19.14. The rate expressions for the forward and 
reverse reactions are 

r1 = k1CA 

r2 = k2Cs 

Using the information given below, use a numerical search 
procedure to determine the value of Fs (L!h) that maxi­
mizes the production rate of Cs (i.e., the amount of Cs that 
leaves the reactor, mol B/h). The allowable values of Fs are 
0 ::s Fs ::s 200 L!h. 

v 

F 

Figure E19.14 
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Available Information 

(i) The reactor is perfectly mixed. 
(ii) The volume of liquid, V, is maintained constant using an 

overflow line (not shown in the diagram). 
(iii) The following parameters are kept constant at the 

indicated numerical values: 

V = 200L FA= 150 L!h 

CAF = 0.3 mol A/L CBF = 0.3 mol B/L 

k1 = 2h-1 k2 = 1.5 h-1 

19.15 A reversible chemical reaction, A~ B, occurs in the 

• 
isothermal continuous stirred-tank reactor shown in 
Fig. E19.14. The rate expressions for the forward and 
reverse reactions are 

r1 = k1CA r2 = k2Cs 

where the rate constants have the following temperature 
dependence: 

k1 = 3.0 X 106 exp(-5000/T) 

k2 = 6.0 X 106 exp(-5500/T) 

Each rate constant has units of h - 1, and Tis in K. 
Use the MATLAB Optimization Toolbox or Excel to de­

termine the optimum values of temperature T(K) and flow 
rate Fs (L!h) that maximize the steady-state production rate 
of component B. The allowable values are 0 ::s Fs ::s 200 and 
300 ::s T ::s 500. 

Available Information 

(i) The reactor is perfectly mixed. 
(ii) The volume of liquid, V, is maintained constant using an 

overflow line (not shown in the diagram). 
(iii) The following parameters are kept constant at the indi­

cated numerical values: 

V = 200L FA = 150 L!h 

CAF = 0.3 mol AIL Csp = 0.3 mol B/L 
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Summary 

In this chapter we consider model predictive control 
(MPC), an important advanced control technique for 
difficult multivariable control problems. The basic 
MPC concept can be summarized as follows. Suppose 
that we wish to control a multiple-input, multiple-output 
process while satisfying inequality constraints on the 
input and output variables. If a reasonably accurate dy­
namic model of the process is available, model and cur­
rent measurements can be used to predict future values 
of the outputs. Then the appropriate changes in the 
input variables can be calculated based on both predic­
tions and measurements. In essence, the changes in the 
individual input variables are coordinated after consid­
ering the input-output relationships represented by the 
process model. In MPC applications, the output vari­
ables are also referred to as controlled variables or CVs, 
while the input variables are also called manipulated 
variables or MVs. Measured disturbance variables are 
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called DVs or feedforward variables. These terms will 
be used interchangeably in this chapter. 

Model predictive control offers several important ad­
vantages: (1) the process model captures the dynamic 
and static interactions between input, output, and dis­
turbance variables, (2) constraints on inputs and out­
puts are considered in a systematic manner, (3) the 
control calculations can be coordinated with the calcu­
lation of optimum set points, and (4) accurate model 
predictions can provide early warnings of potential 
problems. Clearly, the success of MPC (or any other 
model-based approach) depends on the accuracy of the 
process model. Inaccurate predictions can make mat­
ters worse, instead of better. 

First-generation MPC systems were developed inde­
pendently in the 1970s by two pioneering industrial 
research groups. Dynamic Matrix Control (DMC), 
devised by Shell Oil (Cutler and Ramaker, 1980), and a 



related approach developed by ADERSA (Richalet 
et al., 1978) have quite similar capabilities. An adaptive 
MPC technique, Generalized Predictive Control (GPC), 
developed by Clarke et al. (1987) has also received 
considerable attention. Model predictive control has 
had a major impact on industrial practice. For example, 
an MPC survey by Qin and Badgwell (2003) reported 
that there were over 4,500 applications worldwide by 
the end of 1999, primarily in oil refineries and petro­
chemical plants. In these industries, MPC has become 
the method of choice for difficult multivariable control 
problems that include inequality constraints. 

In view of its remarkable success, MPC has been a 
popular subject for academic and industrial research. 
Major extensions of the early MPC methodology have 
been developed, and theoretical analysis has provided 
insight into the strengths and weaknesses of MPC. Infor­
mative reviews of MPC theory and practice are available 
in books (Camacho and Bordons, 2003; Maciejowski, 
2002; Rossiter, 2003; Richalet and O'Donovan, 2009); 
tutorials (Hokanson and Gerstle, 1992; Rawlings, 2000), 
and survey papers (Morari and Lee, 1999; Qin and 
Badgwell, 2003; Canney, 2003; Kano and Ogawa, 2009). 

20.1 OVERVIEW OF MODEL PREDICTIVE 
CONTROL 

The overall objectives of an MPC controller have been 
summarized by Qin and Badgwell (2003): 

1. Prevent violations of input and output constraints. 
2. Drive some output variables to their optimal set 

points, while maintaining other outputs within 
specified ranges (see Section 20.4.2). 

3. Prevent excessive movement of the input variables. 
4. Control as many process variables as possible 

when a sensor or actuator is not available. 

A block diagram of a model predictive control sys­
tem is shown in Fig. 20.1. A process model is used to 
predict the current values of the output variables. The 

Predicted 

outputs 
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residuals, the differences between the actual and pre­
dicted outputs, serve as the feedback signal to a Predic­
tion block. The predictions are used in two types of 
MPC calculations that are performed at each sampling 
instant: set-point calculations and control calculations. 
Inequality constraints on the input and output vari­
ables, such as upper and lower limits, can be included 
in either type of calculation. Note that the MPC config­
uration is similar to both the internal model control 
configuration in Chapter 12 and the Smith predictor 
configuration of Chapter 16, because the model acts in 
parallel with the process and the residual serves as a 
feedback signal. However, the coordination of the con­
trol and set-point calculations is a unique feature of 
MPC. Furthermore, MPC has had a much greater im­
pact on industrial practice than IMC or Smith predictor, 
because it is more suitable for constrained MIMO con­
trol problems. 

The set points for the control calculations, also called 
targets, are calculated from an economic optimization 
based on a steady-state model of the process, tradition­
ally, a linear model. Typical optimization objectives in­
clude maximizing a profit function, minimizing a cost 
function, or maximizing a production rate. The opti­
mum values of set points change frequently due to 
varying process conditions, especially changes in the in­
equality constraints (see Chapter 19). The constraint 
changes are due to variations in process conditions, 
equipment, and instrumentation, as well as economic 
data such as prices and costs. In MPC the set points are 
typically calculated each time the control calculations 
are performed, as discussed in Section 20.5. 

The MPC calculations are based on current measure­
ments and predictions of the future values of the out­
puts. The objective of the MPC control calculations is 
to determine a sequence of control moves (that is, ma­
nipulated input changes) so that the predicted response 
moves to the set point in an optimal manner. The ac­
tual output y, predicted output y, and manipulated 
input u for SISO control are shown in Fig. 20.2. At the 
current sampling instant, denoted by k, the MPC strategy 
calculates a set of M values of the input {u(k + i - 1), 

Set points 
(targets) 

Figure 20.1 Block diagram for model predictive control. 
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Figure 20.2 Basic concept for model predictive control. 

i = 1, 2, .. , M}. The set consists of the current input 
u(k) and M- 1 future inputs. The input is held constant 
after the M control moves. The inputs are calculated so 
that a set of P predicted outputs y (k + i), i = 1, 2, ... , P} 
reaches the set point in an optimal manner. The control 
calculations are based on optimizing an objective function 
(cf. Section 20.4). The number of predictions P is 
referred to as the prediction horizon while the number 
of control moves M is called the control horizon. 

A distinguishing feature of MPC is its receding 
horizon approach. Although a sequence of M control 
moves is calculated at each sampling instant, only the 
first move is actually implemented. Then a new 
sequence is calculated at the next sampling instant, 
after new measurements become available; again 
only the first input move is implemented. This proce­
dure is repeated at each sampling instant. But why is 
an M-step control strategy calculated if only the first 
step is implemented? We will answer this question in 
Section 20.4. 

20.2 PREDICTIONS FOR SISO MODELS 

The MPC predictions are made using a dynamic model, 
typically a linear empirical model such as a multivari­
able version of the step response or difference equation 
models that were introduced in Chapter 7. Alterna­
tively, transfer function or state-space models (Section 
6.5) can be employed. For very nonlinear processes, it 
can be advantageous to predict future output values 
using a nonlinear dynamic model. Both physical mod­
els and empirical models, such as neural networks (Sec­
tion 7.3), have been used in nonlinear MPC (Badgwell 

and Qin, 2001; White, 2008). Step-response models 
offer the advantage that they can represent stable 
processes with unusual dynamic behavior that cannot 
be accurately described by simple transfer function 
models (cf. Example 7.6). Their main disadvantage is 
the large number of model parameters. Although 
step-response models are not suitable for unstable 
processes, they can be modified to represent integrat­
ing processes, as shown in Section 20.2.2. 

Next, we demonstrate how step-response models can 
be used to predict future outputs. Similar predictions 
can be made using other types of linear models such as 
transfer function or state-space models. 

The step-response model of a stable, single-input, 
single-output process can be written as 

N-1 

y(k + 1) = Yo + 2: Si!l.u(k - i + 1) 
i=l 

(20-1) 

where y(k + 1) is the output variable at the (k + 1)­
sampling instant, and !l.u(k- i + 1) denotes the change 
in the manipulated input from one sampling instant 
to the next, !l.u(k- i + 1) = u(k- i + 1) - u(k- i). 
Both y and u are deviation variables. The model 
parameters are theN step-response coefficients, S1 to 
S N· Typically, N is selected so that 30 :5 N :5 120. The 
initial value, y(O), is denoted by y0. For simplicity, we 
will assume that Yo = 0. 

In Section 7.5 we showed that step-response models 
can be obtained empirically from experimental data. 
Example 20.1 illustrates that they can also be derived 
analytically from transfer function models. 



EXAMPLE 20.1 

Consider a first-order-plus-time-delay model: 

Y(s) 

U(s) 

Ke-es 

TS + 1 
(20-2) 

(a) Derive the equivalent step-response model by consid­
ering the analytical solution to a unit step change in 
the input. 

(b) Calculate the step-response coefficients, {S;}, for the fol­
lowing parameter values: K = 5, T = 15 min, e = 3 min, 
and a sampling period of 11t = 1 min. Also, calculate 
and plot the response y(k) for 0 ::s k ::s 80 after a step 
change in u from 0 to 3 occurs at t = 2 min. 

SOLUTION 

(a) The step response for a first-order model without a 
time delay (e = 0) was derived in Chapter 5 

y(t) = KM(l - e-117) (5-18) 

where M is the magnitude of the step change. The corre­
sponding response for the model with a time delay is 

y(t) = 0 
y(t) = KM (1 - e -(H)h) 

fort :5 e 
fort> e (20-3) 

The sampling instants are denoted by t = i!1t where !1t 
is the sampling period and i = 1, 2, .... Substituting 
t = i!1t into (20-3) gives the response for 0 ::s i ::s 80: 

y(i!1t) = 0 for i!1t :5 e} 
y(il1t) = KM(l - e -(iM--1l)h) for !1t > e (Z0-4) 

where i = 1, 2, ... , 80 

The number of step-response coefficients, N in (20-1 ), 
is specified to beN= 80 so that N!1t is slightly larger 
than the process settling time of approximately 5T + e. 
As indicated in Section 7.5, the ith step-response coef­
ficient is the value of the unit step response at the ith 
sampling instant. Thus, the step-response coefficients 
can be determined from (20-4) after setting M = 1: 

S; = 0 
S; = K(l - e-(iM-6)17) 

for i11t :5 e } 
for i11t > e (Z0-5) 

where i = 1, 2, ... , 80 

(b) Substituting numerical values into (20-5) gives the 
step-response coefficients in Table 20.1. The step 
response y(k) in Fig. 20.3 can be calculated either 
from (20-1) and (20-5), or from (20-4). Fore = 2 min, 
S1 = S2 = 0, and the step response is zero until t > 2 
min. The new steady-state value is y = 15 because the 
steady-state gain in (20-2) is K = 5 and the magnitude 
of the step change is M = 3. Because !1t = 1 min and 
the step change occurs at t = 3 min, !1u(k) = M = 3 
fork = 3 and !1u(k) = 0 for all other values of k. Recall 
that !1u(k) is defined as !1u(k) ~ u(k) - u(k -1). 

For this example, the response y(k) could be calcu­
lated analytically from (20-4) because a transfer func­
tion model was assumed. However, in many MPC 
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Table 20.1 Step-Response Coefficients for Example 20.1 

Sampling Sampling Sampling 
Instant S; Instant S; Instant S; 

1 0 28 4.06 55 4.84 
2 0 29 4.12 56 4.85 
3 0 30 4.17 57 4.86 
4 0.32 31 4.23 58 4.87 
5 0.62 32 4.28 59 4.88 
6 0.91 33 4.32 60 4.89 
7 1.17 34 4.37 61 4.90 
8 1.42 35 4.41 62 4.90 
9 1.65 36 4.45 63 4.91 

10 1.86 37 4.48 64 4.91 
11 2.07 38 4.52 65 4.92 
12 2.26 39 4.55 66 4.93 
13 2.43 40 4.58 67 4.93 
14 2.60 41 4.60 68 4.93 
15 2.75 42 4.63 69 4.94 
16 2.90 43 4.65 70 4.94 
17 3.03 44 4.68 71 4.95 
18 3.16 45 4.70 72 4.95 
19 3.28 46 4.72 73 4.95 
20 3.39 47 4.73 74 4.96 
21 3.49 48 4.75 75 4.96 
22 3.59 49 4.77 76 4.96 
23 3.68 50 4.78 77 4.96 
24 3.77 51 4.80 78 4.97 
25 3.85 52 4.81 79 4.97 
26 3.92 53 4.82 80 4.97 
27 3.99 54 4.83 

applications, the transfer function model is not 
known, and thus the response must be calculated 
from the step-response model in (20-1). 

16 I I I I I I I ......................... 
14 1-

...... ..... -... ... .. .. .. 
12 1- .. -.. . . . . . 
10 1- . -. . . . 

y 81- -

61- -

41- -

21- . -

0 I I I I I I I 
0 10 20 30 40 50 60 70 80 

Time (min) 

Figure 20.3 Step response for Example 20.1. 
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Model predictive control is based on predictions of 
future outputs over a prediction horizon, P. We now 
consider the calculation of these predictions. Let k denote 
the current sampling instant and Y(k + 1) denote the 
prediction of y(k + 1) that is made at time k. If Yo= 0, 
this one-step-ahead prediction can be obtained from 
Eq. (20-1) by replacing y(k + 1) with y(k + 1): 

N-l 

y(k + 1) = ~ Sitiu(k - i + 1) + SN u(k - N + 1) 
i=l 

Equation 20-6 can be expanded as 

Y(k + 1) = 
N-l 

(20-6) 

S1tiu(k) + ~ Sitiu(k- i + 1) + SN u(k - N + 1) 
i=2 

'-.,-' 

Effect of current 

control action 

Effect of past control actions (20-7) 

The first term on the right-hand side indicates the effect 
of the current manipulated input u(k) because tiu(k) = 
u(k) - u(k- 1). The second term represents the effects 
of past inputs, {u(i), i < k}. An analogous expression 
for a two-step-ahead prediction can be derived in a 
similar manner. Substitute k = k' + 1 into Eq. 20-6: 

N-l 

y(k' + 2) = ~ S;tiu(k'- i + 2) + SNu(k'- N + 2) 
i=l 

(20-8) 

Because Eq. 20-8 is valid for all positive values of k', 
without loss of generality, we can replace k' with k and 
then expand the right-hand side to identify the contri­
butions relative to the current sampling instant, k: 

Y(k + 2) = S1tiu(k + 1) + Sztiu(k) 
'-------y------ '-.,-' 

Effect of future Effect of current 
control action control action 

N-l 
+ ~ S;tiu(k - i + 2) + SN u(k - N + 2) (20-9) 

i=3 

Effect of past control actions 

An analogous derivation provides an expression for 
a j-step-ahead prediction where j is an arbitrary positive 
integer: 

j 

Y(k + j) = ~ Sitiu(k + j - i) 
i=l 

N-l 

Effect of current and 
future control actions 

+ ~ Sitiu(k + j- i) + SNu(k + j- N) (20-10) 
i=j+l 

Effect of past control actions 

The second and third terms on the right-hand side of 
Eq. 20-10 represent the predicted response when 
there are no current or future control actions, that is, 
the predicted response when u(k + i) = u(k - 1) for 
i ::::: 0, or equivalently, tiu(k + i) = 0 for i ::::: 0. 
Because this term accounts for past control actions, it 
is referred to as the predicted unforced response and 
is denoted by the symbol, y0(k + j). Thus, we define 
yD(k + j) as 

N-l 
y 0 (k + j) ~ ~ Sitiu(k + j - i) + SN u(k + j- N) 

i=j+l 

and write Eq. 20-10 as 

j 

(20-11) 

Y(k + j) = ~ Sitiu(k + j- i) + y0 (k + j) (20-12) 
i=l 

Examples 20.2 and 20.3 demonstrate that Eq. 20-12 can 
be used to derive a simple predictive control law based 
on a single prediction. 

EXAMPLE 20.2 

Derive a predictive control law that is based on the 
following concept. A single control move, !1u(k), is 
calculated so that the ]-step-ahead prediction is equal to 
the set point, that is, y(k + J) = Ysp where integer J is a 
tuning parameter. This sampling instant, k + J, is referred 
to as a coincidence point. Assume that u is held constant 
after the single control move, so that !1u(k + i) = 0 for 
i > 0. 

SOLUTION 

In the proposed predictive control strategy, only a single 
prediction for J steps ahead is considered. Thus, we let 
j = J in Eq. 20-12. Similarly, because we are only inter­
ested in calculating the current control move, !1u(k), the 
future control moves in Eq. 20-12 are set equal to zero: 
!1u(k + J- i) = 0 fori = 1, 2, ... , J- 1. Thus, (20-12) 
reduces to 

y(k + J) = S1!1u(k) + y 0 (k + J) (20-13) 

Setting j)(k + J) = Ysp and rearranging gives the desired 
predictive controller: 

Ysp- Y0 (k + l) 
!1u(k) = SJ (20-14) 

The predicted unforced response y0 (k + J) can be calcu­
lated from Eq. 20-11 withj = J. 

The control law in (20-14) is based on a single prediction 
that is made for J steps in the future. Note that the control 
law can be interpreted as the inverse of the predictive model 
in (20-13). 



EXAMPLE 20.3 

Apply the predictive control law of Example 20.2 to a 
fifth-order process: 

Y(s) 1 

U(s) (5s + 1)5 
(20-15) 

Evaluate the effect of tuning parameter J on the set-point 
responses for values of J = 3, 4, 6, and 8 and l:!t = 5 min. 

SOLUTION 

They and u responses for a unit set-point change at t = 0 are 
shown in Figs. 20.4 and 20.5, respectively. As J increases, the 
y responses become more sluggish while the u responses be­
come smoother. These trends occur because larger values of 
J allow the predictive controller more time before the !-step 
ahead prediction Y(k + J) must equal the set point. Conse­
quently, less strenuous control action is required. The Jth 
step-response coefficient S1 increases monotonically as J 
increases. Consequently, the input moves calculated from 
(20-14) tend to become smaller as S 1 increases. (The u re­
sponses for J = 4 and 8 are omitted from Fig. 20.5.) 

The previous two examples have considered a simple 
predictive controller based on single prediction made J 
steps ahead. Now, we consider the more typical situa­
tion in which the MPC calculations are based on multi­
ple predictions rather than on a single prediction. The 
notation is greatly simplified if vector-matrix notation 
is employed. Consequently, we define a vector of pre­
dicted responses for the next P sample instants as 

Y(k + 1) ~ col [Y(k + 1), Y(k + 2), ... , Y(k + P)] 

(20-16) 

y 
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Figure 20.4 Set-point responses for Example 20.3 and 
different values of J. 
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Figure 20.5 Input responses for Fig. 20.4. 

where col denotes a column vector. Similarly, a vector 
of predicted unforced responses from Eq. 20-11 is de­
fined as 

Y0 (k + 1) ~ col [jl 0 (k + 1), y0 (k + 2), ... , y0 (k + P)] 

(20-17) 

Define fl.U(k) to be a vector of control actions for the 
next M sampling instants: 

fl.U(k) ~ col [fl.u(k), fl.u(k + 1), ... , fl.u(k + M- 1)] 

(20-18) 

The control horizon M and prediction horizon P are 
key design parameters, as discussed in Section 20.6. In 
general, M :5 P and P :5 N + M. 

The MPC control calculations are based on calculat­
ing fl.U(k) so that the predicted outputs move optimally 
to the new set points. For the control calculations, the 
model predictions in Eq. 20-12 are conveniently written 
in vector-matrix notation as 

Y(k + 1) = Sfl.U(k) + yo (k + 1) (20-19) 

where S is the P X M dynamic matrix: 

s1 0 0 
Sz s1 0 

0 
s ~ SM SM-1 s1 (20-20) 

SM+1 SM Sz 

Sp Sp-1 SP-M+1 

Equations 20-19 and 20-20 can be derived from (20-12) 
and (20-16) to (20-18). 
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20.2.1 Output Feedback aud Bias Correction 

The predictions in Eqs. 20-12 and 20-19 do not make 
use of the latest measurement y(k). Consequently, the 
cumulative effects of model inaccuracy and unmea­
sured disturbances can lead to inaccurate predictions. 
However, prediction accuracy can be improved by uti­
lizing the latest measurement in the predictions. This 
general strategy is referred to as output feedback (Qin 
and Badgwell, 2003). A typical approach is to add a 
bias correction, b(k + j), to the prediction. The corrected 
prediction, y(k + j), is defined as 

Y(k + j) ~ Y(k + j) + b(k + j) (20-21) 

We will refer to Y(k + j) as the uncorrected prediction. 
In practice, the bias correction is often specified to be 
the difference between the latest measurement y(k) 
and the corresponding predicted value, y(k): 

b(k + j) = y(k) - Y(k) (20-22) 

The difference, y(k) - y(k), is also referred to as a 
residual or an estimated disturbance. The block diagram 
for MPC in Fig. 20.1 includes the bias correction. 

In (20-22) y(k) is a one-step ahead prediction made 
at the previous sampling instant, k - 1. Using Eq. 20-22 
is equivalent to assuming that a process disturbance is 
added to the output and is constant for j = 1, 2, ... , P. 
Furthermore, the assumed value of the additive distur­
bance is the residual, y(k) - y(k). 

Substituting Eq. 20-22 into 20-21 gives 

Y(k + j) ~ y(k + j) + [y(k) - y(k)] (20-23) 

In a similar fashion, adding the bias correction to the 
right side of Eq. 20-19 provides a vector of corrected 
predictions, 

Y(k + 1) = Sb.U(k) + Y0 (k + 1) + [y(k)- yk]l (20-24) 

where 1 is a P-dimensional column vector with each ele­
ment having a value of one. Thus the same correction is 
made for all Ppredictions. Vector Y(k + 1) is defined as 

Y(k + 1) ~ col [y(k + 1), y(k + 2), ... , y(k + P)] 

(20-25) 

Incorporating output feedback as a bias correction 
has been widely applied, but it can result in excessively 
sluggish responses for certain classes of disturbances. 
Consequently, other types of output feedback and dis­
turbance estimation methods have been proposed 
(Maciejowski, 2002; Qin and Badgwell, 2003). 

EXAMPLE 20.4 

The benefits of using corrected predictions will be illustrated 
by a simple example, the first-order plus time-delay model: 

Y(s) 5e-2s 

U(s) 15s + 1 
(20-26) 

Assume that the disturbance transfer function is identical to 
the process transfer function, Gd(s) = Gp(s). A unit change 
in u occurs at time t = 2 min, and a step disturbance, 
d = 0.15, occurs at t = 8 min. The sampling period is 
l:!t = 1 min. 

(a) Compare the process response y(k) with the predic­
tions that were made 15 steps earlier based on a step­
response model with N = 80. Consider both the 
corrected prediction y ( k) and the uncorrected predic­
tion y(k) over a time period, 0 ::; k ::; 90. 

(b) Repeat (a) for the situation where the step-response 
coefficients are calculated using an incorrect model: 

Y(s) 4e-2s 

U(s) 20s + 1 
(20-27) 

SOLUTION 

The output response to the step changes in u and d can be 
derived from (20-26) using the analytical techniques de­
veloped in Chapters 3 and 4. Because e = 2 min and the 
step in u begins at t = 2 min, y(t) first starts to respond at 
t = 5 min. The disturbance at t = 8 min begins to affect y 
at t = 11 min. Thus, the response can be written as 

y(t) = 0 
y(t) = 5(1 )(1 - e -(t--4)!15) 

y(t) = 5(1 )(1 - e -(t-4JI15) 

+ 5(0.15)(1 - e -(t-10l115) 

for t ::; 4 min 
for4 < t::; 10min 
fort> 10min 

(20-28) 

The 15-step-ahead prediction, y(k + 15), can be obtained 
using Eq. 20-12 with j = 15 and N = 80. The corrected 
prediction, Y(k + 15), can be calculated from Eqs. 20-21 
and 20-22 with j = 15. But in order to compare actual and 
predicted responses, it is more convenient to write these 
equations in an equivalent form: 

y(k) £ y(k) + b(k) 

b(k) = y(k - 15) - Y(k - 15) 

(20-29) 

(20-30) 

(a) The actual and predicted responses are compared in 
Fig. 20.6. For convenience, the plots are shown as lines 

--y 

----y 
---y 

Time (min) 

Figure 20.6 Comparison of actual (y), predicted (Y), and 
corrected (Y) responses when the model is perfect. 
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Figure 20.7 Comparison of actual and predicted 
responses for plant-model mismatch. 

rather than as discrete points. After the step change in 
u at t = 2 min (or equivalently, at k = 4), the 15-step­
ahead predictions are identical to the actual response 
until the step disturbance begins to affect y(k) starting 
at k = 11. Fork > 10, Y(k) < y(k) because Y(k) does 
not include the effect of the unknown disturbance. 
Note that y(k) = Y(k) for 10 < k < 25 because b(k) = 0 
during this period. Fork> 25, b(k) =/= 0 and y(k) con­
verges to y(k). Thus, the corrected prediction y(k) is 
more accurate than the uncorrected prediction, Y(k). 

(b) Figure 20.7 compares the actual and predicted re­
sponses for the case of the plant-model mismatch in 
Eqs. 20-26 and 20-27. The responses in Fig. 20.7 are 
similar to those in Fig. 20.6, but there are a few signifi­
cant differences. Both of the predicted responses in 
Fig. 20.7 differ from the actual response for t > 4, as a 
result of the model inaccuracy. Figure 20.7 demon­
strates that the corrected predictions are much more 
accurate than the uncorrected predictions even when 
a significant plant-model mismatch occurs. This im­
provement occurs because new information is used as 
soon as it becomes available. 

20.2.2 Extensions of the Basic MPC Model 
Formulation 

We will now consider several extensions of the basic 
MPC problem formulation that are important for prac­
tical applications. 

Integrating Processes 

The standard step-response model in Eq. 20-6 is not 
appropriate for an integrating process because its step 
response is unbounded. However, because the output 
rate of change, ~y(k) = y(k + 1) - y(k), is bounded, a 
simple modification eliminates this problem. Replacing 
Y(k + 1) in Eq. 20-6 by ~Y(k + 1 = y(k + 1) - Y(k) 
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provides an appropriate step-response model for inte­
grating processes (Hokanson and Gerstle, 1992): 

N-1 
~Y(k + 1) = ~ Si~u(k - i + 1) + SN u(k - N + 1) 

i=1 
(20-31) 

or, equivalently, 
N-1 

j/(k+1)=y(k)+ ~ Si~u(k-i+1)+SNu(k-N+1) 
i=1 

(20-32) 

Although the bias correction approach of Eq. 20-22 is 
not valid for integrating processes, several modifica­
tions are available (Qin and Badgwell, 2003). 

Known Disturbances 

If a disturbance variable is known or can be measured, 
it can be included in the step-response model. Let d de­
note a measured disturbance and {Sf} its step-response 
coefficients. Then the standard step-response model in 
Eq. 20-6 can be modified by adding a disturbance term, 

N-1 
jl(k + 1) = ~ Si~u(k - i + 1) + SN u(k - N + 1) 

i=1 
Nd-1 

+ ~ Sf~d(k - i + 1) + Sfvd(k - Nd + 1) (20-33) 
i=1 

where Nd is the number of step-response coefficients 
for the disturbance variable (in general, Nd =/= N). This 
same type of modification can be made to other step­
response models such as Eq. 20-19 or 20-24. However, 
predictions made more than one step ahead require an 
assumption about future disturbances. If no other in­
formation is available, the usual assumption is that the 
future disturbances will be equal to the current distur­
bance: d(k + j) = d(k) for j = 1, 2, ... , P. However, if 
a disturbance model is available, the prediction accu­
racy can improve. 

20.3 PREDICTIONS FOR MIMO MODELS 

The previous analysis for SISO systems can be general­
ized to MIMO systems by using the Principle of Super­
position. For simplicity, we first consider a process 
control problem with two outputs, Y1 and yz, and two 
inputs, u1 and u2. The predictive model consists of two 
equations and four individual step-response models, 
one for each input-output pair: 

N-1 

.Yl(k + 1) = ~ S11,i~u1(k- i + 1) + Su,Nu1(k- N + 1) 
i=1 

N-1 

+ ~ s12,i~Uz(k - i + 1) + s12,Nuz(k - N + 1) 
i=1 

(20-34) 
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N-l 

.Yz(k+1) = 2: S2l,i~ul(k-i+1)+Szl,Nul(k-N+1) 
i=l 

N-l 
+ 2: Szz,i~uz(k- i + 1) + S22,N u2(k- N + 1) (20-35) 

i=l 

where Sn,i denotes the ith step-response coefficient for 
the model that relates Yl and uz. The other step-response 
coefficients are defined in an analogous manner. This 
MIMO model is a straightforward generalization of the 
SISO model in Eq. 20-6. In general, a different model 
horizon can be specified for each input-output pair. 
For example, the upper limits for the summations in 
Eq. 20-35 can be specified as N21 and Nzz, if yz has very 
different settling times for changes in u1 and u2• 

Next, the analysis is generalized to MIMO models 
with arbitrary numbers of inputs and outputs. Sup­
pose that there are r inputs and m outputs. In a typical 
MPC application, r < 20 and m < 40, but applications 
with much larger numbers of inputs and outputs 
have also been reported (Qin and Badgwell, 2003; 
Canney, 2003). It is useful to display the individual 
step-response models graphically as shown in Fig. 20.8 
(Hokanson and Gerstle, 1992), where the output vari­
ables (or CVs) are arranged as the columns and the 

1 Overhead composition 2 Delta P 

inputs and disturbances (the MVs and DVs) are arranged 
as the rows. 

It is convenient to express MIMO step-response 
models in vector-matrix notation. Let the output vector 
bey = [yl, yz, ... , Ymf and the input vector be u = 
[u1, uz, ... , urf where superscript T denotes the trans­
pose of a vector of matrix. In analogy with the deriva­
tion of Eq. 20-24 for SISO systems, the MIMO model 
for the corrected predictions can be expressed in dy­
namic matrix form: 

Y(k + 1) = S~U(k) + Y0 (k + 1) + [y(k) - Y(k)] 

(20-36) 

where Y(k + 1) is the mP-dimensional vector of cor­
rected predictions over the prediction horizon P, 

Y(k + 1) ~ col [y(k + 1), Y(k + 2), ... , y(k + P)] 

(20-37) 

Y0 (k + 1) is the mP-dimensional vector of predicted 
unforced responses, 

Y0 (k + 1) ~col [y0 (k + 1), y0 (k + 2), ... , y0 (k + P)] 

(20-38) 

3 Lower T 4 Bottoms composition 

1 Heat 
input KP = 0.300 KP = 0.0072 
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Figure 20.8 Individual step-response models for a distillation column with three inputs and four outputs. Each 
model represents the step response for 120 minutes (Hokanson and Gerstle, 1992). 



and tlU(k) is the rM-dimensional vector of the next M 
control moves, 

tlU(k) £ col [tlu(k), tlu(k + 1), ... , tlu(k + M - 1)] 

(20-39) 

The mP X m matrix (in Eq. 20-36) is defined as 

S £ [Imlm· • ·Imf 
'-y------' 

Ptimes 

where Im denotes them X m identity matrix. 
The dynamic matrix S is defined as 

s1 0 0 
Sz s1 0 

0 
s£ SM SM-1 s1 

SM+1 SM Sz 

Sp Sr-1 Sr-M+1 

(20-40) 

(20-41) 

where Si is the m X r matrix of step-response coeffi­
cients for the ith time step. 

[ 

Sn,i s12,i 

S . ~ Sz1,i · : · 
l- : : 

Sm1,i · ·· 

S1r,i] 
Szr,i 

Smr,i 

(20-42) 

Note that the dynamic matrix in Eq. 20-41 for MIMO 
systems has the same structure as the one for SISO 
systems in Eq. 20-20. 

The dimensions of the vectors and matrices in 
Eq. 20-36 are as follows. Both Y(k + 1) and :fo(k + 1) 
are mP-dimensional vectors where m is the number of 
outputs and P is the prediction horizon. Also, tlU(k) 
is an rM-dimensional vector where r is the number of 
manipulated inputs and M is the control horizon. 
Consequently, the dimensions of step-response matrix 
S are mP X rM. The MIMO model in (20-36) through 
(20-42) is the MIMO generalization of the SISO 
model in (20-24). It is also possible to write MIMO 
models in an alternative form, a generalization of Eqs. 
20-34 and 20-35. An advantage of this alternative for­
mulation is that the new dynamic matrix is partitioned 
into the individual SISO models, a convenient form 
for real-time predictions. 

For stable models, the predicted unforced response, 
Y0 (k + 1) in Eq. 20-38, can be calculated from a recur­
sive relation (Lundstrom et al., 1995) that is in the form 
of a discrete-time version of a state-space model: 

Y0 (k + 1) = M Y0 (k) + S*tlu(k) (20-43) 

where: 

Y0 (k) = col [jl 0 (k), y0 (k + 1), ... , J0 (k + P - 1)] 
(20-44) 
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0 lm 

0 0 

M ~ 

0 0 
0 0 

S* ~ 

0 

lm 

s1 

Sz 

Sr-1 

Sr 

0 
0 
0 (20-45) 

0 lm 
0 lm 

(20-46) 

where M is an mP X mP matrix and S* is an mP X r 
matrix. The MIMO models in Eqs. 20-36 through 20-46 
can be extended to include measured disturbances and 
integrating variables, in analogy to the SISO case in the 
previous section. 

Most of the current MPC research is based on state­
space models, because they provide an important theo­
retical advantage, namely, a unified framework for 
both linear and nonlinear control problems. State­
space models are also more convenient for theoretical 
analysis and facilitate a wider range of output feedback 
strategies (Rawlings, 2000, Maciejowski, 2002; Qin and 
Badgwell, 2003). 

20.4 MODEL PREDICTIVE CONTROL 
CALCULATIONS 

The flowchart in Fig. 20.9 provides an overview of the 
MPC calculations. The seven steps are shown in the 
order they are performed at each control execution 
time. For simplicity, we assume that the control exe­
cution times coincide with the measurement sampling 
instants. 

In MPC applications, the calculated MV moves are 
usually implemented as set points for regulatory con­
trol loops at the Distributed Control System (DCS) 
level, such as flow control loops. If a DCS control loop 
has been disabled or placed in manual, the MV is no 
longer available for control. In this situation, the con­
trol degrees of freedom are reduced by one. Even 
though an MV is unavailable for control, it can serve as 
a disturbance variable if it is measured. 

In Step 1 of the MPC calculations, new process data 
are acquired via the regulatory control system (DCS) 
that is interfaced to the process. Then new output pre­
dictions are calculated in Step 2 using the process 
model and the new data (see Eqs. 20-21 and 20-22, for 
example). 

Before each control execution, it is necessary to de­
termine which outputs (CVs), inputs (MVs), and dis­
turbance variables (DVs) are currently available for 
the MPC calculations. This Step 3 activity is referred to 
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1. 
Acquire new data 

(CV, MV, and DV values) 

~ 
2. 

Update model predictions 
(output feedback) 

~ 
3. 

Determine control structure 

~ 
4. 

Check for ill-conditioning 

t 
5. 

Calculate set points/targets 
(steady-state optimization) 

~ 
6. 

Perform control calculations 
(dynamic optimization) 

~ 
7. 

Send MVs to the process 

Figure 20.9 Flow chart for MPC calculations (modified from 
Qin and Badgwell (2003)). 

as determining the current control structure. The vari­
ables available for the control calculations can change 
from one control execution time to the next, for a vari­
ety of reasons. For example, a sensor may not be avail­
able due to routine maintenance or recalibration. 
Output variables are often classified as being either 
critical or noncritical. If the sensor for a critical output 
is not available, the MPC calculations can be stopped 
immediately or after a specified number of control exe­
cution steps. For a noncritical output, missing measure­
ments could be replaced by model predictions or the 
output could be removed from the control structure 
(Qin and Badgwell, 2003). 

If the control structure changes from one control ex­
ecution time to another, the subsequent control calcu­
lations can become ill-conditioned. It is important to 
identify and correct these situations before executing 
the MPC calculations in Steps 5 and 6. Ill-conditioning 
occurs when the available MVs have very similar ef­
fects on two or more outputs. For example, consider a 
high-purity distillation column where the product com­
positions are controlled by manipulating the reflux flow 
rate and the reboiler heat duty. Ill-conditioning occurs 

because each input has approximately the same effect 
on both outputs, but in different directions. As a result, 
the process gain matrix is nearly singular, and large 
input movements are required to control these outputs 
independently. Consequently, it is important to check 
for ill-conditioning (Step 4) by calculating the condition 
number of the process gain matrix for the current con­
trol structure (see Chapter 18). If ill-conditioning is de­
tected, effective strategies are available for its removal 
(Maciejowski, 2002; Qin and Badgwell, 2003). 

In MPC applications, the major benefits result from 
determining the optimal operating conditions (set-point 
calculations) and from moving the process to these set 
points in an optimal manner based on the control calcu­
lations. Both types of calculations optimize a specified 
objective function while satisfying inequality constraints, 
such as upper and lower limits on the inputs or outputs. 
Set-point calculations are the subject of Section 20.5, while 
control calculations are considered in the next section. 

The final step, Step 7 of Fig. 20.9, is to implement the 
calculated control actions, usually as set points to regu­
latory PID control loops at the DCS level. 

20.4.1 Unconstrained MPC 

This section considers the control calculations of Step 6 
for the special case in which inequality constraints are 
not included in the problem formulation. In Section 
20.4.2, the analysis is extended to the more typical situ­
ation where there are inequality constraints on u, au, 
andy. 

As noted earlier, the MPC control calculations are 
based on both current measurements and model pre­
dictions. The control objective is to calculate a set of 
control moves (MY changes) that make the corrected 
predictions as close to a reference trajectory as possi­
ble. Thus, an optimization approach is employed. For 
unconstrained linear control problems, an analytical 
expression for the MPC control law is available. 

Reference Trajectory 

In MPC applications, a reference trajectory can be used 
to make a gradual transition to the desired set point. 
The reference trajectory y, can be specified in several 
different ways (Maciejowski, 2002; Qin and Badgwell, 
2003; Rossiter, 2003). We briefly introduce several typi­
cal approaches. 

Let the reference trajectory over the prediction hori­
zon P be denoted as 

Y,(k + 1) ~ col[y,(k + 1), y,(k + 2), ... , y,(k + P)] 
(20-47) 

where Y, is an mP-dimensional vector. A reasonable 
approach is to specify the reference trajectory to be the 
filtered set point, 



Yi,r(k + j) = (cxYYi,r(k) + [1 - (cxi)j] Yi,sp(k) 
for i = 1, 2, ... , m and j = 1, 2, ... , P (20-48) 

where Yi,r is the ith element of y, Ysp denotes the set 
point, and cxi is a filter constant, 0 < cxi < 1. For j = 1, 
Eq. 20-48 reduces to the set-point filtering expression 
for PID controllers that was considered in Chapter 12. 
It is also equivalent to the exponential filter introduced 
in Chapter 17. Note that Yr = Ysp for the limiting case of 
cxi = 0. An alternative approach is to specify the refer­
ence trajectory for the ith output as an exponential tra­
jectory from the current measurement Yi(k) to the set 
point, Yi,sp(k): 

Yi,r(k + j) = (cxi)jYi(k) + [1 - (cxi)j] Yi,sp(k) 
for i = 1, 2, ... , m and j = 1, 2, ... , P (20-49) 

In some commercial MPC products, the desired ref­
erence trajectory for each output is specified indirectly 
by a performance ratio for the output. The performance 
ratio is defined to be the ratio of the desired closed­
loop settling time to the open-loop settling time. Thus, 
small values of the performance ratios correspond to 
small values of cxi in (20-48) or (20-49). 

Model Predictive Control Law 

The control calculations are based on minimizing the 
predicted deviations from the reference trajectory. Let 
k denote the current sampling instant. The predicted 
error vector, E(k + 1), is defined as 

E (k + 1) ~ Y,(k + 1) - Y(k + 1) (20-50) 

where Y(k + 1) was defined in (20-37). Similarly, 
E0 (k + 1) denotes the predicted unforced error vector, 

E0 (k + 1) ~ Y,(k + 1) - Y0 (k + 1) (20-51) 

where the corrected prediction for the unforced case, 
Y0 (k + 1), is defined as 

Y0 (k + 1) ~ Y0 (k + 1) + l[y(k) - y(k)] (20-52) 

Thus, E0 (k + 1) represents the predicted deviations 
from the reference trajectory when no further control 
action is taken, that is, the predicted deviations when 
Llu(k + j) = Oforj = 0, 1, ... ,M- 1. Note thatE(k + 1) 
and E0 (k + 1) are mP-dimensional vectors. 

The general objective of the MPC control calcula­
tions is to determine LlU(k), the control moves for the 
next M time intervals, 

LlU(k) = col [Llu(k), Llu(k + 1), ... , Llu(k + M - 1) 

(20-53) 

The rM-dimensional vector LlU(k) is calculated so that 
an objective function (also called a performance index) 
is minimized. Typically, either a linear or a quadratic 
objective function is employed. For unconstrained MPC, 
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the objective function is based on minimizing some (or 
all) of three types of deviations or errors (Qin and 
Badgwell, 2003): 

1. The predicted errors over the predicted horizon, 
E(k + 1) 

2. The next M control moves, LlU(k) 
3. The deviations of u(k + i) from its desired steady­

state value Usp over the control horizon 

For MPC based on linear process models, both lin­
ear and quadratic objective functions can be used 
(Maciejowski, 2002; Qin and Badgwell, 2003). To 
demonstrate the MPC control calculations, consider a 
quadratic objective function J based on the first two 
types of deviations: 

min J = E(k + 1fQE(k + 1) + aU(kfRaU(k) 
t:.U(k) 

(20-54) 

where Q is a positive-definite weighting matrix and R is 
a positive semi-definite matrix. Both are usually diagonal 
matrices with positive diagonal elements. The weighting 
matrices are used to weight the most important elements 
of E(k + 1) or LlU(k), as described in Section 20.6. If 
diagonal weighting matrices are specified, these elements 
are weighted individually. 

The MPC control law that minimizes the objective 
function in Eq. (20-54) can be calculated analytically. 

LlU(k) = (STQ S + Rr1sTQ E 0 (k + 1) (20-55) 

This control law can be written in a more compact form, 

(20-56) 

where the controller gain matrix Kc is defined to be 

(20-57) 

Note that Kc is an rM X mP matrix that can be evalu­
ated off-line rather than on-line provided that the dy­
namic matrix S and weighting matrices, Q and R, are 
constant. 

The MPC control law in Eq. 20-56 can be interpreted 
as a multivariable, proportional control law based on 
the predicted error rather than the conventional control 
error (set point-measurement). The control law utilizes 
the latest measurement y(k) because it appears in the 
expressions for the corrected prediction y (k), and thus 
also in the predicted unforced error, E0 (k + 1). Fur­
thermore, the MPC control law in Eq. (20-56) implicitly 
contains integral control action because u tends to 
change until the unforced error E0 becomes zero. Thus, 
offset is eliminated for set-point changes or sustained 
disturbances. 

Although the MPC control law calculates a set of M 
input moves, LlU(k), only the first control move, 
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au(k), is actually implemented. Then at the next 
sampling instant, new data are acquired and a new set 
of control moves is calculated. Once again, only the 
first control move is implemented. These activities are 
repeated at each sampling instant, and the strategy is 
referred to as a receding horizon approach. The first 
control move, au(k), can be calculated from Eqs. 20-53 
and 20-56, 

(20-58) 

where matrix Kc1 is defined to be the first r rows of Kc. 
Thus, Kc1 has dimensions of r X mP. 

It may seem strange to calculate an M-step control 
policy and then only implement the first move. The im­
portant advantage of this receding horizon approach is 
that new information in the form of the most recent 
measurement y(k) is utilized immediately instead of 
being ignored for the next M sampling instants. Other­
wise, the multistep predictions and control moves would 
be based on old information and thus be adversely af­
fected by unmeasured disturbances, as demonstrated in 
Example 20.4. 

The calculation of Kc requires the inversion of an 
rM X rM matrix where r is the number of input vari­
ables and M is the control horizon. For large problems 
with many inputs, the required computational effort 
can be reduced by using input blocking (Maciejowski, 
2002; Qin and Badgwell, 2003). In this approach, the in­
puts are not changed at every sampling instant. Instead, 
au = 0 for "blocks" of sampling instants. Input block­
ing is illustrated in Fig. 20.10 where a single input is 
changed at each sampling instant for the first four sam­
pling instants (k through k + 3). Starting at k + 4, u is 
blocked so that it changes every three sampling instants 
until the steady-state value is reached at k + 13. The 
design parameters are the block length and the time at 
which blocking begins. 

Control horizon, M 

u 
Input blocking 

Steady-state va I ue 

k 

Sampling instant 

Figure 20.10 Input blocking. 

20.4.2 MPC with Inequality Constraints 

Inequality constraints on input and output variables are 
important characteristics for MPC applications. In fact, 
inequality constraints were a primary motivation for 
the early development of MPC. Input constraints occur 
as a result of physical limitations on plant equipment 
such as pumps, control valves, and heat exchangers. 
For example, a manipulated flow rate might have a 
lower limit of zero and an upper limit determined by 
the pump, control valve, and piping characteristics. The 
dynamics associated with large control valves impose 
rate-of-change limits on manipulated flow rates. 

Constraints on output variables are a key component 
of the plant operating strategy. For example, a com­
mon distillation column control objective is to maxi­
mize the production rate while satisfying constraints on 
product quality and avoiding undesirable operating 
regimes such as flooding or weeping. Additional exam­
ples of inequality constraints were given in Chapter 19. 
The set of inequality constraints for u and y define an 
operating window for the process, as shown in Fig. 19.6. 

Inequality constraints can be included in the control 
calculations in many different ways (Maciejowski, 2002; 
Qin and Badgwell, 2003). It is convenient to make a 
distinction between hard constraints and soft con­
straints. As the name implies, a hard constraint cannot 
be violated at any time. By contrast, a soft constraint 
can be violated, but the amount of violation is penal­
ized by a modification of the objective function, as de­
scribed below. This approach allows small constraint 
violations to be tolerated for short periods of time. 

For MPC the inequality constraints for u and au are 
typically hard constraints specified as upper and lower 
limits: 

j = 0,1, .... ,M- 1 

(20-59) 

au-(k) :5 au(k + j) :5 au+(k) j = 0, 1, .... , M- 1 

(20-60) 

The analogous hard constraints for the predicted out­
puts are: 

y-(k + j) :5 y(k + j) :5 y+(k + j) j = 1, 2, .... 'p 

(20-61) 

Unfortunately, hard output constraints can result in 
infeasible solutions for the optimization problem, espe­
cially for large disturbances. Consequently, output con­
straints are usually expressed as soft constraints involving 
slack variables sj (Qin and Badgwell, 2003): 

y-(k + j) - Sj :5 y(k + j) :5 y+(k + j) + Sj 

j = 1, 2, .... 'p (20-62) 

The numerical values of the slack variables can be deter­
mined during constrained optimization if the performance 



index in Eq. 20-54 is modified by adding a penalty term 
for the slack variables. Thus, an mP-dimensional vector of 
slack variables is defined asS ~ col [sl, Sz, ... , sp]. The 
modified performance index is 

min J = E(k + 1)TQ E(k + 1) 
llU(k) 

(20-63) 

where T is an mP X mP weighting matrix for the slack 
variables. Note that inequality constraints in (20-61) 
and (20-62) are imposed on the corrected prediction y, 
rather than the actual output y, because future values 
of y are not available. Consequently, y may violate a 
constraint even though y does not, as a result of model­
ing errors. Slack variables can also be used to weight 
positive and negative errors, differently. 

Range Control 

An unusual feature of MPC applications is that many 
output variables do not have set points. For these out­
puts, the control objective is to keep them between 
upper and lower limits, an approach called range con­
trol (or zone control). The limits can vary with time, as 
shown in Eq. 20-61. The advantage of range control is 
that it creates additional degrees of freedom for the 
control calculations. Furthermore, many output vari­
ables such as the liquid level in a surge tank do not 
have to be regulated at a set point. Consequently, in 
many MPC applications, range control is the rule 
rather than the exception. Set points are only specified 
for output variables that must be kept close to a speci­
fied value (for example, pH or a quality variable). Note 
that control to a set point can be considered to be a 
special case of range control that occurs when the 
upper and lower limits in (20-61) are equal. 

The constraint limits in Eqs. 20-59 to 20-62 can vary 
with time as a result of changes in process equipment 
or instrumentation. However, it can also be beneficial 
to allow the limits to change in a specified manner 
over the control or prediction horizons. For example, 
in the limit funnel technique, the output limits in 
(20-61) or (20-62) gradually become closer together 
over the prediction horizon (Maciejowski, 2002; Qin 
and Badgwell, 2003). 

The introduction of inequality constraints results in a 
constrained optimization problem that can be solved 
numerically using linear or quadratic programming 
techniques (Edgar et al., 2001). As an example, consider 
the addition of inequality constraints to the MPC design 
problem in the previous section. Suppose that it is de­
sired to calculate the M-step control policy !::.U(k) 
that minimizes the quadratic objective function J in 
Eq. 20-54, while satisfying the constraints in Eqs. 20-59, 
20-60, and 20-61. The output predictions are made 
using the step-response model in Eq. 20-36. This MPC 
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design problem can be solved numerically using the 
quadratic programming technique in Chapter 19. 

20.5 SET-POINT CALCULATIONS 

As indicated in Section 20.1 and Fig. 20.9, the MPC cal­
culations at each control execution time are typically per­
formed in two steps. First, the optimum set points (or 
targets) for the control calculations are determined. 
Then, a set of M control moves are generated by the con­
trol calculations, and the first move is implemented. In 
practical applications, significant economic benefits result 
from both types of calculations, but the steady-state opti­
mization is usually more important. In this section, the 
set-point calculations are described in more detail. 

The MPC set points are calculated so that they maxi­
mize or minimize an economic objective function. The 
calculations are usually based on linear steady-state 
models and a simple objective function, typically a linear 
or quadratic function of the MVs and CVs. The linear 
model can be a linearized version of a complex nonlin­
ear model or the steady-state version of the dynamic 
model that is used in the control calculations. Linear 
inequality constraints for the MVs and CVs are also 
included in the steady-state optimization. The set-point 
calculations are repeated at each sampling instant be­
cause the active constraints can change frequently due 
to disturbances, instrumentation, equipment availabil­
ity, or varying process conditions. 

Because the set-point calculations are repeated as 
often as every minute, the steady-state optimization 
problem must be solved quickly and reliably. If the op­
timization problem is based on a linear process model, 
linear inequality constraints, and either a linear or a 
quadratic cost function, the linear and quadratic pro­
gramming techniques discussed in Chapter 19 can be 
employed. 

20.5.1 Formulation of the Set-Point 
Optimization Problem 

Next, we provide an overview of the set-point calcula­
tion problem. More detailed descriptions are available 
elsewhere (Sorensen and Cutler, 1998; Kassman et al., 
2000; Rawlings, 2000; Maciejowski, 2002). 

Consider an MIMO process with r MVs and m CVs. 
Denote the current values of u andy as u(k) and y(k). 
The objective is to calculate the optimum set point Ysp 

for the next control calculation (at k + 1) and also to 
determine the corresponding steady-state value of u, 
usp- This value is used as the set point for u for the next 
control calculation. 

A general, linear steady-state process model can be 
written as 

(20-64) 
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where K is the steady-state gain matrix and ay and au 
denote steady-state changes in y and u. It is convenient 
to define ay and au as 

ay ~ Ysp - YoL(k) (20-65) 

au ~ Usp - u(k) (20-66) 

In Eq. 20-65 YoL(k) represents the steady-state value 
of y that would result if u were held constant at its cur­
rent value, u(k), until steady state was achieved. In 
general, y 0 L(k) =/= y(k) except for the ideal situation 
where the process is at steady state at time k. In order 
to incorporate output feedback, the steady-state model 
in Eq. 20-64 is modified as 

ay = Kau + [y(k) - S(k)] (20-67) 

A representative formulation for the set-point opti­
mization is to determine the optimum values, Usp and 
Ysp• that minimize a quadratic objective function, 

minis = CTUsp + dTYsp + eJQspey + e~Rspeu + STTspS 
Usp• Ysp 

(20-68) 

subject to satisfying Eq. 20-64 and inequality constraints 
on the MVs and CVs: 

where 

u :::::; Usp :::::; u+ 

au- :::::; ausp :::::; au+ 

Y - S :::::; Ysp :::::; y+ + S 

d 
ey = Ysp - Yref 

(20-69) 

(20-70) 

(20-71) 

(20-72) 

(20-73) 

The s vector in (20-71) denotes the slack elements. In 
(20-72) and (20-73), Yref and Uref are the desired 
steady-state values of y and u that are often deter­
mined by a higher-level optimization (for example, 
Level 4 in Fig. 19.1). The weighting factors in (20-68), 
c, d, Qsp• Rsp• and Tsp• are selected based on economic 
considerations. Although the weighting factors are 
constants in Eq. 20-68, in MPC applications they can 
vary with time to accommodate process changes or 
changes in economic conditions such as product prices 
or raw material costs. Similarly, it can be advantageous 
to allow the limits in Eqs. 20-69 to 20-71 (u-, u+, etc.) 
to vary from one execution time to the next, as discussed 
in Section 20.4. Fortunately, new values of weighting 
factors and constraint limits are easily accommodated, 
because the optimum set points are recalculated at each 
execution time. 

It is important to make a distinction between Yref and 
Uref, and Ysp and Usp· Both pairs represent desired values 
of y and u, but they have different origins and are used in 
different ways. Reference values, Yref and Uref, are often 

determined infrequently by a higher-level optimization. 
They are used as the desired values for the steady-state 
optimization of Step 5 of Fig. 20.9. By contrast, Ysp and Usp 
are calculated at each MPC control execution time and 
serve as set points for the control calculations of Step 6. 

We have emphasized that the goal of this steady­
state optimization is to determine Ysp and Usp• the set 
points for the control calculations in Step 6 of Fig. 20.9. 
But why not use Yref and Uref for this purpose? The rea­
son is that Yref and Uref are ideal values that may not be 
attainable for the current plant conditions and con­
straints, which could have changed since Yref and Uref 

were calculated. Thus, steady-state optimization (Step 5) 
is necessary to calculate Ysp and Usp• target values that 
more accurately reflect current conditions. In Eq. 20-68, 
y sp and Usp are shown as the independent values for the 
optimization. However, Ysp can be eliminated by substi­
tuting the steady-state model, Ysp = Kusp· 

Next, we demonstrate that the objective function Is is 
quite flexible, by showing how it is defined for three 
different types of applications. 

Application 1: Maximize operating profit. 
In Chapter 19, real-time optimization was considered 
problems where the operating profit was expressed in 
terms of product values and feedstock and utility costs. 
If the product, feedstock, and utility flow rates are 
manipulated or disturbance variables in the MPC con­
trol structure, they can be included in objective function 
Is· In order to maximize the operating profit ( OP), the 
objective function is specified to be Is = -OP, because 
minimizing Is is equivalent to maximizing -Is· The 
weighting matrices for two quadratic terms, Qsp and Rsp• 
are set equal to zero. 

Application 2: Minimize deviations from the reference 
values. 
Suppose that the objective of the steady-state optimiza­
tion is to calculate Ysp and Usp so that they are as close 
as possible to the reference values, Yref and Uref· This goal 
can be achieved by setting c = 0 and d = 0 in (20-68). 
Weighting matrices Qsp• Rsp• and Tsp should be chosen 
according to the relative importance of the MVs, CVs, 
and constraint violations. 

Application 3: Maximize the production rate. 
Suppose that the chief control objective is to maximize 
a production rate while satisfying inequality constraints 
on the inputs and the outputs. Assume that the produc­
tion rate can be adjusted via a flow control loop whose 
set point is denoted as ulsp in the MPC control struc­
ture. Thus, the optimization objective is to maximize 
ulsp• or equivalently, to minimize -ulsp· Consequently, 
the performance index in (20-68) becomes Is = - u1 sp· 
This expression can be derived by setting all of the 
weighting factors equal to zero except for c1, the first 
element of c. It is chosen to be c1 = -1. 



The set-point optimization problem can be summa­
rized as follows. At each sampling instant, the optimum 
values of u andy for the next sampling instant (usp and 
Ysp) are calculated by minimizing the cost function in 
Eq. 20-68, subject to satisfying the model equation 20-64 
and the constraints in Eqs. 20-69 to 20-71. This opti­
mization problem can be solved efficiently using the 
standard LP or QP techniques of Chapter 19. 

Infeasible calculations can occur if the calculations of 
Steps 5 and 6 are based on constrained optimization, 
because feasible solutions do not always exist (Edgar 
et al., 2001). Infeasible problems can result when the 
control degrees of freedom are reduced (e.g., control 
valve maintenance), large disturbances occur, or the 
inequality constraints are inappropriate for current con­
ditions. For example, the allowable operating window 
in Fig. 19.6 could disappear for inappropriate choices 
of the Yl and y2 limits. Other modifications can be 
made to ensure that the optimization problem always 
has a feasible solution (Kassmann et al., 2000). 

In view of the dramatic decreases in the ratio of com­
puter cost to performance in recent years, it can be 
argued that physically based, nonlinear process models 
should be used in the set-point calculations, instead of 
approximate linear models. However, linear models are 
still widely used in MPC applications for three reasons: 
First, linear models are reasonably accurate for small 
changes in u and d and can easily be updated based on 
current data or a physically based model. Second, some 
model inaccuracy can be tolerated, because the calcula­
tions are repeated on a frequent basis and they include 
output feedback from the measurements. Third, the 
computational effort required for constrained, nonlinear 
optimization is still relatively large, but is decreasing. 

20.6 SELECTION OF DESIGN AND 
TUNING PARAMETERS 

A number of design parameters must be specified in 
order to design an MPC system. In this section, we con­
sider key design issues and recommended values for the 
parameters. Several design parameters can also be used 
to tune the MPC controller. The effects of the MPC 
design parameters will be illustrated in two examples. 

Sampling period lit and model horizon N. The sam­
pling period b.t and model horizon N (in Eq. 20-6) 
should be chosen so that Nat = ts where ts is the set­
tling time for the open-loop response. This choice 
ensures that the model reflects the full effect of a change 
in an input variable over the time required to reach 
steady state. Typically, 30:::::; N:::::; 120. If the output vari­
ables respond on different time scales, a different value 
of N can be used for each output, as noted earlier. Also, 
different model horizons can be used for the MVs and 
DVs, as illustrated in Eq. 20-33. 
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Control M and prediction P horizons. As control 
horizon M increases, the MPC controller tends to 
become more aggressive and the required computa­
tional effort increases. However, the computational 
effort can be reduced by input blocking, as shown in 
Fig. 20.10. Some typical rules of thumb are 5 :::::; M:::::; 20 
and N/3 < M < N/2. A different value of M can be 
specified for each input. 

The prediction horizon P is often selected to be 
P = N + M so that the full effect of the last MV move 
is taken into account. Decreasing the value of P tends 
to make the controller more aggressive. A different 
value of P can be selected for each output if their set­
tling times are quite different. An infinite prediction 
horizon can also be used and has significant theoretical 
advantages (Maciejowski, 2002; Rawlings, 2000). 

Weighting Matrices, Q and R 

The output weighting matrix Q in Eq. 20-54 allows 
the output variables to be weighted according to their 
relative importance. Thus, an mP X mP diagonal Q 
matrix allows the output variables to be weighted indi­
vidually, with the most important variables having the 
largest weights. For example, if a reactor temperature 
is considered more important than a liquid level, the 
temperature will be assigned a larger weighting factor. 
The inverse of a diagonal weighting factor is some­
times referred to as an equal concern factor ( Qin and 
Badgwell, 2003). 

It can be advantageous to adjust the output weight­
ing over the prediction horizon. For example, con­
sider an SISO model with a time delay e. Suppose 
that an input change b.u occurs at k = 0. Then y(k) = 0 
until kat > 8 due to the time delay. Consequently, it 
would be reasonable to set the corresponding ele­
ments of the Q matrix equal to zero, or, equivalently, 
to make the corresponding predictions zero. These 
approaches tend to make the control calculations bet­
ter conditioned (see Section 20.4). 

As a second example, the elements of Q that corre­
spond to predicted errors early in the prediction hori­
zon (for example, at time k+ 1) can be weighted more 
heavily than the predicted errors at the end of the hori­
zon, k + P, or vice versa. The use of coincidence points 
is a special case of this strategy. Here, the corrected 
errors only have nonzero weights for a subset of the P 
sampling instants called coincidence points. The cor­
rected errors at other times are given zero weighting. In 
Example 20.2 a simple predictive control strategy was 
derived based on a single coincidence point. 

A time-varying Q matrix can also be used to imple­
ment soft constraints by real-time adjustment of Q. For 
example, if an output variable approaches an upper or 
lower limit, the corresponding elements of Q would be 
temporarily increased. 
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In a similar fashion, R in Eq. 20-54 allows input MVs 
to be weighted according to their relative importance. 
This rM X rM matrix is referred to as the input weight­
ing matrix or the move suppression matrix. It is usually 
chosen to be a diagonal matrix with the diagonal ele­
ments rii, referred to as move suppression factors. They 
provide convenient tuning parameters, because increas­
ing the value of rii tends to make the MPC controller 
more conservative by reducing the magnitudes of the 
MVmoves. 

If a reference trajectory is employed, move suppres­
sion is not required, and thus R can be set equal to 
zero. 

Reference Trajectory rx; 

In MPC applications, the desired future output behav­
ior can be specified in several different ways: as a set 
point, high and low limits, a reference trajectory, or a 
funnel (Qin and Badgwell, 2003). Both the reference 
trajectory and the funnel approaches have a tuning 
factor that can be used to adjust the desired speed of 
response for each output. Consider Eq. 20-48 or 20-49, 
for example. As ex; increases from zero to one, the de­
sired reference trajectory becomes slower. Alterna­
tively, the performance ratio concept can be used to 
specify the reference trajectories. As mentioned ear­
lier, the performance ratio is defined to be the ratio of 
the desired closed-loop settling time to the open-loop 
settling time. 

The influence of MPC design parameters is illus­
trated by a simple example. 

EXAMPLE 20.5 

A process has the transfer function, 

Y(s) e-s 

U(s) (10s+1)(5s+1) 

(a) Use Eq. 20-57 to calculate the controller gain matrix, 
Kc, for Q = I, R = 0 two cases: 

(i) P = 3, M = 1 

(ii) P = 4, M = 2 

Assume that N = 70, !::.t = 1, and that u is uncon­
strained for each case. 

(b) Compare the set-point responses of two MPC 
controllers and a digital PID controller with !::.t = 0.5 
and ITAE set-point tuning (Chapter 12): Kc = 2.27, 
TJ = 16.6, and Tv = 1.49. Compare both y and u 
responses. 

(c) Repeat (b) for a unit step disturbance and a PID 
controller with ITAE disturbance tuning: Kc = 3.52, 
TJ = 6.98, and TD = 1.73. 

SOLUTION 

(a) The step-response coefficients are obtained by evalu­
ating the step response at the sampling instants, 
t = i!::.t = i (because !::.t = 1): 

s1 = o 
S; = 1- 2e-D.1(i- 1) + e-D.Z(i- 1) fori = 2, 3, ... , 70 

The controller matrix Kc for each case is shown in 
Table 20.2. Note that the dimensions of K are different 
for the two cases, because Kc has dimensions of rM X 
mP, as noted earlier. For this SISO example, r = m = 1, 
and the values of M and P differ for the two cases. 

Table 20.2 Feedback Matrices Kc for Example 20.5 

For P = 3 and M = 1: Kc = [0 7.79 28.3] 

- [0 33.1 48.8 -13.4] 
Kc-

0 -71.4 -97.4 57.3 
For P = 4 and M = 2: 

(b) The unit step response can be derived analytically 
using Lapace transforms: 

y(t) = 0 fort os:: 1 

y(t) = 1- 2e-D·1Ct- 1) + e-D.Z(t- 1) fort > 1 

Figure 20.11 compares they and u responses for a unit 
set-point change. The two MPC controllers provide su­
perior output responses with very small settling times, 
but their initial MV changes are larger than those for the 
PID controller. (Note the expanded time scale for u.) 

(c) For the step disturbance, the output responses for the 
MPC controllers in Fig. 20.12 have relatively small 
maximum deviations and are nonoscillatory. By com­
parison, the PID controller results in the largest maxi­
mum deviation and an oscillatory response. Of the 
two MPC controllers, the one designed using P = 3 
and M = 1 provides a slightly more conservative 
response. 

20.6.1 MPC Application: Distillation 
Column Model 

In order to illustrate the effects of the MPC design pa­
rameters (M, P, Q, and R) for an MIMO problem, 
consider the Wood-Berry model that was introduced in 
Example 18.1: 

12.8e-s -18.9e-38 

16.7s + 1 21s + 1 

6.6e-78 -19.4e-38 
[R(s)] 
S(s) 

10.9s + 1 14.4s + 1 

(20-74) 



y 

1. 2 5 ~-,-----1-,-----l--,---1--,---1-,-----1----, 

1.00 1-li'l"'~-/.,.... ....... ...,_,..... _______ ....,_=_ ...... _ ___, 
' I 
I I 

0.751--j 1 

0.50 

0.25 

I 
I 
I 
I 
I 
I 
I 

-

-- MPC(P=3,M=1)-

-·-· MPC(P=4,M=2) 

--- PID controller -

O~-L_I_L_I_L_I_L_I_l-1~ 

0 10 20 30 40 50 60 
Time 

20.6 Selection of Design and Tuning Parameters 403 

100.---.-----l--,---1--,---l--,---1--,---l--, 

f-. 
50 . -

I 

u 0 ~~------------------~ 
I 

II 
-50 1-i • u 

-

-100L__L_I_L_I_l_l_l_l_l_l~ 

0 5 10 15 20 25 30 
Time 

Figure 20.11 Set-point responses for Example 20.5. 

The controlled variables (outputs) are the distillate and 
bottoms compositions (Xv and Xs); the manipulated 
variables (inputs) are the reflux flow rate and the steam 
flow rate to the reboiler (RandS); and feed flow rate F 
is an unmeasured disturbance variable. 

Next, we compare a variety of MPC controllers and a 
multiloop control system, based on simulations per­
formed using the MATLAB Model Predictive Control 

0.2 
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Figure 20.12 Disturbance responses for Example 20.5. 

Toolbox (Bemporad et al., 2009).2 For each simulation 
the sampling period was ll.t = 1 min, and saturation lim­
its of::!:: 0.15 were imposed on each input. Unconstrained 
MPC controllers were designed using Eq. 20-55, while 
the constrained MPC controllers were based on the 
input constraints in Eq. 20-59. Some constrained MPC 
controllers were designed using an additional hard-output 
constraint of IYil :5 1.8. In order to compare MPC and a 
standard multiloop control system, two PI controllers 
were simulated using the Xv- R!Xs-S control configu­
ration from Example 18.1 and the controller settings in 
Table 20.3 reported by Lee et al. (1998). 

Figures 20.13 and 20.14 compare the performance of 
the MPC and multiloop control systems for a + 1% set­
point change in Xs at t = 0, followed by two feed flow 
rate disturbances: a +30% increase at t = 50 min and a 
return to the original value at t = 100 min. The input 
and output variables are displayed as deviation vari­
ables. The numerical values of the integral of the ab­
solute error (IAE) performance index (Chapter 12) are 
included for each output. 

A comparison of Cases A and B in Fig. 20.13 indicates 
that unconstrained MPC is superior to the multiloop con­
trol system, because its output variables exhibit faster set­
point responses, less oscillation, and smaller IAE values. 
In addition, the changes in the input variables are 

Table 20.3 PI Controller Settings for the 
Wood-Berry Model 

Control Loop T1 (min) 

0.85 
-0.089 

7.21 
8.86 

2The code for the Wood-Berry example is available in this MATLAB 
Toolbox. A modified version of the code is included with Exercise 
20.9. A newer version of the MPC Toolbox is also available, but 
without this example (Bemporad et a!., 2009). 
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Figure 20.13 Comparison ofmultiloop PI control and MPC for the Wood-Berry model. 

smoother for MPC. Case B is used as a "base case" for 
the comparisons in Figs. 20.13 and 20.14. Its MPC design 
parameters are shown in Fig. 20.13 and were selected ac­
cording to the guidelines presented earlier. 

Cases B and C in Fig. 20.13 provide a comparison of 
constrained and unconstrained MPC. These responses 
are very similar, with only small differences occurring, 

mainly for the second disturbance. This somewhat sur­
prising result can be interpreted as follows. The re­
sponses for constrained and unconstrained MPC are 
very similar because the inputs are saturated much of 
the time for both controllers. When one input saturates, 
the MPC controller only has a single degree of freedom 
left, the other input. By contrast, for larger control 
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Case F: Unconstrained MPC: R;; = 0.1, Q = diag [1 11 
P= 90, M= 45 
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Figure 20.14 Effects of MPC design parameters for the Wood-Berry model. 

problems (for example, 10 X 10), constrained MPC will 
have many more degrees of freedom. For these larger 
problems, constrained MPC tends to provide improved 
control due to the extra degrees of freedom and its 
awareness of the constraints and process interactions. 

The effect of a diagonal move suppression matrix R 
is apparent from a comparison of Cases B and D. 

When the diagonal elements, Ru, are increased from 
0.1 to 10, the MPC inputs become smoother and the 
output responses have larger deviations, higher IAE 
values, and longer settling times. 

The effect of changing control horizon, M, is 
shown in Cases B, E, and F. The y responses and 
IAE values are quite similar for all three values of 
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M: 5, 30, and 45. However, the u responses are 
smoother forM = 5. 

Cases G and H demonstrate that improved control 
of a designated output variable can be achieved by ad­
justing the elements of the Q matrix in Eq. 20-54. For 
Case G, xs is weighted 10 times more heavily than xD, 
in contrast to Case H, where the reverse situation oc­
curs. Control of the more heavily weighted output im­
proves at the expense of the other output, as indicated 
by smaller maximum deviations, IAE values, and set­
tling times. For Cases G and H, P = 30, and the results 
are similar to other cases where P = 90. 

20.7 IMPLEMENTATION OF MPC 

This section provides an overview of the activities that 
are involved in designing and implementing a model 
predictive control system. For a new MPC application, 
a cost/benefit analysis is usually performed prior to 
project approval. Then the steps involved in the 
implementation of MPC can be summarized as follows 
(Hokanson and Gerstle, 1992; Qin and Badgwell, 2003): 

1. Initial controller design 
2. Pretest activity 
3. Plant tests 
4. Model development 
5. Control system design and simulation 
6. Operator interface design and operator training 
7. Installation and commissioning 
8. Measuring results and monitoring performance 

Step 1: Initial Controller Design 
The first step in MPC design is to select the controlled, 
manipulated, and measured disturbance variables. These 
choices determine the structure of the MPC control sys­
tem and should be based on process knowledge and 
control objectives. In typical applications the number of 
controlled variables is less than or equal to 40, and the 
number of manipulated (input) variables is less than or 
equal to 20. These preliminary selections are reviewed 
in Step 5 and revised, if necessary. The input and mea­
sured disturbance variables that are varied during the 
plant tests of Step 3 should be chosen carefully. For 
example, if it is decided to add a new input variable 
later during Step 5, additional plant tests would be re­
quired, a nontrivial task. By contrast, additional output 
variables can be added to the MPC control structure 
later, if necessary, provided that these measurements 
were recorded during the plant tests. 

Step 2: Pretest Activity 
During the pretest activity (or pretest, for short), the 
plant instrumentation is checked to ensure that it is 
working properly. Remedial action may be required for 
faulty sensors, sticking control valves, and the like. 
Also, a decision may be made to install sensors for 

some process variables that are not currently mea­
sured. The pretest also includes preliminary experi­
mental tests to estimate the steady-state gains and 
approximate settling times for each input-output pair. 
This information is used to plan the full plant tests of 
Step 3. 

As mentioned earlier, the results of the MPC control 
calculations are input moves that are implemented as 
set points for regulatory control loops. For example, if 
a cooling water flow rate is an MPC input variable, the 
MPC controller calculates the set point for the corre­
sponding DCS control loop. Consequently, it is impor­
tant to thoroughly check the performance of the DCS 
control system during the pretest, and to retune or re­
configure control loops if necessary. 

These evaluation and maintenance activities are 
very important. If the basic instrumentation and DCS 
control system do not function properly, the MPC 
strategy will be ineffective, and the success of the MPC 
application will be jeopardized. 

In the pretest experiments, each manipulated vari­
able (MV) is bumped at least once by making a small 
step change. Steady-state gains and settling times are 
estimated from the step-response data using the tech­
niques described in Chapter 7. Each measured distur­
bance variable (DV) should also be bumped, if 
possible. If not, the gains and settling times can be esti­
mated from historical data for periods during which the 
disturbance variables changed significantly. During 
these bump tests, any existing DCS control loops for the 
output variables should be placed in manual. Thus, the 
pretest experiments are open-loop step tests (see Chap­
ter 12). However, the MY and DV moves are usually 
implemented as set-point changes to the DCS loops for 
the DVs and MVs. 

As part of the pretest, it is desirable to benchmark 
the performance of the existing control system for later 
comparison with MPC performance (Step 8). For exam­
ple, the closed-loop responses for representative set­
point changes and measured disturbances could be 
characterized using the performance criteria of Chapter 
12. A baseline for the economic performance of the 
control system should also be established, although it is 
not always easy to do so. 

Step 3: Plant Tests 
The dynamic model for the MPC calculations is devel­
oped from data collected during special plant tests. The 
plant testing can be very time-consuming, typically re­
quiring days, or even weeks, of around-the-clock exper­
iments. The required test duration depends on the 
settling times of the outputs and the numbers of MVs 
and DVs. The excitation for the plant tests usually con­
sists of changing an input variable or a disturbance 
variable (if possible) from one value to another, using 
either a series of step changes with different durations 



or the pseudorandom-binary sequence (PRES) that 
was introduced in Chapter 7. The plant test experi­
ments are implemented in the same manner as the 
pretest experiments of Step 2. 

It is traditional industrial practice to move each MY 
and DV individually. The magnitudes of the moves 
should be carefully chosen, because too small a move 
may result in the step responses being obscured by nor­
mal process fluctuations and measurement noise. On 
the other hand, too large a change may result in an out­
put constraint violation or nonlinear process behavior 
that cannot be accurately described by a linear model. 

The magnitude of the maximum allowable input 
changes can be estimated from knowledge of the out­
put constraints and the estimated steady-state gains 
from the pretest. For example, suppose that (.:luj)max 
denotes the maximum change that can be made in uj 

without violating a constraint for Yi· It can be estimated 
from the expression, 

( A ·) = (Lly;)max 
uUJ max A 

Kij 
(20-75) 

where (.:lyi)max is the maximum allowable change in Yi 

and Kij is the estimated steady-state gain between Yi 

and uj. However, this steady-state analysis does not 
guarantee that each Yi satisfies its constraints during 
transient responses. 

The duration of the longest step test is equal to tmax• 
the longest settling time that was observed during the 
pretest. Shorter step changes are also made, with the 
durations typically varying from tmaxf8 to tmaxf2. In 
order to ensure that sufficient data are obtained for 
model identification, each input variable is typically 
moved 8-15 times (Qin and Badgwell, 2003). 

Some MPC vendors recommend a total plant testing 
period of ftest = 6(r + p )tmax where r is the number of 
input variables and p is the number of measured distur­
bance variables. In principle, ftest can be reduced by 
making simultaneous changes to several input (or distur­
bance) variables rather than the traditional sequential 
("one-at-a-time") approach. Also, it can be very difficult 
to identify poorly conditioned process models using the 
sequential approach. However, because of a number of 
practical considerations, input moves are traditionally 
made sequentially. In particular, simultaneous input 
moves tend to complicate the test management and 
make it more difficult to identify periods of abnormal 
operation by visual inspection of the test data. It is also 
more difficult to ensure that output constraints will not 
be violated. Because of similar practical considerations, 
step changes have been traditionally preferred over the 
pseudorandom binary sequence (PRES) of Chapter 7. 

Step 4: Model Development 
The dynamic model is developed from the plant test data 
by selecting a model form (for example, a step-response 
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model) and then estimating the model parameters. 
However, first it is important to eliminate periods of 
test data during which plant upsets or other abnormal 
situations have occurred, such as control valve satura­
tion or a DCS control loop having been placed in 
manual. Decisions to omit portions of the test data are 
based on visual inspection of the data, knowledge of 
the process, and experience. Parameter estimation is 
usually based on least-squares estimation (Chapter 7). 

As part of the model development step, the model 
accuracy should be characterized, because this infor­
mation is useful for subsequent system design and 
tuning. The characterization can include confidence 
intervals for the model predictions and/or model pa­
rameters. The confidence intervals can be calculated 
using standard statistical techniques (Ljung, 1999). 

Step 5: Control System Design and Simulation 
The MPC design is based on the control and optimiza­
tion objectives, process constraints, and the dynamic 
model of the process. The preliminary control system 
design from Step 1 is critically evaluated and modi­
fied, if necessary. Then the MPC design parameters in 
Section 20.6 are selected, including the sampling peri­
ods, weighting factors, and control and prediction 
horizons. Next, the closed-loop system is simulated 
using the identified process model and a wide variety 
of process conditions to evaluate control system per­
formance. The MPC design parameters are adjusted, 
if necessary, to obtain satisfactory control system per­
formance and robustness over the specified range of 
operating conditions. 

Step 6: Operator Interface Design and Operator Training 
Because plant operators play a key role in manufactur­
ing plants, it is important that the MPC operator inter­
face meet their needs. Operator training is also 
important, because MPC concepts such as predictive 
control, multivariable interactions, and constraint han­
dling are very different from conventional regulatory 
control concepts. For a standard multiloop control sys­
tem, each input is adjusted based on measurements of a 
single output. By contrast, in MPC each input depends 
on all of the outputs. Thus, understanding why the 
MPC system responds the way that it does, especially in 
unusual operating conditions, can be very challenging 
for both operators and engineers. 

Step 7: Installation and Commissioning 
After a MPC control system is installed, it is first evalu­
ated in a "prediction mode." Model predictions are 
compared with measurements, but the process contin­
ues to be controlled by the existing control system 
(e.g., DCS). After the output predictions are judged to 
be satisfactory, the calculated MPC control moves 
are evaluated to see if they are reasonable. Finally, 
the MPC software is evaluated during closed-loop 
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operation with the calculated control moves imple­
mented as set points to the DCS control loops. The 
MPC design parameters are tuned, if necessary. The 
commissioning period typically requires some trou­
bleshooting and can take as long as, or even longer 
than, the plant tests of Step 3. 

Step 8: Measuring Results and Monitoring Performance 
The evaluation of MPC system performance is not 
easy, and widely accepted metrics and monitoring 
strategies are not available. However, useful diagnostic 
information is provided by basic statistics, such as the 
means and standard deviations for both measured vari­
ables, and calculated quantities, such as control errors 
and model residuals. Another useful statistic is the rela­
tive amount of time that an input is saturated or a con­
straint is violated, expressed as a percentage of the 
total time the MPC system is in service. These types of 
routine monitoring activities are considered in more 
detail in Chapter 21. 

In Chapter 12, we considered a number of classical 
metrics for characterizing control system performance, 

SUMMARY 

Model predictive control is an important model-based 
control strategy devised for large multiple-input, multiple­
output control problems with inequality constraints on 
the inputs and/or outputs. This chapter has considered 
both the theoretical and practical aspects of MPC. 
Applications typically involve two types of calculations: 
(1) a steady-state optimization to determine the optimum 
set points for the control calculations, and (2) control 
calculations to determine the MV changes that will 
drive the process to the set points. The success of 
model-based control strategies such as MPC depends 
strongly on the availability of a reasonably accurate 
process model. Consequently, model development is 
the most critical step in applying MPC. As Rawlings 
(2000) has noted, "feedback can overcome some effects 
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EXERCISES 

20.1 For the transfer functions 
2e-s 

Gp(s) = (lOs+ l)(Ss + 1) 

(a) Derive an analytical expression for the step response to a 
unit step change. Evaluate the step-response coefficients, {Si), 
for a sampling period of !::.t = 1. 

(b) What value of model horizon N should be specified in 
order to ensure that the step-response model covers a 
period of at least 99% of the open-loop settling time? (That is, 
we require that N!::.t 2: t99 where t99 is the 99% settling time.) 

20.2 A process (including sensor and control valve) can be 
modeled by the transfer function, 

2(1- 9s) 
G( s) - -----'----'----­

(15s + 1)(3s + 1) 

(a) Derive an analytical expression for the response to a unit 
step change in the input. 

(b) Suppose that the maximum allowable value for the model 
horizon is N = 30. What value of the sampling period !::.t 
should be specified to ensure that the step-response model 
covers a period of at least 99% of the open-loop settling time? 

(That is, we require that N!::.t 2: t99 where t99 is the 99% set­
tling time.) 

Use the analytical solution and this value of !::.t to obtain a 
step-response model in the form of Eq. 20-1. 

20.3 Control calculations for a control horizon of M = 1 can be 
performed either analytically or numerically. For the process 
model in Exercise 20.1, derive Kc1 for !::.t = 1, N = 50, and P = 5, 
Q = I and R = 0, using Eq. 20-57. Compare your answer with 
the analytical result reported by Maurath et al. (1988). 

1 
Kc1 = -P- [S1 Sz S3 ... Sp] 

~sr 
i=l 
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20.4 Consider the transfer function model of Exercise 20.1. 
For each of the four sets of design parameters shown below, 
design a model predictive controller. Then do the following: 

(a) Compare the controllers for a unit step change in set 
point. Consider both they and u responses. 

(b) Repeat the comparison of (a) for a unit step change in dis­
turbance, assuming that Gd(s) = G(s). 

(c) Which controller provides the best performance? Justify 
your answer. 

Set No. !::.t N M p R 

(i) 2 40 1 5 0 
(ii) 2 40 20 20 0 
(iii) 2 40 3 10 0.01 
(iv) 2 40 3 10 0.1 

20.5 For Exercise 20.1, suppose that a constraint is placed 

• on the manipulated variable, uk+j ::; 0.2 for j = 

1, 2, ... , M - 1. Let !::.t = 2 and N = 40. Select values 
of M, P, and R so that these constraints are not vio-

lated after a unit step disturbance occurs. 

20.6 For Exercise 20.1, consider two sets of design parame­
ters and simulate unit step changes in both the disturbance 
and the set point. Assume that the disturbance model is iden­
tical to the process model. The design parameters are 

(a) M = 7 P = 10 R = 0 

(b) M = 3 P = 10 R = 0 

Which controller provides the best control? Justify your 
answer. 

20.7 Consider the unconstrained, SISO version of MPC in 
Eq. 20-57. Suppose that the controller is designed so that the 
control horizon is M = 1 and the weighting matrices are Q = I 
and R = 1. The prediction horizon P can be chosen arbitrarily. 
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Demonstrate that the resulting MPC controller has a simple 
analytical form. 

20.8 A theoretical advantage of MPC for ideal conditions is 
that it guarantees that both controlled and manipulated 
variables satisfy specified inequality constraints. Briefly dis­
cuss why this theoretical advantage may not be realized in 
practical applications. 

20.9 In Section 20.6.1, MPC was applied to the Wood-Berry 

• 
distillation column model. A MATLAB program for this 
example and constrained MPC is shown in Table E20.9. 
The design parameters have the base case values (Case B 

in Fig. 20.13) except for P = 10 and M = 5. The input constraints 
are the saturation limits for each input ( -0.15 and +0.15). Eval­
uate the effects of control horizon M and input weighting matrix 
R by simulating the set-point change and the first disturbance of 
Section 20.6.1 for the following parameter values: 
(a) Control horizon, M = 2 and M = 5 

(b) Input weighting matrix, R = 0.11 and R =I 

Table E20.9 MATLAB Program (Based on a program by 
Morari and Ricker (1994)) 

gll =poly2tfd(12.8,[16.7 1 ],0,1 ); % model 
g21 =poly2tfd(6.6,[10.9 1 ],0,7); 
g12=poly2tfd( -18.9,[21.0 1],0,3); 
g22=poly2tfd( -19.4,[14.4 1],0,3); 
gd1 =poly2tfd(3.8,[14.9 1 ],0,8.1); 
gd2=poly2tfd(4.9,[13.2 1 ],0,3.4); 
tfinal = 120; % Model horizon, N 
delt=1; %Sampling period 
ny=2; %Number of outputs 
model= tfd2step( tfinal,delt,ny ,g11 ,g21 ,g12,g22) 
plant=model; %No plant/model mismatch 
dmodel=[] %Default disturbance model 
dplant=tfd2step(tfinal,delt,ny,gd1,gd2) 
P=10; M=5; %Horizons 
ywt=[11]; uwt=[0.1 0.1]; % Q and R 
tend= 120; % Final time for simulation 
r= [0 1 ]; % Set-point change in XB 
a=zeros([1,tend]); 
for i=51:tend 

a(i)=0.3*2.45;% 30% step in Fat t=50 min. 
end 
dstep=[a']; 
ulim = [- .15 -.15 .15 .15 1000 1000]; % u limits 
ylim=[]; %Noylimits 
tfilter= [ ]; 
[y1,u1] = cmpc(plant,model,ywt,uwt,M,P ,tend,r, 
ulim,ylim, tfilter,dplant,dmodel,dstep ); 
figure(1) 
subplot(211) 
plot(y1) 
legend('XD' ,'XB') 
xlabel('Time (min)') 
subplot(212) 
stairs(u1) % Plot inputs as staircase functions 
legend('R' ,'S') 
xlabel('Time (min)') 

Consider plots of both inputs and outputs. Which choices of 
M and R provide the best control? Do any of these MPC 
controllers provide significantly better control than the 
controllers shown in Figs. 20.13 and 20.14? Justify your 
answer. 

20.10 Design a model predictive controller for the process 

Select a value of N based on 95% completion of the step re­
sponse and M = 2. Simulate the closed-loop response for a 
set-point change using the following design parameters: 

(a) M = 1 P = 7 R = 0 

(b) M = 1 P = 5 R = 0 

(c) M = 4 p = 30 R= 0 

20.11 Repeat Exercise 20.9 for the situation where the input IJ constraints have been changed to -0.3 and +0.3. 

20.12 Consider the PCM furnace module of Appendix E with 
Q the following variables (HC denotes hydrocarbon): 

~ CVs: HC exit temperature THe and oxygen exit concen-
tration co2 

MVs: fuel gas flow rate FFG and air flow rate FA 

DV: HC flow rate FHc 

Do the following, using the transfer function models given 
below: 

(a) Design an MPC system using the following design para­
meters: M = 1 min, Q = diagonal [0.1, 1 ], R = diagonal [0.1, 
0.1], P = 20, and M = 1. 

(b) Repeat part (a) for the same design parameters, but 
where R = diagonal [0.5, 0.5]. 
(c) Simulate the two MPC controllers for a step change in 
the c02 set point to 1.0143 moUm3 at t = 10 min. 

(d) Repeat part (c) for a step change in FHc at t = 10 min to 
0.035 m3/min. 

(e) Based on your results for parts (c) and (d), which MPC 
controller is superior? Justify your answer. 

Process transfer function matrix: 

-13 e-2s l 
6.2 s + 1 

0.14 e-4s 

4.2 s + 1 

20.13 Repeat Exercise 20.12 for R = diagonal [0.1, 0.1] and: 
~ (i) M = 1 and (ii) M = 4. 

~ 
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Summary 

In industrial plants, large numbers of process variables 
must be maintained within specified limits in order for 
the plant to operate properly. Excursions of key vari­
ables beyond these limits can have significant conse­
quences for plant safety, the environment, product 
quality, and plant profitability. Earlier chapters have 
indicated that industrial plants rely on feedback and 
feedforward control to keep process variables at or 
near their set points. A related activity, process moni­
toring, also plays a key role in ensuring that the plant 
performance satisfies the operating objectives. In this 
chapter, we introduce standard monitoring techniques 

as well as newer strategies that have gained industrial 
acceptance in recent years. In addition to process moni­
toring, the related problem of monitoring the perfor­
mance of the control system itself is also considered. 

The general objectives of process monitoring are: 

1. Routine Monitoring. Ensure that process variables 
are within specified limits. 

2. Detection and Diagnosis. Detect abnormal process 
operation and diagnose the root cause. 

3. Preventive Monitoring. Detect abnormal situa­
tions early enough that corrective action can be 
taken before the process is seriously upset. 
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Abnormal process operation can occur for a variety of 
reasons, including equipment problems (heat exchanger 
fouling), instrumentation malfunctions (sticking control 
valves, inaccurate sensors), and unusual disturbances 
(reduced catalyst activity, slowly drifting feed composi­
tion). Severe abnormal situations can have serious con­
sequences, even forcing a plant shutdown. It has been 
estimated that improved handling of abnormal situa­
tions could result in savings of $10 billion each year to 
the U.S. petrochemical industry (ASM, 2009). Thus, 
process monitoring and abnormal situation management 
are important activities. 

The traditional approach for process monitoring is to 
compare measurements against specified limits. This limit 
checking technique is a standard feature of computer 
control systems and is widely used to validate measure­
ments of process variables such as flow rate, temperature, 
pressure, and liquid level. Process variables are measured 
quite frequently with sampling periods that typically are 
much smaller than the process settling time (see Chapter 
17). However, for most industrial plants, many important 
quality variables cannot be measured on-line. Instead, 
samples of the product are taken on an infrequent basis 
(e.g., hourly or daily) and sent to the quality control labo­
ratory for analysis. Due to the infrequent measurements, 
standard feedback control methods like PID control can­
not be applied, Consequently, statistical process control 
techniques are implemented to ensure that the product 
quality meets the specifications. 

The terms statistical process control (SPC) and sta­
tistical quality control (SQC) refer to a collection of 
statistically-based techniques that rely on quality control 
charts to monitor product quality. These terms tend to 
be used on an interchangeable basis. However, the term 
SPC is sometimes used to refer to a broader set of statis­
tical techniques that are employed to improve process 
performance as well as product quality (MacGregor, 
1988). In this chapter, we emphasize the classical SPC 
techniques that are based on quality control charts (also 
called control charts). The simplest control chart, a 
Shewhart chart, merely consists of measurements plotted 
vs. sample number, and control limits that indicate the 
upper and lower limits for normal process operation. 

The major objective in SPC is to use process data 
and statistical techniques to determine whether the 
process operation is normal or abnormal. The SPC 
methodology is based on the fundamental assumption 
that normal process operation can be characterized by 
random variations about a mean value. If this situation 
exists, the process is said to be in a state of statistical 
control (or in control), and the control chart measure­
ments tend to be normally distributed about the mean 

value. By contrast, frequent control chart violations 
would indicate abnormal process behavior or an out-of­
control situation. Then, a search would be initiated to 
attempt to identify the root cause of the abnormal be­
havior. The root cause is referred to as the assignable 
cause or the special cause in the SPC literature, while 
the normal process variability is referred to as common 
cause or chance cause. From an engineering perspec­
tive, SPC is more of a monitoring technique than a con­
trol technique because no automatic corrective action 
is taken after an abnormal situation is detected. A brief 
comparison of conventional feedback control and SPC 
is presented in Section 21.2.4. More detailed compar­
isons are available elsewhere (MacGregor, 1988; Box 
and Luceiio, 1997). 

The basic SPC concepts and control chart methodol­
ogy were introduced by Shewhart (1931). The current 
widespread interest in SPC techniques began in the 
1950s when they were successfully applied first in Japan 
and then in North America, Europe, and the rest of the 
world. Control chart methodologies are now widely 
used in discrete-parts manufacturing and in some sec­
tors of the process industries, especially for the produc­
tion of semiconductors, synthetic fibers, polymers, and 
specialty chemicals. SPC techniques are also widely 
used for product quality control and for monitoring 
control system performance (Shunta, 1995). The basic 
SPC methodology is described in introductory statistics 
texts (Montgomery and Runger, 2007) and books on 
SPC (Ryan 2000; Montgomery, 2009). 

SPC techniques played a key role in the renewed in­
dustrial emphasis on product quality that is sometimes 
referred to as the Quality Revolution. During the 1980s, 
Deming (1986) had a major impact on industrial man­
agement in North America by convincing corporations 
that quality should be a top corporate priority. He ar­
gued that the failure of a company to produce quality 
products was largely a failure in management rather 
than a shortcoming of the plant equipment or employ­
ees. His success led to the establishment of many process 
and quality improvement programs, including the Six 
Sigma methodology that is considered in Section 21.3. 

In this chapter, we first introduce traditional process 
monitoring techniques (Section 21.1) that are based on 
limit checking of measurements and process perfor­
mance calculations. In Section 21.2, the theoretical basis 
of SPC monitoring techniques and the most widely used 
control charts are considered. We also introduce process 
capability indices and compare SPC with standard auto­
matic feedback control. Traditional SPC monitoring 
techniques consider only a single measured variable at a 
time, a univariate approach. But when the measured 



variables are highly correlated, improved monitoring can 
be achieved by applying the multivariate techniques that 
are introduced in Section 21.4. In addition to monitoring 
process performance, it can be very beneficial to assess 
control system performance. This topic is considered in 
Section 21.5. 

Monitoring strategies have been proposed based on 
process models, neural networks, and expert systems 
(Davis et al., 2000; Chiang et al., 2001). However, these 
topics are beyond the scope of this book. 

21.1 TRADITIONAL MONITORING 
TECHNIQUES 

In this section, we consider two relatively simple but 
very effective process monitoring techniques: limit 
checking and performance calculations. 

21.1.1 Limit Checking 

Process measurements should be checked to ensure 
that they are between specified limits, a procedure re­
ferred to as limit checking. The most common types of 
measurement limits are (see Chapter 10): 

1. High and low limits 
2. High limit for the absolute value of the rate of 

change 
3. Low limit for the sample variance 

The limits are specified based on safety and environ­
mental considerations, operating objectives, and equip­
ment limitations. For example, the high limit on a 
reactor temperature could be set based on metallurgi­
cal limits or the onset of undesirable side reactions. The 
low limit for a slurry flow rate could be selected to 
avoid having solid material settle and plug the line. 
Sometimes a second set of limits serves as warning limits. 
For example, in a liquid storage system, when the level 
drops to 15% (the low limit), a low-priority alarm sig­
nal could be sent to the operator. But when the level 
decreases to 5% (the low-low limit), a high-priority 
alarm would be generated for this more serious situa­
tion. Similarly, in order to avoid having the tank over­
flow, a high limit of 85% and a high-high limit of 95% 
level could be specified. The high-high and low-low 
limits are also referred to as action limits. 

In practice, there are physical limitations on how 
much a measurement can change between consecutive 
sampling instants. For example, we might conclude that 
a temperature in a process vessel cannot change by more 
than 2 oc from one sampling instant to the next, based on 
knowledge of the energy balance and the process dy­
namics. This rate-of-change limit can be used to detect an 
abnormal situation such as a noise spike or a sensor fail­
ure. (Noise-spike filters were considered in Chapter 17.) 
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A set of process measurements inevitably exhibits 
some variability, even for "steady-state operation." 
This variability occurs as a result of measurement 
noise, turbulent flow near a sensor, and other process 
disturbances. However, if the amount of variability be­
comes unusually low, it could indicate an abnormal sit­
uation such as a "dead sensor" or a sticking control 
valve. Consequently, it is common practice to monitor 
a measure of variability such as the variance or stan­
dard deviation of a set of measurements. For example, 
the variability of a set of n measurements can be char­
acterized by the sample standard deviation, s, or the 
sample variance, s2, 

(21-1) 

where xi denotes the ith measurement and xis the sam­
ple mean: 

x ~ l ±xi 
n i=l 

(21-2) 

For a set of data, x indicates the average value, while s 
and s2 provide measures of the spread of the data. 
Either s or s2 can be monitored to ensure that it is 
above a threshold that is specified based on process 
operating experience. 

The flow rate data in Fig. 21.1 includes three noise 
spikes and a sensor failure. The rate of change limit 
would detect the noise spikes, while an abnormally low 
sample variance would identify the failed sensor. After 
a limit check violation occurs, an alarm signal can be 
sent to the plant operator in a number of different 
ways. A relatively minor alarm might merely be 
"logged" in a computer file. A more important alarm 
could be displayed as a flashing message on a com­
puter terminal and require operator acknowledgment. 
A critical alarm could result in an audible sound or a 
flashing warning light in the control room. Other alarm 
options are available, as discussed in Chapter 10. 

Flow 
rate 

Noise spikes 

I 
Sensor 
failure 

Time 

Figure 21.1 Flow rate measurement. 
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Mass balances: Errors of closure 

• Unit 1 25% 
• Unit 2 -34% 
• Overall (1 & 2) 4% 

Figure 21.2 Countercurrent flow process. 

21.1.2 Performance Calculations 

A variety of performance calculations can be made to 
determine whether the process and instrumentation are 
working properly. In particular, steady-state mass and 
energy balances are calculated using data that are aver­
aged over a period of time (for example, one hour). 
The percent error of closure for a total mass balance 
can be defined as 

01 f 1 a rate in - rate out X 1000,0 (21_3) 
to error o c osure = . " 

rate m 

A large error of closure may be caused by an equip­
ment problem (e.g., a pipeline leak) or a sensor problem. 
Data reconciliation based on a statistical analysis of the 
errors of closure provides a systematic approach for 
deciding which measurements are suspect (Romagnoli 
and Sanchez, 2000). 

Both redundant measurements and conservation 
equations can be used to good advantage. A process 
consisting of two units in a countercurrent flow configu­
ration is shown in Fig. 21.2. Three steady-state mass 
balances can be written, one for each unit plus an over­
all balance around both units. Although the three 
balances are not independent, they provide useful in­
formation for monitoring purposes. Figure 21.2 indi­
cates that the error of closure is small for the overall 
balance but large for each individual balance. This situ­
ation suggests that the flow rate sensor for one of the 
two interconnecting streams, q2 or q5, may be faulty. 

Process performance calculations also are very use­
ful for diagnostic and monitoring purposes. For exam­
ple, the thermal efficiency of a refrigeration unit or 
the selectivity of a chemical reactor could be calcu­
lated on a regular basis. A significant decrease from 
the normal value could indicate a process change or 
faulty measurement. 

21.2 QUALITY CONTROL CHARTS 

Industrial processes inevitably exhibit some variability 
in their manufactured products regardless of how well 
the processes are designed and operated. In statistical 

process control, an important distinction is made be­
tween normal (random) variability and abnormal (non­
random) variability. Random variability is caused by 
the cumulative effects of a number of largely unavoid­
able phenomena such as electrical measurement noise, 
turbulence, and random fluctuations in feedstock or 
catalyst preparation. The random variability can be in­
terpreted as a type of "background noise" for the man­
ufacturing operation. Nonrandom variability can result 
from process changes (e.g., heat exchanger fouling, loss 
of catalyst activity), faulty instrumentation, or human 
error. As mentioned earlier, the source of this abnor­
mal variability is referred to as a special cause or an as­
signable cause. 

21.2.1 Normal Distribution 

Because the normal distribution plays a central role in 
SPC, we briefly review its important characteristics. 
The normal distribution is also known as the Gaussian 
distribution. 

Suppose that a random variable x has a normal dis­
tribution with a mean 1-L and a variance a 2 denoted by 
N(~J-, a2). The probability that x has a value between 
two arbitrary constants, a and b, is given by: 

P(a < x < b) = 1b f(x)dx (21-4) 

where P( ·) denotes the probability that x lies within the 
indicated range and f(x) is the probability density func­
tion for the normal distribution: 

1 [ (x - ~J-) 2 ] f(x) = ~ ~ exp - 2 
a v 21T 2a 

(21-5) 

The following probability statements are valid for the 
normal distribution (Montgomery and Runger, 2007): 

P(~J- - a < x < 1-L + a) = 0.6827 

P(I-L - 2a < x < 1-L + 2a) = 0.9545 (21-6) 

P(I-L - 3a < x < 1-L + 3a) = 0.9973 

A graphical interpretation of these expressions is 
shown in Fig. 21.3 where each probability corresponds 
to an area under the f(x) curve. Equation 21-6 and 
Fig. 21.3 demonstrate that if a random variable x is 
normally distributed, there is a very high probability 
(0.9973) that a measurement lies within 3a of the mean 1-L· 

This important result provides the theoretical basis 
for widely used SPC techniques. Similar probability 
statements can be formulated based on statistical tables 
for the normal distribution. For the sake of generality, 
the tables are expressed in terms of the standard nor­
mal distribution, N(O, 1), and the standard normal vari­
able, z ~ (x - ~J-)Ia. 
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Figure 21.3 Probabilities associated with the normal 
distribution. From Montgomery and Runger (2007). 

X 

It is important to distinguish between the theoretical 
mean f.L and the sample mean :X. If measurements of a 
process variable are normally distributed, N(J.L, u2), the 
sample mean is also normally distributed. Of course, for 
any particular sample, :X is not necessarily equal to f.L· 

21.2.2 The x Control Chart 

In statistical process control, Control Charts (or Quality 
Control Charts) are used to determine whether the 
process operation is normal or abnormal. The widely used 
:X control chart is introduced in the following example. 
This type of control chart is often referred to as a She­
whart Chart, in honor of the pioneering statistician, Wal­
ter Shewhart, who first developed it in the 1920s. 

EXAMPLE 21.1 

A manufacturing plant produces 10,000 plastic bottles per 
day. Because the product is inexpensive and the plant op­
eration is normally satisfactory, it is not economically fea­
sible to inspect every bottle. Instead, a sample of n bottles 
is randomly selected and inspected each day. These n 
items are called a subgroup, and n is referred to as the sub­
group size. The inspection includes measuring the tough­
ness x of each bottle in the subgroup and calculating the 
sample mean x. 

The x control chart in Fig. 21.4 displays data for a 30-day 
period. The control chart has a target (T), an upper control 
limit (UCL ), and a lower control limit (LCL ). The target (or 
centerline) is the desired (or expected) value for x, while the 
region between UCL and LCL defines the range of typical 
variability, as discussed below. If all of the x data are within 
the control limits, the process operation is considered to be 
normal, or "in a state of control." Data points outside the 
control limits are considered to be abnormal, indicating that 
the process operation is out of control. This situation occurs 
for the twenty-first sample. A single measurement located 
slightly beyond a control limit is not necessarily a cause for 
concern. But frequent or large chart violations should be in­
vestigated to determine a special cause. 
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Figure 21.4 The x control chart for Example 21.1. 

30 

The concept of a rational subgroup plays a key role 
in the development of quality control charts. The basic 
idea is that a subgroup should be specified so that it re­
flects typical process variability but not assignable 
causes. Thus, it is desirable to select a subgroup so that 
a special cause can be detected by a comparison of sub­
groups, but it will have little effect within a subgroup 
(Montgomery, 2009). For example, suppose that a 
small chemical plant includes six batch reactors and 
that a product quality measurement for each reactor is 
made every hour. If the monitoring objective is to de­
termine whether overall production is satisfactory, then 
the individual reactor measurements could be pooled 
to provide a subgroup size of n = 6 and a sampling pe­
riod of 11t = 1 h. On the other hand, if the objective is 
to monitor the performance of individual reactors, the 
product quality data for each reactor could be plotted 
on an hourly basis (n = 1) or averaged over an eight­
hour shift (n = 8 and 11t = 8 h). When only a single 
measurement is made at each sampling instant, the sub­
group size is n = 1 and the control chart is referred to 
as an individuals chart. 

The first step in devising a control chart is to select a 
set of representative data for a period of time when the 
process operation is believed to be normal, rather than 
abnormal. Suppose that these test data consist of N 
subgroups that have been collected on a regular basis 
(for example, hourly or daily) and that each subgroup 
consists of n randomly selected items. Let Xij denote the 
jth measurement in the ith subgroup. Then, the sub­
group sample means can be calculated: 

xi £ 1_ ±xij (i = 1, 2, ... , N) 
n j=l 

(21-7) 

The grand mean x is defined to be the average of the 
subgroup means: 

~ t. 1 ~-
X=-£,; Xi 

N i=l 
(21-8) 
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The general expressions for the control limits are 

UCL ~ T + ca:x (21-9) 

LCL ~ T + ca:x (21-10) 

where ax is an estimate of the standard deviation for 
x and cis a positive integer; typically, c = 3. The choice 
of c = 3 and Eq. 21-6 imply that the measurements will 
lie within the control chart limits 99.73% of the time, 
for normal process operation. The target T is usually 
specified to be either x or the desired value of x. 

The estimated standard deviation ax can be calcu­
lated from the subgroups in the test data by two methods: 
(1) the standard deviation approach and (2) the range 
approach (Montgomery and Runger, 2007). By defini­
tion, the range R is the difference between the maxi­
mum and minimum values. Historically, the R approach 
has been emphasized, because R is easier to calculate 
than s, an advantage for hand calculations. However, 
the standard deviation approach is now preferred be­
cause it uses all of the data, instead of only two points 
in each subgroup. It also has the advantage of being 
less sensitive to outliers (i.e., bad data points). How­
ever, for small values of n, the two approaches tend to 
produce similar control limits (Ryan, 2000). Conse­
quently, we will only consider the standard deviation 
approach. 

The average sample standard deviation s for the N 
subgroups is 

- d 1 ~ s =- L.Jsi 
N i=1 

(21-11) 

where the standard deviation for the ith subgroup is 

(21-12) 

If the X data are normally distributed, then IT:x is related 
tosby 

1 -a:x = --s 
c4Vn 

(21-13) 

where c4 is a constant that depends on n (Montgomery 
and Runger, 2007) and is tabulated in Table 21.1. 

21.2.3 The s Control Chart 

In addition to monitoring average process perfor­
mance, it is also advantageous to monitor process 
variability. The variability within a subgroup can be 
characterized by its range, standard deviation, or sam­
ple variance. Control charts can be developed for all 
three statistics, but our discussion will be limited to the 
control chart for the standard deviation, the s control 
chart. 

Table 21.1 Control Chart Constants 

Estimation of u s Chart 

n C4 B3 B4 

2 0.7979 0 3.267 
3 0.8862 0 2.568 
4 0.9213 0 2.266 
5 0.9400 0 2.089 
6 0.9515 0.030 1.970 
7 0.9594 0.118 1.882 
8 0.9650 0.185 1.815 
9 0.9693 0.239 1.761 

10 0.9727 0.284 1.716 
15 0.9823 0.428 1.572 
20 0.9869 0.510 1.490 
25 0.9896 0.565 1.435 

Source: Adapted from Ryan (2000). 

The centerline for the s chart is s, which is the aver­
age standard deviation for the test set of data. The con­
trol limits are 

UCL = B4s 
LCL = B 3s 

(21-14) 

(21-15) 

Constants B 3 and B4 depend on the subgroup size n, as 
shown in Table 21.1. 

The control chart limits for the x and s charts in Eqs. 
21-9 to 21-15 have been based on the assumption that 
the x data are normally distributed. 

When individual measurements are plotted (n = 1), 
the standard deviation for the subgroup does not exist. 
In this situation, the moving range (MR) of two succes­
sive measurements can be employed to provide a mea­
sure of variability. The moving range is defined as the 
absolute value of the difference between successive 
measurements. Thus, for the kth sampling instant, 
MR(k) = lx(k) - x(k-1)1. The x and s control charts 
are also applicable when the sample size n varies from 
one sample to the next. 

Example 21.2 illustrates the construction of x and s 
control charts. 

EXAMPLE 21.2 

In semiconductor processing, the photolithography 
process is used to transfer the circuit design to silicon 
wafers. In the first step of the process, a specified amount 
of a polymer solution, photoresist, is applied to a wafer as 
it spins at high speed on a turntable. The resulting pho­
toresist thickness x is a key process variable. Thickness 
data for 25 subgroups are shown in Table 21.2. Each sub­
group consists of three randomly selected wafers. Con­
struct x and s control charts for these test data and 
critically evaluate the results. 



Table 21.2 Thickness Data (in A) for Example 21.2 

No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 

209.6 
183.5 
190.1 
206.9 
260.0 
193.9 
206.9 
200.2 
210.6 
186.6 
204.8 
183.7 
185.6 
202.9 
198.6 
188.7 
197.1 
194.2 
191.0 
202.5 
185.1 
203.1 
179.7 
205.3 
203.4 

SOLUTION 

xData 

207.6 
193.1 
206.8 
189.3 
209.0 
178.8 
202.8 
192.7 
192.3 
201.5 
196.6 
209.7 
198.9 
210.1 
195.2 
200.7 
204.0 
211.2 
206.2 
197.1 
186.3 
193.1 
203.3 
190.0 
202.9 

211.1 
202.4 
201.6 
204.1 
212.2 
214.5 
189.7 
202.1 
205.9 
197.4 
225.0 
208.6 
191.5 
208.1 
150.0 
207.6 
182.9 
215.4 
183.9 
211.1 
188.9 
203.9 
209.7 
208.2 
200.4 

209.4 
193.0 
199.5 
200.1 
227.1 
195.7 
199.8 
198.3 
202.9 
195.2 
208.8 
200.6 
192.0 
207.1 
181.3 
199.0 
194.6 
206.9 
193.7 
203.6 
186.8 
200.0 
197.6 
201.2 
202.2 

s 

1.8 
9.5 
8.6 
9.4 

28.6 
17.9 
9.0 
5.0 
9.5 
7.7 

14.6 
14.7 

6.7 
3.7 

27.1 
9.6 

10.8 
11.2 
11.4 
7.0 
1.9 
6.0 

15.8 
9.8 

1.61 

The following sample statistics can be calculated from the 
data in Table 21.2: x = 199.8 A, s = 10.4 A. For n = 3 the 
required constants from Table 21.1 are c4 = 0.8862, B3 = 0, 
and B4 = 2.568. Then the x and s control limits can be calcu­
lated from Eqs. 21-9 to 21-15. The traditional value of c = 3 
is selected for Eqs. (21-9) and (21-10). The resulting control 
limits are labeled as the "original limits" in Fig. 21.5. 
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Figure 21.5 The x and s control charts for Example 21.2. 
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Figure 21.5 indicates that sample #5 lies beyond the 
UCL for both the x and s control charts, while sample #15 
is very close to a control limit on each chart. Thus, the 
question arises whether these two samples are "outliers" 
that should be omitted from the analysis. Table 21.2 in­
dicates that sample #5 includes a very large value 
(260.0), while sample #15 includes a very small value 
(150.0). However, unusually large or small numerical 
values by themselves do not justify discarding samples; 
further investigation is required. 

Suppose that a more detailed evaluation has discovered 
a specific reason as to why measurements #5 and #15 
should be discarded (e.g., faulty sensor, data misreported, 
etc.). In this situation, these two samples should be re­
moved and the control limits should be recalculated based 
on the remaining 23 samples. These modified control lim­
its are tabulated below as well as in Fig. 21.5. 

Original Modified Limits 
Limits (omit samples #5 and #15) 

x Chart Control Limits 
UCL 220.1 216.7 
LCL 179.6 182.2 

s Chart Control Limits 
UCL 26.6 22.7 
LCL 0 0 

21.2.4 Theoretical Basis for Quality Control Charts 

The traditional SPC methodology is based on the as­
sumption that the natural variability for "in control" 
conditions can be characterized by random variations 
around a constant average value, 

x(k) = x* + e(k) (21-16) 

where x(k) is the measurement at time k, x* is the true 
(but unknown) value, and e(k) is an additive random 
error. Traditional control charts are based on the fol­
lowing assumptions: 

1. Each additive error, {e(k), k = 1, 2, ... }, is a zero­
mean, random variable that has the same normal 
distribution, N(O, a 2). 

2. The additive errors are statistically independent 
and thus uncorrelated. Consequently, e(k) does 
not depend on eU) for j =F k. 

3. The true value x* is constant. 
4. The subgroup size n is the same for all of the sub­

groups. 

The second assumption is referred to as independent 
and identically distributed (liD). 

Consider an ideal individuals control chart for x with 
x* as its target and "3a control limits": 

UCL ~ x* + 3a 

LCL ~ x*- 3a 

(21-17) 

(21-18) 
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These control limits are a special case of Eqs. 21-9 
and 21-10 for the idealized situation where u is 
known, c = 3, and the subgroup size is n = 1. The 
typical choice of c = 3 can be justified as follows. Be­
cause x is N(O, u2), the probability p that a measure­
ment lies outside the 3u control limits can be 
calculated from Eq. 21-6: p = 1 - 0.9973 = 0.0027. 
Thus on average, approximately three out of every 
1,000 measurements will be outside of the 3u limits. The 
average number of samples before a chart violation oc­
curs is referred to as the average run length (ARL). For 
the normal ("in control") process operation, 

6. 1 1 
ARL = p = 0_0027 = 370 (21-19) 

Thus, a Shewhart chart with 3u control limits will have 
an average of one control chart violation every 370 sam­
ples, even when the process is in a state of control. 

This theoretical analysis justifies the use of 3u limits 
for x and other control charts. However, other values 
of c are sometimes used. For example, 2u warning lim­
its can be displayed on the control chart in addition to 
the 3u control limits. Although the 2u warning limits 
provide an early indication of a process change, they 
have a very low average run length value of ARL = 22. 
In general, larger values of c result in wider chart limits 
and larger ARL values. Wider chart limits mean that 
process changes will not be detected as quickly as they 
would be for smaller c values. Thus, the choice of c in­
volves a classical engineering compromise between 
early detection of process changes (low value of c) and 
reducing the frequency of false alarms (high value of c). 

Standard SPC techniques are based on the four 
assumptions listed above. However, because these as­
sumptions are not always valid for industrial processes, 
standard techniques can give misleading results. In 
particular, the implications of violating the normally 
distributed and liD assumptions have received con­
siderable theoretical analysis (Ryan, 2000). Although 
modified SPC techniques have been developed for 
these nonideal situations, commercial SPC software 
is usually based on these assumptions. 

Industrial plant measurements are not normally 
distributed. However, for large subgroup sizes 
(n > 25), xis approximately normally distributed even 
if x is not, according to the famous Central Limit The­
orem of statistics (Montgomery and Runger, 2007). 
Fortunately, modest deviations from "normality" can 
be tolerated. In addition, the standard SPC tech­
niques can be modified so that they are applicable to 
certain classes of nonnormal data (Jacobs, 1990). 

In industrial applications, the control chart data are 
often serially correlated, because the current mea­
surement is related to previous measurements. For 
example, the flow rate data in Fig. 21.1 are serially 

correlated. Standard control charts such as the x and s 
charts can provide misleading results if the data are se­
rially correlated. But if the degree of correlation is 
known, the control limits can be adjusted accordingly 
(Montgomery, 2009). Serially correlated data also can 
be modeled using time-series analysis, as described in 
Section 17 .6. 

21.2.5 Pattern Tests and the Western 
Electric Rules 

We have considered how abnormal process behavior 
can be detected by comparing individual measurements 
with the x and s control chart limits. However, the pat­
tern of measurements can also provide useful informa­
tion. For example, if ten consecutive measurements are 
all increasing, then it is very unlikely that the process is 
in a state of control. 

A wide variety of pattern tests (also called zone 
rules) can be developed based on the liD and normal 
distribution assumptions and the properties of the nor­
mal distribution. For example, the following excerpts 
from the Western Electric Rules (Western Electric 
Company, 1956; Montgomery and Runger, 2007) indi­
cate that the process is out of control if one or more of 
the following conditions occur: 

1. One data point is outside the 3u control limits. 
2. Two out of three consecutive data points are 

beyond a 2u limit. 
3. Four out of five consecutive data points are 

beyond a 1u limit and on one side of the centerline. 
4. Eight consecutive points are on one side of the 

centerline. 

Note that the first condition corresponds to the fa­
miliar Shewhart chart limits of Eqs. 21-9 and 21-10 with 
c = 3. Additional pattern tests are concerned with 
other types of nonrandom behavior (Montgomery, 
2009). Pattern tests can be used to augment Shewhart 
charts. This combination enables out-of-control behav­
ior to be detected earlier, but the false alarm rate is 
higher than that for a Shewhart chart alone. 

21.2.6 CUSUM and EWMA Control Charts 

Although Shewhart charts with 3u limits can quickly 
detect large process changes, they are ineffective for 
small, sustained process changes (for example, 
changes in f.L smaller than 1.5u). Two alternative control 
charts have been developed to detect small changes: 
the CUSUM and EWMA control charts. They also 
can detect large process changes (for example, 3u 
shifts), but detection is usually somewhat slower than 
for Shewhart charts. Because the CUSUM and 
EWMA control charts can effectively detect both 
large and small process shifts, they provide viable 



alternatives to the widely used Shewhart charts. Conse­
quently, they will now be considered. The cumulative 
sum ( CUSUM) is defined to be a running summation 
of the deviations of the plotted variable from its target. 
If the sample mean is plotted, the cumulative sum, 
C(k), is 

k 
C(k) = L (x(j) - T) (21-20) 

j=l 

where T is the target for x. During normal process op­
eration, C(k) fluctuates around zero. But if a process 
change causes a small shift in x, C(k) will drift either 
upward or downward. 

The CUSUM control chart was originally devel­
oped using a graphical approach based on V-masks 
(Montgomery, 2009). However, for computer calcula­
tions, it is more convenient to use an equivalent alge­
braic version that consists of two recursive equations, 

ct(k) = max[O, x(k) - (T + K) + ct(k - 1)] (21-21) 

c-(k) = max[O, (T- K) - x(k) + c-(k- 1)] (21-22) 

where c+ and c- denote the sums for the high and 
low directions and K is a constant, the slack parameter. 
The CUSUM calculations are initialized by setting 
c+(O) = c-(0) = 0. A deviation from the target that is 
larger than K increases either c+ or c-. A control 
limit violation occurs when either c+ or c- exceeds a 
specified control limit (or threshold), H. After a limit 
violation occurs, that sum is reset to zero or to a speci­
fied value. 

The selection of the threshold H can be based on 
considerations of average run length. Suppose that we 
want to detect whether the sample mean x has shifted 
from the target by a small amount, &. The slack para­
meter K is usually specified as K = 0.5 &. For the ideal 
situation where the normally distributed and liD as­
sumptions are valid, ARL values have been tabulated 
for specified values of&, K, and H (Ryan, 2000; Mont­
gomery, 2009). 

Table 21.3 summarizes ARL values for two values 
of H and different values of &. (The values of & are 
usually expressed as multiples of &:x.) The ARL val­
ues indicate the average number of samples before a 
change of & is detected. Thus, the ARL values for 
& = 0 indicate the average time between "false 
alarms," that is, the average time between successive 
CUSUM alarms when no shift in x has occurred. 
Ideally, we would like the ARL value to be very 
large for & = 0, and small for & i= 0. Table 21.3 shows 
that as the magnitude of the shift & increases, ARL 
decreases, and thus the CUSUM control chart detects 
the change faster. Increasing the value of H from 4a 
to Sa increases all of the ARL values and thus pro­
vides a more conservative approach. 
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Table 21.3 Average Run Lengths for CUSUM 
Control Charts 

Shift from Target ARLfor ARLfor 
(in multiples of &x ) H= 4&-x H= 5&-x 

0 168.0 465.0 
0.25 74.2 139.0 
0.50 26.6 38.0 
0.75 13.3 17.0 
1.00 8.38 10.4 
2.00 3.34 4.01 
3.00 2.19 2.57 

Source: Adapted from Ryan (2000). 

CUSUM control charts also are constructed for mea­
sures of variability such as the range or standard devia­
tion (Ryan, 2000; Montgomery, 2009). 

EWMA Control Chart 

Information about past measurements can also be in­
cluded in the control chart calculations by exponen­
tially weighting the data. This strategy provides the 
basis for the exponentially weighted moving-average 
(EWMA) control chart. Let x denote the sample 
mean of the measured variable and z denote the 
EWMA of x. A recursive equation is used to calcu­
late z(k), 

z(k) = li(k) + (1 - A.)z(k - 1) (21-23) 

where A. is a constant, 0 :::::; A. :::::; 1. Note that Eq. 21-23 
has the same form as the first-order (or exponential) fil­
ter that was introduced in Chapter 17. The EWMA 
control chart consists of a plot of z(k) vs. k, as well as a 
target and upper and lower control limits. Note that the 
EWMA control chart reduces to the Shewhart chart for 
A. = 1. The EWMA calculations are initialized by set­
ting z(O) = T. 

If the x measurements satisfy the liD condition, the 
EWMA control limits can be derived. The theoretical 
3a limits are given by 

(21-24) 

where &:x is determined from a set of test data taken 
when the process is in a state of control (Montgomery, 
2009). The target T is selected to be either the desired 
value of x or the grand mean for the test data, x. Time­
varying control limits can also be derived that provide 
narrower limits for the first few samples, for applications 
where early detection is important (Montgomery, 2009; 
Ryan, 2000). Tables of ARL values have been developed 
for the EWMA method, similar to Table 21.3 for the 
CUSUM method (Ryan, 2000). 
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The EWMA performance can be adjusted by speci­
fying /\.. For example, I\ = 0.25 is a reasonable choice, 
because it results in an ARL of 493 for no mean shift 
(8 = 0) and an ARL of 11 for a mean shift of ax (8 = 1). 
EWMA control charts can also be constructed for 
measures of variability such as the range and standard 
deviation. 

EXAMPLE 21.3 

In order to compare Shewhart, CUSUM, and EWMA con­
trol charts, consider simulated data for the tensile strength 
of a phenolic resin. It is assumed that the tensile strength x 
is normally distributed with a mean of j.j, = 70 MPa and a 
standard deviation of CJ = 3 MPa. A single measurement is 
available at each sampling instant. A constant (S = 0.5CJ = 1.5) 
was added to x(k) for k :2: 10 in order to evaluate each 
chart's ability to detect a small process shift. The CUSUM 
chart was designed using K = 0.5CJ and H = 5CJ, while the 
EWMA parameter was specified as A. = 0.25. 

The relative performance of the Shewhart, CUSUM, 
and EWMA control charts is compared in Fig. 21.6. The 
Shew hart chart fails to detect the 0.5CJ shift in x. However, 
both the CUSUM and EWMA charts quickly detect this 
change, because limit violations occur about ten samples 
after the shift occurs (at k = 20 and k = 21, respectively). 
The mean shift can also be detected by applying the West­
ern Electric Rules in the previous section. 
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Figure 21.6 Comparison of Shewhart (top), CUSUM 
(middle), and EWMA (bottom) control charts for 
Example 21.3. 

21.3 EXTENSIONS OF STATISTICAL 
PROCESS CONTROL 

Now that the basic quality control charts have been 
presented, we consider several other important topics 
in statistical process control. 

21.3.1 Process Capability Indices 

Process capability indices (or process capability ratios) 
provide a measure of whether an "in control" process is 
meeting its product specifications. Suppose that a qual­
ity variable x must have a volume between an upper 
specification limit (USL) and a lower specification limit 
(LSL) in order for product to satisfy customer require­
ments. The CP capability index is defined as 

C ~ USL- LSL 
P- 6a (21-25) 

where a is the standard deviation of x. Suppose that 
CP = 1 and x is normally distributed. Based on Eq. 21-6, 
we would expect that 99.73% of the measurements sat­
isfy the specification limits. If cp > 1, the product spec­
ifications are satisfied; for CP < 1, they are not. 

A second capability index Cpk is based on average 
process performance (:X), as well as process variability (a). 
It is defined as 

d min[:X - LSL, USL - :X] 
Cpk = 3a (21-26) 

Although both CP and Cpk are used, we consider Cpk to 
be superior to CP for the following reason. If 
:X = T, the process is said to be "centered" and Cpk = 
CP. But for :Xi= T, CP does not change, even though the 
process performance is worse, while Cpk decreases. For 
this reason, cpk is preferred. 

If the standard deviation a is not known, it is re­
placed by an estimate & in Eqs. 21-25 and 21-26. For 
situations where there is only a single specification 
limit, either USL or LSL, the definitions of CP and Cpk 
can be modified accordingly (Ryan, 2000). 

In practical applications, a common objective is to 
have a capability index of 2.0, while a value greater 
than 1.5 is considered to be acceptable (Shunta, 
1995). If the Cpk value is too low, it can be improved 
by making a change that either reduces process vari­
ability or causes :X to move closer to the target. These 
improvements can be achieved in a number of ways, 
including better process control, better process main­
tenance, reduced variability in raw materials, im­
proved operator training, and changes in process 
operating conditions. 

Three important points should be noted concerning 
the Cp and Cpk capability indices: 

1. The data used in the calculations do not have to 
be normally distributed. 

2. The specification limits, USL and LSL, and the 
control limits, UCL and LCL, are not related. The 
specification limits denote the desired process per­
formance, while the control limits represent actual 
performance during normal operation when the 
process is in control. 



3. The numerical values of the CP and Cpk capability 
indices in (21-25) and (21-26) are only meaningful 
when the process is in a state of control. However, 
other process performance indices are available to 
characterize process performance when the process 
is not in a state of control. They can be used to eval­
uate the incentives for improved process control 
(Shunta, 1995). 

EXAMPLE 21.4 

Calculate the average values of the Cp and Cpk capability 
indices for the photolithography thickness data in Example 
21.2. Omit the two outliers (samples #5 and #15), and as­
sume that the upper and lower specification limits for the 
photoresist thickness are USL = 235 A and LSL = 185 A. 

SOLUTION 

After samples #5 and #15 are omitted, the grand mean is 
x = 199 A, and the standard deviation of x (estimated 
from Eq. 21-13 with c4 = 0.8862) is 

A-- __l_ - 8.83 - 5 75 Ao O"x- - - • 

C4 Vn 0.8862\13 

From Eqs. 21-25 and 21-26, 

235 - 185 
Cp = 6(5.75) = 1.45 

min[199.5 - 185, 235 - 199.5] 
Cpk = 3(5.75) = 0.84 

Note that Cpk is much smaller than the Cp, because xis 
closer to the LSL than the USL. 

21.3.2 Six Sigma Approach 

Product quality specifications continue to become 
more stringent as a result of market demands and in­
tense worldwide competition. Meeting quality require­
ments is especially difficult for products that consist of 
a very large number of components and for manufac­
turing processes that consist of hundreds of individual 
steps. For example, the production of a microelectron­
ics device typically requires 100 to 300 batch process­
ing steps. Suppose that there are 200 steps, and that 
each one must meet a quality specification in order for 
the final product to function properly. If each step, is 
independent of the others and has a 99% success rate, 
the overall yield of satisfactory product is (0.99)200 = 
0.134, or only 13.4%. This low yield is clearly unsatis­
factory. Similarly, even when a processing step meets 
3a specifications (99.73% success rate), it will still re­
sult in an average of 2,700 "defects" for every million 
produced. Furthermore, the overall yield for this 200-
step process is still only 58.2%. 
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These examples demonstrate that for complicated 
products or processes, 3cr quality is no longer ade­
quate, and there is no place for failure. These consid­
erations and economic pressures have motivated the 
development of the six sigma approach (Pande et al., 
2000). The statistical motivation for this approach is 
based on the properties of the normal distribution. 
Suppose that a product quality variable x is normally 
distributed, N(~J-, a 2). As indicated on the left portion 
of Fig. 21.7, if the product specifications are 1-L ::!:: 6cr, 
the product will meet the specifications 99.999998% 
of the time. Thus, on average, there will only be two 
defective products for every billion produced. Now 
suppose that the process operation changes so that the 
mean value is shifted from x = 1-L to either x = 1-L + 1.5a 
or x = 1-L - 1.5a, as shown on the right side of Fig. 21.7. 
Then the product specifications will still be satisfied 
99.99966% of the time, which corresponds to 3.4 defec­
tive products per million produced. 

In summary, if the variability of a manufacturing op­
eration is so small that the product specification limits 
are equal to 1-L ::!:: 6cr, then the limits can be satisfied 

Lower 
spec 
limit 

Spec limit 
±1<T 
±2<T 
±3<T 
±4<T 
±5<T 
±6<T 
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spec 
limit 

Spec limit 
±1<T 
±2<T 
±3<T 
±4<T 
±5<T 
±6<T 

Normal distribution 
centered 

Percent 
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95.45 
99.73 
99.9937 
99.999943 
99.9999998 

Normal distribution 
shifted 1.5rr 

fL 

Percent 
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93.32 
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99.97670 
99.999660 
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45,500 
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233 
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Figure 21.7 The Six Sigma Concept (Montgomery and 
Runger, 2007). Top: No shift in the mean. Bottom: 1.50" shift. 
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even if the mean value of x shifts by as much as 1.5u. 
This very desirable situation of near perfect product 
quality is referred to as six sigma quality. 

The six sigma approach was pioneered by the Mo­
torola and General Electric companies in the early 
1980s as a strategy for achieving both six sigma quality 
and continuous improvement. Since then, other large 
corporations have adopted companywide programs that 
apply the six sigma approach to all of their business 
operations, both manufacturing and nonmanufacturing. 
Thus, although the six sigma approach is "data-driven" 
and based on statistical techniques, it has evolved into a 
broader management philosophy that has been imple­
mented successfully by many large corporations. Six 
sigma programs have also had a significant financial 
impact. Large corporations have reported savings of 
billions of dollars that were attributed to successful six 
sigma programs. 

In summary, the six sigma approach based on statisti­
cal monitoring techniques has had a major impact on 
both manufacturing and business practice during the 
past two decades. It is based on SPC concepts but has 
evolved into a much broader management philosophy 
and corporatewide activity. Improved process control 
can play a key role in a six sigma project by reducing 
the variability in controlled variables that have a signif­
icant economic impact. 

21.3.3 Comparison of Statistical Process Control 
and Automatic Process Control 

Statistical process control and automatic process con­
trol (APC) are complementary techniques that were 
developed for different types of problems. As indicated 
in earlier chapters, APC takes corrective action when a 
controlled variable deviates from the set point. The 
corrective action tends to change at each sampling in­
stant. Thus, for APC there is an implicit assumption 
that the cost of making a corrective action is not signifi­
cant. APC is widely used in the process industries, be­
cause no information is required about the sources and 
types of process disturbances. APC is most effective 
when the measurement sampling period is relatively 
short compared to the process settling time, and when 
the process disturbances tend to be deterministic (that 
is, when they have a sustained nature such as a step or 
ramp disturbance). 

In statistical process control, the objective is to de­
cide whether the process is behaving normally, and to 
identify a special cause when it is not. In contrast to 
APC, no corrective action is taken when the measure­
ments are within the control chart limits. This philoso­
phy is appropriate when there is a significant cost 
associated with taking a corrective action, such as when 
shutting down a process unit or taking an instrument out 
of service for maintenance. From an engineering per-

spective, SPC is viewed as a monitoring, rather than a 
control, strategy. It is very effective when the normal 
process operation can be characterized by random fluc­
tuations around a mean value. SPC is an appropriate 
choice for monitoring problems where the sampling pe­
riod is long compared to the process settling time and 
the process disturbances tend to be random rather than 
deterministic. SPC has been widely used for quality 
control in both discrete-parts manufacturing and the 
process industries. 

In summary, SPC and APC should be regarded as 
complementary rather than competitive techniques. 
They were developed for different types of situations 
and have been successfully used in the process indus­
tries. Furthermore, a combination of the two methods 
can be very effective. For example, in model-based 
control such as model predictive control (Chapter 20), 
APC can be used for feedback control, while SPC is 
used to monitor the model residuals, the differences 
between the model predictions and the actual values. 

21.4 MULTIVARIATE STATISTICAL 
TECHNIQUES 

In Chapters 13 and 18, we have emphasized that many 
important control problems are multivariable in nature 
because more than one process variable must be con­
trolled and more than one variable can be manipulated. 
Similarly, for common SPC monitoring problems, two 
or more quality variables are important, and they can 
be highly correlated. For example, ten or more quality 
variables are typically measured for synthetic fibers 
(MacGregor, 1996). For these situations, multivariable 
SPC techniques can offer significant advantages over 
the single-variable methods discussed in Section 21.2. 
In the statistics literature, these techniques are referred 
to as multivariate methods, while the standard Shewhart 
and CUSUM control charts are examples of univariate 
methods. The advantage of a multivariate monitoring 
approach is illustrated in Example 21.5. 

EXAMPLE 21.5 

The effluent stream from a wastewater treatment process 
is monitored to make sure that two process variables, the 
biological oxidation demand (BOD) and the solids con­
tent, meet specifications. Representative data are shown in 
Table 21.4. Shewhart charts for the sample means are 
shown in parts (a) and (b) of Fig. 21.8. These univariate 
control charts indicate that the process appears to be in­
control because no chart violations occur for either vari­
able. However, the bivariate control chart in Fig. 21.8c 
indicates that the two variables are highly correlated, 
because the solids content tends to be large when the 
BOD is large, and vice versa. When the two variables are 



Table 21.4 Wastewater Treatment Data 

Sample BOD Solids 
Number (mg/L) (mg/L) 

1 17.7 1380 
2 23.6 1458 
3 13.2 1322 
4 25.2 1448 
5 13.1 1334 
6 27.8 1485 
7 29.8 1503 
8 9.0 1540 
9 14.3 1341 

10 26.0 1448 
11 23.2 1426 
12 22.8 1417 
13 20.4 1384 
14 17.5 1380 
15 18.4 1396 
16 16.8 1345 
17 13.8 1349 
18 19.4 1398 
19 24.7 1426 
20 16.8 1361 
21 14.9 1347 
22 27.6 1476 
23 26.1 1454 
24 20.0 1393 
25 22.9 1427 
26 22.4 1431 
27 19.6 1405 
28 31.5 1521 
29 19.9 1409 
30 20.3 1392 

40 -+-· -+-· -+ --+ --+- -I 
UCL X X X 

BOD 20 X X XXX X xx 
X>< 

(mg/L) X X X X 
X XX Xx 

-

LCL X 0 ____ T ____ T ____ T-----+-----+-----1 

0 5 10 15 20 25 30 
Sample number 

(a) 

1600 1-----.L. ____ .L. ____ _L ____ .J. ____ .J. _____ I -

. UCL X X X 
Solids 1400 x x x x x x 

(mg/L) LCLx x x x xx xx 
-

1200 1-----~----~----~----~----T----~ -
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Figure 21.8 Confidence regions for Example 21.5. 
Univariate in (a) and (b), bivariate in (c). 
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considered together, their joint confidence limit (e.g., at 
the 99% confidence level) is an ellipse, as shown in Fig. 
21.8c.1 Sample #8 lies well beyond the 99% limit, indicat­
ing an out-of-control condition. By contrast, this sample 
lies within the Shewhart control chart limits for both indi­
vidual variables. 

This example has demonstrated that univariate SPC 
techniques such as Shewhart charts can fail to detect ab­
normal process behavior when the process variables are 
highly correlated. By contrast, the abnormal situation 
was readily apparent from the multivariate analysis. 

Figure 21.9 provides a general comparison of uni­
variate and multivariate SPC techniques (Alt et al., 
1998). When two variables, x1 and x2, are monitored 
individually, the two sets of control limits define a rec­
tangular region, as shown in Fig. 21.9. In analogy with 
Example 21.5, the multivariate control limits define 
the dark, ellipsoidal region that represents in-control 
behavior. Figure 21.9 demonstrates that the applica­
tion of univariate SPC techniques to correlated multi­
variate data can result in two types of misclassification: 
false alarms and out-of-control conditions that are 
not detected. The latter type of misclassification oc­
curred at sample #8 for the two Shewhart charts in 
Fig. 21.8. 

In the next section, we consider some well-known 
multivariate monitoring techniques. 

21.4.1 Hotelling's T 2 Statistic 

Suppose that it is desired to use SPC techniques to 
monitor p variables, which are correlated and normally 
distributed. Let x denote the column vector of these p 
variables, x = col[x1, x2, ... , xp]- At each sampling in­
stant, a subgroup of n measurements is made for each 
variable. The subgroup sample means for the kth sam­
pling instant can be expressed as a column vector: :X(k) = 
col[x1(k), :X2(k), ... , :Xp(k)]. Multivariate control 
charts are traditionally based on Hotelling's T 2 statistic 
(Montgomery, 2009). 

T 2(k) ~ n[x(k) - xV s-1 [x(k) - x] (21-27) 

where T 2(k) denotes the value of the T 2 statistic at 
the kth sampling instant. The vector of grand means .X 

1 If two random variables are correlated and normally distributed, 
the confidence limit is in the form of an ellipse and can be cal­
culated from the well-known F distribution (Montgomery and 
Runger, 2007). 
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Xj 

DIn control area correctly indicated by both types of charts. 

DIn control area incorrectly indicated as out of control by the 
univariate charts. 

D Out of control area incorrectly indicated as in control by the 
univariate charts. 

D Out of control area correctly indicated by both types of charts. 

Figure 2L9 Univariate and bivariate confidence regions for two 
random variables, x1 and x2 (modified from Alt et al., 1998). 

and the covariance matrix S are calculated for a test 
set of data for in-control conditions. By definition Sij' 
the (i, j)-element of matrix S, is the sample covariance 
of xi and X/ 

S;j ~ ~ f [xi(k) - x;] [xj(k) - xj] (21-28) 
k=l 

In Eq. 21-28 N is the number of subgroups, and xi 
denotes the mean for x;. 

Note that T 2 is a scalar, even though the other quan­
tities in Eq. 21-27 are vectors and matrices. The inverse 
of the sample covariance matrix, s-1, scales the p vari­
ables and accounts for correlation among them. 

A multivariate process is considered to be out-of­
control at the kth sampling instant if T 2(k) exceeds an 
upper control limit (UCL). (There is no target or lower 
control limit.) The UCL values are tabulated in statis­
tics books and depend on the number of variables p 
and the subgroup size n. The T 2 control chart consists 
of a plot of T 2(k) vs. k and an UCL. Thus, the T 2 con­
trol chart is the multivariate generalization of the x 
chart introduced in Section 21.2.2. Multivariate gener­
alizations of the CUSUM and EWMA charts are also 
available (Montgomery, 2009). 

EXAMPLE 21.6 

Construct a T 2 control chart for the wastewater treatment 
problem of Example 21.5. The 99% control chart limit is 
T 2 = 11.63. Is the number of T 2 control chart violations 
consistent with the results of Example 21.5? 

SOLUTION 

The T 2 control chart is shown in Fig. 21.10. All of the T 2 val­
ues lie below the 99% confidence limit except for sample #8. 
This result is consistent with the bivariate control chart in 
Fig. 21.8c. 

25 \ 
Sample #8 

20 

UCL (99% Confidence limit) 

+ 

0 
Sample number 

Figure 21.10 T 2 control chart for Example 21.5. 

21.4.2 Principal Component Analysis and 
Partial Least Squares 

Multivariate monitoring based on Hotelling's T 2 statistic 
can be effective if the data are not highly correlated and 
the number ofvariablesp is not large (for example,p < 10). 
For highly correlated data, the S matrix is poorly condi­
tioned and the T 2 approach becomes problematic. For­
tunately, alternative multivariate monitoring techniques 
have been developed that are very effective for monitor­
ing problems with large numbers of variables and highly 
correlated data. The Principal Component Analysis 
(PCA) and Partial Least Squares (PLS) methods have 
received the most attention in the process control com­
munity. Both techniques can be used to monitor process 
variables (e.g., temperature, level, pressure, and flow 
measurements) as well as product quality variables. 
These methods can provide useful diagnostic informa­
tion after a chart violation has been detected. Although 
the PCA and PLS methods are beyond the scope of this 
book, excellent books (Jackson, 1991; Piovoso and 
Khosanovich, 1996; Montgomery, 2009), survey articles 
(Kourti, 2002) and a special issue of a journal (Piovoso 
and Hoo, 2002) are available. 

21.5 CONTROL PERFORMANCE 
MONITORING 

In order to achieve the desired process operation, the 
control system must function properly. As indicated 
in Chapter 12, industrial surveys have reported that 
many control loops perform poorly and even increase 
variability in comparison with manual control. Con­
tributing factors include poor controller tuning and 
control valves that are incorrectly sized or tend to 



Table 21.5 Basic Data for Control Loop Monitoring 

• Service factors (time in use/total time period) 
• Mean and standard deviation for the control error 

(set point - measurement) 
• Mean and standard deviation for the controller output 
• Alarm summaries 
• Operator logbooks and maintenance records 

stick due to excessive frictional forces. In large pro­
cessing plants, each plant operator is typically respon­
sible for 200 to 1,000 loops. Thus, there are strong 
incentives for automated control (or controller) per­
formance monitoring (CPM). The overall objectives 
of CPM are (1) to determine whether the control sys­
tem is performing in a satisfactory manner and (2) to 
diagnose the cause of any unsatisfactory performance. 

21.5.1 Basic Information for Control 
Performance Monitoring 

In order to monitor the performance of a single stan­
dard PI or PID control loop, the basic information in 
Table 21.5 should be available. 

Service factors should be calculated for key compo­
nents of the control loop such as the sensor and final 
control element. Low service factors and/or frequent 
maintenance suggest chronic problems that require at­
tention. The fraction of time that the controller is in the 
automatic mode is a key metric. A low value indicates 
that the loop is frequently in the manual mode and thus 
requires attention. Service factors for computer hard­
ware and software should also be recorded. 

Simple statistical measures such as the sample mean 
and standard deviation can indicate whether the con­
trolled variable is achieving its target and how much 
control effort is required. An unusually small standard 
deviation for a measurement could result from a faulty 
sensor with a constant output signal, as noted in Sec­
tion 21.1. By contrast, an unusually large standard devi­
ation could be caused by equipment degradation or 
even failure, for example, inadequate mixing caused by 
a faulty vessel agitator. 

A high alarm rate can be indicative of poor control 
system performance (see Section 10.2). Operator log­
books and maintenance records are valuable sources of 
information, especially if this information has been 
captured in a computer database. 
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21.5.2 Control Performance Monitoring 
Techniqnes 

Chapters 6 and 12 introduced traditional control loop 
performance criteria such as rise time, settling time, 
overshoot, offset, degree of oscillation, and integral 
error criteria. CPM methods have been developed 
based on these and other criteria, and commercial 
CPM software is available. A comprehensive review of 
CPM techniques and industrial applications has been 
reported by Jelali (2006). 

If a process model is available, then process monitor­
ing techniques based on monitoring the model residuals 
can be employed (Chiang et al., 2001; Davis et al., 2000; 
Cinar et al., 2007). Simple CPM methods have also been 
developed that do not require a process model. Control 
loops that are excessively oscillatory or very sluggish can 
be identified using correlation or frequency response 
techniques (Hagglund, 1999; Miao and Seborg, 1999, 
Tangirala et al., 2005), or by evaluating standard devia­
tions (Rhinehart, 1995; Shunta, 1995). A common prob­
lem, control valve stiction, can be detected from routine 
operating data (Shoukat Choudhury et al., 2008). 

Control system performance can be assessed by com­
parison with a benchmark. For example, historical data 
representing periods of satisfactory control can be used 
as a benchmark. Alternatively, the benchmark could be 
an ideal control system performance, such as minimum 
variance control. As the name implies, a minimum vari­
ance controller minimizes the variance of the controlled 
variable when unmeasured, random disturbances 
occur. This ideal performance limit can be estimated 
from closed-loop operating data; then the ratio of mini­
mum variance to the actual variance is used as the mea­
sure of control system performance. This statistically 
based approach has been commercialized, and many 
successful industrial applications have been reported 
(Kozub, 1997; Desborough and Miller, 2002; Harris and 
Seppala, 2002; Hoo et al., 2003; Paulonis and Cox, 
2003). 

Additional information on statistically-based CPM 
is available in a tutorial (MacGregor, 1988), survey 
articles (Piovoso and Hoo, 2002; Kourti, 2005), and 
books (Box and Lucefio, 1997; Huang and Shah, 
1999; Cinar et al., 2007). Extensions to MIMO con­
trol problems, including MPC, have also been re­
ported (Huang et al., 2000; Qin and Yu, 2007; Cinar 
et al., 2007). 
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SUMMARY 
Process monitoring is essential to ensure that plants oper­
ate safely and economically while meeting environmental 
standards. In recent years, control system performance 
monitoring has also been recognized as a key component 
of the overall monitoring activity. Process variables are 
monitored by making simple limit and performance cal­
culations. Statistical process control (SPC) techniques 
based on control charts are monitoring techniques widely 
used for product quality control and other applications 
where the sampling periods are long relative to process 
settling times. In particular, Shewhart control charts are 
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EXERCISES 

21.1 A standard signal range for electronic instrumentation is 
4--20 rnA. For purposes of monitoring instruments using limit 
checks, would it be preferable to have an instrument range of 
0-20 rnA? Justify your answer. 

21.2 An analyzer measures the pH of a process stream every 
15 minutes. During normal process operation, the mean and 
standard deviation for the pH measurement are x = 5.75 and 
s = 0.05, respectively. When the process is operating nor­
mally, what is the probability that a pH measurement will 
exceed 5.9? 

21.3 In a computer control system, the high and low warning 
limits for a critical temperature measurement are set at the 
"2-sigma limits," T :±: 2rh, where Tis the nominal tempera­
ture and &r is the estimated standard deviation. If the process 
operation is normal and the temperature is measured every 
minute, how many "false alarms" (that is, measurements that 
exceed the warning limits) would you expect to occur during 
an eight-hour period? 

21.4 In order to improve the reliability of a critical control 
loop, it is proposed that redundant sensors be used. Suppose 
that three independent sensors are employed and each sensor 
works properly 95% of the time. 

(a) What is the probability that all three sensors are func­
tioning properly? 

(b) What is the probability that none of the sensors are func­
tioning properly? 
(c) It is proposed that the average of the three measure­
ments be used for feedback control. Briefly critique this 
strategy. 

Hint: See Appendix F for a review of basic probability 
concepts. 

21.5 In a manufacturing process, the impurity level of the 

• 
product is measured on a daily basis. When the process 
is operating normally, the impurity level is approxi­
mately normally distributed with a mean value of 

0.800% and a standard deviation of 0.021%. The laboratory 
measurements for a period of eight consecutive days are 
shown below. From an SPC perspective, is there strong evi­
dence to believe that the mean value of the impurity has 
shifted? Justify your answer. 

Day Impurity (%) Day Impurity (%) 

1 0.812 5 0.799 
2 0.791 6 0.833 
3 0.841 7 0.815 
4 0.814 8 0.807 

2L6 A drought in southern California resulted in water ra-

• 
tioning and extensive discussion of alternative water 
supplies. Some people believed that this drought was the 
worst one ever experienced in Santa Barbara County. 

But was this really true? Rainfall data for a 120-year period are 
shown in Table E21.6. In order to distinguish between normal 
and abnormal drought periods, do the following. 
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(a) Consider the data before the year 1920 to be a set of 
"normal operating data." Use these data to develop the tar­
get and control limits for a Shewhart chart. Determine if any 
of the data for subsequent years are outside the chart limits. 
(b) Use the data prior to 1940 to construct an s chart that is 
based on a subgroup of 10 data points for each decade. How 
many chart violations occur for subsequent decades? 

21.7 Develop CUSUM and EWMA charts for the rainfall 

• 
data of Exercise 21.6 considering the data for 1900 to 
1930 to be the "normal operating data." Use the fol­
lowing design parameters: K = 0.5, H = 5, A = 0.25. 

Based on these charts, do any of the next three decades ap­
pear to be abnormally dry or wet? 

21.8 An SPC chart is to be designed for a key process vari­
able, a chemical composition, which is also a controlled vari­
able. Because the measurements are very noisy, they must be 
filtered before being sent to a PI controller. The question 
arises whether the variable plotted on the SPC chart should 
be the filtered value or the raw measurement. Are both alter­
natives viable? If so, which one do you recommend? (Briefly 
justify your answers.) 

21.9 For the BOD data of Example 21.5, develop CUSUM 

• 
and EWMA charts. Do these charts indicate an "abnor­
mal situation"? Justify your answer. For the CUSUM 
chart, use K = 0.5s and H = 5s where s is the sample 

standard deviation. For the EWMA chart, use A = 0.25. 

21.10 Calculate the average values of the CP and Cpk capabil-

• 
ity indices for the BOD data of Example 21.5, assum­
ing that LSL = 5 mg/L and USL = 35 mg/L. Do these 
values of the indices indicate that the process perfor­

mance is satisfactory? 

21.11 Repeat Exercise 21.10 for the solids data of Example 

• 
21.5, assuming that USL = 1,600 mg/L and LSL = 

1,200 mg/L. 

21.12 Consider the wastewater treatment problem of 

• 
Examples 21.5 and 21.6 and five new pairs of measure­
ments shown below. Calculate the value of Hotelling's 
T2 statistic for each pair using the information for Ex­

ample 21.6, and plot the data on a T2 chart. Based on the 
number of chart violations for the new data, does it appear 
that the current process behavior is normal or abnormal? 

Sample BOD Solids 
Number (mg/L) (mg/L) 

1 18.1 1281 
2 36.8 1430 
3 16.0 1510 
4 28.2 1343 
5 31.0 1550 

Note: The required covariance matrix Sin Eq. 21-27 can be 
calculated using either the cov command in MATLAB or the 
covar command in EXCEL. 
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Table E21.6 Rainfall Data, 1870-1990 

Year Rain (in) Year Rain (in) Year Rain (in) 

1870 10.47 1911 31.94 1951 11.29 
1871 8.84 1912 16.35 1952 31.20 
1872 14.94 1913 12.78 1953 12.98 
1873 10.52 1914 31.57 1954 15.37 
1874 14.44 1915 21.46 1955 17.07 
1875 18.71 1916 25.88 1956 19.58 
1876 23.07 1917 21.84 1957 13.89 
1877 4.49 1918 21.66 1958 31.94 
1878 28.51 1919 12.16 1959 9.06 
1879 13.61 1920 14.68 1960 10.82 
1880 25.64 1921 14.31 1961 9.99 
1881 15.23 1922 19.25 1962 28.22 
1882 14.27 1923 17.24 1963 15.73 
1883 13.41 1924 6.36 1964 10.19 
1884 34.47 1925 12.26 1965 18.48 
1885 13.79 1926 15.83 1966 14.39 
1886 24.24 1927 22.73 1967 24.96 
1887 12.96 1928 13.48 1968 13.67 
1888 21.73 1929 14.54 1969 30.47 
1889 21.04 1930 13.91 1970 12.03 
1890 32.47 1931 14.99 1971 14.02 
1891 17.31 1932 22.13 1972 8.64 
1892 10.75 1933 6.64 1973 23.33 
1893 27.02 1934 13.43 1974 17.33 
1894 7.02 1935 21.12 1975 18.87 
1895 16.34 1936 18.21 1976 8.83 
1896 13.37 1937 25.51 1977 16.49 
1897 18.50 1938 26.10 1978 41.71 
1898 4.57 1939 13.35 1979 21.74 
1899 12.35 1940 14.94 1980 24.59 
1900 12.65 1941 45.71 1981 15.04 
1901 15.40 1942 12.87 1982 15.11 
1902 14.21 1943 24.37 1983 38.25 
1903 20.74 1944 17.95 1984 14.70 
1904 11.58 1945 15.23 1985 14.00 
1905 29.64 1946 11.33 1986 22.12 
1906 22.68 1947 13.35 1987 11.45 
1907 27.74 1948 9.34 1988 15.45 
1908 19.00 1949 1D.43 1989 8.90 
1909 35.82 1950 13.15 1990 6.57 
1910 19.61 



Chapter 22 

Batch Process Control 

CHAPTER CONTENTS 

22.1 Batch Control Systems 

22.2 Sequential and Logic Control 

22.2.1 A Typical Batch Sequence 

22.2.2 Representation of Batch Steps and Sequential Logic 

22.2.3 Monitoring State Transitions 

22.3 Control during the Batch 

22.3.1 Batch Reactor Control 

22.3.2 Rapid Thermal Processing 

22.4 Run-to-Run Control 

22.5 Batch Production Management 

Summary 

Batch processing is an alternative to continuous pro­
cessing. In batch processing, a sequence of one or more 
steps, either in a single vessel or in multiple vessels, is 
performed in a defined order, yielding a specific quan­
tity of a finished product. Because the volume of prod­
uct is normally small, large production runs are achieved 
by repeating the process steps on a predetermined 
schedule. In batch processing, the production amounts 
are usually smaller than for continuous processing; 
hence, it is usually not economically feasible to dedicate 
processing equipment to the manufacture of a single 
product. Instead, batch processing units are organized 
so that a range of products (from a few to possibly hun­
dreds) can be manufactured with a given set of process 
equipment. Batch processing can be complicated by 
having multiple stages, multiple products made in the 
same equipment, or parallel processing lines. The key 
challenge for batch plants is to consistently manufac­
ture each product in accordance with its specifications 
while maximizing the utilization of available equip­
ment. Benefits include reduced inventories and short­
ened response times to make a specialty product 
compared to continuous processing plants. Typically, it 

is not possible to use blending of multiple batches in 
order to obtain the desired product quality, so product 
quality specifications must be satisfied by each batch. 

Batch processing is widely used to manufacture spe­
cialty chemicals, metals, electronic materials, ceramics, 
polymers, food, biochemicals and pharmaceuticals, mul­
tiphase materials/blends, coatings, and composites, an 
extremely broad range of processes and products. The 
unit operations in batch processing are also quite di­
verse, and some are analogous to operations for contin­
uous processing. 

As one example of batch processing, batch distillation 
is used in the production of many chemicals and phar­
maceuticals. A batch column or still can be used to sep­
arate products with different purity specifications. 
Compared to continuous distillation, it is easier to tai­
lor product specification on a batch-to-batch basis, giv­
ing a flexible, easily operated separation unit with low 
capital cost (Muhrer, 1992; Diwekar, 1995). The general 
arrangement of a typical batch still and the important 
controlled and manipulated variables are shown in 
Fig. 22.1. As is typical of batch processes, a sequence 
of steps must be carried out; each step involves the 

429 
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Steam 

Figure 22.1 Batch distillation schematic. 

opening and closing of different valves at specified times 
and in a specific order. After charging the kettle at the 
base of the column, the feed flow is stopped and heat is 
applied at the reboiler. Using cooling at the condenser, 
the reflux flow rate can be manipulated so that the col­
umn reaches a certain overhead distillate composition 
Xnsp (the set point) prior to product withdrawal. At this 
point, distillate is withdrawn into a product receiver at a 
flow rate D in order to meet a product specification. At 
selected times, the product receiver may be switched to 
make multiple products with different purity specifica­
tions in various tanks. At the end of the last product 
withdrawal, the column is shut down, the remaining 
bottoms residue and receiver holdup(s) are pumped to 
storage, and the column is readied for the next batch. 
Fig. 22.2 shows the time profile of ethanol composition 
for an ethanol-water batch fractionation at a constant 
distillate rate. Notice that the overhead ethanol mole 
fraction (the main product) remains nearly constant for 
the first 45 minutes of the run, while the bottoms com­
position undergoes a gradual decline. 

In an effort to increase the safety, efficiency, and 
affordability of medicines, the FDA has recently pro­
posed a new framework for the regulation of pharmaceu­
tical development, manufacturing, and quality assurance. 
The primary focus of the initiative is to reduce variability 
through a better understanding of processes than can 

Cooling 
Water 

Possible manipulated 
variables 

QB Heat addition rate 

QD Heat removal rate 

R Reflux flow rate 

D Distillate flow rate 

S Solenoid switch 

Possible controlled 
variables 

p Column top pressure 

!:J.p Pressure drop 

xv Overhead composition 

h Reflux accumulator level 

be obtained by the traditional approach. PAT (Process 
Analytical Technology) has become an acronym in the 
pharma industry for designing, analyzing, and controlling 
manufacturing through measurements (i.e., during pro­
cessing) of critical quality and performance attributes of 
raw and in-process materials and processes, with the 
goal of ensuring final product quality. Process variations 
that could possibly contribute to patient risk are deter­
mined through modeling and timely measurements of 
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Figure 22.2 The time variation of distillate and bottom 
ethanol compositions during batch fractionation of ethanol 
and water for constant distillate flow. 



critical quality attributes, which are then addressed by 
process control. 

This chapter provides an introduction to batch 
process control. First we introduce the operational 
practices and control system design for batch plants, 
which differ markedly from continuous plants. In batch 
processing, there is a much greater emphasis on pro­
duction scheduling of batch equipment; this procedure 
is critical to matching available production equipment 
and raw materials with the demands for a range of spe­
cialty products, each having different specifications. 
Batch control systems, in contrast to continuous 
process control, involve binary logic and discrete event 
analysis applied to the sequencing of different process 
steps in the same vessel, usually requiring the applica­
tion of programmable logic controllers (PLCs). Feed­
back controllers are utilized in order to handle 
set-point changes and disturbances, but they may re­
quire certain enhancements to treat the wide operating 
ranges, because there is no steady-state operating 
point. In several sections, we highlight the use of batch 
process control in semiconductor manufacturing, 
where individual wafers or groups of wafers are repeti­
tively processed through a variety of unit operations 
such as etching and lithography. The practice of run­
to-run control, a form of supervisory control in which 
operating conditions or trajectories are changed only 
between runs (batches) and not during a batch, is also 
described. 

22.1 BATCH CONTROL SYSTEMS 

In analogy with the different levels of plant control de­
picted in Fig. 19.1, batch control systems operate at var­
ious levels: 

• Batch sequencing and logic control (Levels 1 and 2) 

• Control during the batch (Level3) 

• Run-to-run control (Levels 4 and 5) 

• Batch production management (Level 5) 
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Figure 22.3 shows the interconnections of the differ­
ent types of control used in a typical batch process. 
Run-to-run control is a type of supervisory control that 
is part of the production management block. In contrast 
to continuous processing, the focus of control shifts 
from regulation to set-point changes, and sequencing 
of batches and equipment takes on a more important 
role. 

Batch control systems must be very versatile to be 
able to handle pulse inputs and discrete 110 as well as 
analog signals for sensors and actuators. Functional 
control activities are summarized as follows. 

1. Batch sequencing and logic control: The sequence 
of control steps that follow a recipe involves, for 
example: mixing of ingredients, heating, waiting 
for a reaction to complete, cooling, and discharg­
ing the resulting product. Transfer of materials to 
and from batch tanks or reactors includes meter­
ing of materials as they are charged (as specified 
by the recipe), as well as transfer of materials at 
the completion of the process operation. In addi­
tion to discrete logic for the control steps, logic is 
needed for safety interlocks to protect personnel, 
equipment, and the environment from unsafe con­
ditions (see Chapter 10). Process interlocks ensure 
that process operations can only occur in the cor­
rect time sequence. 

2. Control during the batch: Feedback control of flow 
rate, temperature, pressure, composition, and level, 
including advanced control strategies, falls in this 
category, which is also called "within-the-batch" 
control (Bonvin, 1998). In complex applications, 
this requires specification of an operating trajectory 
for the batch (that is, temperature or flow rate as a 
function of time). In simpler cases, it involves track­
ing of set points of the controlled variables, which 
includes ramping the controlled variables up and 
down and/or holding them constant for a prescribed 
period of time. Detection of when the batch opera­
tions should be terminated (end point) may be per­
formed by inferential measurements of product 
quality, if direct measurement is not feasible (see 
Chapter 16). 

Figure 22.3 Overview of a batch control system. 
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3. Run-to-run control: Also called batch-to-batch 
control, this supervisory function is based on off­
line product quality measurements at the end of a 
run. Operating conditions and profiles for the 
batch are adjusted between runs to improve the 
product quality using tools such as optimization. 

4. Batch production management: This activity entails 
advising the plant operator of process status and 
how to interact with the recipes and the sequential, 
regulatory, and discrete controls. Complete infor­
mation (recipes) is maintained for manufacturing 
each product grade, including the names and 
amounts of ingredients, process variable set points, 
ramp rates, processing times, and sampling proce­
dures. Other database information includes batches 
produced on a shift, daily, or weekly basis, as well as 
material and energy balances. Scheduling of process 
units is based on availability of raw materials and 
equipment and customer demand. 

22.2 SEQUENTIAL AND LOGIC CONTROL 

Sequential logic is used to ensure that the batch process 
undergoes the proper sequence of events, because the 
time order of steps is important. Sequential logic must 
not be confused with combinational logic, which depends 
only on instantaneous values for the variables. This 
type of logic is especially suitable for interlocks or for 
permissive actions; for example, the reactor discharge 
valve must be closed, or the vent must be open in order 
for the feed valve to be opened. Both sequential and 
combinational logic can be implemented with a digi­
tal device, a microprocessor, or a computer. Digital 
devices can be intrinsically discrete (producing only 
discrete outputs, such as integers) or can mimic contin­
uous devices such as a PID controller, as discussed in 
Chapter 17. 

22.2.1 A Typical Batch Sequence 

Batch processing requires that the process proceed 
through the proper sequence of steps. For example, a 
simple blending sequence might consist of the follow­
ing steps: 

1. Transfer specified amount of material from tank A 
to tank R. The process step is "Transfer from A." 

2. Transfer specified amount of material from tank B 
to tank R. The process step is "Transfer from B." 

3. Agitate for a specified period of time after the 
feeds are added. The process step is "Agitate." 

4. Discharge the product to storage tank C. The 
process step is "Transfer from R." 

A more detailed example of the sequence of opera­
tions for a batch mixing tank is described later (see 
Example 22.1). 

For each process step, the various discrete-acting de­
vices are expected to be in a specified device state\ usu­
ally a binary value (0 to 1). Then, for process step 
"Transfer from A," the device states might be as follows: 

1. Tank A discharge valve: open 
2. Tank R inlet valve: open 
3. Tank A transfer pump: running 
4. Tank R agitator: off 
5. Tank R cooling valve: closed 

Sequential logic is coupled to device states. For exam­
ple, device state 0 could be a valve closed, agitator off, 
and so on, while device state 1 could be the valve open 
or the agitator on. Basically, the sequential logic deter­
mines when the process should proceed from the cur­
rent set of operating conditions to the next. Sequential 
logic must encompass both normal and abnormal 
process operations, such as equipment failures. 

When failure occurs, the simplest action is to stop or 
hold at the current operating state in response to any ab­
normal condition, and let the process operator determine 
the cause of the problem. However, some failures lead to 
hazardous conditions that require immediate action; 
waiting for the operator to decide what to do is not accept­
able. The appropriate response to such situations is best 
determined in conjunction with process hazards and 
operability (HAZOP) studies. For example, guidelines 
for safe operation of batch reaction systems have been 
published (Center for Chemical Process Safety, 1999). 

22.2.2 Representation of Batch Steps and 
Sequential Logic 

There are several ways to depict the sequential logic in 
batch operation, which is a prerequisite to incorporating 
binary logic into the computer control system. Two 
process-oriented representations are considered: the in­
formation flow diagram and the sequential function chart. 
These can be used to develop digital logic diagrams in­
cluding ladder logic diagrams and binary logic diagrams. 

To create an information flow chart, a complete list 
of steps for a batch process must be documented and 
displayed. From this representation, it is straightfor­
ward to prepare a sequential function chart. Figure 22.4 
shows the flow-chart symbols that indicate the points of 
decisions, processing operations, input-output struc­
ture, and the sequence they should follow, which will 
be illustrated later in Example 22.1. 

A sequential function chart (SFC) describes graphi­
cally the sequential behavior of a control program. 
More sophisticated than the information flow chart, it is 
derived from two earlier approaches, Petri Nets and 
Grafcet (David, 1995; Desrochers and Al-Jaar, 1995). 
SFCs consist of steps that alternate between action 

1Not to be confused with state variables discussed in Section 6.5. 
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Figure 22.4 Flowchart symbols and their definitions. 

blocks and transitions. Each step corresponds to a state 
of the batch process. A transition is associated with a 
condition that, when true, activates the next step and 
deactivates the previous step. Steps are linked with ac­
tion blocks that perform a specific control action. SFC 
and Grafcet are standard languages established by the 
International Electrotechnical Commission (IEC) and 
are supported by an association of vendors and users 
called PLCopen; see www.plcopen.org. Figure 22.5 
gives a simple illustration of the SFC notation. The 
steps are denoted as rectangles (a double rectangle is 
the initial step), and the transition symbol is a small hor­
izontal bar on the line linking control steps. A double 
bar is used for branching, and it can precede a transition 
when two or more paths can be followed. Similarly, a 
double bar indicates where two or more parallel paths 

Active step (•) 

Figure 22.5 A generic sequential function chart (active steps 
are 3 and 6). R1 through R4 denote specified actions. 
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Table 22.1 Truth Table for AND, OR, NOT Binary 
Logic Operations 

- -

AB A· B (AND) A+ B(OR) A (NOT) B (NOT) 

0 0 0 0 1 1 
0 1 0 1 1 0 
1 0 0 1 0 1 
1 1 1 1 0 0 

join together into a single path. In Fig. 22.5, both steps 5 
and 6 must be completed before moving to step 7. The 
active steps are shown with a black dot in the box. 

Ladder logic and binary logic diagrams provide alter­
native graphical formats for representing logical func­
tions and can be analyzed using truth tables (Platt and 
Gilbert, 1995). In binary logic, the main operations are 
AND, OR, NAND (not AND), and NOR (not OR). 
When two input variables A and B are "ANDed" 
together ( = A · B), the output is 1 if and only if both 
inputs A and B are 1. When two inputs A and B are 
ORed together, the output (A + B) is 1 if either A orB 
is 1. The NOT operation changes the input A to the 
complementary binary value A. Table 22.1 gives the 
truth table for several standard operations with four 
combinations of binary variables A and B. 

A ladder diagram contains two vertical uprights, 
which are the power source (on the left) and neutral 
(on the right). A number of horizontal rungs indicate 
various paths between the two uprights, which can con­
tain logical switches (normally open or closed) and an 
output. Very few symbols are required to construct a 
ladder diagram (Erickson and Hedrick, 1999; Johnson, 
2005). Two or more switches (also called contacts) on 
the same rung form an AND gate. Contacts on two or 
more parallel branches of a rung form an OR gate, as 
discussed below. Two vertical bars are used to depict a 
normally open contact, while a slash across the bars 
indicates a normally closed contact. 

By clever construction of parallel and series relay cir­
cuits, designers can implement sophisticated logical 
statements for a sequence of logical steps (Platt and 
Gilbert, 2005). As an example, a set of three relays 
wired in series can be used to implement the three­
input AND condition shown in Fig. 22.6a. The output is 
actuated only when all three input relays (A, B, and C) 
are actuated. 

Similarly, a set of relays wired in parallel can be used 
to implement the OR condition shown in Fig. 22.6b. 
Here actuation of any one or more of these input relays 
will cause the output to be actuated. To illustrate NOR 
or NAND gates in ladder logic, slashed contacts are 
drawn. In binary logic diagrams, a small circle is 
appended to the OR or AND symbol. These contacts 
are then normally closed rather than normally open, as 
is the case shown in Fig. 22.6. Sequencing operations 
typically require the use of latching relays (which hold a 
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II = normally open contact 

j{ = normally closed contact 

Q =output or internal data storage 

Out =A· B · C 
·=Logical AND 

Figure 22.6a Use of contacts connected in series to implement AND logic as an 
"AND gate" in ladder and binary logic. 

A 

Out =A+ B + C 
+ =} Logical OR 

Figure 22.6b Use of contacts connected in parallel to 
implement OR logic as an "OR GATE" in ladder and binary 
logic. 

state indefinitely once actuated, much like a solid-state 
flip-flop) and delay relays (which delay a prepro­
grammed time interval before operating, after actua­
tion). Latching relays are shown as parallel connected 
rungs, as shown in Example 22.1. 

From a process point of view, the sequential func­
tion chart is preferred to relay ladder logic and binary 
logic because it clearly shows the sequence of steps 
and also indicates concurrency, that is, when some 
subsystems are partially independent. The input­
output structure and behavior are more clearly delin­
eated for these subsystems by SFC. SFCs are also 
useful for interfacing with expert system software for 
supervisory control, monitoring, and diagnosis (Arzen, 
1994). It is possible to convert binary ladder logic dia­
grams into SFCs using computer algorithms (Falcione 
and Krogh, 1993). 

Programmable Logic Controllers 

Programmable logic controllers (PLCs) are widely used 
in batch process control to execute the desired binary 
logic operations and to implement the desired sequenc­
ing. The inputs to the PLC are a set of relay contacts 
representing various device states (for example, limit 

switches indicate whether a valve is fully open or 
fully closed). Various operator inputs (for example, 
start/stop buttons) are also provided. The PLC output 
signals energize (actuate) a set of relays that turn 
pumps on or off, actuate lights on a display panel, oper­
ate solenoid or motor-driven valves, and so on. PLCs 
are discussed in more detail in Section A.3.1; see also 
Hughes (2005) and Webb and Reis (2002). PLCs can 
easily implement all variations of PID control. Conse­
quently, it is relatively easy to program a single PLC to 
deal with most requirements of batch processing. How­
ever, it would be difficult for a PLC to optimize batch 
cycle operations or to implement inferential control of 
a reactor or separator product composition, functions 
that are easier to implement by integrating the PLC 
with a general-purpose computer or a distributed con­
trol system. 

EXAMPLE 22.1 

Consider the operator-assisted control of the simple 
mixing process shown in Fig. 22.7 to demonstrate 
representative batch control strategies. To start the 
operation sequence, a hand switch (HS4) or push button is 
activated by the operator, which causes a solenoid valve 
(VN7) to be opened to introduce liquid A. Liquid 
transfers are implemented by gravity in this example (no 
pumps are needed). When the liquid level in the tank 
reaches an intermediate value (LH2), flow A is stopped 
and flow B is started (VN8). At the same time, a motor 
(MNS) is started to turn on the mixer. When the liquid 
level reaches a specified level (LXH2), flow B is stopped 
and the discharge valve is opened (VN9). After the tank 
level reaches the low limit (LL2), the discharge valve is 
closed and the motor stopped. The operator may now start 
another mixing cycle by pushing the start button again. It 
should be noted that this simplified control strategy does 
not deal with emergency situations. Timing of equipment 
sequencing, such as making sure that valve VN8 is closed 
before opening discharge valve VN9, is also not considered. 
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Figure 22.7 Schematic diagram for a batch mixing tank. 

Develop an information flow diagram, a sequential function 
chart, and binary and ladder logic diagrams for this batch 
operation. Assume the batch proceeds uninterrupted (i.e., 
do not consider the case where the operator could 
accidentally activate the hand switch after the batch 
sequence starts). 

For the binary logic diagram, denote the tank level by L 
and use the following binary values for the different de­
vice states: 

operator push 
buttonHS4: on =?1 off =?0 

LH2 indicator: L 20: LH2 =?1 L<LH2 =?0 
LXH2 indicator: L 20: LXH2 =? 1 L<LXH2 =?0 
LL2 indicator: L 20: LL2 =?0 L<LL2 =?1 
Valves VN7, VN8, 

VN9: open =?1 closed =?0 
MixerMN5: motor on =?1 off =?0 

SOLUTION 

Figures 22.8 and 22.9 show the series of events on the in­
formation flow diagram and the sequential function chart. 
For implementation via hardware (or software) interlocks, 
the binary logic diagram is shown in Fig. 22.10. Figure 22.6 
defines the symbols used in this logic diagram. Gate 1 (an 
AND gate) ensures that the process will not start, if re­
quested, when the tank level is not low. Gate 3 opens 
valve VN7 for flow A only if valve VN8 is not open (small 
circle on gate 3 denotes NOT). Gate 2 (an OR gate) 
latches the operator request once valve VN7 is opened so 
that the operator may release the push button. Gates 4 
and 7 start flow B and the mixer motor when the interme­
diate liquid level is reached. This start signal (AND gate 3) 

terminates flow A. At the high tank liquid level, gate 6 
opens the discharge valve. Gate 7 is used to prevent 
VN8 from opening during the discharge cycle. Gate 8 
starts the mixer MN5 at the same time that valve VN8 is 
opened and ensures that the mixer continues to operate 
when VN8 is closed and VN9 is opened. The high-level 
signal LH2 is fed into gate 4 to stop flow B and the mixer 
motor. Gate 5 holds the discharge signal until the tank is 
drained. 

Figure 22.11 presents the ladder logic diagram for the 
same mixing process. An example of a normally open con­
tact is C1 (no slash), and an example of a normally closed 
contact is CR8. The operator-actuated push button HS4 
and contact C1 form an AND gate equivalent to gate 1 in 
Fig. 22.10. The junction connecting rungs 1 and 1a is 
equivalent to the output of the OR gate 2 in Fig. 22.10. 
Contact C1 on rung 1 is normally open unless the tank 
level is low (condition LL2). Contact relay CR8 is usually 
closed unless relay CR8 on rung 2 is energized. When the 
level is at (or below) LL2, contact C1 is closed. Then if 
push button HS4 is engaged, rung 1 becomes energized. 
Because contact CR8 is normally closed, this action ener­
gizes CR7, which results in starting flow A. At the same 
time, because CR7 is energized, it closes the normally 
open CR7 on rung 1a. As soon as CR7 on rung 1a is 
closed, the operator can release HS4, but rung 1/1a will 
stay energized (or latched) to continue introducing flow A. 
As long as the level is not at or above LH2, C2 on rung 2 is 
open. Although CR9 and C3 on rung 2 are closed, rung 2 
is not energized because of C2. Thus, contact CR8 remains 
"not energized," and the mixer motor and flow B valve are 
not active. 

This all changes when the level reaches LH2. First, C2 
on rung 2 closes. Because all three contacts on rung 2 are 
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Close HS4 

Figure 22.8 Information flow diagram for control of the 
mixing tank. 

Figure 22.9 Sequential function chart (SFC) for control of 
the mixing tank. 

now closed, rung 2 and CRS are energized. This activates 
solenoid valve control VNS. At the same time, as soon as 
CRS on rung 2 is energized, it opens CRS on rung 1 and 
closes CRS on rung 3. This deenergizes rungs 1 and 1a and 
CR7, causing two things to happen. First, CR7 on rung 1a 
is opened; that is, rungs 1 and 1a are "tripped." More im­
portantly, because CR7 is deenergized, the solenoid valve 
for flow A is also deenergized, closing the valve and stop­
ping flow A. 

In rung 3, CR5 is energized, turning on the mixer motor 
control MN5. Rung 3a assures that CR5 remains ener­
gized after the contact CRS is deenergized. The junction 

Figure 22.10 Binary logic diagram for control of the mixing tank. 



22.3 Control During the Batch 437 

HS4 
_j_ Cl CR8 CR7 

VN7 

la 

Rung 
2 VN8 

CR8 
3 MN5 

3a 
C4 

4 VN9 
LXH2 MN5 

CR9 C5 
4a 

LL2 

Figure 22.11 Ladder logic diagram for control of the 
mixing tank. 

connecting rungs 3 and 3a is equivalent to the output of 
the OR gate 8 in Fig. 22.10. For rung 4, as soon as the liq­
uid level reaches LXH2, C4 closes energizing the dis­
charge solenoid valve VN9. The discharge should not stop 

22.2.3 Monitoring State Transitions 

An automated batch facility utilizes sequential logic and 
discrete devices to change the process state subject to the 
interlocks. Discrete devices such as two-position valves 
can be driven to one of two possible states (open/closed). 
Such devices can be equipped with limit switches that 
indicate the state of the device. The discrete-device driver 
is the software routine that generates the output to a dis­
crete device such as a valve and that also monitors process 
measurements to ascertain that the discrete device actu­
ally attains the desired state. 

Valves do not instantly change states; rather, they re­
quire travel times associated with the change from one 
state to another. Thus, the processing logic within the 
discrete device driver must provide for a user-specified 
transition time for each field device. The transition be­
tween states can be implemented as: 

1. Drive and wait. Further actions are delayed until 
the device attains its assigned state. 

2. Drive and proceed. Further actions are initiated 
while the device is in the transition state. 

Although two-state devices are most common, the 
need occasionally arises for devices with three or more 
states. For example, an agitator may be on high speed, 
low speed, or off. 

until the level drops below LXH2, so rung 4a is designed 
to latch LXH2 (CR9). This strategy allows discharge to 
continue until the level reaches LL2 (which is tripped by 
normally closed contact C5). 

Batch control software packages permit the control 
computer to: 

1. Generate the necessary commands to drive each 
device to its proper state. 

2. Monitor the status of each device to determine 
when all devices have attained their proper 
states. 

3. Continue to monitor the state of each device to 
ensure that the devices are in their proper 
states. 

If any discrete device does not reach its target state, 
failure logic is initiated. 

22.3 CONTROL DURING THE BATCH 

Control during a batch or "within-the-batch" control 
(Bonvin, 1998) is different from the sequential and logic 
control discussed above because it is concerned with an 
operating trajectory, that is, how the manipulated and 
controlled variables change as a function of time (vs. a 
sequence of on-off device states). Tracking of the set 
point (which may be a function of time) is challenging 
for this type of control, because there is no steady-state 
operating point and wide operating ranges may be en­
countered due to frequent start-up and shut-down. 
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Bonvin (1998) and Juba and Hamer (1986) have dis­
cussed the operational challenges for dynamic control 
during a batch and provide the following observations: 

1. Time-varying characteristics. There is no steady­
state operating point, and the transition in the 
controlled variable may be large compared to typ­
ical excursions for continuous systems. Thus, if a 
standard linear transfer function model is used, 
the gain and time constants may be time-varying. 
Batch characteristics can change from run to run, 
and even the process chemistry may change over a 
period of months due to changes in the product 
specifications. 

2. Nonlinear behavior. Because of the potentially 
wide range of operation, linearized models may 
be inaccurate and inadequate for controller de­
sign. For example, batch chemical reaction rates 
may have a nonlinear dependence on temperature 
and concentration, and a nonlinear relationship 
may exist between heat transferred from a reactor 
and the flow rate of the cooling medium. 

3. Model inaccuracies. Often, mechanistic or funda­
mental models are not available for batch 
processes, thus limiting the ability to design and 
tune controllers a priori. 

4. Sensors. Often on-line sensors are not available 
or are inaccurate due to the wide operating 
ranges; hence, infrequent samples are analyzed by 
the plant laboratory. The inability to measure a 
process variable in real time reduces the safety 
margin for a process, potentially leading to an 
undesirable operating condition, for example, a 
runaway reaction (Center for Chemical Process 
Safety, 1999). 

5. Constrained operation. This is a consequence of 
the wide operating ranges, which makes operating 
against constraints more likely. 

6. Unmeasured disturbances. Operator error (e.g., 
wrong feed tank chosen), fouling of vessel walls 
and heat transfer surfaces, and raw material impu­
rities are sources of major disturbances. 

7. Irreversible behavior. It is often impossible to re­
verse the effects of history-dependent evolution in 
product properties such as molecular weight dis­
tribution in a polymer or crystal size distribution 
in a pharmaceutical product. In the semiconduc­
tor industry, once a semiconductor wafer is made, 
it is difficult to modify its electrical properties by 
further processing or rework. 

On the other hand, a batch process has several ad­
vantages over a continuous process in meeting product 
quality requirements. 

1. The batch duration can be adjusted in order to 
meet quality specifications. 

2. Because a batch process is repetitive in nature, it 
offers the possibility of making improvements on 
a run-to-run basis (see Section 22.4). 

3. Batch processes tend to be fairly slow so that im­
proved operating conditions can be computed in 
real time. 

Many of these advantages and disadvantages of 
batch processes are discussed in the next section, which 
has reactor control as the focus. 

22.3.1 Batch Reactor Control 

Figure 22.12 shows a schematic diagram of a batch 
reactor and its control system. Batch reactors are de­
signed to operate primarily in an unsteady-state man­
ner and are exemplary of the seven control challenges 
for batch processes that were cited earlier. Many batch 
reactors exhibit nonlinear behavior due to the coupling 
of reaction kinetics and reactor temperature while 
operating over a wide temperature range. Exothermic 
reactions produce heat that must be removed by a cool­
ing system. Figure 22.12 shows the recommended 
control system for an exothermic batch reactor ( cf. 
Fig. 16.1). The circulating pump for the coolant loop is 
essential to minimize the time delay and keep it con­
stant; without it, the time delay varies inversely with 
cooling load. Because heating is also required to raise 
the temperature to reaction conditions, the valves are 
operated in split range. The heating valve opens when 
the controller output is between 50 and 100%, and the 
cooling valve opens for the 0 to 50% range. Sometimes 
cascade control of the cooling water temperature is 
utilized (see Chapter 16). 

Figure 22.13 shows a typical batch reactor cycle consist­
ing of (1) charging each of three reactants sequentially, 
(2) a heat-up operation, (3) reaction, (4) a cool-down 
sequence, and (5) discharge of the final product mix for 
separation and subsequent processing. In implementing 
batch process control, there are several important differ­
ences compared with control of continuous processes. 
The start-up of a batch process can be carried out by 
operators with all controllers placed in the manual 
mode. In charging materials to the unit, totalizers (see 
Fig. 22.12) are often used to determine the end point 
of a charge, that is, the total amount of material that 
has been transferred to the reactor. Thus, the ability 
to control flow rate accurately is not as important as 
the ability to measure and integrate flow rate accu­
rately. If a weight mechanism is used, such as a load 
cell for the batch reactor, flow rate measurement is 
not particularly important. For the reaction period, it 
is important to determine when to terminate the batch 
reaction (the end-point composition). If the reactor 
conversion cannot be measured directly in real time, 
end-point composition can be predicted by some type 



Target 1 

Heat-up 

Temperature rate* 

set point 

Pressure 
set point 

Flow rate 
1 

Flow rate 
2 

Flow rate 
3 

Drain 

Reaction 
time* 

Drain 
temperature 

Cycle time* 

Time 

22.3 Control During the Batch 439 

Hot water or steam 

Cooling 
water 

Figure 22.12 Schematic diagram 
of a batch reactor (* denotes a 
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of indirect (inferential) method, such as measuring off­
gas evolution or agitator drive power consumption 
(torque requirements). 

Design of PID Controllers for Batch Reactors 

Temperature control of exothermic batch reactors is es­
pecially challenging, because the process is inherently 
nonlinear and does not operate at a steady state. In 
some cases, the reaction can run away if the tempera­
ture becomes too high. In addition, the rather large 
changes in set points during batch start-up can cause 
controller saturation. Sometimes the set point is ramped 
instead of using a step change in order to reduce the 
possibility of controller saturation. Standard PID con­
trol may be satisfactory for reactor temperature, al­
though enhanced single-loop controllers can be much 
more effective (see Chapter 16). Customized profiles of 
the temperature set point vs. time are often employed 
to obtain the maximum yield or selectivity in a reactor. 

Reset windup is a common problem encountered in 
batch process control. In a batch reactor, the integral 
term (the summation in Eq. 8-26) can increase 
(windup) as a result of the large error between the tern­
perature and its set point. Once the reaction speeds up, 
reset windup can cause the temperature to exhibit a 
large overshoot that may be detrimental to product 
quality control. Figure 22.14 depicts the typical behav­
ior of manipulated and controlled variables in a batch 
reactor. Note that the manipulated variable (coolant 
temperature) is initially saturated at its maximum value 
because of the large error between the set point and 
the controlled variable (reactor temperature). Placing a 
limit on the integral term is a common way of imple­
menting anti-reset windup (see Chapter 8). It acts to 
keep the controller from saturating by placing upper or 
lower limits on the summation term. 

Temperature 

Alternatively, Shinskey (1996) recommends using a 
bias term (or preload) u0 in the control law to prevent 
reset windup: 

u(t) = uo + Kc[ e + ;I lot e(t*)dr*] (22-1) 

The preload can be selected so that the temperature 
reaches the set point more rapidly and allows a lower 
value of Kc to be used in the controller. Shinskey 
(1996) recommends that the preload setting be ad­
justed to be slightly lower than the steady-state value 
of the controller output once the controller reaches 
the set point. Figure 22.15 shows typical set-point 
changes with different values of uo (Hawkins and 
Fisher, 2006). How to determine the correct preload is 
discussed later in this section. 

For some batch reactors, it is advantageous to reach 
the steady-state temperature (at the end of the heat-up 
period in Fig. 22.13) as rapidly as possible. A combina­
tion of an on-off controller and a PID controller can 
achieve this goal (Liptak, 1986; Bonvin, 1998). This 
dual mode approach seems to be well suited for 
exothermic reactions where the batch has to be heated 
to the desired reaction temperature quickly and then 
cooled using the split range control configuration 
shown in Fig. 22.12. Maximum heating can be applied 
until just before the set point is reached; then a switch 
is made to maximum cooling (Bonvin, 1998). Alterna­
tively, once the controlled variable approaches within 
5% of the set point, the on-off controller can be 
switched off and the PID controller activated to bring 
the controlled variable smoothly to the desired value. 

Figure 22.15 shows the effect of preload uo on the typi­
cal responses of batch reactor temperature, which is a 
nonlinear process. u0 should be ideally selected to achieve 
zero offset without using integral action. The desired 
value of Uo can be developed by experimental testing or 

Set point 

Time 

Figure 22.14 Start-up of a batch reactor and the effect of reset 
windup. 
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Figure 22.15 Transient responses for batch switch with preload. 

from the process model. It is instructive to analyze a 
linear dynamic model to see how preload eliminates 
offset with a proportional controller. For a first-order 
model with gain K( = KvKpKm) and time constant T, 

dy 
-r- + y = Ku 

dt 
(22-2) 

Assume the proportional controller has preload u0 and 
gain Kc: 

u = uo + Kc(y sp - Y) 

the closed-loop model is 

(22-3) 

dy 
T dt + Y = K [(uo + Kc(ysp - y))] (22-4) 

If Ysp = Kuo at the final steady state and the gain K is 
known, the appropriate preload expression is u0 = YspiK. 
Then the closed-loop equation becomes 

T dt + y = K[i + Kc(Ysp - y)] (22-5) 

The steady-state solution of (22-5) yields Ysp = y. 
Thus, there is no steady-state error with proportional 
control (Kc can be any value) as long as the process 
gain is known. Kc can be adjusted in order to tune the 
speed of the closed-loop response. In theory it is possi­
ble to eliminate offset without using integral action, but 
in practice integral action should be included to deal 
with model inaccurary and unanticipated disturbances. 
For nonlinear processes, the preload will not match 
the required controller output ("100% preload" in 
Fig. 22.15), thus an adjustment in u0 must be made 
("correct preload" in Fig. 22.15). This controller will 
normally be superior to the standard PI controller for a 
batch reactor shown in Fig. 22.15. 

Advanced Batch Reactor Control 

When the process nonlinearities are significant during the 
batch transition or start-up, a standard PID controller 
may not be satisfactory. As discussed in Section 16.6, a 
gain scheduling or multimodel control approach can 
be used to deal with excessive nonlinearity. If transfer 
function models are available for the starting and end­
ing points of the batch trajectory, and model-based 
PID controllers are available ( cf. Chapter 12), then the 
controller settings can be switched at some point dur­
ing the set-point change. On the other hand, an adap­
tive control strategy can be employed, as discussed in 
Chapter 16. Huzmezan et al. (2002) applied an adap­
tive control strategy to both a PVC reactor and an 
ethoxylated fatty acid reactor. In both cases, the vari­
ability of the reactor temperatures was reduced by 60% 
or more. 

Juba and Hamer (1986) have described the advan­
tages of using model-based controllers to address the 
challenges of control of composition or yield when 
there are highly exothermic reactions (and the poten­
tial for a runaway reaction). Typically, three process 
characteristics must be determined: 

1. How steam and/or cooling water affects the reac­
tor temperature 

2. How reactor temperature affects reaction chem­
istry and reaction rates 

3. How reaction rate affects heat generation 

Simplified nonlinear relationships can be developed 
based on operating data. When the development of a 
detailed reaction kinetics model (model 2) is not feasi­
ble, a heat-release-rate estimator using material balance 
information can be employed, in effect combining 
models 2 and 3. It is especially important to understand 
the sensitivity of the resulting controller to variations in 
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reaction chemistry in order to protect against unsafe 
conditions. 

22.3.2 Rapid Thermal Processing 

Semiconductor devices are manufactured in a series of 
physical and/or chemical batch unit operations. An in­
tegrated circuit or semiconductor consists of several 
layers of carefully patterned thin films, each chemically 
altered to achieve desired electrical characteristics 
(Badgwell et al., 1995). From 30 to 300 separate steps 
(such as deposition, etching, and lithography) over a 
total duration of two months (cycle time) are typically 
required to construct a set of circuits (devices). The 
wafers range in size up to 300 mm in diameter and are 
400 to 700 microns thick. 

Rapid thermal processing (RTP) is a unit operation 
employed in semiconductor manufacturing for thin­
film deposition, such as nitridation or oxidation, and 
for annealing. RTP provides high ramp rates in wafer 
temperature that lead to short thermal processing 
times, thus increasing wafer throughput (Edgar et al., 
2000). In RTP the wafer temperatures have specified 
ramp rates and steady-state values. It is imperative that 
the wafer temperature be controlled precisely to the 
specified ramp rate and steady-state temperature in 
order to meet process specifications. The temperature 
trajectory can be divided into three regions: the ramp, 
steady state, and cool-down periods shown in Fig. 
22.16. The overall duration of the three steps is less 
than several minutes. In the ramp region, the ramp 
rates can vary between 25 and 200 °C/s. Steady-state 
temperatures depend on the RTP process (e.g., oxida­
tion, nitridation, annealing, etc.). Cool-down can be 

1000 

800 

T, oc 600 

Steady state .... .. /'' / Bring-in area 
I 

I 
I 

I 

~/ 
Q;il 

I 
I 

I 
I 

I 
I 

I 
I 

/..,____ Wafer temperature 
I 

I 
I 

10 
Time, s 

Figure 22.16 RTP set-point change. The solid line is the 
temperature set point, and the dashed line is the wafer 
temperature. The wafer temperature has been shifted to the 
right, for clarity. Consequently, the ramp error exceeds 10 °C. 

either a controlled ramp or an uncontrolled cooling of 
the process. 

Feedback control is the preferred method for control­
ling the wafer temperature trajectory. The design of 
feedback controllers for RTP is a challenging problem 
because of the nonlinear nature of the radiative and 
other heat transfer phenomena, the fast process dynam­
ics, and the additional constraints that are placed on the 
wafer temperature response. The wafer temperature is 
controlled by adjusting the power output from an array 
of lamp heaters above and below the wafer to track the 
set-point trajectory shown in Fig. 22.16. The three key 
requirements for control are as follows: 

1. Ramp error. It is important that the wafer tem­
perature follow the set-point trajectory as closely 
as possible. Therefore, one measure of controller 
performance is the ramp error, defined as the dif­
ference between the set point and wafer tempera­
ture at any given time during the ramp. It should 
be less than 10 oc during the ramp. 

2. Bring-in. As mentioned earlier, it is important 
that the wafer temperature reach steady state as 
rapidly as possible. Bring-in is a criterion that in­
dicates controller performance during the transi­
tion from ramp to steady state (that is, where the 
trajectory "turns the corner"). Bring-in is defined 
as the enclosed area between the desired set-point 
trajectory (shifted in time, as shown in Fig. 22.16) 
and the set-point temperature at steady state; 
bring-in should be minimized. The shifting of the 
set-point signal takes into account the dynamic 
error that normally occurs. 

3. Overshoot. The corner of the set-point trajectory 
should be turned without overshoot. 

Balakrishnan and Edgar (2000) evaluated gain­
scheduled control of a commercial R TP reactor. They 
determined that a PID controller based on a semi­
empirical model of the heating process provided effec­
tive temperature control of the reactor. Derivation of a 
fundamental heat transfer model based on an unsteady­
state energy balance yielded an approximate second­
order transfer function with wafer heating time constant 
Tw and heating lamp time constant TL(TL << Tw)· 

(22-6) 

The controlled variable is the measured wafer tempera­
ture and the manipulated variable is the percent power 
to the heating lamps above and below the wafer. For a 
series of step tests, the time constants varied with tem­
perature between 650 oc and 1000 oc (3:::::; Tw:::::; 8 s; 0.5:::::; 
TL:::::; 0.7 s), and the gain Kvaried from 4 to 12 °C/%. 

Application of the Direct Synthesis method (Chap­
ter 12) and Eq. (12-14) yielded the following PID 
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Figure 22.17 Gain-scheduled PID controller results for RTP 
temperature cycle and a steady-state temperature of 950 °C. 

controller parameters, where Tc is the desired closed­
loop time constant: 

(22-7) 

A bias term for the controller was calculated from a 
physical heat transfer model. It was necessary to include 
this preload in order to avoid overshoot and to satisfy 
the ramp error and bring-in requirements. The control 
algorithm was programmed with gain-scheduled PID 
parameters determined from the linear models. Be­
cause the model gain and time constants varied with 
temperature, seven gain-scheduled regions were used 
between room temperature and 1100 °C. Experiments 
were performed for final steady-state temperatures 
ranging from 750 to 1050 oc and a ramp rate of 50 °C/s. 
The closed-loop experimental response for 950 oc is 
shown in Fig. 22.17. 

22.4 RUN-TO-RUN CONTROL 

Recipe modifications from one run to the next are com­
mon in many batch processes. Typical examples are mod­
ifying the reaction time, feed stoichiometry, or reactor 
temperature. When such modifications are done at the 
beginning of a run (rather than during a run), the control 
strategy is called run-to-run (RtR) control. Run-to-run 
control is frequently motivated by the lack of on-line 
measurements of the product quality during a batch run. 
In batch chemical production, on-line measurements are 
often not available during the run, but the product can be 

analyzed by laboratory samples at the end of the run 
(Bonvin, 1998). The process engineer must specify a 
recipe that contains the values of the inputs (which may 
be time-varying) that will meet the product require­
ments. The task of the run-to-run controller is to adjust 
the recipe after each run to reduce variability in the out­
put product from the stated specifications. 

In semiconductor manufacturing, the goal is to con­
trol qualities such as film thickness or electrical proper­
ties that are difficult, if not impossible, to measure in 
real-time in the process environment. Most semicon­
ductor products must be transferred from the process­
ing chamber to a metrology tool (measuring device) 
before an accurate measurement of the controlled vari­
able can be taken. The scope of run-to-run control ap­
plications in the semiconductor industry is significant. 

Batch run-to-run control can be viewed as imple­
menting a series of set-point changes to the underlying 
batch process controllers at the end of each run. By an­
alyzing the results of previous batches, the run-to-run 
controller adjusts the batch recipe in order to reduce 
quality variations. Thus, run-to-run control is equiva­
lent to controlling a sequence of the controlled variable 
at times k, k + 1, k + 2, ... , analogous to a standard 
control problem. 

Run-to-run control is particularly useful to compen­
sate for processes where the controlled variable drifts 
over time. For example, in a chemical vapor deposition 
process or in a batch chemical reactor, the reactor walls 
may become fouled due to byproduct deposition. This 
slow drift in the reactor chamber condition requires 
occasional changes to the batch recipe in order to 
ensure that the controlled variables remain on-target. 
Eventually, the reactor chamber must be cleaned to 
remove the wall deposits, effectively causing a step 
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disturbance to the process outputs when the inputs are 
held constant. Just as the RtR controller compensates 
for the drifting process, it can also return the process to 
target after a step disturbance (Edgar et al., 2000; Moyne 
et al., 2001). 

Because RtR controllers generally are model-based 
controllers, the availability of a process model (funda­
mental or empirical) is of great utility. However, if a 
dynamic model is not easily obtained due to the com­
plexity of the process, run-to-run control can still be 
carried out. The majority of models used in RtR con­
trol for semiconductor applications are steady-state 
models (Moyne et al., 2001). These pure gain models 
assume that the process drift is slow. The RtR con­
troller is typically an integral controller plus a bias 
term. When the output measurement is noisy, it is use­
ful to employ an observer or filter to estimate the ac­
tual process output. In this case, controllers can be 
designed using the techniques presented in Sections 
17.5 and 17.6. 

Use of Optimization in Batch Control 

A batch trajectory may be changed on a run-to-run 
basis in order to optimize product yield or selectivity 
while satisfying process constraints. The best set-point 
profile can be obtained theoretically using optimal 
control techniques (Bonvin et al., 2002). An alterna­
tive approach uses parameterization of the manipu­
lated variable as a function of the batch time t, for 
example, u(t) = a0 + a1t + a2t 2. This type of control 
law is not based on feedback from the available sen­
sors; parameters ao, a1, and az would be adjusted after 
each batch based on the product quality measurements 
at the end of the run. This approach is beneficial when 
unmeasured slow disturbances are encountered, 
namely, those that do not change much from run to 
run. Faster-acting disturbances would need to be man­
aged with a feedback control system, as discussed in 
Section 22.3. 

The minimal information needed in carrying out this 
type of RtR control is a static model relating the ma­
nipulated variable to the quality variables at the end of 
a batch. It can be as simple as a steady-state (constant) 
gain relationship, or as complicated as a nonlinear model 
that includes the effects of different initial conditions 
and the batch time. In contrast, a time-dependent profile 
for the manipulated variable during the batch can be ad­
justed from run-to-run to meet the end-of-the-batch 
quality requirements as well as operating constraints, for 
example, upper and lower bounds on the manipulated 
variables (Bonvin et al., 2002). Other variations of RtR 
controllers in different applications have been reported 
by Zafiriou et al. (1995), Clarke-Pringle and MacGregor 
(1998), and Zisser et al., (2005). 

22.5 BATCH PRODUCTION 
MANAGEMENT 

Batch process equipment must be properly configured 
in a plant, process, or unit operation in order to be op­
erated and maintained in a reasonable manner. A flow­
sheet for a general batch plant is shown in Fig. 22.18. 
The Instrument Society of America (ISA) SP-88 stan­
dard deals with the terminology involved in batch con­
trol (Parshall and Lamb, 2000; Strothman, 1995). 

Figure 22.19 shows the hierarchy of activities that 
take place in a batch processing system (Hawkins and 
Fisher, 2006; Erickson and Hedrick, 1999). At the high­
est level, procedures identify how the products are 
made, that is, the actions to be performed (and their 
order) as well as the associated control requirements 
for these actions. Operations are equivalent to unit op­
erations in continuous processing and include such 
steps as charging, reacting, separating, and discharg­
ing. Within each operation are logical points called 
phases, where processing can be interrupted by opera­
tor or computer interaction. Examples of different 
phases include the sequential addition of ingredients, 
heating a batch to a prescribed temperature, mixing, 
and so. Control steps involve direct commands to final 
control elements, specified by individual control in­
structions in software. As an example, for {operation = 
charge reactant} and {phase = add ingredient B}, the 
control steps would be (1) open the B supply valve, 
(2) total the flow of B over a period of time until the 
prescribed amount has been added, and (3) close the B 
supply valve. Such sequential control operations were 
discussed in Section 22.2. 

The term recipe has a range of definitions in batch 
processing, but in general a recipe is a procedure with 
the set of data, operations, and control steps required 
to manufacture a particular grade of product. A for­
mula is the list of recipe parameters, which includes the 
raw materials, processing parameters, and product out­
puts. A recipe procedure has operations for both nor­
mal and abnormal conditions. Each operation contains 
resource requests for certain ingredients (and their 
amounts). The operations in the recipe can adjust set 
points and turn equipment on and off. The complete 
production run for a specific recipe is called a campaign 
(multiple batches). 

In multigrade batch processing, the instructions re­
main the same from batch to batch, but the formula can 
be changed to yield modest variations in the product. 
For example, in emulsion polymerization, different 
grades of polymers are manufactured by changing the 
formula. In flexible batch processing, both the formula 
(recipe parameters) and the processing instructions can 
change from batch to batch. The recipe for each prod­
uct must specify both the raw materials required and 
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Product E Product G 

Product D Product F 

(Product D) (Product E) (Product F) (Product G) 

Figure 22.18 Flowsheet for a multiproduct batch plant. 

Control 
steps/instructions 

Figure 22.19 Hierarchy of activities in implementing a batch 
recipe. 

how conditions within the reactor are to be sequenced 
in order to make the desired product. 

Many batch plants, especially those used to manufac­
ture pharmaceuticals, are certified by the International 
Standards Organization (ISO). ISO 9000 (and related 
ISO standards 9001-9004) state that every manufac­
tured product should have an established, documented 
procedure, and the manufacturer should be able to 
document that the procedure was followed. Companies 
must pass periodic audits to main ISO 9000 status. Both 
ISO 9000 and the U.S. Food and Drug Administration 
(FDA) require that only a certified recipe be used. 
Thus, if the operation of a batch becomes "abnormal," 
performing any unusual corrective action to bring it 
back within the normal limits is not an option. In addi­
tion, if a slight change in the recipe apparently pro­
duces superior batches, the improvement cannot be 

implemented unless the entire recipe is recertified. The 
FDA typically requires product and raw materials 
tracking, so that product abnormalities can be traced 
back to their sources. 

Batch Scheduling and Planning 

For recipe management, each batch is tracked as it 
moves through the production stages, which may involve 
sequential processing operations on various pieces of 
equipment. As the batch proceeds from one piece of 
equipment to the next, recipe management is responsi­
ble for ensuring that the proper type of process equip­
ment is used, the specific equipment is not currently 
being used by another batch, and materials are charged 
to the correct batch. The complexity in such operations 
demands that a computer control system be utilized to 
minimize operator errors and off-specification batches. 

A production run typically consists of a sequence of a 
specified number of batches using the same raw materials 
and making the same product to satisfy customer de­
mand; the accumulated batches are called a lot. When a 
production run is scheduled, the necessary equipment 
items are assigned and the necessary raw materials are al­
located to the production run. As the individual batches 
proceed, the consumption of raw materials must be mon­
itored for consistency with the original allocation of raw 
materials to the production run, because parallel trains 
of equipment may be involved. A typical scheduling 
and planning scenario is shown in Table 22.2. Various 
optimization techniques can be employed to solve the 
problem, ranging from linear programming to mixed­
integer nonlinear programming (Pekny and Reklaitis, 
1998; Edgar et al., 2001). 
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Table 22.2 Characteristics of Batch Scheduling and 
Planning 

Determine 

What? 
Product amounts: lot 
sizes, batch sizes 

When? 
Timing of specific 
operations, run lengths 

Where? 
Sites, units, equipment 

How? 
Resource types and amounts 

Source: Pekny and Reklaitis (1998). 

Given 

Product requirements 
Time horizon, demands, 
starting and ending 
inventories 

Operational steps 
Precedence order, 
resource utilization 

Production facilities 
Types, capacities 

Resource limitations 
Types, amounts, rates 

When several products are similar in nature, they re­
quire the same processing steps and hence pass through 
the same series of processing units; often the batches 
are produced sequentially. Because of different process­
ing time requirements, the total time required to pro­
duce a set of batches (also called the makespan or cycle 
time) depends on the sequence in which they are pro­
duced. To maximize plant productivity, that is, the 
maximum amounts of each product for the fixed capital 
investment, the batches should be produced in a sequence 
that minimizes the makespan. The plant schedule corre­
sponding to such a sequence can be represented graphi­
cally in the form of a Gantt chart. The Gantt chart 
provides a timetable of plant operations showing which 
products are produced by which units and at what 
times. 

Figure 22.20 Multiproduct plant. 

Unit 
1 

Unit 
2 

Unit 
3 

Raw 
materials 

p1 p3 I 

p1 

I 

p4 

p3 I 

p1 

I I 

Table22.3 Processing Times (h) of Products 

Products 

Units p1 p2 p3 p4 

1 3.5 4.0 3.5 12.0 
2 4.3 5.5 7.5 3.5 
3 8.7 3.5 6.0 8.0 

Consider four products (p1, p2, p3, p4) that are to 
be produced as a series of batches in a multiproduct 
plant consisting of three batch reactors in series shown 
in Fig. 22.20. The processing times for each batch reac­
tor and each product are given in Table 22.3. Suppose 
that no intermediate storage is available between the 
processing units. If a product finishes its processing on 
unit k and unit k + 1 is not free because it is still pro­
cessing a previous product, then the completed product 
must be kept in unit k until unit k + 1 becomes free. As 
an example, product p1 must be held in unit 1 until unit 2 
finishes processing p3. When a product finishes pro­
cessing in unit 3, it is sent immediately to product stor­
age. Assume that the times required to transfer 
products from one unit to another are negligible com­
pared with the processing times. 

Optimization can be used to determine the time se­
quence for producing one batch of each of the four 
products so as to minimize the total production time 
(Edgar et al., 2001). The schedule corresponding to 
this production sequence is conveniently displayed in 
the form of a Gantt chart in Fig. 22.21, which shows 
the status of the units at different times. For instance, 
unit 1 is processing p1 during [0, 3.5]. When p1 leaves 
unit 1 at t = 3.5 h, it starts processing p3. It processes 
p3 during [3.5, 7]. However, it is unable to discharge p3 

p2 

p4 

p3 

I I 

Products 
p1, p2, p3, p4 

D Processing 

D Holding 

p2 I 

p4 p2 

I 

Figure 22.21 Gantt 
chart for the optimal 
multiproduct plant 
schedule. 

0 5 10 15 20 
Time(h)~ 

25 30 35 



to unit 2, because unit 2 is still processing pl. So unit 1 
holds p3 during [7, 7.8]. When unit 2 discharges p3 to 
unit 3 at 16.5 h, unit 1 is still processing p4; therefore, 
unit 2 remains idle during [16.5, 19.8]. It is common in 
batch plants to have units blocked due to busy down­
stream units, or units waiting for upstream units to 
finish. This happens because the processing times vary 
from unit to unit and from product to product, reducing 
the time utilization of units in a batch plant. The fin­
ished batches of p1, p3, p4, and p2 are completed at 
times 16.5, 23.3, 31.3, and 34.8 h. The minimum 
makespan is 34.8 h. 

Many different kinds of planning and scheduling soft­
ware systems are used in batch processing. Figure 22.22 
gives an expanded view of batch scheduling and recipe 
management, along with the different types of control 
involved. In the top half of Fig. 22.22, Enterprise Re­
source Planning (ERP) software provides the following 
information to the operator console: production plan­
ning, equipment scheduling, recipe management, selec­
tion of resources and rates, and lot sizing (Erickson and 
Hedrick, 1999). Typically, the activities are structured 
hierarchically, with higher-level tasks carried out infre­
quently to determine the operating conditions and set 
points that must be addressed by regulatory control as 
well as by interlocks at the equipment level. Within the 
scope of a scheduling area (defined as a few units or 
machines that make a group of products), and a time 
horizon of hours to day, much greater detail is needed 
to sequence batches and calculate the exact schedule 
for operations. 
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The ability to handle recipe changes after a recipe 
has started is a challenging aspect of batch control sys­
tems. Many times it is desirable to change the grade of 
the batch to meet product demand, or to change the re­
sources used by the batch after the batch has started. In 
other cases, the grade is unknown until near the end of 
the batch, or off-spec laboratory analysis necessitates a 
change in grade. Because every batch of product is not 
always good, special-purpose control recipes are 
needed to fix, rework, blend, or dispose of bad batches, 
if that is allowable. It is important to be able to respond 
to unusual situations by creating special-purpose 
recipes and still meet the demand. This procedure is re­
ferred to as reactive scheduling. 

When ample storage capacity is available, the normal 
practice has been to build up large inventories of raw 
materials and ignore the inventory carrying cost. How­
ever, improved scheduling can be employed to mini­
mize inventory costs, which implies that supply chain 
management techniques may be necessary to imple­
ment the schedule (Pekny and Reklaitis, 1998; Gross­
mann, 2008). 

Movable storage tanks and processing equipment are 
used in a number of plants. In flexible manufacturing 
plants, flexhoses, manned vehicles, and automated 
guided vehicles (AGVs) are used to move material be­
tween the different groups of equipment (Realff et al., 
1996), instead of having permanently installed connec­
tions. Even most nonflexible chemical plants have a 
great number of flexhoses; with an array of pipe head­
ers, cleaned out flexhoses can connect virtually any 

Recipe Production Process 
management scheduling and database 

optimization 

• Plant recipes • Production planning • Process/product data 
• Product recipes • Production scheduling • Production data 

• Real-time batch scheduling • Batch/equipment data 
• Run-to-run control • Set points 

I t t I 
Production management 

and operations 

t t 
Control ~ 

Process control 
~ 

Sequential during the 
batch ~ 

system 
~ 

control 

t t 
Safety interlocks 

Figure 22.22 Batch control system-a more detailed view. 
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two pieces of equipment. Some pharmaceutical plants 
have taken the flexhose concept much further by elimi­
nating all permanent piping. Junctions are made and 
broken as needed. Although this setup is not economi­
cal for large plants with long distances to traverse, it is 
practical for small plants that make a large number of 

SUMMARY 
This chapter has surveyed the broad field of batch 
process control and emphasized topics and techniques 
that are unique to batch processing, for example, se­
quential logic and batch scheduling. Binary logic and 
ladder logic diagrams, sequential function charts, and 
Gantt charts are specialized tools that are introduced 
and applied in this chapter. Batch processes present 
significant challenges for the design of feedback control 
systems, especially because of the process nonlinearity 
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EXERCISES 

22.1 Consider the microwave oven as an example of a dis­
crete state process. The process variables that can be on or 
off include fan, light, timer, rotating base, microwave genera­
tor, and door switch. The process steps include opening the 
oven door/placing food inside, closing the door, setting the 
timer, heating up food, and cooking completed. Prepare a 
table for each process step that shows the process variable 
status (on or off). What interlocks between variables are im­
portant safety issues? 

22.2 A pump motor operates by a push button that once actu­
ated keeps the pump on until the operator pushes a stop but­
ton. Also there is an emergency stop if the pump overheats 
(T > TH)· Draw a logic diagram using AND/OR symbols. 
Also draw the equivalent ladder logic diagram. 

22.3 A truth table for a set of inputs is shown below where A 
and B are inputs and Y is an output: 

A 

0 
1 
0 
1 

B 

0 
0 
1 
1 

y 

1 
1 
0 
1 

Construct binary operations (AND, OR, NOT) in series or 
parallel that yield Y from A and B. 

22.4 A batch operation is used to heat a liquid to a specified 
temperature. There is a start button, a stop button, 
inlet/outlet valves, and limit sensors for low tank level (LL) 
and high tank level (LH). Flow is performed by gravity 
transfer. The process steps are 

(a) Push the start button to start the process. 

(b) Fill the tank up to LH by opening an inlet valve with the 
exit line closed. 

(c) Heat the liquid to the temperature set point while stirring. 

(d) Turn off the stirrer and empty the tank down toLL by 
opening the exit valve (but the inlet valve must be closed). 

Draw an information flow diagram, sequential function chart, 
and ladder logic diagram. 

22.5 Consider a process that consists of a liquid chemical tank 
with two level indicators, a heater, inlet and outlet pumps, 
and two valves. Assume that the following sequence of oper­
ations are to be performed: 

(a) Start the sequence by pressing buttonS. 

(b) Fill the tank with liquid by opening valve V 1 and turning 
on pump P1 until the upper level L1 is reached. 

(c) Heat the liquid until the temperature is greater than T H· 

The heating can start as soon as the liquid is above level L0• 

(d) Empty the liquid by opening the valve V2 and turning on 
pump P2 until the lower level Lo is reached. 
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(e) Close the valves and go to step (a) and wait for a new se­
quence to start. 
Draw an information flow diagram, sequence function chart, 
and ladder logic diagram. 

22.6 A two-tank filling system is shown in Fig. E22.6. Both 
tanks are used in a similar way. Tank 1 is considered to be 
empty when the level is less than L1 and is considered to be full 
when the level is greater than Lz. Initially, both tanks are 
empty. If push button S is pressed, both tanks are filled by 
opening valves V 1 and V 2. When a tank is full (e.g., tank 1 ), fill­
ing stops by closing valve V 1, and its contents start to be used 
(by opening valve W1). When tank 1 is empty, valve W1 is 
closed. Filling may only start up again when both tanks are 
empty, and if button S is pressed. Draw an information flow 
diagram, a sequential function chart, and ladder logic diagram 
for the system. Use the notation V1 = 1 to denote that valve V1 
is open. 

Reservoir s __o_ 
---o o--

Figure E22.6 

22.7 Consider a neutralization system shown in Fig. E22.7, 
where a certain amount of acid feed is added to a tank, chem­
ically treated, and then sent to the next tank. Sensor pHS in­
dicates whether or not the solution has the correct pH. When 
pHS is activated, the neutralization is complete. Level 
switches LS1, LS2, and LS3 are activated when the level in 
the tank is at or above a given level. The neutralization 
process proceeds with the following steps: 

(a) Initially, all the valves are closed, the mixer is off, and 
the neutralization tank is empty. 
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V2 

Neutralizer 

Figure E22.7 To reprocessing~-___, 

(b) When the start button (not shown) is pressed, V1 opens 
and LS2 is activated. These actions fill the tank with the solu­
tion to be neutralized. 

(c) When the solution level rises above LS2, start mixer M. 
When the level drops below LS1, stop the mixer. 

(d) Whenever the pH of the solution is too low, open V2 to 
add neutralizer. 
(e) If the tank becomes full before the acid feed is neutral­
ized, indicated by the activation of LS3, close V2 to stop the 
inflow of neutralizer. Next, open V4 to reduce the liquid level 
to the point indicated by LS2; this solution will be reprocessed 
later. Then close V4 and proceed with step (d) again. 

(t) When the pH of the solution is correct, close V2 and open 
V3 to drain the tank. When the tank is empty, indicated by the 
deactivation of LS1, close V3 and proceed with step (a). 

Draw information flow and ladder logic diagrams and a se­
quential function chart. 

22.8 Consider the tank car unloading of a hazardous chemi­
cal, as shown in Fig. 5.6. A pump is used to empty the tank 
car and fill the storage tank. Then the chemical is trans­
ferred to a chemical reactor. Describe the discrete steps 
necessary to carry out such an operation and discuss any 
safety issues associated with the transfer of the hazardous 
chemical; that is, what instrumentation and alarms would 
you recommend installing? 

22.9 Develop an unsteady-state model for a stirred batch re­
actor, using the nonlinear continuous reactor model pre­
sented in Example 4.8 as a starting point. For the parameter 
values given below, compare the dynamics of the linearized 
models of the batch reactor and the continuous reactor, 
specifically the time constants of the open-loop transfer func­
tion between cA. and T~, the concentration of A, and the 
jacket temperature, respectively. Assume constant physical 
properties and the following data: 

Initial steady-state conditions and parameter values for the 
continuous case are 

T = 150 °F, CAi = 0.8 mol/ft3, q = 26 ft3/min, 

kJ 
UA = 142.03 ~F' V = 1336 ft3, Tc = 77 °F mm 

Vl 

Acid feed 

The physical property data are 

C = 0.843 Btu!lb °F, p = 52lb/ft3, -b.HR = 500 kJ/mol. 

The reaction rate is first order with a rate constant (in min-1) 

k = 2.4 X 1015 e-ZO,OOOIT(Tin°R). 

For the batch case, linearize the model around T = T. 

22.10 A batch reactor converts component A into B, which 
ill in turn decomposes into C: 

k1 kz 
A~ B ~c 

where k1 = klOe-EtiRT and k 2 = k 20e-EziRT. 

The concentrations of A and B are denoted by x1 and x2, re­
spectively. The reactor model is 

dx1 I dt =- k1QX1e-Et RT 

dxz I 
- = k10x1e-Et RT - kzoxze-EziRT 
dt 

Thus, the ultimate values of x1 and x2 depend on the reactor 
temperature as a function of time. For 

k10 = 1.335 X 1010 min-I, 

E1 = 75,000 Jig mol, 

R = 8.31 J/(gmol K) 

k 20 = 1.149 X 1017 min-1 

E2 = 125,000 J/gmol 

x 10 = 0.7 moVL, xzo = 0 

Find the constant temperature that maximizes the amount of 
B, for 0 ~ t ~ 8 min. Next allow the temperature to change as 
a cubic function of time 

Find the values of a0, a1, a2, a3 that maximize x2 by integrating 
the model and using a suitable optimization method. 

22.11 Suppose a batch reactor such as the one in Fig. 22.12 

• 
has a gas ingredient added to the liquid feed. As long as 
the reaction is proceeding normally, the gas is absorbed 



in the liquid (where it reacts), keeping the pressure low. 
However, if the reaction slows or the gas feed is greater than 
can be absorbed, the pressure will start to rise. The pressure 
rise can be compensated by an increase in liquid feed, but this 
may cause the cooling capacity to be exceeded. Describe a so­
lution to this problem using overrides (see Chapter 16). 

22.12 Fogle~ describes a safety accident in which a batch 

• 
reactor was used to produce nitroanaline from ammo­
nia and o-nitro chlorobenzene. On the day of the acci­
dent, the feed composition was changed from the 

normal operating value. Using the material/energy balances 
and data provided by Fogler, show that the maximum cooling 
rate will not be sufficient to prevent a temperature runaway 
under conditions of the new feed composition. Use a simula­
tor to solve the model equations. 

22.13 Consider the batch reactor system simulated by Aziz 

• 
et al.3 The two reactions, A + B ~ C and A + C ~ D, 
are carried out in a jacketed batch reactor, where C is 
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the desired product and D is a waste product. The manipulated 
variable is the temperature of the coolant in the cooling jacket. 
There are two inequality constraints: input bounds on the 
coolant temperature and an upper limit on the maximum reac­
tor temperature. Using the model parameters specified by Aziz 
et al., evaluate the following control strategies for a set-point 
change from 20 °C to 92 °C. 

(a) PID controller 

(b) Batch unit 

(c) Batch unit with preload 

(d) Dual-mode controller 

2Elements of Chemical Reaction Engineering, 4th ed., Prentice Hall, 
Upper Saddle River, NJ, 2005, Chapter 9. 
3N. Aziz, M. A. Hussain, and I. M. Mujtaba, Performance of 
Different Types of Controllers in Tracking Optimal Temperature 
Profiles in Batch Reactors, Comput. Chern. Eng, 24, 1069 (2000). 
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Biosyste01s Control Design 

CHAPTER CONTENTS 

23.1 Process Modeling and Control in Pharmaceutical Operations 

23.1.1 Bioreactors 

23.1.2 Crystallizers 

23.1.3 Granulation 

23.2 Process Modeling and Control for Drug Delivery 

23.2.1 Type 1 Diabetes 

23.2.2 Blood Pressure Regulation 

23.2.3 Cancer Treatment 

23.2.4 Controlled Treatment for HIV/AIDS 

23.2.5 Cardiac-Assist Devices 

23.2.6 Additional Medical Opportunities for Process Control 

Summary 

Previous chapters have introduced the concepts of 
process dynamics and strategies for process control, em­
phasizing traditional applications from the petrochemi­
cal industries, such as chemical reactors and distillation 
columns. In this chapter, we introduce the application 
fields of bioprocessing and biomedical devices, and 
illustrate the characteristics that these processes share 
with traditional chemical processes. Differences will 
also be highlighted, including the nature of uncertainty 
in biological processes, as well as the safety considera­
tions in medical closed-loop systems. Control system 
design for three bioprocessing operations is described: 
crystallization, fermentation, and granulation. Finally, a 
number of problems in controlled drug delivery are re­
viewed, and control strategies are demonstrated in the 
areas of diabetes and blood pressure regulation. Biolog­
ical applications are expanded in Chapter 24, with a dis­
cussion of control systems opportunities, including 
applications to systems biology. 

23.1 PROCESS MODELING AND CONTROL 
IN PHARMACEUTICAL OPERATIONS 

A typical flowsheet in the pharmaceutical industry con­
tains many of the same categories of operations as occur 
in a traditional petrochemical processing plant: reactors to 
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generate products from raw materials, purification steps 
to extract desired products from the by-products and 
unreacted feed materials, and downstream processing as­
sociated with the final formulation of the product. Phar­
maceutical processes are unique in several respects: (1) 
the main reactions involve biological materials, such as 
cells and tissues from more complex organisms, and 
(2) most of the products are formulated in solid form, 
which requires a unique set of bulk solids processing steps 
to purify and formulate the desired end product (e.g., a 
medicinal tablet). Consequently, the upstream processing 
involves sterilization and fermentation, and the manipu­
lated inputs for the reactor often include "inducers" to 
activate the expression of particular genes in microbes in 
the reactor (gene expression is covered in more detail in 
Chapter 24). The downstream section of the flowsheet in­
cludes crystallization or chromatographic purification, to 
extract a high-purity product with desirable properties 
(e.g., chirality). Subsequent steps may involve solids han­
dling and processing to produce final particulates with de­
sirable properties, including dissolution attributes and 
tableting capability. These processes include mixing, clas­
sification, milling, grinding, crushing, granulation (agglom­
eration), tableting, and coating. Each of these operations 
has its own challenges and unique dynamic characteristics. 
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In the following sections, we consider three of the 
main processing steps in the pharmaceutical flowsheet: 
fermentation, crystallization, and granulation. Several 
of these processes appear in other industries as well 
(e.g., food, semiconductor, and specialty chemical), so 
the process control methods described find broad appli­
cation in industry. It is important to note that the in­
dustry has a new emphasis on process systems 
engineering methods, driven by changes in FDA regu­
lations (see PAT discussion in chapter 22). 

23.1.1 Bioreactors 

Fermentation reactors are widely used in the pharma­
ceutical industries to make an array of important com­
pounds, including penicillin, insulin, and human growth 
hormone. In recent years, genetic engineering has fur­
ther expanded the portfolio of useful products that can 
be synthesized using fermentation methods (Buckland, 
1984; Lim 1991; Schiigerl, 2001). Despite the importance 
of this unit operation, the state of pharmaceutical fer­
mentation operations is often characterized as more art 
than science, as with the winemaking industry (Fleet, 
1993; Alford, 2006). Since 1990, there has been a focused 
effort to develop more sophisticated control architec­
tures for fermentation operation, driven by the availabil­
ity of new technologies for monitoring the quality of the 
contents of the fermentor (see, for example, Boudreau 
and McMillan, 2007). A schematic of a fermentation 
process is given in Figure 23.1. 

In a general sense, fermentation involves the genera­
tion of cell mass (product) from a substrate according 
to a simple reaction: 

aC0H 13 0"Y + bOz + cNH3 ~ C!#eO,N11 + dCOz + eHzO 

(23-1) 

where C0H 13 0"Y is the substrate (reactant) and CaH8 0,N11 
is the cell mass(product). For example in beer making, the 
substrate is glucose (derived in the wort from grains), and 
the products are the alcohol and carbon dioxide gas, both 
of which contribute to the quality of the final product. 
This apparently straightforward reaction is complicated 
by the fact that it does not obey simple mass action 
kinetics; instead, the complex biochemistry underlying the 
reaction gives rise to unusual nonlinear rate expressions 
that characterize the enzymatic processes. 

A simple dynamic model of a fed-batch bioreactor 
was given in Chapter 2, Eqs. 2-98 to 2-101. This model 
can be converted into mass balances on individual com­
ponents as follows: 

dX F 
-=1-L(S)X--X 
dt v (23-2) 

dP F dt = Yr;x 1-1-(S)X- V P (23-3) 

dS F 
dt = V(Sf- S)- ~J-(S)X/Y x;s (23-4) 

Figure 23.1 Schematic of a typical 
industrial fermentor. (Figure from 
Jon Gunther, PhD Thesis, Dept of 
Chemical Eng., UCSB, 2008). 
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dV 
-=F 
dt 

(23-5) 

where the material balance in (23-2) details the conser­
vation of biomass (X), Eq. (23-3) describes the produc­
tion of metabolites by the cells (biomass), Eq. (23-4) 
details the conservation of substrate (S), and Eq. (23-5) 
is the overall material balance. The ratio FIV is often 
denoted as the dilution rate, D. The constants that ap­
pear in this equation include the feed concentration of 
the substrate (Sf), the yield of cell mass from substrate 
(Y x;s), and the product yield coefficient (Y p;x). The 
rate of the biochemical reaction, ~J.(S), typically utilizes 
Monod kinetics given by the saturating function: 

fLmS 
~J.(S) = K +S 

m 
(23-6) 

where fLm is the maximum specific growth rate (limiting 
value of the rate), and Km is the substrate saturation 
constant. Control of this simple reactor involves manip­
ulating the influx of substrate (via the dilution rate, D) 
to achieve an optimal level of production. More sophis­
ticated control inputs are also possible, including induc­
ers that stimulate the transcription of key genes in the 
microorganisms, leading to the synthesis of enzymes 
that maximize product yield. 

One of the primary challenges to controlling these re­
actors in industry is the difficulty in measuring the status 
of the microorganisms in the fermentor. Specialized sen­
sors (Mandenius, 1994) include enzyme electrodes (e.g., 
to measure glucose, lactate), calorimetric analyzers (e.g., 
to measure penicillin), and immunosensors (e.g., to mea­
sure antigens). However, it remains an open challenge to 
develop in situ sensors that can monitor a variety of 
metabolites within the microorganisms in real time. 

EXAMPLE 23.1 

Consider a fermentor, operated at constant volume, in 
which a single, rate-limiting substrate promotes biomass 
growth and product formation. Under the assumption of 
constant yield, one can derive the following material 
balances that describe the concentrations in the fermentor 
(Henson and Seborg, 1991): 

X= -DX + ~J.(S, P)X (23-7) 

. 1 
S=D(Sf- S) --1!-(S, P)X (23-8) 

Yx;s 

P = -DP+ [u~J.(S, P) + 13]X (23-9) 

For this reactor, the growth term has a more complex 
shape than the simple Monod expression presented earlier, 
because both substrate and product can inhibit growth: 

IJ.m(1-: )s 
1!-(S,P)= K +S+S~/K- (23-10) 

m ' 

The variables X, S, and P are the biomass, substrate, and 
product concentrations, respectively; D is the manipulated 
variable (dilution rate); s1is the feed substrate concentration, 
and the remaining variables are fixed constants (yield para­
meters). Take the following values for the fixed parameters: 

Table 23.1 Parameter values and units for fermentor in 
Example 23.1 

0.4 gig 
0.2 h-1 

50 g/L 
22 g/L 

2.2 gig 
0.48h-1 

1.2 g/L 
20 g/L 

(a) Assume a nominal operating point is D = 0.202 h-1 

(dilution rate). The corresponding steady-state or 
equilibrium values of X, S, and Pare [6.0 g/L; 5.0 g/L; 
19.14 giL]. Calculate the linearized model at this oper­
ating point, and determine the poles, zeros, and steady­
state gain. 

(b) Simulate the biomass X response to :±:10% relative 
changes in dilution rate. 

(c) Next, change the nominal dilution rate to D = 0.0389 
h-1. The corresponding equilibrium values of X, S, and 
Pare [6.0 g/L; 5.0 g/L; 44.05 giL]. (Does anything look 
unusual here?). Recalculate the linearized model at 
this operating point, as well as the poles, zeros, and 
steady-state gain. 

(d) Simulate the biomass response to :±:10% relative 
changes in dilution rate. 

(e) Comment on the extreme differences in behavior of 
the fermentor at these two operating points. What 
does this indicate about this nonlinear system? What 
are the implications for control design? 

SOLUTION 

(a) Using the approach described in Section 4.3, a lin­
earization of the nonlinear model (Eqs. 23-7 through 
23-10) is performed. From the resulting model, one 
can derive a transfer function model with three poles 
and two zeros. The stable poles are calculated as the 
complex conjugate pair, -0.1469 :±: 0.0694j, and the 
stable real pole at -0.2020. The zeros are both real 
and have the values: -0.1631, -0.2020. Finally, the 
steady-state process gain is -39.54. 

(b) The simulated response is depicted in Fig. 23.2. 

(c) As in part (a), the model is linearized, now at the new 
operating point. The poles are calculated as the com­
plex conjugate pair, -0.0632 :±: 0.0852j, and the stable 
real pole at -0.0389. The zeros are both real and have 
the values: 0.1630, -0.0389. Notice that one of the 
zeros is now nonminimum phase. Finally, the steady­
state process gain is 86.90, indicating that the sign of 
the gain has been reversed. 

(d) The simulated response is depicted in Fig. 23.3. 

(e) In the first case (D = 0.202 h-1), the process gain was 
negative and the zeros were both negative. In the 
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Figure 23.2 Step response of fermentor model to symmetric 
changes in D of magnitude 10% from the nominal value of 
D = 0.202 h-1. 

second case (D = 0.0389 h-1), the process gain was 
positive and one of the zeros becomes nonminimum 
phase, exhibiting inverse response. This suggests that 
the fermentor exhibits a dramatic nonlinearity, in 
which the gain can change sign and process zeros can 
change from negative to positive (indeed, a plot of the 
steady-state relationship between the dilution rate and 
the biomass for this fermentor reveals a parabolic 
shape; also see Exercise 2.15). This suggests that oper­
ation across this gain change requires a nonlinear con­
troller or an adaptive control scheme. 

\ 

' \ 
\ 

\ 
\ 

\ 
\ 

' ' ' ........ ______ _ 

Figure 23.3 Step response of fermentor model to symmet­
ric changes in dilution of magnitude 10% from the nominal 
value of D = 0.0389 h-1. 

23.1.2 Crystallizers 

The operation of crystallization allows the separation of 
one phase (in this case, the solid from a solution mix­
ture) so that the product has desirable properties. The 

solid product that results from crystallization is a highly 
ordered solid structure, which may have other desirable 
attributes, including morphology (e.g., shape), that are 
of direct benefit to the value of the final product. In the 
pharmaceutical industry, crystal size and shape may fa­
cilitate downstream solids processing and/or may be di­
rectly related to the final drug formulation, such as 
bioavailability, shelf life, toxicity, and drug dissolution 
(Fujiwara et al., 2005). Crystallization also finds applica­
tion in the food industry to improve taste, as well as shelf 
life, for a diverse range of products (Larsen et al., 2006). 

In order to explain the process control strategies em­
ployed in the operation of an industrial crystallizer, it is 
important to review briefly the concept of supersatura­
tion and its relevance to crystallization (Larsen et al., 
2006). Saturation refers to the property of phase equi­
librium, in this case the equilibrium between the liquid 
and the dissolved solid (i.e., the solubility of the solid in 
the liquid). The state of supersaturation refers to the 
condition in which the liquid solution contains more 
solid than the amount that corresponds to the solubility 
(equilibrium), and the system exists in a so-called meta­
stable state. Crystal formation can be induced by 
changing the operating conditions, such as tempera­
ture, so that the supersaturation state cannot be sus­
tained, and a crystal is nucleated, or created, from the 
solution. As the dissolved component moves from the 
solution to the solid crystal phase, the concentration is, 
of course, lowered. Once a crystal is formed, it contin­
ues to grow as a function of the operating temperature 
and the concentration in the solution. In effect, the op­
eration of crystallization involves the manipulation of 
this supersaturation state, trading off the formation of 
new crystals against the growth of existing ones. 

An industrial crystallizer is operated typically in a 
batch mode, so that the management of the supersatura­
tion state is accomplished over the course of the batch 
cycle time. The available manipulated inputs are the 
cooling jacket and steam flow rate, for temperature 
management, and the inflow of antisolvent (a compo­
nent that lowers the solvation capability of the liquid) 
and solvent, to regulate the concentration of the solution 
(Zhou et al., 2006). A typical crystallization flowsheet is 
depicted in Fig. 23.4. Measurement of temperature is 
straightforward, and there are an increasing number of 
sophisticated instruments available for measurement of 
the crystal properties. These include turbidity sensors 
(to detect presence of solids), laser scattering instru­
ments (to extract the distribution of crystal sizes in the 
unit), and spectroscopic instruments, e.g., attenuated 
total reflectance-Fourier transformed infrared (ATR­
FTIR), for measuring solution concentrations (Fujiwara 
et al., 2005; Larsen et al., 2006). More recently, a variety 
of imaging techniques have been used to measure crys­
tal-shape properties (morphology), such as width and 
length. As mentioned earlier, these size and shape 
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properties are major determinants for the resulting 
utility of the product (e.g., drug solubility), and it may be 
desirable to produce crystals with very uniform proper­
ties (i.e., narrow size distribution). 

23.1.3 Granulation 

Granulation is a widely used process in which small 
particles agglomerate into larger granules. In wet 
granulation processes, the coagulation of particles is 
improved by the addition of a binder liquid, sprayed 
over an agitated powder in a tumbling drum or pan. 
The particles are wetted by the binder and a nucleate. 
The resulting binder-coated granules then collide and 
stick to form larger granules. These granules can also 
compact and consolidate as the binder liquid is 
brought to the surface of the aggregates by stirring in 
the granulator. Particles can also break because of 
collisions with the other particles or the granulator 
walls during mixing. Thus, the main phenomena in 
granulation processes are granule wetting and nucle­
ation, consolidation and growth, and aggregation and 
breakage (Mort et al., 2001). 

Granulation plays a key role in producing particles 
with special characteristics, such as time-release attrib­
utes (e.g., fertilizer, pharmaceutical tablet). However, 
in practice, inefficient operation, with very small yields 
and large recycle ratios (typically 4:1, recycle:product), 
often occurs. This inefficiency is due to the difficulty in 

Figure 23.4 Flowsheet of a typical indus­
trial batch crystallizer, showing concentra­
tion and temperature controllers, 
including cascade control for temperature. 

designing and controlling granulation circuits that 
allow maintenance of specified size ranges for the 
granules. 

As for crystallization, the key challenges for con­
trolling a granulator are to produce particles with de­
sirable attributes, to simplify downstream processing, 
and to realize end-product properties. In the pharma­
ceutical industry, granulation is usually accomplished 
in batch reactors, owing to the relatively small amount 
of material throughput. The key particle process that 
must be regulated is the agglomeration of smaller par­
ticles into larger particles. Manipulated inputs include 
binder spray addition (and/or viscosity), particle flow 
rate, recycle of oversize (crushed) and undersize 
(fines) particles, and changing the rate of agitation 
(mixing) in the vessel (Pottmann et al., 2000; Mort et 
al., 2001). Some applications also incorporate heating, 
which introduces temperature control considerations. 
The measurements currently available are the torque 
on the agitator (which yields an inference of the load 
in the vessel and its size and moisture content) and, in 
more recent installations, measurements of particle 
size (possibly as a distribution). When a particle distri­
bution (PSD) is measured (e.g., by imaging methods 
or laser scattering), it is typically consolidated into 
one or more scalar measures of the distribution (e.g., 
the mean size, or dx, the size of the particle in the xth 
percentile of the distribution (ds, d90, etc.)). A typical 
granulation flowsheet is depicted in Figure 23.5. 

Figure 23.5 Process fiowsheet 
for granulation circuit with 
recycle. 
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EXAMPLE 23.2 

A simplified granulation flowsheet (Pottmann et al., 2000) 
is shown in Figure 23.6. The manipulated inputs are the 
liquid flow rates of binder introduced in three different 
nozzles, and the measured controlled variables are the 
bulk density and the 5th and 90th percentiles of the 
particle size distribution (d5 and d90, respectively). 
Pottmann et al. (2000) identified a first-order-plus time­
delay model for each combination of inputs and outputs 
(3 X 3 problem) with the following parameters (time units 
are dimensionless): 

Kij -
G·{s) =--e 6iis 

l] TijS + 1 
(23-11) 

[020 0.58 035] 
Kij= 0.25 1.10 1.30 

0.30 0.70 1.20 
(23-12) 

''i~[~ 
2 

!] 3 
4 4 

(23-13) 

.,i~[~ 3 

:] 3 
3 3 

(23-14) 

The units for both the manipulated inputs and the mea­
surements are dimensionless, and the nominal condi­
tions (on which deviation variables are based) are: 180 
for all three nozzles, 40 for bulk density, 400 for d5, and 
1600 for d90. 

(a) Using the relative gain array (RGA), determine the 
most effective pairings between the inputs and the 
outputs. 

(b) Design three PI + Smith predictor controllers using 
the IMC design method (see Table 12.1, and assume 

that a value of Tc = 5 is employed). Keep in mind that 
the IMC/PI tuning is for the delay-free part of the 
plant with a Smith predictor. 

(c) Simulate the system response for the three PI + Smith 
predictor controllers using a step set-point change of 
[10 0 0]. Be sure to enforce the constraints on the ma­
nipulated variables (lower bound of 105; upper bound 
of 345). Repeat the simulation for a step set-point 
change of [50 0 0]. 

SOLUTION 

(a) The relative gain array is calculated as detailed in 
Section 18.2 from the process gains: 

RGA=K@ (K-1l 

[ 
1.0256 0.6529 

= -1.4103 1.8574 
1.3846 -1.5103 

--o.6785] 
0.5528 
1.1257 

(23-15) 

Hence, the diagonal pairing of the controllers is recom­
mended (1-1/2-2/3-3), because there are no negative values, 
and two of the three loops are paired on RGA values very 
close to 1. 

(b) The individual controllers are given calculated from 
Table 12.1, row A: 

Loop 1: Kc = (2/5)/.2 = 2.0; Tr = 3 

Loop 2: Kc = (3/5)/1.1 = 0.545; Tr = 4 

Loop 3: Kc = (4/5)/1.2 = 0.667; Tr = 5 

(c) The simulation results are shown in Fig. 23.7 and 
23.8. Note that enforcing the constraints for the sec­
ond case leads to an unattainable set point for the first 
output. 

Figure 23.6 Simplified process flowsheet for granulator example. Here u1, u2, and u3 

are, respectively, nozzles 1, 2, and 3, and y1, y2, and y3 are, respectively, bulk density, 
ds, and d90. 
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23.2 PROCESS MODELING AND 
CONTROL FOR DRUG DELIVERY 

The human body is a remarkably complex biochemical 
process, and it shares many attributes with more tra~i­
tional process control problems that have been dis­
cussed in earlier chapters. In the event that a body fails 
to achieve the robust level of self-regulation that occurs 
naturally (cf. Chapter 24), there are opportunities for 
medical intervention, often involving the administra­
tion of a therapeutic agent (or drug) in a prescribed 
manner. The therapy can be optimized using open-loop 
methods, but it is often advantageous to automate the 
process, thus removing the human from the feedback 
loop (much as a chemical plant removes the operator 
from the loop in the transition from manual control to 

automatic feedback control). In some medical applica­
tions (e.g., cancer treatment), control design can be 
used for decision support to guide medical interven­
tions, and not strictly for automation. In the medical 
field, as in the process domain, there are three essential 
requirements for implementing feedback control: (1) 
the availability of a measurement that indicates the 
condition of the patient, (2) some knowledge of the un­
derlying process dynamics (e.g., the effect of a drug on 
a patient's response), and (3) a suitable manipulated 
variable (e.g., drug or medication). Since 1990, there 
have been dramatic advances in sensor technology, as 
well as modeling and control strategies, for a variety of 
medical problems (see, for example, Hahn et al., 2002; 
Heller, 2005; Doyle et al., 2007). 



In the following sections, a diverse range of biomed­
ical applications that motivate the application of process 
control are described. 

23.2.1 Type 1 Diabetes 

In a healthy individual, the concentration of blood 
sugar (glucose), the body's primary energy source, is 
regulated primarily by the pancreas, using a combina­
tion of manipulated inputs that are analogous to the 
brake and gas pedal system used to control the speed of 
an automobile. As the blood sugar falls, the pancreas 
responds with the release of the hormone glucagon 
from the ex-cells, which stimulates the breakdown of 
glycogen in the liver to create glucose, thus leading to 
an increase in glucose (i.e., the gas pedal). On the other 
hand, as blood glucose rises, the pancreatic 13-cells re­
lease the hormone insulin that stimulates the uptake of 
glucose by muscle and fat tissue (Ashcroft and 
Ashcroft, 1992), and, consequently, the blood glucose 
level is decreased (i.e., the brake). 

Type 1 diabetes mellitus is a disease characterized 
by failure of the pancreatic 13-cells. In contrast, the pri­
mary manifestation of Type 2 diabetes is an inability, 
or resistance, of the cells to respond to insulin. The 
only treatment for Type 1 diabetes consists of exoge­
nous insulin injections, traditionally administered in an 
open-loop manner by the patient. The insufficient se­
cretion of insulin by the pancreas results in large ex­
cursions of blood glucose outside of the target range of 
approximately 80-120 mg/dL, leading to brief, or often 
sustained, periods of hyperglycemia (elevated glucose 
levels). Intensive insulin therapy can often have the 
unintended consequence of overdosing, which can 
then lead to hypoglycemia (low glucose levels). The 
consequences of such inadequate glucose regulation 
include an increased risk for retinopathy, nephropa­
thy, and peripheral vascular disease (DCCT, 1993; Jo­
vanovic, 2000; Zisser at al., 2005). 
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As illustrated in Fig. 23.9, a feedback controller can be 
used to regulate blood glucose using an insulin pump 
(widely available on the market today). There are pre­
liminary clinical trials testing the efficacy of PID con­
trollers for this delivery (Steil et al., 2006). The ADA has 
published guidelines (American Diabetes Association, 
2006) recommending the following target zones for a 
blood sample drawn from a vein (a whole-blood sample): 

• 80 mg/dL to 120 mg/dL before meals 
• Less than 160 mg/dL 1 to 2 hours after meals 

As indicated in Chapter 22, batch processes can bene­
fit from recipe modifications in between consecutive 
batches or cycles, using a run-to-run (RtR) strategy. 
Run-to-run control strategies have also been devel­
oped for diabetes control, by considering glucose data 
for a meal response or an entire day to be the batch of 
interest. The similarities between the diabetic patient 
and the batch reactor recipe that motivate the applica­
tion of this technique are the following: 

1. The recipe (24-h cycle) for a human patient con­
sists of a repeated meal protocol (typically three 
meals), with some variation on meal type, timing, 
and duration. 

2. There is not an accurate dynamic model available 
to describe the detailed glucose response of each 
individual to the meal profile. 

3. There are selected measurements available that 
might be used to characterize the quality of the 
glucose response for a 24-h day, including maxi­
mum and minimum glucose values. 

Using currently available glucose meters, the blood sam­
pling is very sparse, typically about 6-8 measurements 
per day; hence, the overall quality (i.e., glycemic regula­
tion) has to be inferred from these infrequent samples. 
The results of a subsequent clinical trial (Zisser et al., 
2005) demonstrated that a large fraction of the patients 
responded favorably to this type of control. 

Figure 23.9 Block diagram for artificialf3-cell, illustrating the meal as the most common disturbance. G denotes the blood sugar 
of the patient, Gm is the output of the glucose sensor, and Gsp is the glucose set point. 
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EXAMPLE 23.3 

A patient with Type I diabetes needs an automated scheme 
to maintain her glucose within an acceptable range, 
widened here to allow less conservative control (54 mg/dL 
< G < 144 mg/dL). She has just eaten a large meal (a 
disturbance) that you estimate will introduce glucose into 
her bloodstream according to D(t) = 9.0 e-0·05\ where tis in 
minutes and D(t) is in mg/dL-min. She has a subcutaneous 
insulin pump that can release insulin up to 115 mU/min 
(mU = 10-3 Units of insulin). The "U" is a standard 
convention used to denote the strength of an insulin 
solution. The flow rate of insulin is the manipulated 
variable. 

A simple model of her blood glucose level is given by 
Bequette (2002): 

dG dt =-p1G-X(G+ Gsasat) + D 

dX dt = -p2X + p3l 

dl u 
- = -n(I +Is t)+­
dt ~a v1 

(23-16) 

(23-17) 

(23-18) 

where the constants are defined as follows: p 1 = 0.028735 
[min-1],p2 = 0.028344 [min-1],p3 = 5.035E-5 [min-1], V1 = 

12 [L], and n = .0926 [min-1]. G, X, and I are values for 
glucose concentration (deviation) in the blood (mg/dL), 
insulin concentration (deviation) at the active site (mUlL), 
and blood insulin concentration, expressed in deviation 
variables. Basal values refer to the initial or baseline values 
for G and I (Gb~al = 81 mg/dL and !basal= 15 mUlL). Dis 
the rate of glucose release into the blood (mg/dL-min) as 
the disturbance. U is the flow rate of insulin (mU/min) as 
the manipulated variable. 

(a) What will happen to her blood glucose level if the 
pump is shut off initially? 

(b) What will happen to her blood glucose level if the 
pump injects insulin at a constant rate of 15 mU/min? 

(c) Is there a constant value of U that will help her stay 
within an acceptable glucose range (54 mg/dL < G < 
170 mg/dL) for the next 400 min? 

SOLUTION 

(a) As shown in Fig. 23.10, the patient's blood glucose will 
rise in a ramp like fashion if the insulin pump fails (i.e., 
shuts off). This can also occur as a result of a catheter 
occlusion (blockage) with the insulin pump. 

(b) In this case (Fig. 23.11), the patient's blood sugar 
peaks, at slightly over 175 mg/dL, and takes 4 h to con­
verge back to a steady-state glucose value of approxi­
mately 90 mg/dL. 

(c) A setting of 25 mU/min yields the response in Fig. 23.12, 
which might be deemed too aggressive by many doctors, 
because of the low post-meal glucose values, motivating 
a more advanced (i.e., closed-loop) approach to glucose 
management. 

Figure 23.10 Open-loop response of patient's blood glu­
cose when the insulin pump is turned off. 

Figure 23.11 Open-loop response of the patient's blood 
glucose to a constant infusion rate of 15 mU/min from her 
insulin pump. 

Figure 23.12 Open-loop response of patient's blood glucose 
to a constant infusion rate of 25 mU/min from her insulin 
pump. 



23.2.2 Blood Pressure Regulation 

In both the operating room and postoperative care 
contexts, closed-loop control of blood pressure andre­
lated variables (such as cardiac output and depth of 
anesthesia) have been studied for a number of years 
(e.g., Rao et al., 1999), and human clinical trials have 
proved the efficacy of the approach (Bailey and 
Haddad, 2005; Araki and Furutani, 2005). The post­
operative application was handled typically by the ad­
ministration of sodium nitroprusside (SNP) by a nurse 
via a continuous intravenous (IV) pump. SNP is a va­
sodilator that achieves blood pressure reduction by 
relaxing the muscles controlling the vascular resistance 
to flow through blood vessels. The current technology 
for both sensors and infusion pumps is facilitating the 
design of completely automated control strategies. 

The context of the operating room is more compli­
cated, with many critical variables that must be moni­
tored. But an advantage of this setting is that 
nonportable sensors can be employed that would be 
too cumbersome or impractical for ambulatory appli­
cations. The measured variables include mean arterial 
pressure (MAP), cardiac output (CO), and depth of 
anesthesia (DOA). The DOA has been the subject of 
intense research activity over the last decade, and sen­
sors are available to determine the depth of anesthesia 
through correlations. These sensors are inferential 
(see Chapter 16), in that they do not directly measure 
the medical state of anesthesia, which is characterized 
by such patient responses as hypnosis, amnesia, anal­
gesia, and muscle relaxation (Araki and Furutani, 
2005); rather, they measure the state of electrical activ­
ity in the patient's brain. One of the more promising 
methods is the bispectral index, derived from signal 
analysis of an electroencephalograph (EEG) (Bailey 
and Haddad, 2005). A variety of manipulated inputs 
are also available, resulting in an intrinsically multi­
variable control problem. Some candidate manipu­
lated variables include vasoactive drugs, such as 
dopamine and SNP, as well as anesthetics (isoflurane, 
propofol, etc.). 

EXAMPLE 23.4 

Consider the following model for predicting the influence 
of two drugs: SNP, [~J.g/kg-min]) and dopamine (DPM, 
[~J.g/kg-min]), on two medical variables (MAP, [mmHg]) 
and CO, [LI(kg-min)]), where time is measured in minutes 
(Bequette, 2007): 

[MAP] = r ~:·:: 
CO 12e --D.?Ss 

0.67s + 1 

2.~:: 1 j [ SNP ] 
5e-s DPM 

5.0s + 1 

(23-19) 
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(a) Calculate the RGA for this problem and propose the 
appropriate control-loop pairing. 

(b) Consider the pairing, SNP-MAP and DPM-CO, as is 
typically used in practice. Design a pair of PI con­
trollers for this process, using the IMC tuning rules 
(Table 12.1) and choosing a value of Tc for each con­
troller that is equal to the corresponding open-loop 
time constant for that subsystem. 

(c) Simulate the closed-loop response to a -10 mmHg 
change in the MAP set point, while holding CO con­
stant. Discuss the extent of control-loop interactions. 

SOLUTION 

(a) Using the RGA calculation in Eq. 18-34, A.11 = 0.4545; 
therefore, the loop pairings apparently should be the 
1-2/2-1 pairing, SNP-CO and DPM-MAP. 

(b) From Table 12.1, the following values for the PI con­
troller settings are calculated: 

Loop 1: Kc = -(0.67)/(6*(0.67 + .75)) = -0.0786 

TJ = 0.67 

Loop 2: Kc = (5)/(5*(5 + 1)) = 0.1667 

TJ = 5 

(c) The simulated response for the MAP set point change 
is depicted in Fig. 23.13, where there is a modest un­
dershoot in the MAP response; however, the interact­
ing nature of the process leads to a large excursion in 
CO. The control tuning (-rc) could be refined to trade­
off speed versus overshoot and interaction, or by de­
signing a multivariable controller, such as MPC. 

,_.. ... , / ..... ________ _ 
/ 

Figure 23.13 Closed-loop response of patient's mean arte­
rial blood pressure and cardiac output to a -10 mmHg 
change in the MAP set point. 

23.2.3 Cancer Treatment 

Cancer treatment has changed dramatically over the 
past decade, in large part enabled by advances in imag­
ing technology. Surgery has been the classical method 
for attacking cancerous tumors, and more recently 
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X-ray radiation has been employed. An unfortunate 
side effect in both cases is that healthy tissue can be 
compromised by inappropriate surgery or delivery of 
radiation, respectively. Chemotherapy is often be used, 
alone or in conjunction with surgery or X-ray treatment, 
and has the advantage that undetected metastases (can­
cer cells that have circulated through the bloodstream) 
can be attacked with this method. Thermal therapies 
(radiofrequency, microwave, or laser techniques) have 
also been demonstrated to be effective, with similar re­
quirements on targeting the energy to the localized re­
gion of the tumor (Dodd et al., 2000). In thermal and 
radiation treatment, feedback control is finding applica­
tion to the optimized delivery of the treatment (radia­
tion, heat) to the targeted area (Salomir et al., 2000; 
Davison and Hwang, 2003; Ledzewicz and Schiittler, 
2007; Moonen, 2007). In one feedback-based therapy 
(Salomir et al., 2000), the heat source power was ad­
justed based on the deviation of temperature from a tar­
get at a particular location in the body, including an 
integral term, very similar to a PID controller. The de­
sired response was that the temperature should rise 
quickly to the target without overshoot or oscillations. 

Parker (2007) describes a strategy for "model­
informed" treatment design for delivery of a chemothera­
peutic agent. Using a combination of pharmacokinetic 
and pharmacodynamic models, predictions can be made 
about the patient's response (e.g., tumor volume) to the 
manipulated variables, which in this case could in­
clude the drug dosage level and schedule for drug ad­
ministration. This strategy can be implemented by 
specifying the time horizon over which the patient's re­
sponse is monitored and by calculating the optimal drug 
delivery protocol using the RTO methods of Chapter 19. 

More recent developments include chemotherapy 
using antiangiogenic agents, which deprive the tumor 
from developing blood cells required for growth 
(Ledzewicz and Schiittler, 2007). In this application, in­
formation about the state of the tumor (e.g., the tumor 
volume, derived from MRI data) is used to control the 
rate of dosing of the antiangiogenic therapy. More 
recently, model predictive control designs have been 
proposed for chemotherapeutic protocols, as an example 
of a decision support tool, as contrasted with an au­
tomation tool (Florian et al., 2008). 

23.2.4 Controlled Treatment for HIV/AIDS 

To address the global problem of HIV/AIDS, anum­
ber of mathematical models and control algorithms 
have been proposed to help design better treatments 
for the disease. The drug categories that have been 
considered include reverse transcriptase inhibitors and 
protease inhibitors, which affect reproduction of the 
virus via transcription and production of the virus from 

infected cells, respectively. The most effective strate­
gies to date have involved a so-called cocktail of multiple 
drugs, thus attacking the disease in a vector direction 
(i.e., multiple, simultaneous targets). Measurements 
are problematic, consisting of relatively slow tech­
niques based on off-line sampling of blood. However, 
the slow progression of the disease does not warrant 
real-time measurements, and thus feedback can still be 
accomplished on this slow time scale. 

In their simplest form, mathematical models have 
been developed that describe the interactions of 
healthy CD4+ T cells, infected CD4+ T cells, and free 
viruses in the form of three coupled ordinary differen­
tial equations (Craig and Xia, 2005). Such a model can 
be the basis of simple model-based feedback strategies 
for control and can also be extended to generate more 
complex models suitable for a model predictive control 
strategy (Zurakowski et al., 2004). 

23.2.5 Cardiac-Assist Devices 

Cardiac-assist devices are mechanical pumps that pro­
vide cardiac output at an appropriate pressure, to allow 
normal circulation of blood through the patient's body, 
subject to the changing demands for cardiac output as a 
function of the patient's state (e.g., level of exercise, 
emotion, posture, etc.). The ideal device would mimic 
the body's own mechanisms for maintaining cardiac 
output at target levels; however, currently available de­
vices are rather primitive in terms of automation, re­
quiring the patient to adjust the set point (Boston et al., 
2000). The first such implantable device received ap­
proval by the FDA over a decade ago. 

One of the more interesting aspects of the control 
design problem for ventricular-assist devices is the 
placement of the sensors and actuators: there are the is­
sues of susceptibility to infection, as well as anatomical 
placement (Paden et al., 2000). 

23.2.6 Additional Medical Opportunities for 
Process Control 

There are many other challenges in drug therapy, in 
which an optimized delivery regimen could be calcu­
lated using principles of process control and process 
optimization, e.g., the modeling and control of the anti­
coagulant drug, heparin (McAvoy, 2007). Another 
medical application is the treatment of acute neuropa­
tients with brain hypothermia, to lower the intracranial 
pressure (ICP). A mathematical model can be devel­
oped to relate temperature effects with blood flow. The 
model can then be used to create an automated closed­
loop controller (Gaohua and Kimura, 2006) to adjust 
the coolant temperature (e.g., by using cold-water cir­
culating blankets) in an effort to regulate the ICP. 



SUMMARY 
Biological and biomedical processes share a great deal 
in common with the process applications considered 
in preceding chapters. The latter applications have a 
characteristic time constant, often exhibit time delays 
associated with measurements, and typically are mul­
tivariable in nature. In contrast, the types of uncer­
tainties in bioprocesses are quite different, owing to 
the complex nature of biological regulation (see 
Chapter 24). In addition, there are multiple safety and 
regulatory issues that are unique to medical closed-loop 
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EXERCISES 

23.1 Consider the fermentor problem in Example 23.1. 

• 
(a) Design an IMC controller for the first operating 
point (dilution = .202 h -l ), and simulate the response to 
both a +0.5 [giL] and a -0.5 [giL] change in the biomass 

concentration set point. Then, simulate the response to both a 
+ 1 [giL] and a -1 [giL] change in the biomass concentration 
set point. 

(b) Simulate the response of a -12.5% step change in the max­
imum growth rate (~J-m)· How well does the controller perform? 

(c) Comment on the observed nonlinearity in the system. 

(d) Discuss how the controller design would change if there 
were a requirement to operate at the lower dilution operating 
point. What do you need to consider in this case? 

23.2 Consider the granulation model that was given in Ex-

• 
ample 23.2. 
(a) Design an MPC controller, using the nominal 
process model. Initially consider a control horizon of 

M = 2 and a prediction horizon of P = 40 (with a sampling pe­
riod of .:1 = 1). Use equal weights on the manipulated inputs 
and penalize the two percentile outputs equally, but use a 
larger weight on the bulk density (Yl)· 
(b) Consider the effect of a plant-model mismatch. Use the 
problem statement for control design, but assume that the ac­
tual process is characterized by the following parameters: 

[010 0.90 0.15] 
Ki,j= 0.25 1.10 1.30 

0.50 0.80 1.00 

' ~[~ 
2 

YJ 3 ,,, 
3 3 . ~[~ 2 

:J 3 ,,, 
2 3 

(c) These models are in deviation variables, but the actual 
steady-state flow rates for the nozzles are 175, 175, and 245, 
respectively. The steady-state outputs are 40, 400, and 1620, 
respectively. Nozzle flow rates are limited to values between 
100 and 340, and it is desired to keep the 5th percentile (y2) 

above 350 and the 90th percentile (y3) below 1650. Simulate 
the response of the controller to the following changes: 

(i) Step change in bulk density from 40 to 90 

(ii) Simultaneous change in the 5th percentile from 400 
to 375 and 90th percentile from 1620 to 1630 

Zisser, H., L. Jovanovic, F. Doyle III, P. Ospina, and C. Owens, Run­
to-Run Control of Meal-Related Insulin Dosing, Diabetes Techno[. 
Ther., 7, 48 (2005). 

Zhou, G. X., M. Fujiwara, X. Y. Woo, E. Rusli, H. -H. Tung, C. Starbuck, 
0. Davidson, Z. Ge, and R. D. Braatz, Direct Design of Pharma­
ceutical Antisolvent Crystallization through Concentration Control, 
Crystal Growth & Design, 6, 892 (2006). 

Zurakowski, R., M. J. Messina, S. E. Tuna, and A. R. Tee!, HIV 
Treatment Scheduling Via Robust Nonlinear Model Predictive 
Control, Proc. Asian Control Conference, 25 (2004). 

Comment on the performance of your controller (and retune 
as necessary). 

23.3 Gaohua and Kimura (2006) derived an empirical patient 

• 
model for the manipulation of ambient temperature 
u CCC) to influence the patient's brain intracranial pres­
sure (ICP) y (mm Hg). The medical data support the 

following empirical values for a first-order plus time-delay 
model to describe the effect of cooling temperature CCC) on 
the ICP (mmHg) in time units of hours: 

4.7 s G(s) = --e-
9.6s + 1 

The nominal values for the process variables are: ICP 
20 mmHg; ambient temperature = 30°C. 

(a) Using the IMC tuning rules, derive an appropriate PI 
controller for this medical experiment. (Hint: begin with a 
value Tc =1.0 [h]). What does that value of Tc mean? 
(b) Simulate the response of a 10-mmHg reduction in ICP. 
What is the overshoot? What is the minimum value of the 
temperature? What is the settling time? 

(c) Comment on whether this is a reasonable controller de­
sign for a biomedical application. How might you improve 
the design? 

23.4 In a rehabilitation training experiment for a neurological 

• 
patient, a step change in treadmill speed of + 2.5 km/h 
was made. The patient heart rate response HR is 
given in Figure E23.4. 

(a) Derive an appropriate first-order plus time-delay model 
for the patient dynamics. 

(b) The doctors wish to control the patient's heart rate to a 
nearly constant value by adjusting treadmill speed. Using the 
IMC tuning rules, design a suitable PI controller for this 
patient. Simulate the response of the controller for a step 
change in the HR of + 10 bpm. Calculate the settling time, 
overshoot, and rise time for the controller. Do these values 
seem reasonable for a medical application? 

(c) How would you improve the procedure for fitting the 
patient's initial dynamics? 

23.5 A crystallizer is used to separate a pharmaceutical prod­
uct from the fermentation extract. The three manipulated 
variables are the fines dissolution rate (u1), the crystallizer 
temperature (u2), and the flow rate in the overflow (u3). The 
nominal values of these three inputs are 2.25 X 10-6 m3/s, 
310 K, and 1.5 X 10-6 m3/s, respectively. The three variables 
to be controlled are the crystal size distribution, as calculated 
by the fines suspension density (y1); the crystal purity, as 



Figure E23.4 

calculated by supersaturation conditions (y2); and the product 
rate (y3). The nominal values of these three inputs are 0.55 K, 
11.23 K, and 0.12 kg/kg H20, respectively. These variables 
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have multiple interactions, and the following model has been 
identified from experimental data for a continuous crystal­
lizer, where time is measured ins (Rohani et al., 1999): 

72,600 0.025082(s- 20.0)(s -10.4) 125,000(s -1.25) 

[~]~ 
s+0.2692 s2 + 10.1ls + 96.57 s + 0.39 

x[::J 568,000 -0.15095 
s + 2.11 s +0.1338 
-1,870 -0.0071 
s + 0.21 s + 0.235 

(a) Calculate the RGA, and determine the appropriate pair­
ings for SISO feedback control. Comment on the role of 
dynamics in your decision. 

(b) Using the IMC tuning rules, design three PI controllers 
for this process. 

(c) Simulate the process response to a step set point, sepa­
rately, in each of the controlled outputs [use a magnitude of 
+10% (relative) change]. Next, simulate the response of the 
system to a simultaneous pair of step changes (again, use a 
magnitude of +10% relative) in each of the second (purity) 
and third (product rate) controlled outputs. Try to tune the 
controller to improve the transient response to the simultane­
ous step changes. 

23.6 Consider the diabetic patient in Example 23.3. Your goal 
is to design an automated device to administer insulin 
infusion in response to meal disturbances. 

(a) Considering only the insulin-glucose dynamics, calculate 
an approximate second-order patient model by fitting the re­
sponses (changes in insulin) obtained from simulations of the 
equations given in the example. 

-1,830,000(s+0.089) 
s + 0.43 
16,875 

s+0.2696 

(b) Using the IMC tuning rules, design a PID controller for 
this process. 

(c) Simulate the closed-loop system response to a step set 
point change in blood glucose of -20 mg/dl. Try to tune the 
controller to improve the transient response. 

(d) Simulate the closed-loop system response to the meal dis­
turbance described in Example 23.4. Is the controller able to 
maintain the safety boundaries for blood glucose (54 mg/dL 
< G < 144 mg/dL)? 
(e) In practice, the sensors are available for measuring blood 
glucose sample from the subcutaneous tissue (the layer of fat 
under the skin, as opposed to directly from the blood stream). 
Assuming that such a procedure introduces a pure delay, 
repeat the simulation from part (d) with a 10-min sensor 
delay. How has the performance changed? What is the maxi­
mum time delay that the closed-loop design will tolerate 
before it becomes unstable? 
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Summary 

Previous chapters have emphasized the design of con­
trollers for chemical process systems, as well as for bio­
medical systems (Chapter 23). In this chapter, we 
consider the analysis of intrinsically closed-loop sys­
tems that exist in biological circuits, from gene level 
through cellular level. There is no external controller to 
be synthesized; rather, the tools that were developed in 
the first half of this textbook are applied to the analysis 
of networks that exploit principles of feedback and 
feedforward control. These biophysical networks dis­
play the same rich character as those encountered in 
process systems engineering: multivariable interac­
tions, complex dynamics, and nonlinear behavior. Ex­
amples are drawn from gene regulatory networks, as 
well as from protein signal transduction networks, with 
an emphasis on the role of feedback. A glossary of key 
technical terms is provided at the end of the Chapter. 

24.1 SYSTEMS BIOLOGY 

Biophysical networks are remarkably diverse, cover a 
wide spectrum of scales, and are characterized by a range 
of complex behaviors. These networks have attracted a 
great deal of attention at the level of gene regulation, 
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where dozens of input connections may characterize the 
regulatory domain of a single gene in a eukaryote, as well 
as at the protein level, where hundreds to thousands of 
interactions have been mapped in protein interactome 
diagrams that illustrate the potential coupling of pairs of 
proteins (Campbell and Heyer, 2007; Barabasi, 2004). 
However, these networks also exist at higher levels, 
including the coupling of individual cells via signaling 
molecules, the coupling of organs via endocrine signaling, 
and, ultimately, the coupling of organisms in ecosystems. 
The biochemical notion of signaling is discussed in Sec­
tion 24.3. To elucidate the mechanisms employed by 
these networks, biological experimentation and intuition 
by themselves are insufficient. Instead, investigators char­
acterize dynamics via mathematical models and apply 
control principles, with the goal of guiding further experi­
mentation to better understand the biological network 
(Kitano, 2002). Increased understanding can facilitate 
drug discovery and therapeutic treatments. 

A simple example that illustrates the roles of feed­
back and feedforward control in nature is the heat 
shock response exhibited by simple bacteria (El-Samad 
et al., 2006), as illustrated in Fig. 24.1. When the organ­
ism experiences an increase in temperature, it leads to 
the misfolding of protein, which disrupts a number of 



Figure 24.1 Feedback and feedforward control loops that 
regulate heat shock in bacteria (modified from El-Samad, 
et al., 2006) (positive feedback is common in biological 
systems). 

metabolic processes. One of the immediate effects of a 
heat disturbance is the feedforward activation of a 
component, cr32, which turns on the transcription 
process for a pair of genes (FtsH and DnaK) that facili­
tates the repair mechanism for a misfolded protein. In 
particular, the FtsH gene is a protease, which catalyzes 
the destruction of the improperly folded protein. In 
parallel, and independently, the protein product of one 
of those genes (DNAK) monitors the state of protein 
misfolding. It binds to cr32 and releases cr 32 when mis­
folded protein is detected, leading to feedback activa­
tion of DnaK transcription. 

A second example of networked biological control is 
the circadian clock, which coordinates daily physiologi­
cal behaviors of most organisms. The word circadian 
comes from the Latin for "approximately one day," 
and the circadian clock is vital to regulation of meta­
bolic processes in everything from simple fungi to hu­
mans. The mammalian circadian master clock resides 
in the hypothalamus region of the brain (Reppert and 
Weaver, 2002). It is a network of multiple autonomous 
noisy oscillators, which communicate via neuropeptides 
to synchronize and form a coherent oscillator (Herzog 
et al., 2004; Liu et al., 2007). At the core of the clock is a 
gene regulatory network, in which approximately six 
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classes of genes are regulated through an elegant array of 
time-delayed negative feedback circuits (see Figure 24.2, 
which illustrates two of those six gene classes). The ac­
tivity states of the proteins in this network are modu­
lated (activated/inactivated) through a series of chemical 
reactions, including phosphorylation and dimerization. 
These networks exist at the subcellular level. Above 
this layer is the signaling that leads to a synchronized 
response from the population of thousands of clock 
neurons in the brain. Ultimately, this coherent oscilla­
tor then coordinates the timing of daily behaviors, such 
as the sleep/wake cycle. An interesting property of the 
clock is that, under conditions of constant darkness, the 
clock free-runs, with a period of approximately 24 h 
(i.e., "circa"), such that its internal time, or phase, drifts 
away from that of its environment. However, in the 
presence of an entraining cue (i.e., forcing signal, such 
as the rising and setting of the sun), the clock locks on 
to the period of that cue (Boulos et al., 2002; Dunlap et 
al., 2004; Daan and Pittendrigh, 1976). This gives rise to 
a precise 24-h period for the oscillations in protein con­
centrations for the feedback circuit in Fig. 24.2. 

The Central Dogma tenet that most students learn in 
high school biology is a good starting point to under­
stand these complex networks. Information in the cell 
is encoded in the DNA, and that information is ex­
pressed by the gene to produce messenger RNA. The 
mRNA is translated into a protein, which is one of the 
key building blocks of cells and which plays a critical 
role in cellular regulation. This form of the Central 
Dogma suggests a serial process, or a feedforward 
process, in which the genetic code influences the out­
come (protein level and protein function). In some of 
the early publicity surrounding the Human Genome 
project, this type of logic was pervasive, and there was 
an understanding in some circles that the "parts list" 
(genetic code) would illuminate the cause of diseases. 
An engineer immediately recognizes the flaw in this 
logic: by analogy, if one were provided with the raw 
materials list for an aircraft (sheet metal, nuts, bolts, 
rivets, etc.), it would be an impossible leap to conclude 

Figure 24.2 The gene regulatory circuit 
responsible for mammalian circadian rhythms 
(by convention, italics and lowercase refer to 
genes, uppercase refers to proteins). 
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Figure 24.3 The layers of feedback control in the Central Dogma (modified from Alberts 
et al., 1998) 

anything about the principles of aerodynamics. Critical 
missing elements are the manner in which the parts are 
arranged into a network and, more important, how the 
components are controlled (or regulated). The same 
reasoning applies equally to biological networks as well, 
and this notion of the systems perspective has driven 
current research in systems biology. 

According to the Central Dogma tenet, the addi­
tional layers of control and regulation that are men­
tioned in the preceding paragraph can be incorporated 
schematically, as shown in Fig. 24.3. Feedback control 
plays a key role in (i) regulation of the transcription 
event; (ii) processing of the RNA, including its stability 
and potential silencing via RNA interference; (iii) reg­
ulation of the ribosomal machinery that accomplishes 
translation; and (iv) modulation of the activity state of 
protein, through, for example, degradation, conforma­
tion changes, and phosphorylation. Recalling the circa­
dian clock schematic in Fig. 24.2, the process of 
controlling the concentration of a phosphorylated form 
of the PER protein can be broken down into each of 
the elementary steps indicated by the Central Dogma 
schematic in Fig. 24.3. 

Systems biology holds great promise to revolutionize 
the practice of medicine, enabling a far more predictive 
and preventative capability (Hood et al., 2004). As sci­
entists and engineers begin to understand the complex 
networks of genes and proteins that are regulated 
through feedback and feedforward control, it is possible 
to develop novel therapies through systematic modifica­
tion of these closed-loop systems. These modification 
sites are referred to as targets, and they are opportuni­
ties for the design of drugs by the pharmaceutical sec­
tor. A drug may target a particular gene, or a protein, 
or an activity state of a protein (e.g., phosphorylated 
form), suggesting that there are multiple intervention 
points in the Central Dogma process, as depicted in 
Fig. 24.3. In control terminology, they are potential 
manipulated variables to restore a healthy state to the 

network. Likewise, medical scientists and engineers are 
looking for markers that reveal the pattern of a disease 
in the signature of the network response. Again, they 
are understood in control terms as novel sensors that 
form the basis of an inferential strategy to monitor the 
status of an unmeasurable disease state. Just as process 
control engineers test the efficacy of their control system 
designs through simulation, systems biologists evaluate 
these new drug targets through extensive simulations of 
patient populations. 

24.2 GENE REGULATORY CONTROL 

As described in the previous section, genes are regu­
lated through complex feedback control networks. 
These networks exhibit a remarkable degree of robust­
ness, because the transcription of critical genes is reli­
able and consistent, even in the face of disturbances 
from both within the cell and external to the organism. 
One of the very compelling features of gene regulatory 
networks is the recurring use of circuit elements that 
occur in engineering networks. It has been shown that 
groups of two to four genes exhibit recurring connec­
tion topologies, so-called motifs, which have direct 
analogs in digital electronic circuits (several examples 
are illustrated in Fig. 24.4). Thus, nature employs these 
fundamental building blocks in constructing a wide 
array of gene regulatory networks. 

There are a couple of technical terms associated with 
gene regulatory networks that require explanation. A 
gene is a portion of the DNA sequence of an organism, 
which has two primary subregions that are relevant for 
feedback control: (i) the regulatory or noncoding re­
gion can be considered as the input for transcription 
feedback, and (ii) the coding region determines the 
products of the expression process, in other words, the 
output of transcription. The noncoding region can be fur­
ther divided into discrete regions of separate regulation, 
called promoters, to which transcription factors bind, 
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loop 
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Figure 24.4 Examples of circuit motifs in yeast (adapted 
from Lee et al., 2002). The rectangles denote promoter re­
gions on a gene (Gl, G2, etc.), and the circles are transcrip­
tion factors (TFl, TF2, etc.). 

leading to activation or inhibition of the expression of 
the gene (the transcription process). The combination 
of transcription factors and promoter regions are the 
controller for the gene transcription process. 

There are three dominant network motifs found in 
E. coli (Shen-Orr et al., 2002): (i) a feedforward loop, 
in which one transcription factor regulates another fac­
tor, and, in turn, the pair jointly regulates a third tran­
script factor; (ii) a single-input multiple-output (SIMO) 
block architecture; and (iii) a multiple-input multiple­
output (MIMO) block architecture, referred to as a 
densely overlapping regulon by biologists. 

A completely different organism, S. cerevisiae, has six 
closely related network motifs (Lee et al., 2002): (i) an 
autoregulatory motif, in which a regulator binds to the 
promoter region of its own gene; (ii) a feedforward 
loop; (iii) a multicomponent loop, consisting of a feed­
back closed-loop with two or more transcription factors; 
(iv) a regulator chain, consisting of a cascade of serial 
transcription factor interactions; (v) a single-input mul­
tiple-output (SIMO) module; and (vi) a multiple-input 
multiple-output (MIMO) module. These motifs are 
illustrated in Fig. 24.4. 

In effect, these studies prove that, in both eukaryotic 
and prokaryotic systems, cell function is controlled by 
complex networks of control loops, which are cascading 
and interconnected with other (transcriptional) control 
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Table 24.1 Analogies between process control concepts and 
gene transcription control concepts 

Process Control Concept 

Sensor 
Set point 

Controller 
Final control element 

Process 

Biological Control Analog 

Concentration of a protein 
Implicit: equilibrium 

concentration of protein 
Transcription factors 
Transcription apparatus; 

ribosomal machinery for 
protein translation 

Cellular homeostasis 

loops. The complex networks that underlie biological 
regulation appear to be constructed of elementary sys­
tems components, not unlike a digital circuit. This 
lends credibility to the notion that analysis tools from 
process control are relevant in systems biology. 

Some of the analogies between process control con­
cepts and biological control concepts are summarized 
in Table 24.1, at the level of gene transcription. Keep in 
mind that there are many levels of analysis in biological 
circuits, and one can draw comparisons to engineering 
circuits at each of these levels. 

EXAMPLE 24.1 

The control strategy of gene regulatory circuits can often 
be approximated using simple logic functions, much like 
the functions employed in Chapter 22 for batch recipe 
control. Consider the logic underlying the regulation of 
the lacZ gene, which is involved in sugar metabolism 
(Ptashne and Gann, 2002). This gene codes for the enzyme 
13-galactosidase, which is responsible for cleaving lactose, 
a less efficient source of energy for a bacterium than the 
preferred glucose supply. The state of the gene (activated 
or inhibited) is determined by the transcription factors 
that bind to the regulatory domain of the gene. One of 
those transcription factors, catabolite activator protein 
(CAP), binds to the appropriate promoter domain when 
glucose is absent and lactose is present, leading to the 
activation of lacZ. The other transcription factor, rep 
(short for Lac repressor), binds to the appropriate 
promoter domain in the absence of lactose. Once bound, 
rep inhibits the expression of the gene. If neither rep nor 
CAP is present, you may assume that only a very small 
(basal) rate of gene expression occurs. 

(a) Develop a logic table for the permutations in outcome 
(transcription of gene lacZ) as a function of the two 
input signals, CAP and rep. 

(b) Write a simple logic rule for the expression of the lacZ 
gene as a function of the presence of lactose and glu­
cose (ignore the basal state). 
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SOLUTION 

(a) The logic table is given in Table 24.2. 

Table 24.2 Logic table for activity state of gene lacZ as a 
function of input signals CAP and rep 

CAP rep lacZ state 

+ off 
+ + basal 

+ activated 
off 

(b) A simple rule for the expression logic is given as: 

lacZ = lactose AND (NOT(glucose)) 

because the gene (and its enzyme product) are only 
required when the primary sugar source (glucose) is not 
present and the secondary source (lactose) is present. 

24.2.1 Circadian Clock Network 

Recall from the previous section that the circadian clock 
orchestrates a number of important metabolic processes 
in an organism. It does this by regulating the concentra­
tion of key proteins in a cycle manner, with a period of 
(approximately) 24 h. Consider a simplified model of the 
Drosophila melanogaster circadian clock involving two 
key genes: the period gene (denoted per) and the time­
less gene (denoted tim). Those genes are transcribed 
into mRNA, exported from the nucleus, and translated 
into their respective proteins (denoted in Fig. 24.5 by the 
uppercase convention as PER and TIM). The protein 
monomers form a dimer, and the dimers of both PER 
and TIM combine to form a heteromeric complex that 
reenters the nucleus and suppresses the rate of transcrip­
tion of the two genes via negative feedback. The kinetic 
mechanisms for the phosphorylation events are assumed 
to be Michaelis-Menten form, and the kinetic mecha­
nism for gene regulation (inhibition) follows a Hill 
mechanism (with a Hill coefficient of 2). 

For the assumptions made by Tyson et al. (1999), the 
two genes can be lumped together, as well as their cor­
responding proteins and the nuclear and cytoplasmic 
forms of the dimer. Finally, assuming rapid equilibrium 
between the monomer and dimer, a second-order set of 
balances can be developed for the mRNA state M and 
the protein state P. The resulting pair of differential 
equations captures the dynamics of the feedback-con­
trolled circuit: 

dM 

dt 

(24-2) 

Figure 24.5 Schematic of negative feedback control of 
Drosophila circadian clock (adapted from Tyson et al., 1999): 
detailed system (top), and simplified model (bottom). 

An additional algebraic relationship introduces a more 
complex dependence of the transcription rate on the 
protein concentration P: 

2 
q = ------r=== 

1+ \h +8KeqP 
(24-3) 

The model parameters and their definitions are a result 
of the work of Tyson et al. (1999) and are summarized 
in Table 24.3. 

Using a computer package, such as Simulink/MAT­
LAB, the gene regulatory circuit using these defined 
parameters can be simulated with initial values of M 
and P equal to [2.0; 2.0]. A 100-h simulation is shown in 
Fig. 24.6; the period can be calculated from either the 
mRNA (M) or the Protein (P) trajectory (e.g., time be­
tween peaks) and is 24.2 h (i.e., approximately 24 h or 
"circadian"). 

A common property of biological closed-loop circuits 
is that they exhibit remarkable robustness to distur­
bances and fluctuations in operating conditions. For ex­
ample, the clock should maintain a nearly 24-hr period, 
even though the organism is exposed to temperature 
changes, which affect the rates of biochemical reactions. 
The model circadian clock can be simulated by perturb­
ing values of the kinetic constants. The same clock sim­
ulation is evaluated for the following values of the 
parameter J.Lm: [1.0; 1.1; 1.5; 2.0; 4.0]. The period of the 



Table 24.3 Parameter values for circadian clock circuit in 
Figure 24.5 (Cm denotes transcript concentration and Cp de-
notes protein concentration). 

Parameter Value Units Description 

Vm 1 Cmh-1 Maximum rate ofmRNA 
synthesis 

km 0.1 h-1 First-order constant for 
mRNA degradation 

Vp 0.5 c c h-1 p m Rate constant for 
translation of mRNA 

kpt 10 c h-1 p V max for monomer 
phosphorylation 

kp2 0.03 c h-1 p V max for dimer 
phosphorylation 

kp3 0.1 -1 First-order rate constant h 
for proteolysis 

keq 200 c -1 p Equilibrium constant for 
dimerization 

Pcrit 0.1 Cp Dimer concentration at 
half-maximum 
transcription rate 

lp 0.05 cp Michaelis constant for 
protein kinase 

clock lengthens as 1-Lm is increased, as shown in Fig. 24.7. 
The period increases as follows: [24.2; 24.5 25.5; 26.4] 
corresponding to the first four values of 1-Lm· At the ex­
treme value of 4.0, oscillations are no longer observed, 
and the system settles to a stable equilibrium. The sta­
bility of the oscillations is quite remarkable for such 
large perturbations in f.Lm (over 100% ). 

Another important feature of the circadian clock is 
its ability to entrain (i.e., track) an external signal (sun­
light), so that the period of the oscillations of mRNA 

Figure 24.6 Simulation of the circadian clock model. 
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Figure 24.7 Simulation of circadian clock model for varying 
values of Vm [1.0 (solid), 1.1 (dashed), 1.5 (dash-dot), 2.0 (dot­
ted), 4.0 (asterisk)]. 

and Protein match exactly the period of the external 
signal. In this manner, the organism's clock is reset to a 
period of precisely 24 h. Tyson et al. (1999) show that 
this can be simulated in the present model by switching 
the value of Keq to emulate dark-light cycles (i.e., using 
a square wave with even intervals of light and dark and 
a 24-h period). In the fly, sunlight appears to modulate 
the rate of degradation of one of the key proteins in the 
circuit. This can be achieved in the same simulation 
model by altering Keq' between 100 and 200, and ob­
serving the period of the driven system. Fig. 24.8 illus­
trates that the oscillations in mRNA and Protein do 
indeed exhibit a period equal to the forcing signal (in 
this case, 20 h). 

Figure 24.8 Simulation of circadian clock model for entrain­
ing signal with period of 20 h. 
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24.3 SIGNAL TRANSDUCTION 
NETWORKS 

The gene regulatory networks of the previous section 
are often activated by cues or signals that originate 
from outside the cell. This is of tremendous importance 
for unicellular organisms that must sense the environ­
ment for survival, but it is also of critical importance 
for multicellular organisms that require robust coordi­
nated behavior from, for example, a group of cells that 
constitute a tissue or an organ. A particularly relevant 
set of such cues are ligands (from the Latin "to bind"), 
which are molecules that bind to proteins that typically 
span the surface membrane of a cell. These ligands, 
called receptors, induce particular responses within the 
cell, depending on the conditions. They include a number 
of interesting stimulus-response mechanisms (Lauffen­
burger and Linderman, 1993): 

• Growth factors ~ cell division 
• Necrosis factor~ programmed cell death (apoptosis) 
• Chemoattractant ~ chemotaxis 
• Insulin~ glucose uptake 
• Neurotransmitter~ secretion by nerve cell 
• Extracellular matrix (ECM) protein~ adhesion 

Once the ligand binds to the receptor, it initiates a series 
of biochemical reactions that induce a short-term re­
sponse (e.g., phosphorylation state of an intermediate 
protein) and/or a longer-term response as a result of a 
regulated gene response. These networks respond rela­
tively rapidly, exhibiting dynamics with characteristic time 
scales of seconds to minutes. A cell is often presented 
with multiple, competing cues, and it processes that infor-

mation in rich signal transduction networks, to result in 
the appropriate cellular fate, depending on the context. 

In this section, we highlight several signal transduction 
cascades, to illustrate the rich processing dynamics mani­
fested by these networks. 

24.3.1 Chemotaxis 

The process of chemotaxis is the directed motion of a 
cell or cellular organism toward a chemical source, typ­
ically a food molecule. This mechanism is also invoked 
in the response to a detected toxin (i.e., motion away 
from that source) and is involved in more complex 
processes, such as development. The process is initiated 
by the detection of a ligand (e.g., a food molecule) at 
the cell surface, which invokes a signal transduction 
cascade and results in the alteration of the motor appa­
ratus responsible for moving the cell. 

A simplified version of the biochemical pathway that 
underlies chemotaxis in E. coli is shown in Fig. 24.9. The 
binding of an attractant molecule (ligand) to the recep­
tor complex CheW-CheA (denoted as W-A) induces the 
phosphorylation of protein Che Y (Y), and the phospho­
rylated form (Yp) invokes a tumbling motion from the 
bacteria's flagella. This tumbling motion allows the or­
ganism to reorient and search the surrounding space; 
otherwise, the organism proceeds in a straight run. The 
ability of CheW -CheA to phosphorylate Che Y depends 
on the methylation state of that complex, which is fine­
tuned by the proteins CheR (R) and the phosphorylated 
form of CheB (Bp ), as illustrated in the figure. Feedback 
is evident in Fig. 24.9, because CheB phosphorylation is 
mediated by the CheW -CheA complex. 

Figure 24.9 Schematic of chemo­
taxis signaling pathway in E. coli 
(adapted from Rao et al., 2004). 



Figure 24.10 Integral control feedback circuit representation 
of chemotaxis (adapted from Yi et al., 2000). 

The signal transduction system that mediates chemo­
taxis exhibits a type of adaptation in which the response 
to a persistent stimulus is reset to the pre-stimulus 
value, thereby enabling an enhanced sensitivity. Several 
mechanistic explanations can be postulated for this ro­
bust behavior, including the following: (i) precise fine­
tuning of several parameters to yield a consistent (robust) 
response under varied conditions, or (ii) inherent regula­
tion that yielded this robust behavior. Utilizing process 
control principles, it has been demonstrated that the regu­
latory system exploits integral feedback control to achieve 
the robust level of adaptation exhibited in chemotaxis 
(Yi et al., 2000). The chemotaxis network can be reduced 
to the simple block diagram in Fig. 24.10, in which u de­
notes the chemoattractant, y denotes the receptor activity, 
and -x denotes the methylation level of the receptors. It 
is left as an exercise to show that this circuit ensures that 
perfect adaptation is achieved (i.e., the receptor activity 
always resets to zero asymptotically). 

This understanding suggests that many seemingly 
complex biological networks may employ redundancy 
and other structural motifs or modules to achieve rela­
tively simple overall system behavior. 

24.3.2 Insulin-Mediated Glucose Uptake 

Muscle, liver, and fat cells in the human body take up 
glucose as an energy source in response to, among 
other signals, the hormone insulin, which is secreted by 
the pancreas. As discussed in Chapter 23, the release of 
insulin is regulated in a feedback manner by the blood 
glucose level. In Type 2 diabetes, the insulin signal 
transduction network is impaired such that insulin does 
not lead to glucose uptake in these cells. A simplified 
model of the insulin signaling network can be decom­
posed into three submodules, as shown in Fig. 24.11. 
The first submodule describes insulin receptor dynam­
ics: insulin binds to insulin receptor, causing subse­
quent receptor autophosphorylation. The receptor can 
also be recycled, introducing additional dynamics in the 
network. The second submodule describes the phos­
phorylation cascade downstream from the insulin re­
ceptor. The final submodule describes the activation of 
movement and fusion of specialized glucose transporter 
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Figure 24.11 Simplified insulin signaling pathway for glucose 
uptake. 

(GLUT4) storage vesicles with the plasma membrane 
by the intermediate proteins from the second module. 
These GLUT4 transporters allow glucose molecules to 
enter the cell. Each of the three modules contains sub­
modules that consist of layers of feedback. 

24.3.3 Simple Phosphorylation 
Transduction Cascade 

In signal transduction, a receptor signal is processed in a 
cascaded pathway, to yield a cellular response. For the 
example considered here, the processing consists of a 
sequence of kinase- and phosphatase-catalyzed reaction 
steps, consisting of phosphorylation and dephosphory­
lation, respectively. The key performance attributes of 
such a system are (i) the speed at which a signal arrives 
to the destination, (ii) the duration of the signal, and 
(iii) the strength of the signal. Under conditions of weak 
activation (low degree of phosphorylation), the individ­
ual steps in the signal transduction cascade can be mod­
eled as a set of linear ODEs (Heinrich et al., 2002): 

dX 
dt I = OljXj -1 -13iXi (24-4) 

where Oli is a pseudo first-order rate constant for phos­
phorylation, l3i is the rate constant for dephosphoryla­
tion, and xi is the phosphorylated form of the kinase 
(i). Assume that the cascade consists of four stages 
(levels of phosphorylation), that the corresponding rate 
constants are equal for all stages (01.i= 01.; l3i= 13), and 
that the receptor inactivation is approximated as an ex­
ponential decay with time constant 1/A. (see Fig. 24.12). 
The resulting cellular response can be written in the 
Laplace domain as, 

Y(s) = (fs: JCs :~)4 )R(s) (24-5) 
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Figure 24.12 Schematic of fourth-order signal transduction 
cascade for Example 24.3, combined with first-order receptor 
activation (adapted from Heinrich et al., 2002). 

where R(s) is the receptor input and Y(s) is the cellular 
response. 

If the signaling Tsig time is defined as the average 
time to activate a kinase, a suitable expression in the 
time domain for this quantity is: 

100 

ty(t)dt 
Tsig = -=--=--oo---1 y(t)dt 

(24-6) 

SUMMARY 

In this chapter, a number of biological circuit diagrams 
have been introduced that illustrate the rich array of 
dynamics and feedback control that exist in all living 
organisms. Two particular biological processes were 
considered: the regulation of gene transcription and the 
protein signal transduction that characterizes cellular 
stimulus-response mechanisms. The recurring motifs of 
feedback and feedforward control motivated the appli­
cation of process control analysis to these problems, to 
shed light on both the healthy functioning state as well 

GLOSSARY 

Eukaryote: an organism that is comprised of cells (or 
possibly a single cell, as in yeast) that are divided into 
substructures by membranes, notably containing a 
nucleus. Examples include animals, plants, and fungi. 
Kinase: an enzyme that catalyzes the transfer of phos­
phate group to a substrate, leading to phosphorylation 
of that substrate. 

where y(t) is the unit step response (R(s) = 1/s in (24-5)). 
It is possible to derive the analytical expression for the 
signaling time for this network. Recalling a few rules 
from Laplace transforms (see Chapter 3): 

and 

d 
:£(tf(t)) = ds F(s) 

:£( 100 

f(t)dt) = F(s = 0) 

(24-7) 

(24-8) 

Then the following expression for the signal time can 
be derived: 

( -fs Y(s) )s=O 

Ts;g= Y(O) 

[A.cx4(s + A.f2(s + ~)--4 + 4A.cx4(s + A.)-1(s + ~)-5]s=O 
cx4/~4 

which simplifies to: 

1 4 
T· =-+-

szg A ~ 

(24-9) 

(24-10) 

Notice that the average time through the network (i.e., 
the signaling time) is not dependent on the rate of 
phosphorylation (ex). 

as to promote the investigation of therapies for cases 
where the natural circuit is impaired (i.e., a disease state). 

The rapidly developing field of systems biology con­
tinues to make great advancements in the area of med­
ical problems, and the increased understanding of the 
biological circuits underlying diseases will likely lead to 
novel therapeutic strategies, as well to the discovery of 
new drugs. More information is available in more spe­
cialized books, including those of Klipp et al. (2005), 
Palsson (2006), and Alon (2007). 

Prokaryote: an organism that is comprised of a single 
cell that does not contain a separate nucleus. Examples 
include bacteria and archae. 
Promoter: a region of a DNA involved in the regula­
tion of transcription of the corresponding gene. 
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EXERCISES 
24.1 In this exercise, treat the components as simple (reac­
tive) chemical species and perform the appropriate (dynamic) 
material balance. Assume that a messenger RNA (mRNA) is 
produced by a constant (basal) expression rate from a partic­
ular gene. In addition, assume that the mRNA degrades ac­
cording to a first-order decay rate. 

(a) Write the equation for the dynamics of the mRNA con­
centration as a function of the expression rate ( G0) and the 
decay rate constant (kdmRNA). 

(b) Assume that each mRNA molecule is translated to form 
p copies of a protein product, P. Furthermore, the protein is 
subject to first-order degradation, with a decay rate constant 
(kpmRNA). Write the equation for the dynamics of the protein 
concentration. 

(c) Assume that the system has been operating for some 
time at a constant gene expression rate (G0), and then the ex­
pression rate changes instantaneously to a value G1. Derive 
an analytical expression for the transient responses for 
mRNAandP. 
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24.2 Consider the block diagram in Fig. E24.2 of the multi­
ple feedback loops involved in the Central Dogma 
schematic from Fig. 24.3, namely genetic regulation ( C1), 

translational regulation ( C2), and enzyme inhibition ( C3). 

Assume that the processes P 1, P2, and P3 obey first-order 
dynamics, with corresponding gains and time constants 
(Ki, 'Ti). 

(i) Derive the transfer function from the external input (u) 
to the output (y) for each of the three cases shown in 
Figure E24.2 (a), (b), (c). 

(ii) Assume that the feedback mechanisms operate via pro­
portional control with corresponding controller gains 
(Kci). Derive the closed-loop transfer function from the 
external input (u) to the output (y) in block diagram (b). 

(iii) Consider a simplified biological circuit in which only 
genetic regulation is active ( C1). Derive the closed-loop 
transfer function and comment on the key differences 
between this transfer function and the one from part (b). 
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u 

(a) 

u 

(b) 

u 

(c) 

(iv) Give several reasons why the natural feedback architec­
ture with all three controllers operating is more effective 
than the control architecture in part (c). 

24.3 As a specific biological example for Exercise 24.2 and 
Figure E24.2(b ), * the synthesis of tryptophan can be de­
scribed by the following set of material balances: 

d 
dt [OR] = k1[ Or]C1[TJ - kd1[ OR]- f1[ OR] 

d 
dt [mRNA] = kz[OR]Cz[T]- kdz[mRNA]- f1[mRNA] 

d 
dt[E] = k3 [mRNA]- f1[E] 

d [T] 
dt[T] = k4C3[T][E]- g [T] +Kg f1[TJ 

where k1, k2, k3, and k4 represent kinetic rate constants for the 
synthesis of free operator, mRNA transcription, translation, 
and tryptophan synthesis, respectively. Parameters Or, f1, kd1, 
and kdz refer to total operator site concentration, specific 
growth rate of E. coli, degradation rate constants of free op­
erator OR, and mRNA, respectively. E and T represent con­
centrations of enzyme anthranilate synthase and tryptophan, 
respectively, in the cell. Kg and g are the half saturation con­
stant and kinetic constant for the uptake of tryptophan for 
protein synthesis in the cell. Model parameter values are as 
follows: k1 = 50 min-1; kz = 15 min-1; k3 = 90 min-1; k4 = 

59 min-1; Or= 3.32 nM; kd1 = 0.5 min-1; kdz = 15 min-1; f1 = 

0.01 min-1; g = 25 f1M. min-1; Kg = 0.2 f1M. Here, controllers 
C1(1), Cz(1), and C3(1) represent repression, attenuation, 
and inhibition, respectively, by tryptophan and are modeled 

*The authors acknowledge Profs. Bhartiya, Venkatesh, and Gayen 
for their help with formulating this problem. 

y 

y 

y 

Figure E24.2 

by a particular form of Michaelis-Menten kinetics (the Hill 
equation) as follows: 

K'TJH Kl.72 Kl.2 

C1(T) = K'TJH~1T'TJH' Cz(T) = K;l.72~ Tl.72' C3(T) = Kl.<3Tl.2 
~ ~ ~ 

K;,1, K;,z, and K;,3 represent the half-saturation constants, 
with values K;,1 = 3.53 f1M; K;,z = 0.04 f1M; K;,3 = 810 f1M, 
whereas sensitivity of genetic regulation to tryptophan con­
centration, 'TJH = 1.92. 
(a) Draw a block diagram, using one block for each of the 
four states. Comment on the similarities between this dia­
gram and schematic (b) in Fig. E24.2. 

(b) Simulate the response of the system to a step change in 
the concentration of the medium (change g from 25 to 0 f1M). 

(c) Calculate the rise time, overshoot, decay ratio, and set­
tling time for the closed-loop response. 

(d) Omit the inner two feedback loops (by setting C2 and C3 
to 0) and change the following rate constants: K;,1 = 8 X 10-8 

j.~.M; 'TJH = 0.5. Repeat the simulation described in part (b), 
and obtain the new closed-loop properties for this network 
(compared to part (c)). 

24.4 Consider Section 24.3.3, where the dynamic properties of 
a signal transduction were analyzed. Two properties of inter­
est are the signal duration and the amplitude of the signal. 

(a) The following definition is used for signal duration: 

l~~?y(t)dt 

l~~y(t)dt 
where Tsig was defined in Section 24.3.3. Use Laplace trans­
forms to derive an expression for the signal duration as a 
function of the parameters in the phosphorylation cascade. 



(b) Define the signal amplitude as: 

l=~y(t)dt 
A=_:::_:_____::______ 

2Tdur 

Use Laplace transforms to derive an expression for the signal 
amplitude as a function of the parameters in the phosphoryla­
tion cascade. 

24.5 Consider the simplified version of the chemotaxis circuit 
in Fig. 24.10. 

(a) Derive the conditions for the process gain K that ensure 
that the receptor activity is always reset to zero and even for 
the case of a persistent ligand signal. 
(b) Show that the closed-loop transfer function from the 
ligand to the receptor activity is equivalent to a first-order 
transfer function with numerator dynamics. 
(c) Comment on the biological relevance of the result in 
part (b), particularly for a ligand signal that is fluctuating. 

24.6 An interesting motif in biological circuits is a switch, in 
which the system can change from (effectively) one binary 
state to another. An analysis of a continuous reaction net­
work reveals a rise to a switchlike response (also referred to 
as ultrasensitivity). Consider interconversion of a protein 
from its native state P to an activated form P*, catalyzed by 
the enzymes E1 and Ez: 

P+E1 ~ PE1 ~P*+E1P*+E2 ~P*E2 ~P+E2 
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(a) Assume that all reaction steps obey mass-action kinetics. 
What is the steady-state dependence of P* as a function of the 
concentration of E1? (Assume that total amount of E1 E2, and P 
are all constant and that P is in excess compared to E1 and E2) 

(b) Alternate starting point for problem: you should be 
able to rearrange the solution as follows 

V1 P*(1-P*+ K1) 

Vz (1-P*)(P*+K2) 

where V1 is proportional to the total E1 in the system, Ez is 
proportional to the total V2 in the system, and K1 and K2 are 
suitable combinations of the rate constants for the reactions 
previously described. 

For K1 = 1.0, K2 = 1.0, plot the steady-state locus of solu­
tions for P* versus V1/Vz. 

(c) Assume that the two enzymes operate in a saturated 
regime, i.e., the reactions follow zero-order kinetics with re­
spect to the enzymes. Use the expression from part (b) to plot 
the steady-state locus for this extreme situation (i.e., K1 = 0, 
Kz = 0). 
(d) Comment on the difference in shape of the gain functions 
in parts (b) and (c). Based on the initial problem description, 
explain how biology can produce switchlike behavior in this 
system. 



Appendix A 

Digital Process Control SysteDis: 
Hardware and Software 

APPENDIX CONTENTS 

A.l Distributed Digital Control Systems 

A.2 Analog and Digital Signals and Data Transfer 

A.2.1 Analog Signal Representation 

A.2.2 Binary Signals and Converters 

A.2.3 Analog Signals and Converters 

A.2.4 Pulse Trains 

A.2.5 Multiplexers and Signal Multiplexing 

A.3 Microprocessors and Digital Hardware in Process Control 

A.3.1 Single-Loop Controllers 

A.3.2 Programmable Logic Controllers 

A.3.3 Personal Computer Controllers 

A.3.4 Distributed Control System 

A.4 Software Organization 

A.4.1 Distributed Database and the Database Manager 

A.4.2 Internodal Communications 

A.4.3 Digital Field Communication and Fieldbus 

A.4.4 Data Acquisition 

A.4.5 Process Control Languages 

A.4.6 Operator-Machine Interface 

A.4.7 Data Historians 

Process control implemented by computers has under­
gone extensive changes in both concepts and equip­
ment during the past 50 years. The feasibility of digital 
computer control in the chemical process industries 
was first investigated in the mid-1950s. During that pe­
riod, studies were performed to identify chemical 
processes that were suitable for process monitoring and 
control by computers. These efforts culminated in sev­
eral successful applications, the first ones being a Texaco 
refinery and a Monsanto chemical plant (both on the 
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Gulf Coast) using mainframe computers. The first com­
mercial systems were slow in execution and massive in 
size compared with the computers available today. They 
also had very limited capacity. For example, a typical 
first-generation process control computer had 32K 
RAM and disk storage of 1MB. 

The functionalities of these early control systems were 
limited by capabilities of the existing computers rather 
than the process characteristics. These limitations, cou­
pled with inadequate operator training and an unfriendly 



user interface, led to designs that were difficult to operate, 
maintain, and expand. In addition, many systems had 
customized specifications, making them extremely ex­
pensive. Although valuable experience was gained in sys­
tems design and implementation, the lack of financial 
success hindered the infusion of digital system applica­
tions into the process industries until about 1970, when 
inexpensive microprocessors became available commer­
cially (Liptak, 2005). 

During the past 40 years, developments in microelec­
tronics and software technologies have led to the wide­
spread application of computer control systems. Digital 
control systems have largely replaced traditional ana­
log instrument panels, allowing computers to control 
process equipment while monitoring process condi­
tions. Technological advancements, such as VLSI (very 
large-scale integrated) circuitry, object-oriented pro­
gramming techniques, and distributed configurations 
have improved system reliability and maintainability 
while reducing manufacturing and implementation 
cost. This cost reduction has allowed small-scale appli­
cations in new areas, for example, microprocessors in 
single-loop controllers and smart instruments (Herb, 
1999). Programmable logic controllers have also gained 
a strong foothold in the process industries. 

Increased demand for digital control systems created 
a new industry, consisting of systems engineering and 
service organizations. Manufacturing companies moved 
toward enterprise-wide computer networks by interfac­
ing process control computers with business computer 
networks. These networks permit all computers to use 
the same databases in planning and scheduling (see 
Chapter 19), and they also allow access to operator sta­
tion information from locations outside the plant. 

In the following sections, we provide an overview of 
the hardware and software used for process control. 
The distributed control system configuration is de­
scribed first, followed by data acquisition for different 
signal types. Digital hardware is then considered, and 
concluding with a description of control system soft­
ware organization and architectures. 

A.l DISTRIBUTED DIGITAL CONTROL 
SYSTEMS 

The revolutionary development in microelectronics and 
telecommunications hastened the evolution of distrib­
uted computer networks. In the 1970s, first-generation 
distributed control systems (DCS) replaced the single­
mainframe design used previously in process control 
with a number of identical minicomputers that operated 
independently of each other. Removable media such as 

A.l Distributed Digital Control Systems 479 

magnetic tapes were used for information transmission. 
Networking allowed these computers to share resources 
and/or information. 

Computers physically located in different plant areas, 
which control nearby processes, are said to be geographi­
cally distributed. More than one computer may share the 
control of one or more processes. When the control 
functions are distributed over more than one computer 
or device, the system is said to be logically distributed. 
Process control networks tend to be distributed both ge­
ographically and logically, the extent of which depends 
on execution priority and complexity. Applications often 
utilize a variety of digital devices, such as workstations in 
a distributed control system, personal computers (PC), 
single-loop controllers (SLC), and programmable logic 
controllers (PLC). 

During the 1980s, the standard distributed digital 
control network topology was the star configuration, 
where individual satellite nodes communicated with 
each other via an arbitrator node. The arbitrator was 
often the main computer of that system, located in or 
near the central control room. This computer sup­
ported the operator interface and a number of other 
functions not normally implemented in the satellite 
computers, which were located in processing areas. 
One inherent flaw of this scheme is that the operator 
supervisory and control capability was lost when the 
main computer failed, even though the satellites con­
tinued to function (Liptak, 2005). 

Currently open system designs with global bus archi­
tecture and local area networks (LAN s) are being used 
for computer control, as shown in Fig. A.l. Unlike ear­
lier networks, which were normally isolated, the LANs 
are often connected to other networks via gateway de­
vices. The traditional host computer functions are di­
vided functionally and are implemented in separate 
autonomous computers, which share the same data bus. 
When more than one operator interface node is in­
stalled, the operator interface to the process can be 
maintained even when several operator stations fail. A 
DCS for process control is fundamentally the same as 
for other real-time distributed systems used in business 
data centers or server facilities (Herb, 1999; Lewis et 
al., 2006), although specialized hardware such as data 
acquisition equipment is required. 

Figure A.l Global bus architecture for digital process 
control with different devices D;. 
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Figure A.2 A conceptual diagram of a voltage AID converter. 

A.2 ANALOG AND DIGITAL SIGNALS 
AND DATA TRANSFER 

Field instrumentation is essential for process control 
and monitoring. For digital computers to monitor and 
control processes, they must be able to acquire data 
from these instruments and implement control based 
on the sensed information. Special devices are required 
to convert analog signals to and from digital form. Al­
though analog signals have traditionally been used to 
transmit data within the plant, the availability of digital 
architectures such as Fieldbus and Profibus (Berge, 
2002) is changing this situation. 

A.2.1 Analog Signal Representation 

Analog signals occur in the physical world as continuous 
time-varying signals that can have any value in a speci­
fied range. In contrast, discrete signals are limited to a 
defined set of values. To interface digital computers with 
measurements from field instruments, electrical signals 
must be converted to a form acceptable to digital com­
puters, and vice versa. Analog-to-digital and digital-to­
analog conversion is performed by simple devices called 
AID and D/A converters1 (ADCs and DACs). Analog 
electrical signals are in either voltage or current form. 
As a result of the transmitter standards discussed in 
Chapter 9, standard interfaces are available for every 
measured and manipulated variable. 

A.2.2 Binary Signals and Converters 

Binary signals carry two-valued information (0 or 1), 
which is used to represent the operating state of two-state 
devices, for example, whether a motor or pump is off or 
running. Similarly, binary signals may be used to start or 
stop such devices. Because binary values are expressed in 

1Pronounced "A-to-D" and "D-to-A." 

Count if 
C=O 

bits (elements that are 0 or 1), they are packed in clusters 
of a certain length (bytes = 8 bits) or according to com­
puter word sizes. Often, a light-emitting diode (LED) is 
attached to an instrument for state indication. 

Practically all binary signals use a zero voltage (AC 
or DC) to represent logical zero. Different voltage lev­
els, for example, 5, 15, and 24 VDC and 24 and 110 
VAC, are used to represent logical one. Other com­
monly used types of binary signals include pulse trains, 
which are described below. More details are available 
elsewhere (Khambata, 1987; Johnson, 2005). 

A.2.3 Analog Signals and Converters 

Because digital computers are not capable of storing 
data with infinite precision, measurements must be 
quantized. Similarly, the control actions calculated from 
these process measurements are quantized according to 
the computer precision. Thus, a fixed number of bits is 
used to represent the digitized version of an analog mea­
surement. Most process control-oriented ADCs and 
DACs utilize a 12-bit unsigned integer representation. 
Thus, there are 212 or 4096 quantization levels for each 
process variable. This resolution is better than 0.025%, 
which is lower than typical noise levels in electrical sig­
nals. For high-precision applications, up to 24-bit repre­
sentation is used. 

To digitize an analog input, the unknown process signal 
is compared with a known signal (Johnson, 2005). Fig­
ure A.2 illustrates a simple voltage ADC, which includes 
an integrator, a comparator, and a counter. The 
unknown signal is used as an input of the comparator, 
which compares it with a trial signal generated by the 
integrator. In this example, the trial signal is a ramp volt­
age. Assuming 12-bit representation, the ramp voltage is 
increased by 1/4096 of the nominal voltage span of the 
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unknown signal, at a preset frequency determined by a 
quartz crystal. The counter is incremented at the same 
frequency. The comparator signals the counter to freeze 
its content when the ramp voltage equals or exceeds the 
unknown voltage. The time it takes the ramp voltage to 
equal or exceed the unknown signal is proportional to 
the magnitude of the unknown signal. At the beginning 
of the next sampling interval, the value stored in the 
counter is transferred to another register for processing. 
The counter is zeroed, and the comparator output is 
reset. The ramp voltage is then returned to the lower 
bound of the nominal voltage range, and the process de­
scribed above is repeated. Other AID conversion meth­
ods exist, but these methods use different techniques to 
generate the trial signals. 

Dl A converters are based on a different principle that 
involves arrays of resistors. To convert a digital value, 
the bits of its digital representation are fed into the resis­
tor array simultaneously. The array performs the electri­
cal equivalence of a weighted sum of each bit. The 
voltage level of the array output is proportional to the 
analog value and amplified to the desired signal level. 

Current signal converters, for both inputs and out­
puts, operate using the same principles as their voltage 
counterparts. Because of the trial-and-match type op­
erations, ADCs for analog signals are slow in execution 
compared with other types of signal converters. It 
should be noted that among the various types of signal 
converters discussed, only ADCs require the explicit 
use of microprocessors. 

A.2.4 Pulse Trains 

A pulse train is a special type of binary signal that is 
used to convey analog information. This can be accom­
plished by measuring the frequency of the pulses (usu­
ally for inputs), while on-time ratio over a period (the 
fraction that the period of the pulse is equal to 1) is used 
for outputs. This is also called duty cycle or absolute-on­
time (Johnson, 2005). Although process control com­
puters are quite capable of handling low-frequency 
pulse signals, this is rarely done unless only a few signals 
are involved. To process high-frequency pulses for a 
large number of signals, special pulse-counting ADCs 
and pulse-generating DACs are used. A value indicating 
the pulse frequency is required to process a pulse output. 
The low and high instrument limits represent 0% and 
100%, respectively, on-time of the pulses. 

A pulse input consisting of a train of pulses can be digi­
tized by using a pulse counter, which measures the pulse 
frequency and converts pulse frequency to a digital repre­
sentation. The computer maintains an accumulator for 
the pulse counts; its output after a period of time is pro­
portional to the pulse frequency (Johnson, 2005). For ex­
ample, a turbine flow meter utilizes a pulse counter to 
measure the rate of fluid flow. In one full revolution, a 

fixed amount of fluid flows through the meter, and a sin­
gle pulse is generated. By determining the pulse fre­
quency, the fluid flow rate can be calculated. Pulse 
outputs are normally used to manipulate two-state de­
vices to control process variables. For example, suppose a 
heater is equipped with a constant wattage power supply. 
Temperature can be controlled by limiting power con­
sumed by the heater, which can be accomplished by turn­
ing the heater on and off periodically while regulating the 
percent on-time. The higher the on-off frequency, the 
smoother the maintained temperature. For pulse duration 
outputs (PDOs ), the duration of a pulse is proportional to 
the incremental control applied to an analog device. For 
example, the pulse duration corresponds to the magni­
tude of change in valve opening via a stepping motor. 

Some very important measurement devices require a 
programming interface. For example, on-line gas chro­
matographs are extensively used to measure the compo­
sitions of multicomponent streams. The digital output 
signal indicates the composition, as well as related infor­
mation, such as the time that the sample was analyzed. 

A.2.5 Multiplexers and Signal Multiplexing 

A typical DCS monitors a large number of inputs and 
generates a much smaller number of outputs. Instead 
of using an ADC for each input signal, a multiplexer 
(MUX) is employed so that a group of signals can share 
an ADC. The multiplexing and data retrieval are syn­
chronized by a computer and are applicable to high­
level signals that are measured in volts. For low-level 
input signals, such as millivolts from thermocouples 
and strain gauges, low-level multiplexing must be per­
formed. These MUXs are electromechanical in nature. 
Alternatively, amplifiers can be used to boost low-level 
signals in order to employ high-level MUXs directly 
(Johnson, 2005). Although hardware costs have dropped, 
the use of MUXs to reduce the number of ADCs still 
merits consideration in certain cases. 

A.3 MICROPROCESSORS AND DIGITAL 
HARDWARE IN PROCESS CONTROL 

Digital systems employed for process control increase in 
size, scope, and cost according to the following hierarchy: 

1. Single-loop controllers 

2. Programmable logic controllers 

3. Personal computer controllers 

4. Distributed control system 

These categories are discussed in four subsections 
below (A.3.1 through A.3.4). Even at the lowest level 
(SLCs ), miniaturization of the integrated circuits permits 
up to 16 control loops to be incorporated into special­
purpose microprocessors. All four types of control 
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hardware systems include redundant hardware for fail­
ure protection. They can operate under extreme envi­
ronmental conditions such as high temperature and can 
withstand vibrations and shocks. They are often en­
closed in special cabinets when sited in explosive or 
corrosive atmospheres. Nitrogen purge gas is used to 
maintain a slight positive pressure inside the cabinets 
and isolate the systems from the hazardous environ­
ment or airborne contaminants. 

A.3.1 Single-Loop Controllers 

The single-loop controller (SLC) is the digital equivalent 
of analog single-loop controllers. It is a self-contained 
microprocessor-based unit that can be rack-mounted. 
Although the basic three-mode (PID) controller func­
tion is the same as its analog counterpart, the processor­
based SLC allows the operator to select a control 
strategy from a predefined set of control functions, such 
as PID, on/off, lead/lag, adder/subtractor, multiply/ 
divider, filter functions, signal selector, peak detector, 
and analog track. SLCs feature auto/manual transfer 
switching, multi-set point, self-diagnosis, gain scheduling, 
and perhaps also time sequencing. Many manufacturers 
produce single processor units that handle cascade con­
trol or multiple loops, typically 4, 8, or 16 loops per unit, 
and incorporate self-tuning or auto-tuning PID control 
algorithms. Although designed to operate indepen­
dently, single-loop controllers have digital communica­
tions capability similar to that for a distributed control 
system (DCS), as discussed in Section A.3.4. 

A.3.2 Programmable Logic Controllers 

Programmable logic controllers (PLCs) are simple digi­
tal devices that are widely used to control sequential 
and batch processes (see Chapter 22). Although PLCs 
were originally designated to replace electromechani­
cal relays, they now have additional functions that are 
usually associated with microprocessors. For example, 
PLCs can implement PID control and other mathemat­
ical operations via specialized software (Hughes, 2005; 
Webb and Reis, 2002). 

PLCs can be utilized as standalone devices or in con­
junction with digital computer control systems. Hughes 
(2005) and Liptak (2005) have summarized the general 
characteristics of PLCs: 

1. Inputs/Outputs (I/0). Up to several thousand 
discrete (binary) inputs and outputs can be ac­
commodated. Large PLCs have several hundred 
analog inputs and outputs for data logging and/or 
continuous PID control. 

2. Logic handling capability. All PLCs are designed 
to handle binary logic operations efficiently. Be­
cause the logical functions are stored in main 

memory, one measure of a PLC's capability is its 
memory scan rate. Another measure is the aver­
age time required to scan each step in a logic or 
ladder diagram (see Chapter 22). Thousands of 
steps can be processed by a single unit. Most 
PLCs also handle sequential logic and are 
equipped with an internal timing capability to 
delay an action by a prescribed amount of time, to 
execute an action at a prescribed time, and so on. 

3. Continuous control capability. PLCs with analog 
110 capability usually include PID control algo­
rithms to handle up to several hundred control 
loops. More elaborate PLCs incorporate virtually 
all of the commonly used control functions covered 
in Chapters 12, 15, and 16, including PID, on/off, in­
tegral action only, ratio and cascade control, low- or 
high-signal select, lead-lag elements, and so forth. 
Such PLCs are quite efficient, because internal logic 
signals are available to switch controller functions. 

4. Operator communication. Older PLCs provide 
virtually no operator interface other than simple 
signal lamps to indicate the states of discrete in­
puts and outputs. Newer models often are net­
worked to serve as one component of a DCS 
control system, with operator 110 provided by a 
separate component in the network. 

5. PLC programming. A distinction is made between 
configurable and programmable PLCs. The term 
configurable implies that logical operations (per­
formed on inputs to yield a desired output) are 
located in PLC memory, perhaps in the form of lad­
der diagrams by selecting from a PLC menu or by 
direct interrogation of the PLC. Usually, the logical 
operations are put into PLC memory in the form of 
a higher-level programming language. Most control 
engineers prefer the simplicity of configuring the 
PLC to the alternative of programming it. However, 
some batch applications, particularly those involving 
complex sequencing, are best handled by a program­
mable approach, perhaps through a higher-level, 
computer control system. 

A.3.3 Personal Computer Controllers 

Because of their high performance, low cost, and ease 
of use, personal computers (PCs) are a popular plat­
form for process control. When configured to perform 
scan, control, alarm, and data acquisition (SCADA) 
functions, and when combined with a spreadsheet or 
database management application, the PC controller 
can be a low-cost, basic alternative to the DCS. 

In order to use a PC for real-time control, it must be 
interfaced to the process instrumentation. The 110 
interface can be located on a board in an expansion 
slot, or the PC can be connected to an external 110 
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module using a standard communication port on the 
PC (e.g., RS-232, RS-422, or IEEE-488). The controller 
card/module supports 16- or 32-bit microprocessors. 
Standardization and the high-volume PC market has 
resulted in a large selection of hardware and software 
tools for PC controllers (McConnell and Jernigan, 
1996; Auslander and Ridgely, 2002). 

In comparison with PLCs, PCs have the advantages of 
lower purchase cost, graphics output, large memory, 
large selection of software products (including databases 
and development tools), more programming options 
(use of Cor Java vs. ladder logic), richer operating sys­
tems, and open networking. PLCs have the following ad­
vantages: lower maintenance cost, operating system and 
hardware optimized for control, fast boot times, rugged­
ness, low mean time between failures, longer support for 
product models, and self-contained units. PC-based con­
trol systems are predicted to continue to grow at a much 
faster rate than PLCs and DCSs during the next decade. 

Process control systems should also be scalable, 
which means that the size of the control and instrumen­
tation system is easily expanded by simply adding more 
devices. This feature is possible because of the avail­
ability of open systems (i.e., "plug-and-play" between 
devices), smaller size, lower cost, greater flexibility, and 
more off-the-shelf hardware and software in digital 
control systems. A typical system includes personal 

computers, an operating system, object-oriented database 
technology, modular field-mounted controllers, and plug­
and-play integration of both system and intelligent field 
devices. New devices are automatically recognized and 
configured with the system. Advanced control algorithms 
can be executed at the PC level (Liptak, 2005). 

A.3.4 Distributed Control System 

Figure A.3 depicts a representative distributed con­
trol system. The DCS system consists of many com­
monly used DCS components, including MUXs, 
single-loop and multiple-loop controllers, PLCs, and 
smart devices. A system includes some or all of the 
following components (Liptak, 2005): 

1. Control Network. The control network is the com­
munication link between the individual components 
of a network. Coaxial cable and, more recently, 
fiber-optic cable have often been used, in competi­
tion with ethernet protocols. A redundant pair of 
cables (dual redundant highway) is normally sup­
plied to reduce the possibility of link failure. 

2. Workstations. Workstations are the most power­
ful computers in the system, capable of perform­
ing functions not normally available in other units. 
A workstation acts both as an arbitrator unit to 
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route internodal communications and the database 
server. An operator interface is supported, and vari­
ous peripheral devices are coordinated through the 
workstations. Computationally intensive tasks, such 
as real-time optimization (Chapter 19) or model 
predictive control (Chapter 20), are implemented in 
a workstation. 

3. Real-Time Clocks. Process control systems must 
respond to events in a timely manner and should 
have the capability of real-time control. Some DCSs 
are connected to atomic clock signals to maintain 
accuracy. 

4. Operator Stations. Operator stations typically con­
sist of color graphics monitors with special key­
boards to perform dedicated functions. Operators 
supervise and control processes from these worksta­
tions. Operator stations may be connected directly 
to printers for alarm logging, printing reports, or 
process graphics. 

5. Engineering Workstations. These are similar to 
operator stations but can also be used as program­
ming terminals, that is, used to develop system 
software. This arrangement reduces compatibility 
problems between the development and applica­
tion environments for the system software. Typi­
cally, users may also develop their own application 
programs on the engineering workstations. 

6. Remote Control Units (RCUs). These compo­
nents are used to implement basic control func­
tions such as PID control. Some RCUs may be 
configured to acquire or supply set points to 
single-loop controllers. Radio telemetry (wireless) 
may be installed to communicate with MUX units 
located at great distances. 

7. Application Stations. These separate computers 
run application software such as databases, spread­
sheets, financial software, and simulation software 
via an OPC interface. OPC is an acronym for object 
linking and embedding for process control, a soft­
ware architecture based on standard interfaces. 
These stations can be used for e-mail and as web­
servers, for remote diagnosis, configuration, and 
even for operation of devices that have an IP (In­
ternet protocol) address. Applications stations can 
communicate with the main database contained in 
on-line mass storage systems (see Section A.4). 

8. Mass Storage Devices. Typically, hard disk drives 
are used to store active data, including on-line and 
historical databases and nonmemory resident pro­
grams. Memory resident programs are also stored 
to allow loading at system start-up. 

9. Fieldbuses/Smart Devices. An increasing num­
ber of field-mounted devices are available that 
support digital communication of the process I/0 

in addition to, or in place of, the traditional 4-20 
rnA current signal. These devices have greater func­
tionality, resulting in reduced setup time, improved 
control, combined functionality of separate devices, 
and control-valve diagnostic capabilities. Digital 
communication also allows the control system to 
become completely distributed where, for example, 
a PID control algorithm could reside in a valve posi­
tioner or in a sensor/transmitter. See Section A.4.3 
for more details. 

A.4 SOFfW ARE ORGANIZATION 

In distributed control systems, computers and other 
components from a number of vendors may be part of 
the network. Consequently, software compatibility and 
portability is a major concern. Portable software is used 
to ensure consistent computer performance and to 
avoid duplicating development efforts. Object-oriented 
programming techniques are employed to minimize 
customization for different computers and applications. 

For a DCS to function properly, a concerted effort 
of many software tasks is required (Miklovic, 1993; 
Liptak, 2005). The core of each network node must be a 
reliable real-time multitasking operating system that is 
divided functionally into different tasks-that is, commu­
nication between DCS nodes, data acquisition and con­
trol, operator interface, process control software, system 
utility libraries, and report generation. All these tasks are 
interdependent and share process data stored in a data­
base. Because all network nodes must possess communi­
cation capability while maintaining a local database, 
these tasks may be distributed in different nodes. 

A.4.1 Distributed Database and the 
Database Manager 

A database is a centralized repository for data storage 
that reduces data redundancy at different network nodes. 
Multiple databases can be accessed through the net­
work, although some local databases may not be acces­
sible. Central database server systems are set up based 
on equipment storage capabilities and cost. Detailed 
discussions of database and transaction processing may 
be found in Lewis et al. (2006) and Garcia-Molina et al. 
(2008). 

The database manager is a set of system utility pro­
grams that acts as the gatekeeper to the various data­
bases on the network. All functions that retrieve or 
modify data must first submit a request to the manager. 
Information required to access the database includes 
the tag name of the database entity (often referred to 
as a point), the attributes to be accessed, and the values 
if they are to be modified. The database manager main­
tains the integrity of the databases by executing a re­
quest only when it is not processing other conflicting 
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Figure A.4 A DCS using a broadband 
(high-bandwidth) data highway and 
fieldbus connected to a single remote 
control unit that operates smart 
devices and single-loop controllers. 

requests. Although a number of tasks may simultane­
ously read the same data, simultaneous read/write of 
the same data item is not permitted. 

A.4.2 Internodal Communications 

In order for a group of computers to become a network, 
intercomputer communication is required. Prior to the 
1980s, each system vendor used a proprietary protocol to 
network its computers. Ad hoc approaches were some­
times used to connect third-party equipment but were 
not cost-effective with regard to system maintenance, 
upgrade, and expansion. The introduction of standard­
ized communication protocols has decreased capital 
cost. Most current DCS network protocol designs are 
based on the ISO-OSI2 seven-layer model with physical, 
data link, network, transport, session, presentation, and 
application layers (Herb, 1999). 

An effort in standardizing communication protocols for 
plant automation was initiated by General Motors in the 
early 1980s. This work culminated in the Manufacturing 
Automation Protocol (MAP), which adopted the ISO­
OS! standards as its basis. MAP specifies a broadband 
backbone local area network (LAN) that incorporates a 
selection of existing standard protocols suitable for dis­
crete component manufacturing. MAP was intended to 
address the integration of DCSs used in process control. 
Subsequently, TCP/IP (transmission control protocol/In­
ternet protocol) was adopted for communication between 
nodes that have different operating systems. 

Communication programs also act as links to the data­
base manager. When data are requested from a remote 

2 Abbreviated from International Organization for Standardization-Open 
System Interconnection. 

node, the database manager transfers the request to the 
remote node database manager via the communication 
programs. The remote node communication programs 
then relay the request to the resident database manager 
and return the requested data. The remote database ac­
cess and the existence of communications equipment 
and software are transparent to the user. 

A.4.3 Digital Field Communications 
and Fieldbus 

Microprocessor-based equipment, such as smart instru­
ments and single-loop controllers with digital communica­
tions capability, are now used extensively in process 
plants. A fieldbus, which is a low-cost protocol, is neces­
sary to perform efficient communication between the 
DCS and devices that may be obtained from different 
vendors. Figure A.4 illustrates aLAN-based DCS with 
fieldbuses and smart devices connected to a data highway. 

Presently, there are several regional and industry­
based fieldbus standards, including the French standard 
(FIP), the German standard (Profibus), and proprietary 
standards by DCS vendors, generally in the United 
States, led by the Fieldbus Foundation, a not-for-profit 
corporation (Berge, 2002; Thomesse, 1999). Interna­
tional standards organizations have adopted all of these 
fieldbus standards rather than a single unifying standard. 
However, there will likely be further developments in 
fieldbus standards in the future. A benefit of standardiz­
ing the fieldbus is that it has encouraged third-party tra­
ditional equipment manufacturers to enter the smart 
equipment market, resulting in increased competition 
and improved equipment quality. 
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Several manufacturers have made available fieldbus 
controllers that reside in the final control element or mea­
surement transmitter. A suitable communications modem 
is present in the device to interface with a proprietary 
PC-based, or hybrid analog/digital bus network. At the 
present time, fieldbus controllers are single-loop con­
trollers containing 8- and 16-bit microprocessors that sup­
port the basic PID control algorithm as well as other 
functionalities. Case studies in implementing such digital 
systems have shown significant reductions in cost of instal­
lation (mostly cabling and connections) vs. traditional 
analog field communication. 

An example of a hybrid analog/digital protocol that is 
open (not proprietary) and used by several vendors 
is the HART (Highway Addressable Remote Trans­
ducer) protocol. Digital communications utilize the same 
two wires to provide the 4 to 20 rnA process control signal 
without disrupting the actual process signal. This is done 
by superimposing a frequency-dependent sinusoid ranging 
from -0.5 rnA to +0.5 rnA to represent a digital signal. 

A general movement has also begun in the direction of 
using the high-speed ethernet standard (100 Mbitls or 
higher), allowing data transfer by TCP/IP that is used 
pervasively in computer networking. This allows any 
smart device to communicate directly with others in the 
network or to be queried by the operator regarding its 
status and settings. However, considerable changes in the 
ethernet standard will be required to make it suitable for 
process control applications, which provides a more chal­
lenging environment than corporate data networks. 

Because the HART protocol is widely used due to its 
similarity to the traditional 4- to 20-mA field signaling, 
it represents a safe, controlled transition to wireless 
field communications as an alternative to fieldbus. The 
HART protocol is principally a master/slave protocol, 
which means that a field device (slave) speaks only 
when requested by a master device. An optional com­
munication mode, "burst mode," allows a HART slave 
device to continuously broadcast updates without stim­
ulus requests from the master device, which is an im­
portant attribute for wireless data transmission. 

Wireless digital communication to and from the final 
control element is now commercially available. The ad­
vantage of a wireless field network is the potentially re­
duced cost vs. a wired installation. Hurdles for wireless 
transmissions include security from non-network 
sources, transmission reliability in the plant environ­
ment, limited bus speed, battery life, and the resistance 
of the process industry to change. Both point to point 
and mesh architectures are being commercialized at the 
device level. Mesh architectures utilize the other trans­
mitting devices in the area to receive and then pass on 
any data transmission, thus re-routing communications 
around sources of interference. Multiple frequencies 
within the radio band are utilized to transmit data. 

The most recent version of the HART standard, ver­
sion 7, included a major new communication protocol, 
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WirelessHART™, supporting wireless applications op­
erating in the 2.4 GHz ISM radio band. WirelessHART 
utilizes IEEE 802.15.4 compatible radios with channel 
hopping on a packet by packet basis. A WirelessHART 
network supports a wide variety of devices from many 
manufacturers. Figure A.S illustrates the basic network 
device types for a mesh architecture. 

WirelessHART communications are scheduled with 
precise time synchronization, using an approach referred 
to as Time Division Multiple Access (TDMA). Schedul­
ing is performed by a centralized network manager that 
uses overall network routing information, in combination 
with communication requirements of each device. The 
vast majority of communications are directed along graph 
routes. The network manager continuously adapts the 
overall network graph and network schedule to changes 
in network topology and communication demand. 

A.4.4 Data Acquisition 

The data acquisition software is utilized to coordinate 
signal converters and MUXs discussed in Section A.2. 
Process data are preprocessed before being transferred 
to databases for storage and retrieval. Alarm condition 
screening is performed on process data on a periodic 
basis. A number of data fields and parameters are re­
quired for data acquisition and utilization in process con­
trol. A tag name is an alphanumeric string that uniquely 
identifies a process I/0 point. Most commercial systems 
use some numeric sequences to associate database 
points to signal converters and MUXs. Process system 



and smart devices can frequently monitor the quality 
of each point and direct it to appropriate operator and 
control strategies. Lists of tag names and parameters are 
stored in EEPROM or Flash ROM to prevent loss due 
to system failure. 

Most DCSs provide a pair of alarm bits associated 
with the instrument limits. For an instrument output sig­
nal, the limits prevent transmitting a value that is out­
side of the specified ranges. If an input value is outside 
the limits, an alarm action is taken (see Chapter 10). 

A.4.5 Process Control Languages 

Originally, software for process control utilized high­
level programming languages such as FORTRAN and 
BASIC. Some companies have incorporated libraries of 
software routines for these languages, but others have 
developed specialty languages characterized by natural 
language statements. The most widely adopted user­
friendly approach is the fill-in-the-forms or table-driven 
process control languages (PCLs). Typical PCLs include 
function block diagrams, ladder logic, and programma­
ble logic. The core of these languages is a number of 
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basic function blocks or software modules, such as analog 
in, digital in, analog out, digital out, PID, summer and 
splitter. Using a module is analogous to calling a sub­
routine in conventional Fortran or C programs. 

In general, each module contains one or more inputs 
and an output. The programming involves connecting 
outputs of function blocks to inputs of other blocks via 
the graphical user interface. Some modules may require 
additional parameters to direct module execution. Users 
are required to fill in templates to indicate the sources of 
input values, the destinations of output values, and the 
parameters for forms/tables prepared for the modules. 
The source and destination blanks may specify process 
I/0 channels and tag names when appropriate. To con­
nect modules, some systems require filling in the tag 
names of modules originating or receiving data. A com­
pleted control strategy resembles a data flow diagram 
such as the one shown in Fig. A.6. 

Many DCSs allow users to write custom code (much 
as with BASIC) and attach it to data points, so that the 
code is executed each time the point is scanned. The 
use of custom code allows many tasks to be performed 
that cannot be carried out by standard blocks. 
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Figure A.6 Function block 
representation (Courtesy Fisher­
Rosemount Systems). 
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Figure A.7 A display template for PID blocks. 

All process control languages contain PID control 
blocks of different forms (Fig. A.7, also see Chapter 8). 
Other categories of function blocks include 

1. Logical operators. AND, OR, and exclusive OR 
(XOR) functions. 

2. Calculations. Algebraic operations such as addi­
tion, multiplication, square root extraction, or 
special function evaluation. 

3. Selectors. Min and max functions, transferring 
data in a selected input to the output or the input 
to a selected output. 

4. Comparators. Comparison of two analog values 
and transmission of a binary signal to indicate 
whether one analog value exceeds the other. 

5. Timers. Delayed activation of the output for a 
programmed duration after activation by the 
input signal. 

6. Process Dynamics. Emulation of a first-order 
process lag (or lead) and time delay. 

Figure A.8a shows the process diagram of a mixing 
process under analog ratio control. A flow controller (FC) 
is used to maintain ingredient A at the desired amount. 
An analog calculator (FY) computes the amount of ingre­
dient B to be maintained (by a second FC), based on the 
desired amount of A and the ratio between the two ingre­
dients. All hardware components beyond the process 
equipment can be replaced by PCL modules, as illustrated 
in Fig. A.8b. The fill-in-the-forms process control lan­
guages owe their success, at least partly, to their re­
semblance to process schematics and control strategy 
diagrams. 

A.4.6 Operator-Machine Interface 

Most DCS tasks execute in a manner that is transparent 
to the operators or engineers. Most of the interface func-
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tions are integrated in the operator control stations 
equipped with color graphics monitors. Through moni­
tor displays, the operators observe the process opera­
tions and their status and issue commands via associated 
peripheral devices. Operator stations support some 
graphics building/generation capability, allowing system 
users to construct process graphics as needed. Most 
DCSs display color-coded device symbols to indicate de­
vice status and targets dynamically. 

The process displays serve as gateways to the data­
bases and constantly poll the databases to retrieve 
process information for updates. A system may contain a 
function key to retrieve the active alarms log display di­
rectly, because fast response is especially critical under 
alarm conditions. Displays of how a process variable 
changes over a time horizon can be used to compare the 
magnitude of several data points dynamically and de­
pict real-time trends to monitor process variations over 
time. The live trends show the values stored in the data­
bases at the time the data are requested. 

System event monitoring and operator action logging 
are important functions maintained by the operator­
machine interface software (see Chapter 10). Practically 
all systems display active alarms in reverse chronologi­
cal order. A list entry is removed when the alarm condi­
tion is resolved. Most systems provide visual and 
audible alarms that are activated when an alarm condi­
tion is detected. To deactivate, the operators must ac­
knowledge all alarms. Alarms not acknowledged by the 
operators are typically displayed as blinking messages. 
Many systems maintain system alarms, system events, 
and operator action log. 

A.4. 7 Data Historians 

The use of on-line databases was briefly discussed in 
Section A.4.1. Because on-line databases have limited 
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Figure A.S Analog and digital control of a mixing process. 

capacity, the oldest data points are periodically trans­
ferred to a historical database. The data stored in a 
historical database are not normally accessed directly 
by other subsystems for process control and monitor­
ing. These databases tend to be set up as relational 
databases, similar to corporate databases (Garcia­
Molina et al., 2008; Silberschatz et al., 2005). Periodic 
reports and long-term trends are generated based on 
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the historical (or archived) data. The reports are often 
used for long-term planning and system performance 
evaluations such as statistical process control. The 
trends may be used to detect process drifts or to com­
pare process variations at different times. 

Large industrial plants can have as many as 50,000 
measured variables. Sampling periods for many process 
variables range from seconds to a few minutes. All the 
acquired data can be stored for relatively short periods 
of time (for example, weeks to months). However, it is 
not feasible to store years of historical data as individual 
data points. Consequently, data compression techniques 
are widely employed. A simple approach is to average 
data over a specified period of time such as an hour or a 
day. Other data compression methods only store a new 
measurement when the process variable has changed 
significantly from the last stored value (Singhal and Se­
borg, 2003). Data compression methods based on 
wavelet analysis allow accurate reconstruction of the 
original data (Walnut, 2002). 
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Appendix B 

Review of TherDlodynaDlic 
Concepts for Conservation 
Equations 

APPENDIX CONTENTS 

B.1 Single-Component Systems 

B.2 Multicomponent Systems 

The general energy balances in Eqs. 2-10 and 2-11 pro­
vide a useful starting point for the development of dy­
nami~ models. However, expressions for Uint and fi 
(or H) are required and can be derived from thermody­
namic principles. In this appendix, we review fundamen­
tal thermodynamic concepts, first for single components 
and then for multicomponent mixtures. Additional back­
ground information is available in thermodynamics text­
books such as Sandler (2006). 

B.l SINGLE-COMPONENT SYSTEMS 

Consider a fluid or a solid that consists of a single com­
ponentA such as water or silicon. The enthalpy per unit 
mass, H, depends on temperature and pressure. With a 
slight abuse of standard mathematical notation, we can 
write 

ii = H(T, P) (B-1) 

For differential changes in T and P, 

dH =(ail) dT +(ail) dP (B-2) 
aT P aP T 

By definition, the heat capacity at constant pressure, 
cp, is defined as 

c £(ail) 
P aT P 

(B-3) 
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Substituting (B-3) into (B-2) gives 

A (ail ) dH= CpdT+ aP T dP (B-4) 

For liquids and solids, (aH/aP)r = 0 and Uint = fl. 
Consequently, we can write 

d{ljnt R:j dH = Cp dT (for liquids and solids) (B-5) 

and 

dUint dH dT ----;tt R:j dt = Cp dt (for liquids and solids) (B-6) 

The total internal energy of the system, Uint, can be 
eAxpressed in terms of the internal energy per unit mass, 
Uint> multiplied by the mass in the system, p V, 

Uint = P V Uint (B-7) 

where p and V are the density and volume of the liquid, re­
spectively. Differentiating (B-7) with respect to time gives 

dUint d(pVUint) 

dt dt 
(B-8) 

Suppose that p and V are constant. Then substituting 
(B-6) into (B-8) gives 

dUint Uint dT ----;tt = P v Tt = P vcP dt (B-9) 

(for liquids with constant p and V) 



For some modeling activities, it is more convenient to 
express Uint in terms of molar quantities, 

(B-10) 

where n is the total number of moles. Then equations 
analogous to (B-8) and (B-9) can be derived. Equations 
B-8 and B-9 provide general expressions for the accu­
mulation term in the energy balance of (2-10). 

For ideal gases, fi and Dint are functions only of 
temperature, and the following relationships hold: 

dH = CpdT (for ideal gases) (B-11) 

fi = Dint+ RT (for ideal gases) (B-12) 

For nonideal (real) gases, fi and Dint depend on pres­
sure, as well as temperatur<;:, as shown in Eq. B-4. 
Numerical values of H and Uint can be obtained from 
tables of thermodynamic data or relations. 

Consider a liquid or ideal gas at a temperature T. In­
tegrating Eq. B-5 or B-11 from a reference temperature 
Tref to T provides an expression for the difference be­
tween fi and Href, the value of fi at Trer: 

H - Href = C( T - Tref) (B-13) 

In (B-13) Cis the mean heat capacity over the temper­
ature range from Tref to T. Without loss of generality, 
we assume that Href = 0. 

The value of Tref for enthalpy calculations can be se­
lected arbitrarily. For example, the triple point of water 
is used as the reference point for the steam tables, while 
25 oc is a typical choice for physical property tables. For 
process control calculations, it is often convenient to set 
Tref = 0 or to choose Tref to be an inlet temperature or 
an initial temperature. 

B.2 MULTICOMPONENT SYSTEMS 

A key issue for multicomponent systems is: how are the 
properties of the mixture related to pure component 
properties? Consider a system that consists of k com­
ponents. Because the enthalpy depends on composition 
as well as temperature a!!d pressure, the enthalpy per 
unit mole of the system, H, can be expressed as 

(B-14) 
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where x denotes chemical composition. In general, 

~ k 

H(T, P, x) = 2:xi Hi (T, P, x) (B-15) 
i=l 

where xi is the mole fraction of component i and Hi is 
the partial molar enthalpy of component i: 

_ ~ ~ (a(nH(T, P, x))) 
Hi(T,P,x)- a TP 

ni , ,ni * n; 
(B-16) 

In Eq. B-16, ni is the number of moles of component i 
and n is the total number of moles, n ~ L.ni. 

An important simplification occurs if the mixture can 
be considered to be an ideal solution. For an ideal solu­
tion, Hi(T, P, x) =Hi (T, P), where iii(T, P), is the 
molar enthalpy of pure component i. The mixture can 
be analyzed as a set of individual components, and (B-15) 
can be written as 

k 

H(T, P, X)= 2: xiiii(T, P) (for ideal solutions) (B-17) 
i=l 

Similarly, it can be shown that the enthalpy per unit 
mass of an ideal solution, H(T, P, x), can be expressed 
as 

k 

H(T, P,x) = 2: xiHi(T, P) (for ideal solutions) (B-18) 
i=l 

where x denotes the composition in mass units and xi is 
the mass fraction of component i. 

Equations B-17 and B-18 are very useful in develop­
ing dynamic models from the general energy balances 
in Eqs. 2-JO and ~11. Similar expressions can be de­
rived for Uint and Uint· Then the total internal e11ergy of 
t!Je system, Uint, can be expressed in terms of Uint and 
Uint according to Eqs. B-7 and B-10 where p and V are 
now the density and volume of the mixture, respec­
tively, and n is the total number of moles. 

REFERENCE 
Sandler, S. I., Chemical, Biochemical, and Engineering Thermody­
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Appendix C 

Control SiDlulation Software 

APPENDIX CONTENTS 

C.1 MATLAB Operations and Equation Solving 

C.1.1 Matrix Operations 

C.1.2 Solution of Algebraic Linear or Nonlinear Equations 

C.1.3 m-files 

C.1.4 Functions and Scripts 

C.1.5 Solving a System of Differential Equations 

C.1.6 Plots 

C.1.7 MATLAB Toolboxes 

C.2 Computer Simulation with Simulink 

C.3 Computer Simulation with Lab VIEW 

MATLAB is a general-purpose software package for 
mathematical computations, analysis, and visualization 
available from The Mathworks (2010). This Appendix 
introduces the basic functionality of the MATLAB soft­
ware and shows how to solve simple algebraic equations 
and ordinary differential equations (ODEs). Vector and 
matrix manipulations are considered first, and then solv­
ing simple linear algebraic equations is demonstrated 
using MATLAB. The basics of functions and scripts are 
presented next, and use of the ODE integration function, 
ode45, is described. Subsequent sections introduce the 
graphical modeling tools, Simulink and Lab VIEW, and 
their usage for computing responses for open-loop and 
closed-loop block diagrams. For more details on MAT­
LAB usage, see Palma (2010), Bequette (1998), and 
Doyle III et al. (2000). 

C.l MATLAB OPERATIONS AND 
EQUATION SOLVING 

In MATLAB statements, square brackets denote vec­
tors and matrices. Elements in a row vector are sepa­
rated by commas or spaces. For example, the row vector 
u = (1, 2, 3) can be represented by 

u = [1 2 3] or u = [1, 2, 3] 
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The elements of a column vector are separated by semi­
colons. Thus, the column vector, w = col[4, 5, 6] is rep­
resented as w = [4; 5; 6]. A matrix M, 

M~[~ i !] 
has the MA TLAB representation: 

M = [3 7 9 ; 2 6 8 ; 1 0 4] 

Note that MATLAB variables cannot be boldface or 
italicized. Similarly, subscripts, superscripts, and other 
accent marks are not allowed. Also, MATLAB is case­
sensitive. 

C.l.l Matrix Operations 

The transpose of a matrix M is calculated using the 
command M'. The inverse of a matrix M is calculated as 
inv(M). In MATLAB, the multiplication of matrices A 
and B is denoted by A * B, while their addition and sub­
traction are denoted by A + Band A - B, respectively. 
Commands for element-by-element multiplication and 
division are also available. For more functions and help 
on any MATLAB operation, type help. 



EXAMPLEC.l 

Consider the following matrices: 

A=[6 -;] B=[-i ~] 

c=[-~ 1] n=[i !] 
Calculate the following: 

(a) AB 

(e) c-1 

(b) ABT 

(f) (ADAT)-1 

SOLUTION 

(c) A - 1 (d) ncnT 

(g) BC- n-1 

(a) [-~ -1~] (b) [-! -1~] (c) [6 6:;] 

Cis a singular matrix (not invertible). 

(f) [0.8 0.9] 
1.1 1.3 

( ) [-0.2 2.6] 
g -8.8 -18.4 

Other matrix operations in MATLAB include: 

• Eigenvalues and eigenvectors: eig 

• Singular value decomposition: svd 

• Pseudoinverse: pinv 

C.1.2 Solution of Algebraic Linear 
or Nonlinear Equations 

The solution to a set of linear algebraic equations, 
Mx = b, is given by x = M-1b. The MATLAB solution 
can be written as either x = inv(M)*b or x = M\b, where 
the backslash operator (\) is used as a shortcut for the 
solution. The solution to a set of nonlinear algebraic 
equations can be obtained using the MATLAB routine 
fsolve. 

EXAMPLE C.2 

Solve the equation Mx = b for x using the values of A, B, 
and D from Example C.l. 

(a) M =A, b = [1; 2] (b) M = B, b = [1; 2] 

(c) M = ADAT, b = [5; 1]. 

SOLUTION 

(a) x= [~] (c) x= [~:~] 
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C.l.3 m-files 

A MA TLAB code, or m-file, is a collection of commands 
that are executed sequentially. Commands can be mathe­
matical operations, function calls, flow control state­
ments, and calls to the functions and scripts described in 
Section C.1.4. m-files are written using the MATLAB 
editor and have names such as myfile.m. They are exe­
cuted from the MATLAB command window by typing 
the name of them-file (without the .m). Saving an m-file 
will avoid many hours of retyping the same commands. 

C.1.4 Functions and Scripts 

There are two types of m-files, functions and scripts. A 
MATLAB function has variables that can be passed 
into and out of the function. Any other variables used 
inside the function are not saved in memory when the 
function is finished. Scripts, on the other hand, save all 
their variables in the MATLAB workspace. Functions 
and scripts have names like myfunction.m. The first line 
of a function must contain a function declaration, using 
the following format: 

function [outputl, output2, output3] 

= myfunction(inputl, input2, input3) 

Commented lines immediately following the function 
declaration comprise the help file for the function. To 
obtain information on any function, simply type help 
function. Some MA TLAB functions that are useful for 
process control include: 

• Unit step response of a transfer function: step 

• Transfer function matrix derived from a state­
space model: ss2tf 

• State-space model derived from a transfer func-
tion matrix: tf2ss 

• Transfer function multiplication: series 

• Roots of the characteristic equation: roots 

• Polynomial fitting of input-output data: polyfit 

• Minimization of a multivariable function: fminu 

• Frequency response of a linear, time-invariant sys­
tem: bode 

C.1.5 Solving a System of Differential Equations 

MATLAB has several built-in functions for solving sys­
tems of differential equations. The basic use of the stan­
dard integration algorithm, ode45, is described in this 
section. First, a function containing the differential equa­
tions to be integrated must be created. This function 
must have at least two arguments, t and the state vector, 
y (see Section 6.5). The function returns a column vector 
containing the derivatives evaluated at the current time. 
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D 

u 

~k~------~~~LI ____ __ 
To workspace 

0.3 

15s + 1 

Disturbance TF 

2 

50s2 + 15s + 1 

Process TF Transport 
delay 1 

The commands inside the function calculate these deriv­
atives. Additional arguments for the function are op­
tional and can be used to pass parameter values from the 
script that calls the function. 

Once the differential equation function is written 
and saved, a script (i.e., an m-file) containing the call to 
the integrator must be written. Here, parameter values, 
initial conditions, and options are specified, and the in­
tegration routine is called with the following command: 

[t, y] = ode45(@myfunction, [ti tf], yO, 

options, P1, P2, P3, ... ); 

where myfunction is the function containing the differ­
ential equations as described above, ti and tf are the ini­
tial and final integration times, and yO is the vector of 
initial conditions. Options is a parameter vector for 
ode45. More information is available in the help files. 
Empty brackets [ ] can be used in place of the options 
argument. P1, P2, ... are additional parameter values 
that are passed to myfunction. 

C.l.6 Plots 

It is easy to display results in MATLAB graphically. 
The plot function is used to create simple plots. The 
command syntax is 

plot(x1, y1, format1, x2, y2, format2, ... ) 

x1 and x2 are independent variables (usually time), and y1 
and y2 are dependent variables. The format1 and format2 
arguments are short combinations of characters contain­
ing the plot-formatting commands. For example, a blue 
solid line is 'b-' (include the single quotes), a red dashed 
line is 'r--', and a green dotted line is 'g:'. More formats 
can be viewed by typing help plot. Axis labels, title, and 
legend can be created using xlabel, ylabel, title, and legend 
commands. These and other properties can also be edited 
directly on the figure by selecting the arrow icon and 
double-clicking on an object contained in the figure. 

Additional plot commands in MA TLAB are loglog 
for log-log plots, and semilogx and semilogy for semi-log 
plots, such as the Bode plots used in Chapter 14. 

Figure C.l Simulink block diagram for 
Equation C-1. 

C.1.7 MATLAB Toolboxes 

For advanced techniques in modeling, identification, 
and control, MATLAB has a variety of additional tool­
boxes that are licensed individually. Relevant toolboxes 
for process control include control system, fuzzy logic, 
system identification, model predictive control, neural 
networks, optimization, partial differential equations, 
robust control, and statistics. 

C.2 COMPUTER SIMULATION 
WITH SIMULINK 

Simulink, a companion software package to MATLAB, 
is an excellent interactive environment for simulation 
and analysis of control systems. Simulink enables the 
rapid creation of block diagrams based on transfer func­
tions, followed by simulation for a given input signal. To 
facilitate model definitions, Simulink has a block dia­
gram window in which blocks are created from the 
Simulink library browser and edited primarily by imple­
menting drag-and-drop commands using a mouse. 
Blocks can be configured as additive transfer functions 
(see Fig. 4.1) or as multiplicative transfer functions (see 
Fig. 4.2), simply by connecting the output of one block 
to the input of another block. The coefficients of de­
scending powers of s of the numerator and denominator 
polynomials in each block are entered as vectors. Time 
delays (called transport delays in Simulink) can be 
inserted in series with blocks for rational transfer func­
tions. Input signals, called sources, include step, sinu­
soidal, and random inputs, but not the impulse function.1 

Clicking on the input block allows the user to specify the 
time when the input changes from an initial value of 
zero, and, for a step input, its initial and final values. 

Consider a dynamic system consisting of a single out­
put Y and two inputs U and D: 

Y(s) = Gp(s) U(s) + Gd(s) D(s) (C-1) 

1To obtain the unit impulse response of a single transfer function, use 
the function impulse from the MA TLAB command window. 
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To simulate a closed-loop system, the procedure is 
somewhat more involved than for an open-loop system. 
Changing the previous example somewhat, start with 
Fig. C.1, but let Ga = Gp. Click on the connection be­
tween the U block and the Process TF block and delete 
it. Rename the U block, Ysp. This block will be used to 
produce a step change in the set point. 

Place a copy of the Sum block to the right of Ysp. 
Double click above the Sum icon and label it Suml. 
Open its dialog box and change the + + sequence to 
+-. The top left input will have a + located to the 
right of it, while the bottom input will have a - located 
above it. Connect the output of Ysp to the left input of 
Suml. Also, connect the output from Sum to the bot-

0 L...-.L-__L_ __ L_ _ _j_ __ L_ _ _j_ _ ___JL___--'-_ ___j tom input of Suml. This can be done by clicking on the 
0 10 20 30 40 50 60 70 80 bottom input of Suml and dragging the arrow to the 

Figure C.2 Response for simultaneous unit step changes at 
t = 0 in U and D from the Simulink diagram in Fig. C.l. 

where 

2e-5s 
G (s)--=-=---

P - 50s2 + 15s + 1 
(process transfer function) 

0.3e-Ss 
Ga(s) = 15s + 1 (disturbance transfer function) 

Figure C.1 shows the Simulink diagram for Eq. C-1 
(transport delay 1 = 5 for both models). To generate a 
transient response, the simulation menu is selected to 
allow parameters for the simulation to be specified 
(start time, stop time, integration routine, maximum 
integration step size). Numerical values of time t are 
entered into the input-output data set via a clock 
block. After the simulation has been completed, the 
resulting data can be plotted (see Fig. C.2), manipu­
lated, and analyzed from the MATLAB command 
window. 

D 

C9~------~~L_I --~ 
Clock -

To workspace 

2 

50s2 + 15s + 1 

Disturbance TF 

2 

50s2 + 15s + 1 

Process TF 

line following the output of Sum. The output of Suml 
is the error between the set point Ysp and the con­
trolled variable Y. This leads to the block diagram in 
Fig. C.3. 

To insert the controller, right-click the Simulink Extras 
block. Click on the Additional Linear block; then select the 
PID Controller and drag it to the right of the Suml block. 
Connect the output of Suml to the input of PID controller 
and the output of PID controller to the input of Process 
TF. Double-click on PID controller and use the following 
controller settings: Kc = 1.65, -r1 = 7.12, TD = 1.80. Note 
that Simulink PID controller settings are entered in the 
expanded form (see Eq. 8-16) asP, I, and D where P = K 0 

I = KJ-rb and D = Kc-rv. Thus, the numerical values of P, 
I, and D should reflect these definitions. The model devel­
oped above represents the closed-loop system, as shown in 
Fig. C.4. Text can be added to the block diagram simply by 
double-clicking on a point in the diagram and typing the 
desired words (see Fig. C.4). 

Now the closed-loop response of the system can be 
simulated. Starting with the set-point response, click on 
block D and set the Final value to 0 so that no step dis­
turbance will occur. Create a step in the set point by 

Figure C.3 Partially completed closed­
loop diagram. 
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C9 ~I 
Clock 

To workspace 

2 

50s2 + 15s + 1 
D Disturbance TF 

2 

50s2 + 15s + 1 

Process TF 
controller 

clicking on Ysp and setting the Final value to 1. In the 
Simulation Parameters menu, change the stop time to 
50. Start the simulation by selecting Start from the Sim­
ulation menu. Because D (the disturbance) has been 
disabled, the resulting Y and t variables in the work­
space will be for the unit set-point response, as shown 
in Fig. C.S. 

Now simulate the unit response to a unit step distur­
bance. Double-click on Ysp and set Final value to 0. 
Double-click on D and set Final value to 1. Again, se­
lect Start from the Simulation menu to begin the simu­
lation. Type plot (t, Y) to view the response. Figure C.6 
shows the resulting disturbance response plot after 
modifying some of the labels. Simulink can be _used. to 
simulate the effects of different control strategies with 
realistic multivariable process models such as a distilla­
tion column or a furnace. See Appendix E and Doyle III 
et al. (2000) for a series of modules on such processes 
and various control strategies. 

y 

Figure C.4 Closed-loop 
diagram. 

C.3 COMPUTER SIMULATION 
WITH Lab VIEW 

Lab VIEW, which stands for Laboratory Virtual Instru­
mentation Engineering Workbench, is a graphical com­
puting environment for instrumentation, system design, 
and signal processing. The Control Design and Simula­
tion (CDSim) module for LabVIEW can be used to 
simulate dynamic systems. To facilitate model defini­
tion CDSim has functions in the LabVIEW environ­
me~t that resemble those found in Simulink. There is 
also the ability to use m-file syntax directly in Lab­
VIEW through the new MathScript node. 

A new program, called VI for Virtual Instrument, 
can be created when Lab VIEW is opened. Then one 
can right-click inside the block diagram to view the 
palette of functions used in creating programs. Select 
the Control Design & Simulation ~ Simulation palette 
to view the library of simulation functions. A dialog 
box opens, showing all the simulation parameters that 

Figure C.S Unit set-point response for the 
closed-loop system in Fig. C.4 with P = 1.65, 
I= 0.23, D = 2.97. 
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5 10 15 20 25 30 35 40 45 50 Figure C.6 Closed-loop response for a unit step 

disturbance. 

can be modified, such as the final time and the maxi­
mum step size. Note that the LabVIEW Simulation 
loop includes an ODE solver. The maximum step size 
is used in LabVIEW for numerically integrating the 
ODE. A typical linear dynamic system is easy to inte­
grate numerically, so a maximum step size of 1 usually 
result in a smooth curve. Larger step sizes produce 
more jagged curves. A typical block diagram of a 
closed-loop simulation is shown in Figure C.7. 

An important feature of Lab VIEW is interactivity. 
The PID controller parameters can be made interac­
tive from the front panel, rather than editing them on 

II 

the block diagram, as done in Simulink. By default, 
LabVIEW creates a standard numeric control face­
plate, but this can easily be changed. Controller tun­
ing parameters may be entered either from the slider 
or typed in to the numeric control box. A front panel 
for an interactive PID control tuner is shown in 
Figure C.8, which can depict open or closed-loop 
responses for any process transfer function. 

Companion simulation courseware for selected 
examples in this book using National Instruments VIs 
is found on the book's student companion Web site at 
www.wiley.com/college/sebarg. 

Figure C.7 Example Lab VIEW block diagram of a closed-loop simulation. 
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Figure C.S The front panel of the Virtual Instruments (VI) for the interactive PID control tuner 
(www.che.utexas.edu/course/che360/documents/tuner/Process_Tuner.html). 
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InstruDlentation 
Sy01bols 

Process control systems and instrumentation can be de­
scribed in several ways. Flowsheets show the process 
equipment, instruments, and control systems, as well as 
interconnections, such as piping and electrical and 
pneumatic transmission lines. More detailed flowsheets 
are referred to as piping and instrumentation diagrams 
(P&IDs). They include additional information, such 
as valve characteristics, piping details (e.g., pipe sizes 
and fittings), and miscellaneous information, such as 
drains, vents, and sampling lines. Both types of dia­
grams are widely used in the process industries. 

In order for flowsheets and P&IDs to be understood 
by people with different job responsibilities such as 
plant designers, process engineers, instrumentation spe­
cialists, and vendors, it is useful to use standardized 
symbols and conventions on the flowsheets. Standards 
concerning instrumentation symbols and flowsheet conven­
tions have been developed by technical societies, such as the 
International Society of Automation (ISA). However, individ­
ual companies often use different or additional symbols for 
particular processes. 

Figure D.llists some common instrument symbols and 
line designations. Instruments are usually shown as a cir­
cle with a letter designation and a number. The controller 

Table D.l Some common letter symbols for instrumentation 
diagrams 

Letter Used as First Letter Used as Succeeding Letters 

A Analysis Alarm 
c Control 
F Flow rate 
G User's choice 
H High 
I Current Indicate 
J Power 
L Level 
p Pressure 
R Record 
s Speed Switch 
T Temperature 

Electrical signal 

Pneumatic signal 

Software signal 

Computer control 

Analog control 

// h' 

---o----o---

~ 
~ 

~ 
'87 

Figure D.l. Line and instrument symbols. 

shown in Figure D.l is a temperature-indicating con­
troller (TIC). The square around the circle indicates 
that it is implemented via digital control. The I desig­
nation (for indicating) is an anachronism, because the 
vast majority of current analog and digital controllers 
display the measured value of the controlled variable. 
(Many decades ago, some controllers did not.) Each in­
strument in a control loop (e.g., sensor, control valve, 
controller) has the same identifying number, which is 
referred to as the tag number. Thus, in Figure D.l, the 
TIC is the temperature controller for control loop 
#329. 

Figure D.2 shows alternative representations of a 
pressure control loop (Liptak, 2003). The simpler 
version would be used when the control strategy and its 
implementation are the main concerns. The more de­
tailed version shows piping and instrumentation de­
tails. An example of a more complicated flowsheet is 
shown in Figure D.3 for a distillation column control 
strategy. In addition to the instrumentation and con­
trollers, it includes special control calculations involv­
ing multiplication, addition, and subtraction. 

Additional information concerning instrumentation 
symbols and flowsheets is available from ISA (1992) 
and the Instrument Engineer's Handbook (Liptak, 
2003). 
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Figure D.2. Alternative representations of a pressure control loop: 
Left: Detailed Right: Simplified for a process flow sheet (Liptak, 2003). 
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Figure D.3 A depropanizer control system (Perry et al., 2008). 
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Process Control Modules 

APPENDIX CONTENTS 

E.1 Introduction 

E.2 Module Organization 

E.3 Hardware and Software Requirements 

E.4 Installation 

E.S Running the Software 

E.l. INTRODUCTION 

The Process Control Modules (PCM), originally devel­
oped at the University of Delaware, have been designed 
to address the key engineering educational challenge of 
realistic problem solving within the constraints of a typi­
cal lecture course in process dynamics and control 
(Doyle III et al., 1998; Doyle III, 2001). These modules 
have been updated and adapted by Dr. Eyal Dassau at 
the University of California Santa Barbara, to be used 
in conjunction with the 3rd edition of Process Dynamics 
and Control. The primary objectives in creating these 
MATLAB® modules were to develop the following: 

• Realistic computer simulation case studies, based 
on physical properties that exhibited nonlinear, 
high-order dynamic behavior in a rapid simulation 
environment 

Table E.l Organization of Process Control Modules (PCM) 

Module 

Furnace 

Distillation 
Column 

Bioreactor 

Four Tanks 

Fermentor 

Diabetes 

Operator Interface PID 

Operator Interface PID 

Operator Interface PID 

Operator Interface PID 

Operator Interface PID 

Operator Interface PID 

Feedforward 

Feedforward 

Feedforward 

Feedforward 

MPC 

• A convenient graphical interface for students that 
allowed real-time interaction with the evolving vir­
tual experiment 

• A set of challenging exercises that reinforce the 
conventional lecture material through active learn­
ing and problem-based methods 

E.2. MODULE ORGANIZATION 

Eight distinct chemical and biological process applica­
tions, which range from simple single input-single output 
(SISO) processes to more complex 2 X 2 control loops, 
are formulated with a modular approach. The progres­
sion of the modules follows a typical undergraduate 
process dynamics and control course, starting with low­
order dynamic system analysis and continuing through 
multivariable controller synthesis. 

Modes 

Multivariable 

Multivariable 

Multivariable 

Multivariable 

MPC 

Decoupling 

Decoupling 

MPC 

MPC 

First and First Order Second Order System System 
Second Order System System Identification Identification 

Systems #1 #2 

Discrete Aliasing ModeliD PID-Furnace PID-Column PID-Four Tanks IMC-Furnace IMC-Column 
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E.3. HARDWARE AND SOFfWARE 
REQUIREMENTS 

The Process Control Modules are a set of MA TLAB/ 
Simulink routines that require either a full license or the 
Student Version of MATLAB and Simulink. The current 
version of the modules has been tested with version 
2007a ofMATLAB and Simulink. The minimum recom­
mended system configuration is a Windows (XP or Vista) 
PC with 1 GB RAM. 

E.4. INSTALLATION 

The Process Control Modules (PCM) software can be 
downloaded from www.wiley.com/college/seborg onto 
the user's computer. Then double-click on the PCM 
file, and follow the instructions on the installer to install 
the software. Note that MATLAB should be installed 
in order to use these modules. During the installation, 
users can create a shortcut icon to the software on their 
desktop (recommended). 

E.5. RUNNING THE SOFTWARE 

There are two ways to execute the software: the first is to 
double-click the PCM button on the desktop, which 
launches MATLAB and the PCM interface (Figure H.l), 
and the other way is to open MATLAB manually and to 
call the PCM software by pointing to the PCM installa­
tion folder and typing "PCM", followed by the Enter key. 

REFERENCES 
Doyle III, F. J., E. P. Gatzke, and R.S. Parker, Practical Case Studies 

for Undergraduate Process Dynamics and Control Using Process 
Control Modules, Comp. Appls. Eng. Educ., 6, 181 (1998). 

I ~ 

Process Control r .. bdules IPCM) 
Precess o.nd Control <3rd edition) 

of Chemical 
of California Santa E'.a.rba.ra 

Figure E.l PCM main interface. 

The Web site for this textbook contains a more 
detailed tutorial on PCM, including case studies for the 
furnace and distillation column modules. 

Doyle III, F. J. Process Control Modules: A Software Laboratory for 
Control Design, Prentice Hall PTR, Upper Saddle River, NJ, 
2000. 
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Review of Basic Concepts 
FroDI Probability and Statistics 

APPENDIX CONTENTS 

F.1 Probability Concepts 

F.2 Means and Variances 

F.2.1 Means and Variances for Probability Distributions 

F.2.2 Means and Variances for Experimental Data 

F.3 Standard Normal Distribution 

FA Error Analysis 

In this appendix, basic probability and statistics concepts 
are reviewed that are considered for the safety analysis of 
Chapter 10 and the quality control charts of Chapter 21. 

F.l PROBABILITY CONCEPTS 

The term probability is used to quantify the likely out­
come of a random event. For example, if a fair coin is 
flipped, the probability of a head is 0.5, and the proba­
bility of a tail is 0.5. Let P(A) denote that probability 
that a random event A occurs. Then P(A) is a number 
in the interval 0 :5 P(A) :5 1, such, that the larger P(A) 
is, the more likely it is that A occurs. Let A' denote the 
complement of A, that is, the event that A does not 
occur. Then, 

P(A') = 1 - P(A) (F-1) 

Now consider two events, A and B, with probabilities 
P(A) and P(B), respectively. The probability that one 
or both events occurs (AU B) can be expressed as 

P(AUB) = P(A) + P(B)- P(AnB) (F-2) 

If A and B are mutually exclusive, this means that if 
one event occurs, the other cannot; consequently, their 
intersection is the null set AnB = 0. Then P(AnB) = 0 
and Eq. (F-2) becomes 

P(AUB) = P(A) + P(B) 

(for mutually exclusive events) (F-3) 

Analogous expressions are available for the union of 
more than two events (Montgomery and Runger, 2007). 

If A and B are independent, then the probability that 
both occur is 

P(AnB) =P(A)P(B) 

(for independent events) (F-4) 

Similarly, the probability that n independent events, 
E1, Ez, ... , En, occur is 

P(El nEzn · · · nEn) = P(El) P(Ez) · · · P(En) 
(for independent events) (F-5) 

These probability concepts are illustrated in two examples. 

EXAMPLEF.l 

A semiconductor processing operation consists of five in­
dependent batch steps where the probability of each step 
having its desired outcome is 0.95. What is the probability 
that the desired end product is actually produced? 

SOLUTION 

In order to make the product, each individual step must be 
successful. Because the steps are independent, the proba­
bility of a success, P(S), can be calculated from Eq. (F-5): 

P(S) = (0.95)5 = 0.77 
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EXAMPLEF.2 

In order to increase the reliability of a process, a critical 
process variable is measured on-line using two sensors. 
Sensor A is available 95% of the time while Sensor B is 
available 90% of the time. Suppose that the two sensors 
operate independently, and that their periods of unavail­
ability occur randomly. What is the probability that nei­
ther sensor is available at any arbitrarily selected time? 

SOLUTION 

Let A denote the event that Sensor A is not available and 
B denote the event that Sensor B is not available. The 
event that neither Sensor is available can be expressed as 
(AUB)'. Then, from Eqs. (F-1) and (F-2), 

P(AUB)' = 1- P(AUB) 

P(AUB)' = 1- [P(A) + P(B)- P(AnB)] 

P(AUB)' = 1- [0.95 + 0.90- (0.95)(0.90)] = 0.005 

F.2 MEANS AND VARIANCES 

Next, we consider two important statistical concepts, 
means and variances, and how they can be used to char­
acterize both probability distributions and experimen­
tal data. 

F.2.1 Means and Variances 
for Probability Distributions 

In Section F.1, we considered the probability of one or 
more events occurring. The same probability concepts are 
also applicable for random variables such as temperatures 
or chemical compositions. For example, the product com­
position of a process could exhibit random fluctuations for 
several reasons, including feed disturbances and measure­
ment errors. A temperature measurement could exhibit 
random variations due to turbulence near the sensor. 
Probability analysis can provide useful characterizations 
of such random phenomena. 

Consider a continuous random variable, X, with an 
assumed probability distribution, f(x), such as a Gauss­
ian distribution. The probability that X has a numerical 
value in an interval [a, b] is given by (Montgomery and 
Runger, 2007), 

b 

P(a :5 X :5 b) ~ 1 f(x)dx (F-6) 

where x denotes a numerical value of random variable, 
X. By definition, the expected value of X, ILx, is defined 
as 

1()() 
6. 6. 

ILx = E(X) = 
00

X[(x)dx (F-7) 

The expected value is also called the population mean 
or average. It is an average over the expected range of 
values, weighted according to how likely each value is. 

The population variance of X, al, indicates the vari­
ability of X around its population mean. It is defined as: 

(F-8) 

The positive square root of the variance is the popula­
tion standard deviation, a X· 

These calculations are illustrated in Example F.3. 

EXAMPLEF.3 

A mass fraction of an impurity X varies randomly between 
0.3 and 0.5 with a uniform probability distribution: 

1 
f(x) = 0.2 

Determine its population mean and population standard 
deviation. 

SOLUTION 

Substitutingf(x) into Eq. F-7 gives: 

100 {0.5 ( 1 ) 
fLX = ooxf(x)dx= Jo.3 x 0.2 dx 

Thus fLX is the midpoint of the [0.3, 0.5] interval for X. To 
determine <Tx, substitute f(x) into Eq. F-8: 

2_ 1 1 3 -( ) ( ) I 
0.5 

<T x- 0.2 3 (x- 0.4) o.
3

- 0.00333 

ux = 0.0577 

F.2.2 Means and Variances 
for Experimental Data 

A set of experimental data can be characterized by its 
sample mean and sample variance (or simply, its mean 
and variance). Consider a set of N measurements, {x1, 

Xz, ... , xN}· Its mean, :X, and variance s2 are defined as 
(Montgomery and Runger, 2007) 

1 N 
- 6. " x =-L.Jxi 

Ni=l 
(F-9) 

?. 6. 1 ~ 2 s- = --LJ(xi-x) 
N -1 i=l 

(F-10) 

The standard deviation s is the positive square root of 
the variance. 



The mean is the average of the dataset while the 
variance and standard deviation characterize the vari­
ability in the data. 

F.3 STANDARD NORMAL DISTRIBUTION 

The normal (or Gaussian) probability distribution plays 
a central role in both the theory and application of statis­
tics. It was introduced in Section 21.2.1. For probability 
calculations, it is convenient to use the standard normal 
distribution, N(O, 1) which has a mean of zero and a vari­
ance of one. Suppose that a random variable X is nor­
mally distributed with a mean f.Lx and variance ax2. 

Then, the corresponding standard normal variable Z is 

Z ~ X-f.Lx 
ax 

(F-11) 

Statistics book contain tables of the cumulative stan­
dard normal distribution, <l>(z). 

By definition, <l>(z) is the probability that Z is less 
than a specified numerical value, z (Montgomery and 
Runger, 2007; Ogunnaike, 2010): 

<l>(z) ~ P(Z :::; z) (F-12) 

Example 10.2 illustrates an application of <l>(z). 

F.4 ERROR ANALYSIS 

In engineering calculations, it can be important to de­
termine how uncertainties in independent variables (or 
inputs) lead to even larger uncertainties in dependent 
variables (or outputs). This analysis is referred to as 
error analysis. Due to the uncertainties associated with 
input variables, they are considered to be random vari­
ables. The uncertainties can be attributed to imperfect 
measurements or uncertainties in unmeasured input 
variables. Error analysis is based on the statistical con­
cepts of means and variances, considered in the previous 
section. 

As an important example of error analysis, consider 
a linear combination of p variables, 

p 

Y= Lc;X; 
i=l 

(F-13) 

Reference 505 

where X; is an independent random variable with ex­
pected value f.Li and variance, ar. Then, Y has the fol­
lowing mean and variance (Montgomery and Runger, 
2007): 

p 

f.Ly= LCif.Li 
i=l 

(F-14) 

(F-15) 

Equations F-14 and F-15 show how the variability of 
the individual X; variables determines the variability of 
their linear combination, Y. 

EXAMPLEF.3 

Experimental tests are to be performed to determine 
whether a new catalyst A is superior to the current catalyst 
B, based on their yields for a chemical reaction. Denote 
the yields by XA and XB, and their standard deviations by 
3% and 2%, respectively. What is the standard deviation 
for the difference in yields, XA - XB? 

SOLUTION 

Let Y = XA- XB, an expression in the form of (F-13) with 
cA = 1 and cB = - 1. Thus Eq. (F-15) becomes 

<T~ = <T~ + <T~ 

Thus, 

uy= Y <T~ + u~ = Y (3% )2 + (2% )2 = 3.6% 

Thus, the standard deviation of the difference is larger 
than the individual standard deviations. 

REFERENCES 
Montgomery, D. C. and G. C. Runger, Applied Statistics and Proba­

bility for Engineers, 4th ed., John Wiley & Sons, Hoboken, NJ, 
2007. 

Ogunnaike, B. A., Random Phenomena: Fundamentals of Probability 
and Statistics for Engineers, CRC Press, Boca Raton, FL, 2010. 
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Appendix G 

Introduction to Plantwide Control 

APPENDIX CONTENTS 

G.1 Plantwide Control Issues 

G.2 Hypothetical Plant for Plantwide Control Studies 

G.2.1 Reactor/Distillation Column Plant 

G.2.2 Degrees of Freedom Analysis 

G.3 Internal Feedback of Material and Energy 

G.3.1 Steady-State Behavior: The Snowball Effect 

G.3.2 Transient Behavior: The Slowdown in Overall System Dynamics 

G.3.3 Propagation and Recirculation of Disturbances 

G.4 Interaction of Plant Design and Control System Design 

Summary 

Previous chapters have generally concentrated on the 
analysis and design of simple control systems, from sin­
gle loops (such as reactor temperature control) to single 
processing units with multiple loops (e.g., distillation 
column control). However, most industrial applications 
involve larger problems with multiple processing units 
that interact with each other. The subject of plantwide 
control deals with unit-to-unit interactions through the 
choice of measured and manipulated variables in each 
unit and the selection of a control strategy-namely, 
how to pair controlled and manipulated variables in 
individual loops, where to use multiloop controllers 
(Chapter 18), where to use multivariable controllers 
such as MPC (Chapter 20), and so on. 

For a new plant, the problem of designing the control 
system can be quite difficult as a consequence of unit­
to-unit interactions. Thus, understanding the potential 
sources of these interactions and finding ways in which 
they can be substantially mitigated are important to 
achieve effective plant operations. In this chapter, we 
introduce several key concepts in plantwide control; 
Appendix H deals specifically with how to develop a 
control system design for a new plant. 

Most continuous processing plants contain many 
units, such as reactors, furnaces, heat exchangers, and 
distillation columns. The goal of process design is to 

mimmiZe capital costs while operating with optimum 
utilization of materials and energy. Unfortunately, achiev­
ing lower plant capital costs and higher processing effi­
ciencies inevitably makes the individual units interact 
more with each other and thus makes them harder to 
control (see Chapter 18). The process control engineer 
deals with these unit-to-unit interactions by designing a 
control system that counteracts disturbances before 
they propagate from their source to other units. 

A typical plantwide control system will consist of many 
single-loop controllers as well as multivariable controllers 
such as model predictive control (Chapter 20). A key 
characteristic of many plantwide control systems is the 
very large number of process variables, involving 

1. Thousands of measurements 

2. Hundreds to thousands of manipulated variables 

3. Hundreds of disturbance variables 

Fortunately, a plant with a large number of processing 
units can be analyzed as smaller clusters of units-for 
example, a gas treatment plant and a separations plant 
that interact very little with each other. Then, with 
even simple steady-state and dynamic process models, 
it is possible to develop a design using the standard an­
alytical methods we developed in Chapter 18 (RGA, 
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SV A, etc.) for multivariable control problems. In the 
absence of process models, one must resort to heuristic 
(rule-of-thumb) approaches. Although these approaches 
generally are based on prior experience, they also in­
corporate an understanding of the fundamental physics 
and chemistry that apply to all plants. In this chapter, 
several case studies are used to introduce important 
plantwide concepts. In the final chapter (Appendix H), 
we present a general strategy for designing plantwide 
control systems. 

G.l PLANTWIDE CONTROL ISSUES 

One of the most basic issues in plantwide control is 
flow/inventory control. If a train of continuous process­
ing units (reactors, columns, etc.) is considered, where 
should the production rate be controlled? It can be 
controlled at the exit of the line (e.g. a series of unit 
operations (as in Fig. G.la)), at the beginning of the 
line (Fig. G.lb), or at any point in between. In these 
figures, the sensors/transmitters have been omitted for 
clarity. It might seem logical to use a feed flow rate into 
each unit to control the inventory (level) in that unit as 
illustrated in the downstream method of Fig. G.la. 
However, as discussed below, adjusting each unit's ef­
fluent flow rate may be an easier way to control inven­
tories if the flow rates of multiple streams into a unit 
are ratioed (see the upstream method in Fig. G.lb). 

Figure G.l Train of continuous processing units. 

The objectives for any of these methods are (1) to 
maintain the production rate of the line (or the produc­
tion rates, if there is more than one product), (2) to reg­
ulate the liquid level in each unit, and (3) to reduce the 
effect of disturbances as much as possible. Note that the 
downstream method has the advantage of fixing the ac­
tual product rate, but any flow disturbance to a single 
unit will tend to propagate successively to upstream 
units as manipulated flow rates are changed to deal with 
the disturbance. Also, in this case each additional stream 
into a unit may have to be regulated at a fixed ratio to 
one of the streams (the primary manipulated variable) 
if composition upsets as well as inventory disturbances 
are to be avoided. 

The upstream method has the disadvantage that pro­
duction rate is established via flow of materials into the 
first unit. Thus, flow or level disturbances will propagate 
downstream, eventually affecting the plant's production 
rate of the desired product, the flow rate from the final 
unit. Such a situation can be quite undesirable. Consider 
a bank of extruders or fiber-spinning machines that utilize 
the product of a continuous polymerization line. An in­
crease in flow rate to the final polymerization unit causes 
its level to be increased. The resulting increased residence 
time can lead to increased degradation of the polymer as 
a result of extended high-temperature processing. In such 
a situation, excess product may have to be recycled 
back to an earlier unit and reprocessed, or even sent to 



Reactor Surge tank 

"waste." If the flow rate to the final polymerization unit is 
reduced, one or more extruders/spinning machines may 
have to be shut down for a period of time to maintain a 
reasonably constant level in the final unit. Modern pro­
cessing plants cannot be operated in this manner. 

When continuous processing methods first achieved 
widespread usage in industry, disturbance propagation 
was reduced by placing surge vessels between key pro­
cessing units. This arrangement allowed separate control 
systems to be used for each unit. In Fig. G.2 a reactor 
and distillation column are separated by a surge vessel. 
The surge tank prevents flow disturbances from the re­
actor from upsetting the column, and also prevents 
short-term production rate changes for the column from 
propagating back to the reactor. Note that the level in a 
surge vessel either is not controlled unless it reaches the 
high or low alarm position. Alternatively, it can be loosely 
controlled by averaging level control (see Chapter 12). 
The net effect is to dampen flow disturbances by allow­
ing the level to "float" between low and high limits. 

Modern plants are designed to avoid the extra capi­
tal and operating costs of surge tanks, related piping, 
and space in the operations area. Thus, extraneous ves­
sels, whose only function is to make the plant easier to 
operate, are normally avoided. 

In the continuing search for lower plant operating 
costs, two other process design techniques often are 
employed that make plants more difficult to control. 
One of these techniques is heat integration, in which the 
overhead vapor from one distillation column provides 

Reactor 1 Reactor 2 ....__ ___ __, 

Separator 

G.l Plantwide Control Issues G3 

Figure G.2 Use of a surge tank to 
dampen the propagation of flow 
disturbances between a reactor and 
a separator. 

the energy for vaporizing liquid in the reboiler of an­
other column, typically in the same separation train. 
Recapturing energy in this manner is a major concern 
in the design of modern processing plants. However, in 
obtaining the increased energy efficiency available 
through heat integration, designers must pay close 
attention to the more complicated plant that results, as 
noted below and, in more detail, in Section G.3. 

Figure G.3 illustrates another commonly employed 
process design technique, material recycle. Here two 
reactors are connected in series, followed by a flash 
unit whose vapor product is recycled back to the first 
reactor. Unreacted reactants concentrated in the vapor 
stream are recycled to increase the reaction conversion 
or yield. 

Although heat integration and material recycle can 
significantly reduce plant capital and operating costs, 
these techniques inevitably increase the amount of in­
teraction among operating units and reduce the control 
degrees of freedom (see Chapter 13). Nevertheless, ap­
propriate control strategies can deal with such undesir­
able consequences. 

Plantwide control is concerned with designing control 
systems for large numbers of individual process units 
that may be highly interacting. Several additional issues 
arise from these interactions, which further distinguish 
plantwide control from the control of single units. A hy­
pothetical plant consisting of a reactor and separation 
unit provides the basis for useful analytical and simula­
tion results that are presented in Section G.3. 

Flash unit 

,,::o d-rich 
;;;m 

Figure G.3 Use of material 
Product-rich recycle to increase reactor 

stream yields. 
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G.2 HYPOTHETICAL PLANT FOR 
PLANTWIDE CONTROL STUDIES 

This type of plant has been considered by Papadourakis 
et al. (1987), and Luyben (1993). Though conceptually 
simple, the use of recycle considerably complicates 
steady-state and transient operations. 

G.2.1 Reactor/Distillation Column Plant 

Figure G.4 illustrates a simple generic plant, an isother­
mal reactor coupled with a distillation column. A mixture 
of two species, mainly A but also some B, is fed to a reac­
tor where the reaction A ~ B takes place isothermally. 
The binary distillation column has 20 stages and pro­
duces two product streams: an overhead (distillate) 
stream rich in A and a bottoms stream rich in the desired 
product B. The A-rich distillate is recycled to the reactor 
to increase the conversion of A to B. 

Table G.1 provides the dynamic model for the two 
process units. Parameter values for the individual process 
units and the nominal operating conditions of Luyben 
(1993) and Wu and Yu (1996) are shown in Table G.2. A 
number of simplifications are used here: 

1. The reaction rate is first-order in A. 

2. Reactor operation is isothermal. 

3. The column operates with equimolal overflow. 

4. Column operation is at atmospheric pressure. 

5. Constant relative volatility is used to describe 
vapor/liquid equilibrium. 

6. Each tray represents an equilibrium stage. 

The simulation results presented below are based on 
the 26th-order model in Table G.1 that includes vari­
able liquid holdups in the reactor, the distillate receiver, 
and the reboiler, but not on the individual equilibrium 
stages.1 Thus, the dynamic column model reduces to the 
steady-state model used in the McCabe-Thiele analysis 
(Seader and Henley, 1997) if the column accumulation 
terms are all zero. With a nominal internal reflux ratio 
(V!D) of 1.455,11the column yields a separation concen­
tration ratio, S = xvlxs, of 90.5. 

The control objective is to maintain the composition 
of B in the product stream xs at the nominal value 
given in Table G.2, despite disturbances in the fresh 
feed composition za and the feed flow rate Fa. We as­
sume initially that the production rate is established 

1 Including variable liquid flow holdup for each stage would increase 
the model order from 26 to 46. There would be one additional 
differential equation for each of the 20 stages in the column whose 
holdup is allowed to vary. Elimination of the very fast liquid flow 
dynamics can reduce simulation times considerably by eliminating 
model stiffness, without sacrificing accuracy. 

Figure G.4 Reactor/distillation column plant for plantwide 
control studies. 

either upstream or downstream of the plant. Later, we 
discuss ways of accommodating that objective using 
alternative plant control structures. 

G.2.2 Degrees of Freedom Analysis 

The 12 process variables in Table G.3 are now considered 
for control of this plant. A total of six flow rates can be 
manipulated-three levels and three compositions. As 
discussed in Chapter 13, the number of control degrees of 
freedom is usually equal to the number of variables that 
can be manipulated. Thus, the hypothetical plant has six 
control degrees of freedom corresponding to the six con­
trol valves. They can be used to control a maximum of six 
measured variables at desired set points (or the levels can 
be controlled within limits, as discussed in Chapter 20), 
assuming that no physical or operational constraints are 
violated. 

It is important to recall the dual nature of the flow 
rates: for example, the fresh feed flow rate Fa can be 
used to control reactor level directly (Fig. G.Sa). Alter­
natively, if a flow transmitter is placed in this line, Fa 
can be controlled to its desired set point (Fig. G.Sb), or 
it can be cascaded within a level control loop (Fig. G.Sc). 
Recall from Chapter 16 that cascade control does not 
eliminate a control degree of freedom; the flow rate 
itself is simply replaced by the set point of the flow 
controller. 

Next, several single-unit control issues for this plant 
will be considered-for example, whether the reflux 
flow rate R for the column will be under flow control 
or used as the manipulated variable to control the re­
flux drum holdup/level Hv or the distillate composi­
tion xv. Depending on the application, either the 
bottoms composition xs can be controlled (Luyben, 
1993), or both xv and xs can be explicitly controlled to 
their set points (Luyben, 1994). Several alternative 
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Table G.l Dynamic Model for Reactor/Distillation Column Plant (Symbol definitions and 
values provided in Table G.2) 

Reactor 
General Information: 

Reactor Model: 

Column 
General Information: 

Column Model: 

Reflux drum: 

Stage i above feed: 

Feed stage: 

Stage j below feed: 

Reboiler: 

Reaction: A ~ B 
Reaction rate expression is first-order in reactant A. 

TA =-kRHRZ 

dHR dt = Fo + D- F ( = 0 for perfect reactor level control) 

d(HRZ) 
_d_t_ =F0z0 +Dxv-Fz+rA 

Saturated liquid feed is to 12th stage (of 20) numbered from the 
top down. 

Equimolal overflow is assumed. 
A is the more volatile component; assume equilibrium holds for 

each stage: 

CXXi 
Yi = l+xi 

dHv 
-- =V-R-D 

dt 
( = 0 for perfect level control) 

d(Hvxv) 
dt = Vy20 - Rxv- Dxv 

dx· 
Hs dt' = L(xi + 1- xi) + V(yi-1- Yi) for 13 ::; i ::; 19 

where£= R 

dx12 
Hs dt = (Lx13- L' xn) + V(y11- Yn) + Fz 

where£'= L + F 
dx· 

Hs d: =L'(xj+1-xj)+V(yj-1-Yj)forl :=sj::; 11 

dHB dt = L' - V-B ( = 0 for perfect reboiler level control) 

d(HBxB) 
dt = L'x1 - VxB- BxB 

control configurations can be used to accomplish the 
latter (two-point composition control). In the material 
balance configuration, H D is controlled by manipulating 
D, and HB is controlled by adjusting B. This choice 
leaves R and V to control, respectively, xv and xB. By 
contrast, in the energy balance configuration, the two ma­
nipulated variables at the top of the column are switched. 
Thus, Hv is controlled by R, and xv is controlled by D. In 
addition, the control loop pairings at the bottom are 
switched (Shinskey, 1996). 

control at the desired steady state. In other words, the 
levels and compositions will be held at the nominal val­
ues in Table G.2, while F and z vary. The steady-state 
material and component balances for the column are 

In order to analyze either column control configura­
tion, we assume for simplicity that the result is perfect 

F= D+B 

F z = Dxv+BxB 

(G-1) 

(G-2) 

Equations G-1 and G-2 indicate that fixing the values 
of xv and XB (via perfect control) determines the 
steady-state flow rates D and B for any values ofF and 
z. Here xv and XB denote the steady-state values of xv 
and XB (0.95 and 0.0105, respectively). 
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Table G.2 Parameter Values and Steady-State Conditions 
for the Reactor/ Distillation Column Recycle Process 
(adapted from Wu and Yu (1996)) 

Reactor 
Fresh feed, F0 

Fresh feed composition, zo 
Reactor holdup, HR 
Recycle flow rate, D 
Recycle composition, xv 
Reactor residence 

time, HRI(Fo +D) 
Specific reaction rate, kR 

Distillation Column 
Column feed rate, F 
Column feed composition, z 
Distillate flow rate, D 
Relux flow rate, R 
Reflux ratio, RID 
Bottoms flow rate, B 
Vapor boilup, V 
Number of equilibrium stages 
Feed stage 
Distillate composition, xv 
Bottoms composition, xs 
Relative volatility, u 
Bottoms holdup, Hs 
Reflux drum holdup, Hv 
Individual stage holdup, Hs 

460 lb-mollh 
0.9 mole fraction A 
2400 lb-mol 
500 lb-mollh 
0.95 mole fraction A 
2.5 h 

0.33 h-1 

960 lb-mol/h 
0.5 mole fraction A 
500 lb-mol/h 
1100 lb-mol/h 
2.20 
460 lb-mollh 
1600 lb-mollh 
20 
12 
0.95 mole fraction A 
0.0105 mole fraction A 
2 
275lb-mol 
185lb-mol 
23.5lb-mol 

Assume that a two-point composition control system 
has been designed using the material balance configu­
ration. Note that whether a material balance or energy 
balance column control structure is chosen does not re­
strict the discussion of plantwide issues below in any 
way. The column control structure can consist of four 
single-loop controllers: 

Controlled Variable 

Hv 
xv 

HB 

XB 

Manipulated Variable 

D 
R 
B 
v 

In this analysis, column pressure control has been 
disregarded, as would be the case, for example, if 
the column overhead is vented to another vessel at 
atmospheric pressure. When pressure control must be 
considered, the flow rate of cooling water to the con­
denser will be a logical manipulated variable, and an 
energy balance around the condenser/reflux drum must 
be added to the model. The number of single-loop con­
trollers would then be five. 

If control of reflux drum and bottoms holdups and 
product compositions is perfect, we can consider the 

Table G.3 Process Variables in the Reactor/Distillation 
Column Plant Identified as Important for Control 

Fo t Reactor feed flow rate 
zo Reactor feed composition 
H R Reactor level (proportional to the holdup) 
pt Column feed flow rate (saturated liquid) 
z Column feed composition 
Hv Distillate reflux drum level 
Rt Reflux flow rate 
Dt Distillate (recycle) flow rate 
Hs Bottoms level 
st Bottoms (product) flow rate 
vt Reboiler (column) vapor flow rate 
xv Distillate composition 
xs Bottoms (product) composition 

tnenotes a stream flow rate that can be measured and adjusted by a 
control valve. 

plant as represented in Fig. G.6. Here D and B can 
vary, because the two flow rates are manipulated vari­
ables; hence, they vary with the column feed flow rate 
and feed composition whenever the plant is disturbed 
in order to control xv and xB at their set-point values. 

Figure G.5 Multiple uses of a flow variable. 



Figure G.6 Schematic diagram of reactor/distillation column 
plant with perfect control of all three levels and both column 
product compositions. 

In summary, the column controllers have utilized 
four control degrees of freedom, and eight variables 
have been removed from the list in Table G.3, leaving 

Fo Fresh feed rate 
H R Reactor level 
F Column feed rate 
z Column feed composition 
zo Fresh feed composition 

Next, we assume that the primary control objective 
is to maintain plant operation as much as possible at 
the set points, despite fresh feed flow rate or composi­
tion changes. Thus, Fo (assuming it is not chosen as a 
manipulated variable) and zo are the disturbance vari­
ables. At this point in the analysis, a true plantwide 
control problem is encountered. Two control degrees 
of freedom remain, and either F0 or F could be manip­
ulated to control reactor level. However, it is not obvi­
ous whether one choice or the other is better in some 
sense. In principle, the remaining flow rate (control 
degree of freedom) could be used to control z orB; for 
example, if F is available, F0 is used as a manipulated 
variable for reactor-level control. 

In summary, if we choose to deal with this plantwide 
control situation by using a multiloop strategy, the con­
sequences of material feedback need to be considered 
before making any more controller pairing decisions. 
The reactor/distillation column recycle system, with its 
two remaining control degrees of freedom, is fairly 
simple. Nevertheless, it provides several general results 
about plantwide control strategies. 

G.3 INTERNAL FEEDBACK OF 
MATERIAL AND ENERGY 

Processes that include recycle systems have an impor­
tant design requirement-namely, that there must be an 
exit path for every chemical species. For example, inert 
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components can be kept at reasonable levels by "bleed­
ing off" a small portion of the recycle stream. However, 
Luyben (1994) discussed a subtle problem with recycle 
systems, the snowball effect, which is characterized by a 
large sensitivity of one or more of the variables in a re­
cycle loop to small changes in a disturbance variable. 
This problem arises from both a small reactor holdup 
and a particular control structure. 

In particular, if changes in fresh feed composition 
"load the reactor excessively" -that is, beyond its ability 
to provide the required conversion-then the separator/ 
recycle system will be called on to make up the defi­
ciency. For the case where extra reactor capacity is avail­
able through an increase in the reactor level, the 
particular choice of level/flow control structure within the 
recycle loop can radically affect plant gains (sensitivities). 
In the following, we assume that the reactor design is 
fixed and its level is set at less than full capacity. The 
question to be considered is how alternative designs of 
the level and flow loops mitigate the effect of fresh feed 
flow rate or composition disturbances. 

G.3.1 Steady-State Behavior: 
The Snowball Effect 

Because the snowball effect is a steady-state phenome­
non, it can be analyzed by considering a steady-state 
model. We first consider two alternatives for controlling 
reactor level HR (Luyben, 1994). For Alternative 1 in 
Fig. G.7a, HR is controlled by manipulating the column 
feed rate F (i.e., the reactor effluent rate). For Alterna­
tive 2 in Fig. G.7b, HR is allowed to "float" while F is 
held constant. This strategy is possible because, in the­
ory, the reactor level in this structure is self-regulating 
(Larsson et al., 2003). For the moment, we assume that 
the plant production rate is established either upstream 
or downstream of the plant and analyze these two simple 
cases to see what insight can be obtained. Later, we con­
sider the implications of setting production rate within 
the plant. 

Alternative 1 (Fig. G. 7a) 

The key feature in this alternative is that HR is held 
constant by manipulating F, with implications for oper­
ation of the column. To examine the steady-state sensi­
tivities of key variables within the recycle loop (F, z, 
and D) with respect to the disturbance variables (Fo 
and zo), consider the steady-state version of the dy­
namic model in Table G.l. 

Reactor 

F0 + D=F 

Fozo + Dxv = Fz + kRHRz 

(G-3) 

(G-4) 
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Figure G.7a Alternative control structures for the reactor/distillation column plant. 

Column. The column equations were developed in the 
previous section: 

F=D + B (G-1) 

Fz = Dxv+Bx8 (G-2) 

Combining (G-1) and (G-3) (or, equivalently, by writ­
ing an overall balance around both units), 

B=Fa 

Similarly, from Eqs. G-2 and G-4, 

Faza = Bxs + kRHRZ 

(G-5) 

(G-6) 

To simplify the sensitivity analysis, consider the following 
limiting case: 

xv RO 1 (G-7) 

x8 RO 0 (G-8) 

Now, substitute the approximations of (G-7) and (G-8) 
into (G-2) to obtain 

D RO Fz 

Similarly, from (G-6), 

Faza RO kRHRZ 

(G-9) 

(G-10) 

Finally, by manipulating Eqs. G-1, G-3, G-5, G-9, 
and G-10, the desired expressions for z, D, and F can 
be obtained in terms of the reactor fresh feed variables, 
Fa and za. 

(G-11) 

(G-12) 

(G-13) 

Equation G-12 indicates that any change in Fa or za will 
be considerably amplified in D because of the presence 
of the difference between two terms in the denominator, 
which is significantly increased or decreased by small 
changes in feed conditions. In a similar fashion, D and F 
are sensitive to changes in Fa and za. High sensitivity to a 
disturbance is termed the snowball effect by analogy to a 
snowball, which grows larger as it rolls downhill. 

An important point should be emphasized here­
namely, that the snowball effect in D and F, while result­
ing from a particular control structure, is a steady-state 
phenomenon. In that sense, it is similar to the RGA, which 
is also a measure of steady-state sensitivities. Luyben 
(1994) suggested an alternative control method that was 
intended to reduce the snowball effect in D and F. We 
investigate a variation of his proposed method next. 

Alternative 2 (Fig. G. 7b) 

In this alternative, F is held constant via a flow controller 
while HR is allowed to float. Note that allowing the reac­
tor level (holdup) to vary as disturbance variables Fa and 
za change still allows z to change. Luyben (1994) origi­
nally proposed controlling H R with Fa. Larsson et al. 
(2003) recognized this structure to be self-regulating be­
cause HR adjusts as required to match changes in F. Thus, 
there is no need to manipulate Fa. 
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Figure G.7b Alternative control structures for the reactor/distillation column plant. 

Because F is held constant instead of H R· as in Alter­
native 1, we derive approximate expressions for the key 
recycle loop variables at steady-state (D, z, and HR) in 
terms of the disturbances (F0 and z0). Rearranging 
Eq. G-3 yields 

D=F-F0 

From (G-9) and (G-14) 

_ F-F0 z = -_--
F 

Substituting Eq. G-15 into (G-10) yields 

- FFozo 
HR = ----=--"----:=-

kR(F- F0) 

Rearrangement of (G-16) yields 

H _ zo 

R- kR(A -~) 

(G-14) 

(G-15) 

(G-16) 

(G-17) 

Equation G-14 shows clearly that Alternative 2 does 
not produce a snowball effect in distillate flow rate, be­
causeD is simply a linear function of F0. However, HR 
now changes in a manner that is proportional to zo and, 
as is shown below in the examples, is even more strongly 
related to F0. Larsson et al. (2003) showed that the reac­
tor level is intrinsically self-regulating for Alternative 2, 
a feature that is evaluated in Exercise G.4. In consider­
ing Alternative 2, note that a level controller may be 
incorporated for safety reasons, even if not specifically 
required-for example, to prevent tank overflow. 

Using the equations derived above, we can evaluate 
and compare quantitatively the sensitivities of key re­
cycle loop variables to sustained changes in either 
input, zo or F0, for each of the two alternative control 
structures. Recall that the sensitivity, or gain on a frac­
tional basis, of any output variable Yi at a specified 
steady state (:X, y) to a sustained change in an input vari­
able Xj is given by the expression (see Appendix J.6): 

~~;;~Is= :~;Is(~) (G-18) 

where subscript S indicates that the partial derivatives 
are evaluated at steady state (:X, Y). 

EXAMPLE G.l 

Calculate the sensitivities of the plant recycle flow rate D 
to changes in both F0 and zo for Alternative 1 and the op­
erating conditions given in Table G.2. 

SOLUTION 

The sensitivities can be calculated from (G-12). First, the 
overbars are omitted from these variables, and then the 
sensitivites are calculated according to Eq. G-18. 

a(D/15) I 
a(FofFo) s 

- -- - -z 
= (Fo)[ (kRH R- Fozo)(2Fozo)- (Fo) (:Zo)( -zo) J = 

- 2 2.86 
D (kRHR-Fozo) 

(G-19) 
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and 

a(Dil5) I 
a(zol zo) s 

= (~ )[(kRHR- Fozo)(Fo)2 - (Fot(zo)(-Fo) J = 1.92 
D (kRHR-Fozo) 

(G-20) 

where subscript S indicates that the partial derivatives 
are evaluated at the nominal steady-state conditions of 
Table G.2. 

Equation G-19 indicates that the percentage change in 
D is nearly three times as large as the percentage change 
in F0. This is quite a high sensitivity. The second expres­
sion indicates that the recycle flow rate is also sensitive to 
changes in feedstock composition. 

EXAMPLEG.2 

Repeat Example G.1, analyzing sensitivities for Alternative 2. 

SOLUTION 

The relative sensitivities forD are obtained from Eq. G-14 
using the method in Example G.1: 

a(D/15) I F0 

a(FofF0) s = -15 = - 0'92 (G-21) 

and 

a(D/15) I 
a(zo!Zo) s 

- 0 (G-22) 

In the latter case, the sensitivity is zero, because Din Eq. G-14 
is not a function of z0. 

Thus, the sensitivity of D to F0 is less than one-third of 
the value for Alternative 1. With respect to sensitivity to 
z0, the Alternative 2 control system completely eliminates 
the dependence of D on zo. 

Because HR is allowed to float, we should analyze its 
sensitivities to F0 and z0. From Eq. G-16, 

a(HRIHR) I = !_o kR(F- Fo)- FFozo(-kR) = 4.8 
a(FofFo) s HR [kR(F- F0)]2 

(G-23) 

and 

a(HRIHR) I zo F Fo 
a(zo!Zo) s =HR kR(F-F0) = 1 (G-24) 

Although the sensitivity of H R to changes in zo is satisfac­
tory, it is quite large with respect to F0. Thus, Alternative 
2 does not eliminate the snowball effect; it simply shifts it 
from D and F to HR. In typical industrial practice, chang­
ing the reactor level over a relatively wide range would be 
undesirable; it normally is held reasonably constant. 

Luyben (1994) has investigated these and similar re­
lations for more complex reaction kinetics over a wide 
range of the disturbances (F0 and z0). The snowball ef­
fect is not an artifact of the simplifying assumptions 
employed (e.g., perfect composition control in the col­
umn). It appears to be a general effect in recycle sys­
tems that can arise from inadequate reactor holdup or 
a particular choice of the plant inventory/flow control 
structure. However, before attempting to generalize, 
we look at two other control structures and their sensi­
tivity characteristics. 

Other Level/Flow Control Structures 

Wu and Yu (1996) identified the major disadvantage 
associated with the Alternative 2 control structure dis­
cussed in Example G.2-namely, that it eliminates 
snowballing in D but introduces the same effect in HR, 
which becomes sensitive to zo and F0• With this objec­
tion in mind, they proposed two control structures 
which they referred to as "balanced" in the sense that 
feed disturbances are intended to be distributed to 
both units to smooth out the effects on any particular 
unit. Their configurations (designated here as Alterna­
tives 3 and 4) include the following features: 

Alternative 3 (Fig. G.8a). HR is controlled by manip­
ulating D; however, the set point of the HR controller 
is manipulated to control reactor composition z (cas­
cade control). Thus, HR floats, but only as required to 
control z. 

Alternative 4 (Fig. G.8b). HR is controlled by manipu­
lating D, but the HR set point is manipulated to control 
distillate composition xn. Again, HR floats, but only as 
required to control xn. 

In both of these alternatives, Wu and Yu (1996) pro­
posed that the ratio of FIFo be maintained constant by 
ratio control, a type of feedforward control. In summary, 
the key features are as follows: 

1. D is used to control reactor level in the secondary 
loop of a cascade controller. HR, in turn, floats to 
control one of the recycle loop compositions (z in 
Alternative 3 or xn in Alternative 4) by adjusting 
the set point of the level controller. 

2. Unlike Alternatives 1 and 2, disturbance F0 is now 
measured and used as input to a ratio controller reg­
ulating F; thus, variations in F0 are reflected directly 
in changes in F, loading the column somewhat. 

3. Variations in F0 and zo will cause changes in both 
H R and D if a composition somewhere within the 
recycle loop is forced to remain constant. Luyben 
(1994) had suggested that a flow rate be specified 
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Figure G.Sa Additional control structure for the reactor/distillation column plant. 

Figure G.Sb Additional control structure for the reactor/distillation column plant. 
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Table G.4 A Comparison of Alternative Control Strategies for the Reactor for the Reactor/Distillation Column Plant 

Loop Controller Purpose of Controlled 
Manipulated Variable Alternatives 

Number Type Control Loop Variable 1 2 3 4 

1 Feedback Reactor holdup HR F Floating D* D* 
2 Feedback Distillate holdup Hn D D R R 
3 Feedback Bottoms holdup Hs B B B B 
4 Feedback Bottoms composition xs v v v v 
5a Feedback Distillate composition xn R R 
5b Cascade** Reactor composition z HR,sp 

Primary (Loop 1) 
5c Cascade** Distillate composition xn HR,sp 

Primary (Loop 1) 
6 Feedback Dist. column feed rate F pt pt pt 

7 Ratio Dist. column feed rate F Fset point Fset point 
(Loop 6) (Loop 6) 

tnenotes a flow stream adjusted by a flow controller 
*Variable controlled in secondary loop of cascade controller (Alternatives 3 and 4 only) 
**Primary loop of cascade controller (Alternatives 3 and 4 only) 

(fixed) somewhere within each recycle loop. The 
more complicated Wu and Yu proposal is to spec­
ify a composition within the loop while fixing the 
ratio of the recycle loop flow rate to the reactor 
feed rate. 

Figure G.8 illustrates the control configurations for 
Alternatives 3 and 4. Both utilize R to control Hv. 
Table G.4 provides a detailed comparison of all four al­
ternative control configurations. Note that the only fea­
tures common to all alternatives are the two loops 
controlling Hs and xs. 

Wu and Yu (1996) performed an extensive steady­
state analysis of these control structures using a 2 X 2 
RGA analysis (see Chapter 18). For each structure, one 
controlled variable is selected from xv, z and one ma­
nipulated variable from R, HR,sp· The relative gains are 

Case 

Alternative 1 
Alternative 2 
Alternative 3 
Alternative 4 

Structure 

xv- Rlxs- V 
xv- Rlxs- V 

z - HR,spfxB - V 
xv - HR,splxs - V 

Relative Gain (A) 

2.8 
12.2 
0.78 
0.59 

The 2 X 2 control structure for Alternative 2 is the 
most interacting. From the results for Alternatives 3 
and 4, one might conclude that Alternative 3 is the pre­
ferred control structure, because the calculated value 
for Alternative 4 (A. = 0.59) is very close to 0.5, where 
the two pairings would be indistinguishable. Interest­
ingly, dynamic simulation of these four control configu­
rations led to the recommendation of Alternative 4 by 
Wu and Yu (1996). It exhibited the best closed-loop re­
sponses-that is, less interaction between the xvfHR 
primary control loop and other loops-than did Alterna­
tive 3 with its corresponding z/HR loop. When compared 

with Alternatives 1 and 2, Alternative 4 provided better 
control of key product composition output xs and han­
dled larger disturbance changes without violating 
process constraints. This last point is important: transfer­
ring disturbances to more than one plant unit reduces 
the possibility of intermediate variables' violating a con­
straint, with the accompanying loss of controllability. 

Figures G.9a and G.9b compare Alternatives 1, 2, 
and 4, showing the response of several intermediate 
plant variables (F, D, and HR) to step changes in F0 and 
z0, respectively. Note that the responses of Alternative 
4 in Fig. G.9a for feed flow changes lie between Alter­
natives 1 and 2 as expected; however, the Alternative 4 
responses to feed composition changes in Fig. G.9b 
closely resemble those of Alternative 2. 

The following generalizations can be made from this 
case study: 

1. Wu and Yu (1996) recommend controlling one 
composition measurement somewhere in each re­
cycle loop (xv or z) to accomplish the desired bal­
ancing; however, how to couple that composition 
to key variables in other units, such as H R, is not 
clear. Also, they ratio F to F0 in order to hold the 
recycle loop flows at constant ratios to F0. With 
these changes, Alternative 4 mitigates flow rate 
changes to reactor level much better than Alter­
native 2, as expected, but that is not the case for 
feed composition changes. 

2. In general, the best choice of how to "allocate" 
anticipated disturbances to one or more units in a 
plant is an unresolved problem. 

3. Although all design tools (both steady-state and 
dynamic) can be important in deciding among 
alternative control structures, determining the 



Figure G.9a Disturbance response of the reactor/distillation 
column plant using three alternative flow/level control 
structures ( -10% change in F0). 

"best" structure should involve a rigorous dynamic 
simulation of the entire plant without using the 
sort of simplifying assumptions made in this chap­
ter. Of course, final evaluation of the chosen 
method should be based on plant tests. 

This last point, the need to consider process dy­
namics, is well illustrated by a discussion of how recy­
cling material within a plant can drastically affect its 
overall dynamics. This topic is considered in the next 
section. 

G.3.2 Transient Behavior: The Slowdown in 
Overall System Dynamics 

A second characteristic of using material recycle 
and/or heat integration is that the plant may respond 
to disturbances much more slowly than would be an-
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Figure G.9b Disturbance response of the reactor/distillation 
column plant using three alternative flow/level control 
structures ( -10% change in zo). 

ticipated based on the time constants of individual 
units. 

Consider a simple dynamic system, the reactor/ 
column plant described in Table G.l, and assume that 
the column dynamics are fast compared to the reactor 
dynamics. Table G.3 indicates that the holdups in these 
two units are HR = 2,400 lb-moles and HB + 20 Hs + 
Hv = 930 lb-moles. Because each unit has the same 
flow rate F, the mean residence times for the two units 
are in the ratio of 2,400/930, or approximately 2.5. The 
effect of chemical reaction normally is to make the re­
actor time constant somewhat smaller than its mean 
residence time (see Eq. 4-89); however, the portion of 
column holdup located directly in the recycle loop, that 
is, the reflux drum plus the stripping stages, is only 
about one-half the total column holdup. Thus, the ac­
tual ratio of the basic time constants for the two units is 
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probably still on the order of 2.5. As an approximation 
for illustrative purposes, it is reasonable to treat the 
column as if it operates much faster than the reactor, so 
that it essentially is in quasi-steady-state operation. In 
summary, the column operations can be approximated 
by steady-state equations when the column holdups are 
small compared to the reactor holdup. 

The following analysis assumes that all flows and lev­
els within the plant are constant (perfect level control). 
The column compositions are not controlled. If they 
were controlled, as in the previous analysis, the as­
sumption of constant flows would not be valid. The 
only plant disturbance is the feed composition z0• With 
the assumption of quasi-steady-state operation for the 
column, a simple linear dynamic model for composi­
tions can be developed. 

A steady-state model of the column can be derived 
using the two balances around the entire column 
(Eqs. G-1 and G-2) obtained earlier. Substitution of 
Eq. G-5 yields 

F=D+F0 

Fz=DxD+FoxB 

(G-25) 

(G-26) 

A third equation is obtained from the definition of the 
steady-state separation concentration ratio (see Section 
G.2.1) at the nominal operating conditions: 

(G-27) 

For this example, S = 0.95/0.0105 = 90.5. 
From Eqs. G-25 through G-27, the quasi-steady-state 

relations relating xD and xB to z are 

D+F0 
XBR:i- +- Z 

DS F0 

D+F0 
xD R::i SxB=- _ Sz =Kz 

DS+F0 

where K is defined as 

K ~ D+F0 S 
DS+F0 

(G-28) 

(G-29) 

(G-30) 

Note that K = 1.90 for the column at nominal operat­
ing conditions. 

For the case of constant holdup and flow rates, the 
reactor can be described by an unsteady-state compo­
nent balance: 

- dz - - - -
HR dt =Fozo+DxD-kRHRz-Fz (G-31) 

Substituting Eq. G-29 gives 

- dz - - - -
HRdt=F0z0+ DKz- kRHRZ- Fz (G-32) 

Because (G-32) is an ordinary differential equation 
with constant coefficients, we can derive the transfer 
function that relates changes in z to changes in zo 

Z'(s) Krt 

z0(s) -rrts + 1 
(G-33) 

where the subscript Pl denotes "plant." Thus, gain 
Krt and time constant Tpf represent the entire plant 
(reactor, column, and recycle) and are defined as 
follows: 

11 Fa 
Krt = ----=-----

F+kRHR-DK 

11 HR 
Tp[= 

F+kRHR-DK 

Substituting (G-25) into (G-35) yields 

HR 
Trt= F0+ kRHR + D(1- K) 

(G-34) 

(G-35) 

(G-36) 

Note that the plant time constant without recycle (D = 0) 
reduces to the reactor time constant 

(G-37) 

This result is obtained if there is no separation of A 
and B in the column (K = 1), regardless of the magni­
tude of the recycle flow rate! The effect of having are­
cycle stream that is richer in reactant than the product 
stream (K > 1) is to slow down the operation of the 
two-unit plant, because 

> 0 Tp[- Tp[ (G-38) 

as a result of the negative D(1- K) term in the denom­
inator of (G-36). 

This analysis can be performed for the same assump­
tions that were used in investigating the snowball ef­
fect; that is, XD and xB are perfectly controlled. In this 
case, the slowdown effect is even more pronounced, 
but a simple expression for the plant time constant is 
not obtained. This exercise is left for the reader. 

EXAMPLEG.3 

Find the time constant of the reactor/steady-state column 
model for the operating conditions given in Table G.2 
with K = 1.90. Determine how much the plant dynamics 
are slowed by the effect of material recycle. 

SOLUTION 

From (G-36), 

2400 
Tp[ = 460 + (0.33)(2400) + (500)(1.0 -1.9) 3·0 h (G-39) 



Without recycle, from (G-37), 

0 _ 2400 _ 
Tp{- 460 + (0.33)(2400) - 1.92 h (G-40) 

Thus, the approximate effect of recycle on this plant is to 
increase the time constant by 

Tpf 1 - 3·0 1 - 0 56 56°1 (G 41) T2t - - 1.92 - - . or to -

This result means that a change in zo will take 56% longer 
to work its way through the system with recycle than it 
would without recycle. Kapoor and McAvoy (1987) pro­
vide a more general analysis of how internal recycle affects 
the time constants of a distillation column. 

It is interesting to generalize the results of this example: 

1. Any multi-unit plant with a recycle stream from a 
separation unit is likely to exhibit slower dynamics. 
Just as negative feedback normally speeds up the 
process response, the positive feedback of material 
in this recycle stream slows down the response. 

2. The process response becomes slower as either 
the degree of separation or the recycle flow rate 
mcreases. 

G.3.3 Propagation and Recircnlation 
of Distnrbances 

A third major effect often encountered with recycle 
and heat integration is the propagation of disturbances 
from unit to unit, and their recirculation around internal 
process flow paths. To understand why this plantwide 
control issue differs so substantially from single-unit 
issues, it is worthwhile to review briefly the objectives 
of single-unit regulation. 

In Chapter 13 we indicated that one desirable effect 
of using feedback control to attenuate disturbances in a 
process unit is to transfer these variations to a utility 
stream. For example, if a reactor temperature is dis­
turbed, the cooling water flow rate will be changed by the 
temperature controller so as to reduce the effect of the 
disturbance. Even so, some variation in reactor temper­
ature inevitably will remain, and this will propagate to 
downstream units as a disturbance. 

A minor side effect of these actions is that the supply 
header temperature itself will change slightly as cooling 
water demand is raised/lowered by actions of a reactor 
temperature controller. Although utility supply systems 
are built with their own internal controllers, and these 
are designed to attempt to regulate the utility outputs 
in the face of process disturbances, it is not possible to 
attenuate utility disturbances entirely. These propagate 
directly throughout the plant. 

In older plants, surge tanks were used to damp flow 
variations between units. Material holdup in a surge 
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tank can also serve as a thermal capacitance and thus 
reduce effluent temperature variations; only reduced 
flow and temperature variations propagate to down­
stream units. In today's more highly integrated plants, 
containing material recycle and/or heat integration but 
little surge capacity, unattenuated disturbances propa­
gate directly to downstream units, even to adjacent 
(coupled) units and to upstream units. 

G.4 INTERACTION OF PLANT DESIGN 
AND CONTROL SYSTEM DESIGN 

In the past, when continuous processing plants were 
designed to be much less interacting than now, it was 
possible to complete the plant design before consider­
ing control system design. After the proposed plant's 
flowsheet and equipment specifications were com­
pleted, process control engineers were responsible for 
specifying instruments and controllers. By providing an 
excess of measurements (instruments) and control 
valves, plus a feedback controller for every important 
process variable, the control system designer was rea­
sonably sure that the new plant could be started up and 
controlled. Continuous processing plants designed or 
retrofitted today no longer can utilize a sequential de­
sign process in which plant design is followed by con­
trol system design (Keller and Bryan, 2000), nor can 
designers specify redundant equipment, except for 
safety purposes. 

Without careful attention to design, highly inte­
grated plants may have too few control degrees of free­
dom, which makes them difficult to start up and 
operate safely. For example, in designing the heat ex­
changer and related equipment for heat integration the 
heating and cooling loads first must be approximately 
balanced by the process designer. Then the designer 
must establish whether the approach temperatures are 
satisfactory to meet the heat transfer requirements with 
a reasonably sized heat exchanger; in this step, adjust­
ment of column operating pressures may be required 
(Seider et al., 2003). Because the energy supply capa­
bility in one unit usually will not balance the demand 
in another unit exactly, a "trim exchanger" (small heat 
exchanger sized to make up the difference in heating/ 
cooling capability) generally has to be provided in the 
steady-state design. 

Note that introducing a heat integration scheme also 
causes two control degrees of freedom to be "lost": the 
cooling water flow rate control valve that would have 
been located in the Column 1 condenser, plus the 
steam control valve that would have been used in the 
Column 2 reboiler. If process control engineers are not 
involved in the plant design process from the beginning, 
the critical process dynamic and control evaluations 
may be omitted that would provide such information 
and an opportunity to resolve any problems (Keller 
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and Bryan, 2000). In short, a suitably sized trim unit 
must be available to make up for any steady-state heat­
ing/cooling deficiency plus lost control degrees of free­
dom necessary for normal operations. It also can assist 
in start-up and shutdown operations. 

The control system designer must determine whether 
a proposed plant design will be controllable and operable 
(Fisher et al., 1988b; Downs and Ogunnaike, 1995). For 
example, highly integrated distillation columns can 
cause problems in a number of ways: 

1. One or both column products cannot be con­
trolled at the desired set point(s). 

2. Disturbances in the Column 1 overhead cannot be 
prevented from propagating to Column 2. 

SUMMARY 

For new process designs, the control system designer 
may have little precise knowledge of how to control the 
proposed plant. Because the plant design may never be 
replicated, there will be little incentive to spend thou­
sands of hours designing and optimizing the control sys­
tem structure, as would be done, for example, for a new 
airplane design. Whether or not the final control struc­
ture will be successful depends to a large extent on the 
knowledge, skill, and intuition of the control system de­
sign team. The plant initially can be considered as a col­
lection of reasonably well-understood processing units, 
but it can operate quite differently than would be ex­
pected from knowledge only of its individual units con­
sidered separately. 
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EXERCISES 

G.l Figure EG.1 illustrates two CSTRs in a chemical manu­
facturing plant. Reactants A and B must be fed to the 
first stirred-tank at a constant molar ratio. Reactant C 

is to the second stirred-tank at a constant molar 
ratio to reactant A. Five control valves are available for pur­
poses of controlling the plant production rate and concentra­
tions. Flow rates shown in the figure are in mass units. 
Reactor volumes are constant. 

The assumed reaction kinetics are: 

A+B~D 

C+D~E 

If each reaction goes to completion in its respective reactor, 
how can you control the plant production rate of the desired 
product E using each of the five valves? Specify how you 
would use ratio controllers to maintain the desired stoichiom­
etry in each case, and explain the advantages and disadvan­
tages relative to the other possible locations. 
Note: In the following exercises, a Simulink model is used to 
approximate the reactor and distillation column units dis­
cussed in this chapter. Information is given in Appendix II. 

G.2 In this exercise, you will evaluate the individual units at 
the nominal steady state for purposes of understanding 
how the plant would operate without recycle. Use 

to simulate the full differential equation model 
given in Table G.l. Then, for purposes of this problem only, 
"tear" the recycle stream to the reactor-that is, disconnect 
the distillate line and replace it with a constant stream to the 
reactor that is set at the recycle stream's nominal conditions 
of flow rate and concentration. 

(a) Using a material balance control configuration and any 
of the techniques discussed in Chapters 12 or 13, find P or PI 
controller settings that will regulate the liquid levels in the re­
boiler and the reflux drum with little overshoot. 

(b) Complete the column control structure by finding PI 
controllers that will satisfactorily maintain the distillate and 

FigureEG.l 
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bottoms composition, again with little overshoot. Test your 
column leveUcomposition control system by making small 
step changes in the column feed flow rate and composition. 
(c) In a similar manner, develop a P or PI controller for re­
actor level using F as the manipulated variable. (Note that 
level controller settings obtained using F0 for the manipu­
lated variable will be identical to those using F.) Again, test 
your reactor level control system by making small step 
changes in the feed flow rate and composition. 
For each of the following exercises, either work Exercise G.2 
first or use controller settings similar to those provided with the 
parameters and Simulink model of the two-component plus re­
cycle process in Appendix Ll. 

G.3 Starting with a Simulink model of the recycle process, 
implement a reactor level controller using F as the ma­
nipulated variable. Confirm via simulation that control 

Alternative 1 works effectively for a step change in 
F0. If necessary, detune any of the controllers to keep oscilla­
tions to a minimum. 

G.4 Starting with a Simulink model of the recycle process, 

(a) Place a tightly tuned flow controller on F. Confirm, via 
a step change in F0, that Alternative 2 is self-regulating; 

that is, that the level in the reactor automatically seeks a 
suitable steady-state value if the reactor feed flow rate is sub­
jected to a sustained change. 

(b) Show that this level is identically equal to the value given 
byEq. G-16. 

G.S Luyben's original proposal (1994) for the Alternative 2 
control structure incorporated a reactor level controller 
using F0 as the manipulated variable. However, the 
controller prevents specifying the plant's production 

rate by a flow controller on F0, as can be done with Alterna­
tive 1. To deal with the problem that arises when F0 is allo­
cated for level control, Luyben proposed that the steady-state 
relation given by Eq. G-17 be rewritten to provide a type of 
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feedforward control based on measurements of zo and F0. Fsp• 
the set point of the reactor effluent flow controller, can be 
used to approximate F. The set point for the reactor level 
controller would then be 

H t _ zo(t) 
R,sp()- kR(_l_- _1_) 

Fo(t) Fsp 

In the following steps, you are to evaluate Luyben's proposed 
alternative. If necessary, detune any of the controllers to 
keep oscillations to a minimum. 
(a) Determine how Luyben's proposed alternative structure 
responds to a step change in zo. 
(b) Implement Luyben's proposed feedforward controller­
that is the equation above-and implement a similar step 
change in zo. 
(c) What can you say about the speed of response of this 
controlled plant with and without the feedforward controller? 
(d) What are the advantages and disadvantages of Luyben's 
proposal? 

G.6 Implement Alternatives 3 and 4 using the Simulink 
model. This will require tuning a cascade loop to con­
trol composition in each case. 

(a) Evaluate the response of these controlled plants for a 
step change in Fo without using the ratio controller proposed 
byWuand Yu. 

(b) Repeat (a) with a controller used to ratio the column 
feed flow rate to the reactor feed flow rate. How do the re­
sponses in (a) and (b) compare? 

G.7 Evaluate any two of the four alternatives we have looked 
at in this chapter, (i.e., Exercises G.3, G.4a, and/or G.6). 

(a) Compare the responses of each control structure to 
step changes in reactor feed flow rate. 
(b) Compare the sensitivities of each alternative to changes 
in this variable. 

G.S The recycle plant discussed in this chapter utilizes a 
composition-only model; that is, thermal effects are 
neglected. Appendix I contains equations and parameters 
that can be used to model temperature effects in the 

reactor. Implement the cooling coil equations for the reactor 
and, using the cooling water flow rate as manipulated vari­
able, design a PI controller that will control reactor temper­
ature. Test your plant's response to a step change in reactor 
feed flow rate using any of the control structure alternatives 
discussed in this chapter. What can you conclude regarding 
the effect of a well-tuned controller for reactor temperature on 
the responses of the other system variables such as F and D? 
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Summary 

In this chapter, we describe a hierarchical design proce­
dure that can be used to develop multiloop and multi­
variable measurement and control strategies for 
plantwide control systems. The procedure assists the en­
gineer in determining how to choose the best controlled, 
manipulated, and measured variables in the plant, when 
to use advanced control techniques such as MPC, and 
how to select appropriate multiloop control structures 
with minimum interactions among the coupled processes 
in the plant. The proposed design procedure is based on 
the hierarchy of process control activities described in 
Chapter 1, the control system design guidelines discussed 
in Chapter 13, RGA and SV A multivariable methods 
presented in Chapter 18, the model predictive control 
approach of Chapter 20, plantwide control concepts of 
Appendix G, and designers' experience. It is important 
to realize that the design of plantwide control systems is 
an art as well as a science. Typically, more than one design 

will be satisfactory; thus, there is no single solution to the 
design problem. Furthermore, a design procedure gener­
ally involves iteration of individual steps until a satisfac­
tory design results. Thus, the application of a systematic 
design procedure, such as the hierarchical approach of 
this chapter, produces preliminary designs that are sub­
ject to further exploration and refinement. Simulation 
methods should be employed to examine alternative con­
trol configurations while exploring the effect of controller 
tuning on the response of key process variables. The hier­
archical procedure recommended in this chapter is illus­
trated by a case study. 

The goal is a plantwide control system design that is 
no more complicated or expensive than necessary and 
that, when built, can be operated easily by typical plant 
operators. Ultimately, the only definitive way of validat­
ing a selected plantwide control system design is by 
plant tests and by the operating plant's performance. 

Hl 
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H.l PROCEDURES FOR THE DESIGN OF 
PLANTWIDE CONTROL SYSTEMS 

The design of a plantwide control system consists of 
four major steps: 

1. The overall specifications for the plant and its 
control system are stated. 

2. The control system structure is developed. This 
step includes selecting controlled, measured, and 
manipulated variables; choosing multiloop or mul­
tivariable control; deciding how to control produc­
tion rate, product quality, and inventories; and 
handling operating constraints. Decomposition of 
the plantwide control problem into smaller prob­
lems for the purpose of analysis may also be em­
ployed here. 

3. Design is followed by a detailed specification of all 
instrumentation/hardware and software, cost esti­
mation, evaluation of alternatives, and the order­
ing and installation of equipment. 

4. Following design and construction of the plant, 
plant tests, including startups, operation at design 
conditions, and shutdowns, are carried out prior 
to commissioning of the plant. 

This chapter is concerned with the first two steps, begin­
ning with the plant control system design specifications. 

In principle, a comprehensive top-down formulation 
could be used to develop the required plantwide con­
trol design. We assume that general requirements for 
the plant, such as product specifications and production 
rates, have been established at the plant, division, or 
corporate level. The specifications for plant operating 
conditions have been developed by the plant design 
group working in collaboration with product develop­
ment and process control specialists. Starting with the 
above specifications plus knowledge of the potential 
measured, manipulated, and controlled variables, opti­
mization methods could be employed to develop the 
control system design based on a comprehensive dy­
namic model of the plant. Unfortunately, such an ap­
proach is impractical because of the large number of 
process variables involved in modern processing plants. 
On the other hand, some aspects of a top-down design 
approach may be quite useful as part of a realistic de­
sign procedure. 

The traditional design procedure used for industrial 
control systems has been a bottom-up, unit-by-unit ap­
proach. Even though it incorporates systematic meth­
ods to develop the control structure, this approach also 
relies on heuristic design methods and rules of thumb 
developed from previous designs and the experience of 
both the process and control system design groups. 

Control system design has been organized into a 
logical, sequential, process-oriented methodology by 

numerous control researchers-for example, Buckley 
(1964), Downs (1992), Luyben et al. (1998), Larsson 
and Skogestad (2000), and Stephanopoulos and Ng 
(2000). However, it would be naive to assume that any 
proposed design procedure can generate a suitable 
plantwide control system design after one pass through 
a set of sequential steps. At virtually every step of a 
given procedure, alternative choices will present them­
selves, each leading to a different final design alterna­
tive. The knowledge, skill, intuition, and persistence of 
the plantwide control design team will always be key 
elements in the design process. In addition, the control 
design specifications and models used for design will 
exhibit uncertainty, which means that multiple designs 
may need to be developed (Skogestad, 2002). 

An effective way to make the large number of deci­
sions is to organize the procedures in a generally hier­
archical manner. Thus, detailed studies should not be 
undertaken until important general questions have 
been answered. Skogestad (2002) has developed a de­
sign procedure based on the intrinsically hierarchical 
nature of plantwide control systems while incorporat­
ing the best aspects of top-down and bottom-up design 
approaches. As shown in Fig. H.1, the most critical 
control tasks deal with the safety system (Chapter 10) 
and with regulating the integrating response modes 

Figure H.l Hierarchy of process control activities. 
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usually associated with liquid levels (holdups in the 
vessels). Thus, the basic objective at Levels 1, 2, and 3 
is to provide safe, stable control of the plant. Level 4 is 
concerned with economic optimization of plant oper­
ating conditions, and this step is usually decoupled 
from the control system operation. 

Missing from many control system design methodolo­
gies, even hierarchical ones, is the important role that 
decomposition and decentralization play in a plantwide 
design approach. Procedures that lead to decomposition 
of the overall design into smaller subproblems can be 
advantageous. Even highly integrated plants do not re­
quire a multivariable approach linking all of the con­
trolled variables with all of the manipulated variables. 
The extent to which a plantwide control system can be 
decentralized into smaller control systems designed to 
work at the process unit level invariably determines how 
easily the control system can be designed, tuned, and un­
derstood by plant operators. Decentralized control sys­
tem designs generally are more robust when operating 
conditions change and are more tolerant to individual 
component failures. 

H.2 A SYSTEMATIC PROCEDURE FOR 
PLANTWIDE CONTROL SYSTEM 
DESIGN 

Table H.1 provides the key steps in a systematic procedure 
recommended here for design of plantwide control struc­
tures. It is based on the combined top-down/bottom-up ap­
proach of Larsson and Skogestad (2000) and Skogestad 
(2002) and the hierarchical organization that generally 
matches Fig. H.l. The proposed systematic plantwide 
control design approach consists of the four major steps 
shown in Table H.l. 

H.2.1 Control System Design Objectives 

Plant operating/control objectives must be established 
at the outset of the design process. Two categories of 
information must be provided: (1) plant production 
and control objectives and (2) process constraints 
(Step I). 

Step I. Specify the control system design objectives. 

A. State the plant production, economic, and control 
objectives, including composition and production 
rates of all products. 

B. Identify process constraints that must be satis­
fied, including safety, environmental, and qual­
ity restrictions. 

Table H.l Recommended Procedure to Design a Plantwide 
Control System 

I. Specify the control system design objectives. 
A. State the plant production, economic, and control 

objectives, including composition and production 
rates of all products. 

B. Identify process constraints that must be satisfied, 
including safety, environmental, and quality 
restrictions. 

II. Perform a top-down analysis. 
A. Identify the process variables, control degrees of 

freedom, control structure, and options for 
decomposition. 

B. Establish the overall control structure (in conceptual 
form). 

III. Develop a bottom-up design. 
A. Develop a strategy for regulatory control. 
B. Examine the potential of applying advanced control 

strategies. 
C. Evaluate the economic benefits of real-time 

optimization. 
IV. Validate the proposed control structure. 

A. Perform a final control degrees of freedom 
analysis. Check the allocation of the Npc degrees 
of freedom. 

B. Check control of individual process units. 
C. Check the effect of constraints and 

disturbances on manipulated and controlled 
variables. 

D. Simulate control system performance for a wide 
range of conditions. 

In this chapter we use box outlines to summarize the 
tasks in each step. A full case study and references 
to related work are provided to clarify the detailed 
procedures. 

H.2.2 Top-Down Analysis 

The top-down analysis identifies both the scope and 
complexity of a plantwide control design project and its 
control structure. (See Step II for an outline of individ­
ual tasks.) Among the conceptual issues considered at 
this point in the design are where to control the key 
production and quality measurements, how the overall 
plant might be divided into smaller subsystems (decom­
position) to simplify control system design, and where 
variable coupling or constraint handling may justify, or 
even require, the use of multivariable control. For ex­
ample, it is important to identify certain subsystems 
whose control system designs cannot be developed sep­
arately because the processes are so closely coupled, 
such as in heat integration. 
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Step II. Perform a top-down analysis. 

A. Identify the process variables, control degrees of 
freedom, control structure, and options for 
decomposition. 
1. Identify the potential controlled variables. 
2. Determine how the CVs can be measured or 

inferred, and identify other process variables 
to be measured. 

3. Select the potential manipulated variables. 
4. Perform a preliminary control degrees of free­

dom analysis (compare the numbers of poten­
tial manipulated and controlled variables). 

5. Identify the source and nature of the signifi­
cant disturbances that must be mitigated. 

6. Perform a structural analysis based on a steady­
state model, select the final controlled and ma­
nipulated variables, and evaluate the possibilities 
for decomposition of the control problem. 

B. Establish the overall control structure (in con­
ceptual form). 
1. Identify where the production rate of each 

product will be measured and controlled. 
2. Identify how quality will be measured for each 

product, and how quality will be controlled. 
3. Determine how each recycle loop throughput! 

composition will be controlled. 
4. Specify how the constraints will be satisfied. 
5. Determine how major disturbances will be 

handled. 
6. Analyze the energy management scheme, and 

indicate conceptually how it will be controlled. 

Note that the number of control degrees of freedom 
can be influenced by constraints imposed during the con­
trol system design process. Once the scope of the design 
problem has been determined and guidance is available to 
begin the control system design task, it is much easier to 
develop a preliminary (conceptual) control structure. An 
important goal at this level is to utilize structural analysis 
techniques (SV A, RGA) subject to the availability of a 
steady-state and/or a dynamic model of the plant. As part 
of the conceptual design of the plant, one should attempt 
to identify the most effective measured and manipulated 
variables and identify any highly decoupled or highly in­
teracting process units that will need special attention. 

Normally, careful consideration of the process design 
itself will indicate how the control system of an entire 
facility (for example, a refinery) might be decomposed to 
control systems for its individual sections-for example, 
the gas treatment section or the separations section. In 
addition, a top-down analysis generally will provide 
further clues as to how the overall control problem can 
be reduced to a set of smaller problems. From this dis­
cussion, it should be clear why recycle, heat integration, 

and constraint handling systems are best dealt with 
conceptually before decomposition decisions are made. 

After completing the top-down design step, the de­
signer should have an excellent overview of the plantwide 
control system design task in terms of subsystems of 
processes rather than as many single-unit control systems. 
For example, a train of distillation columns coupled via 
heat integration is probably best considered as a single 
subsystem for purposes of control. Of course, several 
single-loop controllers may have already been identified 
in the top-down sequence to deal with production rate 
and quality variables, and a structural analysis may point 
to certain specific pairings of the CVs and MVs that will 
be worth considering. However, a detailed design of the 
control system is properly treated in the bottom-up pro­
cedure considered next. 

H.2.3 Bottom-Up Design 

Once a conceptual control structure has been developed 
and the plant has been decomposed into subsystems, the 
control design procedure reverts to a traditional bottom­
up approach. However, there are good reasons to treat 
the different control activities in a multilevel hierarchy, 
as shown in Fig. H.l. The first task in Step III is to iden­
tify the essential controllers, those that are absolutely re­
quired. The safety and regulatory levels in Fig. H.l 
enable safe and stable operation of the plant. The ad­
vanced control functions are handled at Level 3 and 
keep the controlled variables close to their optimum set 
points through standard methods such as cascade, ratio, 
feedforward, and multivariable control. Level4 in Fig. H.l 
considers the real-time optimization of the process oper­
ations. The purpose of control at this level is to choose 
operating conditions that meet overall objectives in an 
economically optimum fashion. 

Step Ill. Develop a bottom-up design. 

A. Develop a strategy for regulatory control. 
1. Specify how the control system will respond 

to unsafe or abnormal operating conditions 
and deal with constraints. 

2. Identify control loops to regulate production 
rates and inventories. 

3. Identify control loops that will mitigate 
major disturbances. 

B. Examine the potential of applying advanced 
control strategies. 
1. Evaluate the use of enhanced single-loop con­

trol strategies, including feedforward, ratio, 
cascade, and selective control schemes. 

2. Employ MIMO control for highly interactive 
processes. 

C. Evaluate the economic benefits of real-time 
optimization. 



H.2.4 Validation of the Plantwide System Design 

Finally, the design of the plantwide control system needs 
to be checked carefully and validated. At this point, a se­
ries of checks should be performed to ensure that the 
plantwide control structure is complete, is internally con­
sistent, and functions appropriately, as shown in Step IV. 

Step IV. Validate the proposed control structure. 

A. Perform a final degrees of freedom analysis. Check 
the allocation of the N FC degrees of freedom. 

B. Check control of individual process units. 
C. Check the effect of constraints and disturbances 

on manipulated and controlled variables. 
D. Simulate control system performance for a wide 

range of conditions. 

After Steps I-IV are completed, a number of other 
tasks must be finished to complete the control system 
design. They include detailed specification and costing 
of instrumentation and control equipment, purchase, 
installation, and checkout. Then the control system 
must be evaluated during actual plant operation. The 
final step is to certify that the plant and control system 
meet safety, environmental, production, and quality re­
quirements (the commissioning step). 

H.3 CASE STUDY: THE REACTOR/FLASH 
UNIT PLANT 

We now apply the principles from the previous two sec­
tions to a specific case study- a reactor/flash unit plant 
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with recycle similar to the plants discussed in Section H.2 
and by Robinson et al. (2001). The plant consists of a 
reactor, flash unit, and recycle (surge) tank as shown in 
Fig. H.2. The reactor produces a product C from two 
feed streams consisting of pure A and B, which con­
tains a small amount of D. The reaction is 

A+B~C 

A single-stage flash unit separates unreacted A and 
product C (liquid phase) from reactant B and an impu­
rity D (vapor phase). A small portion of the vapor 
stream is purged to keep the composition of D from 
building up to a point where the reaction would be re­
duced significantly. Figure H.2 indicates that the recycle 
tank is intended to operate at a high enough pressure to 
recondense B and D for introduction back into the 
CSTR in the liquid phase; a condensor in the recycle 
line is used for this purpose. It is assumed that a com­
pressor is not required. 

The reactor is fitted with a cooling coil for tempera­
ture control. A heat exchanger (preheater) is provided 
to heat the feed stream to the flash unit to ensure that 
the feed enthalpy is sufficient to provide a complete 
separation of B and D (vapor) from A and C (liquid). 
Several dynamic models of the primary process units in 
this plant are presented in Appendix I.2. For simplicity, 
the flash unit is modeled as a splitter rather than by a 
more complex flash model. 

We now discuss in detail each step in the design pro­
cedure presented in the previous section. Table H.2 lists 
the controlled and manipulated variables. 

Figure H.2 Schematic diagram for the reactor/flash unit plant showing stream numbers (circles). 
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Table H.2 Potential Controlled and Measured Variables for 
the Reactor/Flash Unit Planta 

Controlled and 
Measured Variables 

Composition, CV 
Composition 
Composition, CV 
Flow rate, CV 
Flow rate, CV 
Flow rate, CV 
Temperature, CV 
Temperature, CV 
Temperature, CV 

Liquid level, CV 
Liquid level, CV 
Liquid level, CV 
Pressure, CV 
Flow rate 
Flow rate 
Flow rate 
Flow rate 
Temperature 
Pressure 
Pressure 

Location/Symbol 

Product stream, x4A 

Reactor effluent, X3A 

Recycle stream, xsv 
A feed stream to reactor, w1 

B feed stream to reactor, w2 

Product stream, w4 

Reactor, TR 

Flash unit feed stream, Tpp 

Recycle tank (condenser exit 
temperature), Tc 

Reactor, HR 

Flash unit, Hp 

Recycle tank, HT 
Flash unit, Pp 
Reactor effluent stream, w3 

Recycle vapor stream, w7 

Purge stream, w6 

Recycle liquid stream, ws 
Flash unit, Tp 

Reactor, PR 
Recycle Tank, PT 

•controlled variables are designated by CV and are also measured. 

Notes: i. Compositions in A and B feed streams cannot be 
measured. 

ii. Compositions X4A and XBD, pressures PR, Pp, and Pr, and 
temperature TR must satisfy specific constraints. 

iii. Production rate w4 has to be established via direct flow 
measurement (not inferred). 

iv. Flow rates w1 and w2 should be measured and considered 
for flow control in order to isolate the reactor from 
upstream pressure disturbances. 

v. All vessel inventories, HR, Hp, and Hr, must be 
measured and eventually controlled. However, only HR 
must be controlled to a set point. 

vi. Temperature TR must be controlled. 

vii. Temperature Tpis included to be conservative. Normally, 
P and Tare closely related in an adiabatic flash unit. (For a 
binary mixture, one measurement is equivalent to the 
other; also approximately true for a pseudo binary such as 
this one consisting of four components.) 

H.3.1 Step 1: Specify the Control System Design 
Objectives 

A. State the plant production and control objectives, 
including composition and production rates of all 
products plus economic objectives. 

We assume that plant management and the design group 
have already developed product quality and production 
rate specifications, nominal operating conditions, and 
operating constraints for the plant. The control objec­
tives are determined so as to meet customer require­
ments and anticipated sales figures, to reflect plant raw 

material and operating costs, and to satisfy materials of 
construction and environmental limitations: 

1. The product should contain approximately 99% 
C; the remaining impurity is A. 

2. The desired production rate w 4 to the downstream 
unit should meet the following specifications: 
Nominal value ± 1% on long-term basis (days); 
Nominal value ± 3% on short-term basis (hours) 

3. The reactor should be operated with approxi­
mately constant conversion as production rate 
varies within expected limits. Because a suitable 
value of conversion will depend on the production 
rate, no specific requirement can be provided. The 
nominal reactor temperature T R is specified. 

B. Identify process constraints that must be satisfied, 
including safety, environmental, and quality 
restrictions. 

1. Mass fraction of A in the product stream, x4A, should 
be less than 0.011 (1.1% ), a quality constraint. 

2. Mass fraction of D in the recycle liquid stream, x8v, 
is 0.1 (10% ), a value determined by steady-state 
economic optimization. 

3. P~ :5 Pp :5 Plf (low-level constraint to yield 
smooth operation: high-level constraint required 
to meet materials limits). 

4. TR :5 Ti{ and PR :5 Pi{ (high-level constraints on 
reactor temperature and pressure imposed by ma­
terials limits). 

5. All vessel levels (HR, Hp, and Hs) maintained be-
tween high and low limits. 

Note: The product must be sent to waste if x4A > 1.1 %. 
On the other hand, maximizing x4A while satisfying the 
constraint is the optimum economic strategy. Depending 
on how tightly x4A can be controlled, some nominal 
value, such as 1%, should be used as the set point. 

H.3.2 Step II: Perform a Top-Down Analysis 

This step is intended to develop a conceptual design of 
the plantwide control system. Step II.A is concerned 
primarily with analysis; in Step II.B, the overall control 
structure is established in a conceptual form. 

A. Identify the process variables, control degrees of 
freedom, control structure, and options for 
decomposition. 

A.l. Identify the potential controlled variables. The 
schematic flow diagram in Fig. H.3 shows the most im­
portant measurement locations and the process vari­
ables. The operating objectives clearly require that two 
key variables be controlled, x4A and w 4• Composition 



Figure H.3 Instrumentation for the reactor/flash unit plant. 

X4A has to be tightly controlled, but w4 only needs to be 
tightly controlled on a long-term basis. Whether compo­
sition X3A must be controlled explicitly is unclear at this 
point. However, we assume that it can be maintained 
approximately constant without using a specific compo­
sition controller. Furthermore, the composition of D in 
the recycle stream, x8v (and consequently x88), also will 
likely need to be controlled. If x8v is controlled, opera­
tion of the reactor/flash plant probably will not be un­
duly subject to disturbances (snowball effect). However, 
these issues need to be checked carefully at the end of 
the design using simulation. 

Table H.2 lists the controlled variables for the plant 
developed using the specific arguments given above 
and the general guidelines given in Section 13.2. At this 
point, each process measurement could potentially be 
used as a control variable. 

A.2. Determine how the controlled variables can be 
measured or inferred and identify other process vari­
ables to be measured. The schematic flow diagram in 
Fig. H.3 also shows the locations of the most important 
sensors/transmitters. In addition to measurements for 
the controlled variables, actual plants are routinely pro­
vided with many additional, but less important, mea­
surements. Measurements such as cooling water inlet 
and outlet temperatures on the reactor cooling coil and 
heat exchanger steam supply pressure are required to 
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give the operators a clear picture of the process behavior 
and its environment. Such information is particularly 
important during plant start-up, shutdown, and periods 
when the plant is upset. 

The measured variables listed in Table H.2 are based 
on the problem description, the control system specifi­
cations (Step LA), and the general guidelines of Section 
13.2. Included are several potentially useful measure­
ments that are not needed in the control system design. 

A.3. Select the potential manipulated variables. Unless 
a stream is "wild" and cannot be manipulated (such as an 
exit stream from an upstream unit) or cannot be manipu­
lated independently, its flow rate will be adjusted via a 
control valve. An example of the latter restriction would 
be a valve in Stream 5 (Fig. H.2), which cannot be used to 
manipulate flow rate independently if control valves are 
installed in both streams 6 and 7. 

General guidelines for selecting manipulated variables 
are given in Section H.2. All of the manipulated variables 
in the case study are adjusted by control valves. In gen­
eral, we try to select manipulated variables that have the 
most direct influence on the controlled variables- that is, 
largest sensitivity (gain) and fastest dynamic effects. The 
primary requirement is to enable pairings in which there 
is a large, direct influence (high process gain) and, do not 
exacerbate loop interactions. Structural analysis (RGA 
or SV A) can provide specific guidance for sensitivity and 
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Figure H.4 Control valves for reactor/flash unit plant. 

process interactions. A secondary heuristic is to select 
manipulated variables that are physically close to the 
controlled variables to take advantage of potentially fast 
dynamics. Figure H.4 and Table H.3 indicate locations 
selected for the reactor/flash plant control valves. Again, 
Stream 5 contains no valve, because its flow rate cannot 
be manipulated independently if V 6 and V 7 are installed. 

Table H.3 Manipulated Variables (and Associated Valves) 
of the Reactor/Flash Unit Plant 

Stream Number/MY Valve 

1. Reactor A feed, w1 

2. Reactor B feed, w2 

3. Reactor effluent, w3 

4. Flash unit liquid product, w4 

6. Purge, w6 

7. Recycle vapor, w7 

8. Recycle liquid, ws 
9. Reactor cooling water supply, w9 

10. Flash unit preheater steam supply, w10 

11. Condenser cooling water supply, w11 

Notes 

i. Both feed streams (1 and 2) and the plant product stream (4) are 
provided with control valves. 

ii. Stream 5 contains no valve. 

iii. The reactor, flash unit (liquid), and recycle tank effluents, and 
the purge stream are available for inventory control. 

iv. Control valves are required to manipulate cooling water flow 
rate in the reactor and condenser coils, and steam pressure in the 
flash unit preheater. 

We assume that the feed flow rates can be manipulated, 
because the specifications do not indicate that these vari­
ables are considered to be disturbances. 

A.4 Perform a preliminary control degrees of freedom 
analysis (compare the numbers of manipulated and 
controlled variables). The number of control degrees 
of freedom is the number of manipulated variables (10). 
Recall that a control degree of freedom is allocated each 
time a manipulated variable is utilized in a control loop, 
except in cascade control or in other applications where 
a set point is manipulated instead of a control valve. 

From Table H.3, we obtain 

I Control degrees of freedom = 10 

corresponding to the ten control valves shown in Fig. H.4. 
Note that N FC (10) is less than the number of controlled 
variables (12) shown in Table H.2. It might appear to be 
necessary at this point to identify additional manipu­
lated variables or to omit some of the controlled vari­
ables. However, if certain variables do not have to be 
independently controlled, it is possible to handle this 
situation by using advanced control methods (cascade 
control) or partial control (Kothare et al., 2000). This 
feature will be illustrated in the bottom-up design. 

A.S. Identify the source and nature of the significant 
disturbances that must be mitigated. There are four 
primary sources of disturbances, three from within the 
plant itself or its immediate environment: composition 



variations in the feed streams and temperature or pres­
sure variations in the cooling water and steam utility 
streams. The fourth disturbance is caused by planned 
changes in production rate: 

1. xv stream feed; random variation. 

2. Tw (temperature of cooling water supply to reactor 
and to recycle condenser); diurnal (24-hour) cycle. 

3. Ps (pressure of steam supply to flash unit pre­
heater); relatively slowly varying supply pressure as 
other units load the steam supply header. We dis­
cuss in Step III.A.3 what to do in the event this dis­
turbance turns out to be more difficult to handle. 

4. Operator-implemented changes in desired pro­
duction rate w4. 

A.6. Perform structural analysis based on a steady­
state model and evaluate the possibilities for decompo­
sition of the control problem. To simply this step, we 
assume that the pressure and temperature control loops 
are essentially decoupled from the plant holdups (inte­
grating modes), the compositions, and the liquid flows. If 
this assumption is approximately valid, we can analyze a 
core plant model ("core model") that comprises the re­
actor, flash unit, and recycle tank-all assumed to oper­
ate isothermally and isobarically (see Fig. H.S). Thus, 
the approximate plant model consists only of material 
balances but includes the key flows, levels, and composi­
tions. This type of approach, in which temperatures and 
pressures are assumed to remain constant at their nomi­
nal values, was employed by Robinson et al. (2001) in 
their analysis of a similar plant. 

The resulting core model (see Appendix I.2) con­
tains six controlled variables: 

Production rate, w4 
Composition of A in the product stream, x4A 

Reactor holdup, HR 
Flash unit holdup, HF 
Recycle tank holdup, Hr 
Composition of D in the recycle stream, x8v 

Figure U.S Process flow diagram for the core model of the 
plant: the core model consists of reactor, flash unit, and 
recycle tank, all operated isothermally and isobarically. 
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where the flow rates and holdups are in mass units and 
the compositions are mass fractions. Six manipulated 
variables (all flow rates established by control valves 
shown in parentheses) are available: 

A feed flow rate w1 (V 1) 
B feed flow rate w2 (V 2) 

Reactor exit flow rate w3 (V 3) 

Flash unit liquid flow rate w4 (V4) 

Purge flow rate w6 (V 6) 
Recycle flow rate w8 (V 8) 

At this point, one could develop a 6 X 6 RGA that 
would provide guidance on how the plant might be de­
composed for multivariable control and how variables 
might be paired in a subsequent bottom-up (detailed) 
design. First, we recognize that the most direct way of 
controlling the plant production rate w4 is to use V 4. 

However, making that choice leads to a problem dis­
cussed in Appendix G regarding the design of flow/ 
level controllers for vessels in series. If V 4 is used to 
control w4, then only V3 can be used to control flash 
unit holdup HF. Furthermore, there is no easy way to 
control the reactor holdup HR, because use of any reac­
tor inlet valve (V1, Vz, or Vs) to adjust the reactor level 
can change the molar ratios of reactants. Of course, 
that problem could be mitigated by ratioing all three 
valves, but normally this approach is undesirable. Thus, 
we conclude that it is better to control HR by V3 and 
HF by V4, and to control the production rate in an indi­
rect manner. 

These preliminary decisions leave four controlled 
variables and four manipulated variables that can be 
analyzed using a 4 X 4 relative gain array. For the core 
plant model (mass balance equations only) and values 
of the operating parameters given in Appendix I, the 
steady-state gain matrix is 

Steady-State Gain Matrix 

wl wz W6 Wg 

w4 1.93 2.34 X 10-2 0 6.29 X 10-3 

K= XsD 8.46 X 10-4 -7.97 X 10-4 0 5.72 X 10--6 

X4A 2.51 X 10-5 -1.18 X 10-5 0 -3.17 X 10-6 

Hr --D.93 0.977 -1 -6.29 X 10-3 

(H-1) 

Note that w6 only affects Hr. The elements in the Hr 
row (K4j) consist of rate-of-change coefficients instead 
of gains, because it is an integrating variable. Woolverton 
(1980) and Arkun and Downs (1990) showed that, in 
order to calculate the RGA, the rate-of-change coeffi­
cients for an integrating variable can be treated just 
as if they were gains. Using their approach, we can 
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obtain the RGA: 

Relative Gain Array 

Wl wz W6 ws 

w4 0.975 0.013 0 0.012 

A= xsv 0 0.974 0 0.026 (H-2) 

X4A 0.025 0.013 0 0.962 

Hr 0 0 1 0 

From the RGA, it is clear that the core plant model is 
not very interacting; however, it gives little insight into 
potential decomposition of the full plant. Thus, a con­
trol system design developed with a multiloop approach 
based on a simplified model should be tested using sim­
ulation, and eventually with the actual plant, to see how 
well the simplifying assumptions hold. Note that the 
RGA and similar analytical methods are intended to be 
used for initial screening. 

Because the degree of interaction is low, there ap­
pears to be no compelling reason to employ a multi­
variable control methodology such as MPC in dealing 
with the core plant. Thus, it is possible to decompose 
down to the individual unit, and except for cascade and 
ratio control applications discussed below, even to the 
single-loop level. 

Those potential pairings exhibiting relative gain ele­
ments approximately equal to one serve to guide the 
detailed bottom-up design that follows. For this simple 
plant model, with its straightforward reaction kinetics 
and separator modeled by a splitter rather than a flash 
model, enough information is already provided at this 
point to design the control system structure. However, 
we continue with application of the recommended design 
procedure to illustrate its application. 

B. Establish the overall control structure 
in conceptual form. 

B. I. Identify where the production rate of each prod­
uct will be measured and controlled. The production 
rate w4 is measured by means of a flow transmitter 
placed directly in the product line, rather than inferred 
from a measurement elsewhere in the plant, as some­
times is required. Because the desired variability of the 
production rate is small (::!:: 1% ), measuring a related 
flow rate further upstream (e.g., w3) could introduce 
too much variability if the flash unit level controller 
manipulates product stream flow rate w4. However, 
with only two units in the downstream path of this 
plant (reactor and flash unit), we have already dis­
cussed why it is reasonable to manipulate the produc­
tion rate at an upstream location using a variable that 
directly influences this flow rate. In principle, either w1 

or w2 could be manipulated for this purpose, because 
both reactants are required to make product C. However, 

that is true only as long as A and B compositions in the 
reactor are near the stoichiometric ratio. We know that 
A is the limiting reactant. Thus, that is why the RGA 
indicates that only flow rate w1 has a meaningful effect. 
Valve V 1 is allocated for this purpose. 

Initially, we assume that flow rate w1 will be main­
tained using a flow controller whose set point is ad­
justed manually to hold w4 within the desired limits. 
However, what type of control loop to use or how its set 
point is to be adjusted is uncertain until we develop the 
detailed bottom-up design. Following the introduction 
of several additional considerations in the bottom-up 
design phase, these details can be developed. 

Result: Valve V 1 is allocated for control of produc­
tion rate. 

Remaining control degrees of freedom = 10 - 1 = 9 

B.2. Identify how quality will be measured for each 
product and how quality will be controlled Composi­
tion x4A is a key quality variable, because it is strictly 
limited to less than 1.1 %. Because the RGA recom­
mendations are unambiguous (Eq. H-2), the recycle 
stream valve V 8 (flow rate w8) is chosen as the manipu­
lated variable. 

Result: Valve V8 is used to controlxA. 

Remaining control degrees of freedom = 9 - 1 = 8 

Although one of the secondary control objectives is to 
keep the reactor exit composition X3A reasonably con­
stant, control of this intermediate variable does not ap­
pear difficult enough to require a separate feedback 
controller. 

B.3. Determine how each recycle loop throughput/ 
composition will be controlled Because this plant does 
not appear to be sensitive to disturbances leading to effects 
such as snowballing, controlling xsv in the recycle loop 
appears to be sufficient. 

B.4. Specify how the constraints will be satisfied. All 
of the operating constraints can be addressed by selec­
tors and overrides (Chapters 10 and 16). These include 

1. X4A 

2. xsv 

3. Plj and P~ 

4. Ti{ and Pi{ 
5. High and low levels in all three vessels. 

Note that Constraint 2 on x8v has been specified by 
plant designers in advance. If x8v should be changed in 
response to operating and economic conditions, it 
could be determined on-line via real-time optimization 
(Chapter 19). 



There is one implicit condition, not part of the design 
specifications, that needs to be considered in the bottom­
up design. Because the flash unit separates a pseudobi­
nary mixture (A/C and BID), its temperature and pres­
sure cannot be independently specified. Thus, either T F 

or Pp, but not both, can be controlled. 

B.S. Determine how major disturbances will be han­
dled. The effect of temperature changes in the cooling 
water supply on reactor temperature or condenser exit 
temperature presumably can be attenuated by their 
temperature control loops without upsetting the com­
position and flow loops. The same is true for the effect 
of pressure changes in the steam supply header on flash 
unit temperature (or pressure). All three of these loops 
will have to be tested carefully after design is complete, 
through simulations and/or plant tests, to determine 
whether the assumptions underlying the decision to de­
sign the actual plant using a reduced model (the core 
model) are correct. 

Variations in the remaining environmental distur­
bance xzv require an explicit feedback controller to 
maintain x8v near its desired value. The purge stream 
w6 (the only path by which D leaves the plant) could be 
manipulated to control x8v. However, RGA results 
clearly indicate that approach will only work if all con­
trol loops are closed (see Exercise H.4); but an effective 
manipulated variable (w2) is available to deal with this 
disturbance without imposing such a severe restriction. 

B.6. Analyze the energy management scheme and in­
dicate conceptually how it will be controlled. A po­
tential source of energy savings for this process appears 
to be the energy liberated in the exothermic reaction. 
That "lost energy" could provide some of the energy 
required to heat the flash unit feed to flash conditions. 
However, it is impossible to control the reactor temper­
ature at a desired value and simultaneously heat up its 
exit stream, the flash unit feed stream, to a higher 
value. In other words, this energy is thermodynamically 
unavailable (Sandler, 2006). 

The flash unit vapor condenser might supply some 
part of the flash preheater energy requirements, but re­
covering it with the small approach temperature differ­
ences that are available would require too large a heat 
exchanger. Thus, it appears that the potential for en­
ergy savings through heat integration is small, and 
plant heating/cooling utilities will have to be used. 

H.3.3 Step III: Develop a Bottom-Up Design 

A. Develop a strategy for regulatory control. 

The primary tool for regulatory control is the SISO 
control loop. However, many applications benefit from 
the use of (and may even require) advanced methods 
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such as selective control techniques and multivariable 
control (Chapters 16 and 18). 

A.l. Specify how the control system will treat unsafe 
or abnormal operating conditions and deal with con­
straints. First identify those variables that potentially 
pose a safety or environmental hazard ( cf. Chapter 13): 

PR subject to high-pressure limit 11{: Pressure-operated 
overrides (see Chapter 16) should be placed on the 
reactor level controller and on any flow controllers 
that feed or empty the reactor. To ensure that this 
hard constraint is never violated, a quick opening 
valve and rupture disk should be installed in a sepa­
rate line leading to a flare or blow-down tank. 

TR subject to high-temperature limit T}{: A tempera­
ture-operated override should be placed on the reac­
tor temperature controller and a fail-open valve used 
to manipulate the cooling water flow rate. 

Pp subject to high-pressure limit Plj: Pressure-operated 
overrides should be placed on the flash unit level con­
troller and on the recycle and purge stream controllers. 
Again, the contents should be released to a flare or 
blow-down tank if the hard constraint is reached. 

Then identify those variables whose constraints might 
compromise satisfactory operation of the plant: 

Pp subject to a low limit P~: Place an override on the 
purge stream flow controller to make sure that the 
recycle tank is not upset by a low-flow situation in 
the recycle line. 

H R, H p, H T subject to high- and low-levellimits: Place an 
override on the level controller for each vessel to open 
or close the pertinent control valve in the event that 
an "overflow" or "running dry" state is approached. 

A.2. Identify control loops to regulate production 
rates and inventories. First, we specify control loops 
for the holdups in the major vessels. This step deals 
with the plant's integrating modes discussed in the 
top-down analysis (Step II.A.6). The RGA results 
(Eq. H-2) indicate that the recycle tank level is con­
trolled best by manipulating the purge stream valve 
rather than the recycle stream valve: 

Results: Reactor exit stream valve (V 3) is used to 
control HR. 
Liquid product stream valve (V 4) is used 
to control Hp. 
Purge stream valve (V 6) is used to control 
Hr. 

Remaining control degrees of freedom = 8 - 3 = 5 

Note that averaging control can be used for Hp and Hr 
where tight level control is not required to smooth out 
the effect of disturbances, but not for HR. 
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A.3 Identify control loops that will mitigate major 
disturbances. Variations in x2v will produce devia­
tions in x8v from its desired nominal operating value. 
The RGA analysis has identified the B feed stream 
valve (V 2) as the most effective actuator. 

Recall that plant designers included the purge stream 
in order to remove D from the plant. However, the 
RGA results in Eq. H-2 indicate that manipulating V6 

is not an effective way to control x8v. Instead, V 2 is 
chosen, based on the RGA analysis: 

Result: V 2 is used to control xsv· 

Remaining control degrees of freedom = 5 - 1 = 4 

Upstream pressure variations in the two reactor feed 
streams ( w1 and w2) can be attenuated by using a flow 
controller in each line. However, x8v only needs to be 
controlled approximately at the desired value of 10%; 
thus, a flow controller for w2 appears to be an unneces­
sary complication. Using a flow controller on w1 implies 
that its set point will be adjusted to maintain production 
rate w4. Note that an additional control degree of free­
dom is not required, because control valve V 1 was already 
allocated in the top-down analysis (Step II.B.1) to adjust 
production rate. 

Results: Flow controller manipulates V1 to control w1. 
Set point of w1 controller is adjusted to set 
production rate w4. 

Remaining control degrees of freedom are un­
changed = 4 - 0 = 4 

Because energy management is simple for this plant, 
disturbances in energy balances presumably can be 
handled by single-loop controllers. It is assumed that 
disturbances to reactor temperature (caused by a vary­
ing reaction rate or cooling water temperature changes) 
can be mitigated by using a reactor temperature control 
loop. The same is true for the effects of pressure 
changes at the steam supply header on flash unit pres­
sure or temperature. Because there are explicit con­
straints on pressure but not on temperature, pressure is 
chosen. This item is considered more fully in Step IV.D, 
where the accommodation of constraints is discussed in 
detail. 

Similarly, the effects of temperature variations in the 
cooling water supply on operation of the condenser can 
be mitigated by use of a temperature control loop. If 
disturbances are particularly large in a utility supply, a 
cascade secondary controller can be employed to con­
trol the temperature or pressure of the utility stream at 
the point it leaves the process, with a primary controller 
used to maintain the process temperature (Chapter 16). 
Cascade control, which is applied in Step III.B, is not 
used here for reasons of simplicity. 

Results: V9 is used to control TR. 
V 10 is used to control flash unit feed tem­
perature T FF· 

V11 is used to control condenser exit tem­
perature T C· 

Remaining control degrees of freedom = 4 - 3 = 1 

One major disturbance remains: the variation in Pp 
caused by changes in w6. Pp can be controlled by ma­
nipulating valve V 7 in the recycle vapor line. 

Result: V 7 is used to control Pp. 

Remaining control degrees of freedom = 1 - 1 = 0 

Note that some designers would choose to operate V 7 

fully open and let Pp "float" in order to save pumping 
costs associated with the pump in the reactor effluent 
line. We assume here that pressure control is necessary to 
maintain flash unit pressure constant. Disturbance sensi­
tivity is assumed not to be an issue for this plant, so any 
need to control a flow rate or composition variable within 
the recycle loop will be satisfied by controlling x8v. 

At this point in the analysis, there are no remaining 
control degrees of freedom. However, the design of the 
plantwide control system is by no means complete: 
advanced control methods that adjust the set points of 
already specified feedback controllers can be used to make 
the plant operate better. The objective here is to structure 
the control system in ways that avoid the need for opera­
tor intervention except when absolutely necessary. 

B. Examine the potential of applying advanced 
control strategies. 

Advanced control is intended to provide improved per­
formance over traditional single-loop control. It includes 
such techniques as multivariable, cascade, feedforward 
(including ratio), and inferential control. As noted al­
ready, overrides (Chapter 16) can be particularly helpful 
in dealing with variable constraints. 

Cascaded flow controllers can reduce the effect of 
any upstream pressure variations or changes in control 
valve characteristics resulting from nonlinearities or 
from fouling, as noted in Step II.A.3. Ratio control be­
tween w1 and w2 can maintain the desired stoichiomet­
ric ratio of reactants approximately constant, despite 
changes in production rate or feed composition. Fi­
nally, cascade control can help deal with disturbances 
introduced by intentional changes in production rate 
w 4, as is discussed next. 

B.l. Evaluate the use of advanced single-loop control 
strategies, including feedforward, ratio, cascade, and 
selective control schemes. In reviewing the plant pro­
cessing and control objectives, a variable that needs 



further attention is the production rate w4• One way of 
automating w4 is to measure it and use a cascade con­
troller to adjust the set point of the WI controller. An 
additional degree of freedom is not required to imple­
ment the cascade (master) controller, because the set 
point of the WI controller is available. A slow change in 
the Wisp should meet the long-term production rate re­
quirements and not interfere on a short-term basis with 
the Hpcontrolloop. 

Results: A cascade controller for w4 is employed to 
adjust the set point of the WI flow controller. 
Its set point, w4sp, is used to set the desired 
production rate. 

Remaining control degrees of freedom = 0 
(unchanged) 

It is also desirable to speed up the adjustment of w2 

so that the ratio of B to A remains approximately at its 
correct (stoichiometric) value. A ratio controller (Sec­
tion 15.2) whose internal ratio is adjusted by a primary 
composition controller is used to control x8v. 

Results: Controller for x8D adjusts the B to A ratio 
controller set point. The ratio controller 
manipulates V 2· 

Remaining control degrees of freedom = 0 
(unchanged) 

B.2. Employ multivariable control for highly interac­
tive processes. So far we have assumed that a multiloop 
control approach will be sufficient and that multi­
variable control will not be necessary. One way to help 
ensure that this assumption will eventually be validated 
is to design the individual control loops so they interact 
as little as possible by careful selection of controlled 
variables and their pairing with manipulated variables. 
For example, adjusting the value of WI and the ratio of 
wzlwi (in order to control w4 and xsv, respectively), 
instead of directly controlling the two flow rates indi­
vidually, is one way of physically decoupling the two 
control loops (see Chapter 18). 

Only a dynamic simulation of the controlled plant 
can determine whether the multiloop control strategy 
works satisfactorily. If the proposed loops interact too 
much or fail to achieve the desired control objectives, a 
more powerful multivariable approach such as MPC 
may be required. 

C. Evaluate the economic benefit of real-time 
optimization. 

The major process variables that are candidates for 
real-time optimization are TR and HR (to optimize op­
eration of the reaction process), Pp ( to optimize the 
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separation process), and xsv (here assumed to be con­
stant at 10% ). A steady-state process model must be 
available to carry out such calculations; see Chapter 19 
for more details. 

H.3.4 Step IV: Validate the Proposed Control 
Structure 

A. Perform a final control degrees of freedom 
analysis. Check the allocation of the N FC degrees of 
freedom. 

Because we have kept track of the control degrees of 
freedom as individual control loops have been proposed 
(control valves have been allocated), it is clear that we 
have not attempted to use too many degrees of free­
dom. Nor have any possibilities been neglected to ob­
tain better control through the use of additional control 
loops that utilize already allocated degrees of freedom. 

B. Check control of individual process units. 

The next step is to make sure that no physically unre­
alizable control schemes have been proposed-for ex­
ample, to attempt to control all of the component 
concentrations in a stream plus its total flow rate. Even 
with controllers in place, there must be some way for 
each species to leave the plant. For example, when the 
purge line is closed, there is no way for component D 
to leave the recycle path; thus, constraint handling 
methods associated with the control system cannot 
close v6 for a significant period of time. 

Finally, if steady-state simulation software is avail­
able, this is a good place to check anticipated concen­
trations and flows throughout the plant with the 
controllers implemented. Failure of the simulator to 
converge to the design operating conditions may be an 
indication that something is fundamentally wrong. 

In designing the plantwide control system, we have 
essentially dealt with control of individual process units, 
with one exception. Pp must be maintained high 
enough to provide a sufficient pressure drop across V 7. 

If not, the recycle vapor stream valve may have to be 
operated fully open, and Pp controlled by adjusting 
V 11· If V 7 is always open, one control degree of freedom 
will be lost. 

C. Check the effect of constraints and disturbances on 
manipulated and controlled variables. 

All of the design constraints have been addressed by 
the proposed feedback control loops: 

1. x4A constraint: Manipulate WI. 

2. XSD constraint: Manipulate Wz by means of the 
wz: WI ratio. 
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3. Plj and P~: Manipulate w7, with an override prob­
ably required on the flash unit feed temperature 
to handle the situation where V 7 either opens or 
closes fully. 

4. 1'}{: Manipulate w9. 

5. 1'}{: Provide an override on w6. 

In the top-down design phase, we identified an addi­
tional, implicit constraint to be addressed that is not 
part of the design specifications. Specifically, the flash 
unit processes a pseudobinary mixture (A/C and BID), 
and thus, its temperature and pressure cannot be spec­
ified independently. This design issue has been han­
dled by controlling the flash unit feed temperature 
(flash unit preheater exit temperature) T FF rather than 
Tpitself. 

D. Simulate control system performance for a wide 
range of conditions. 

If a dynamic process simulator is available, it should 
be used to evaluate the proposed plantwide control 
strategy and to determine recommended initial con­
troller settings. It also should be used to evaluate the 
assumptions behind the core model analysis-namely, 
that the pressure and thermal control loops can be con­
sidered to be substantially decoupled from the flow/ 
level/composition loops. 

We present closed-loop simulation results for the 
core model (the reduced holdup form) and controller 
settings given in Appendix 1.2, showing its responses to 
two important process disturbances. For simplicity, the 
reactor holdup (level) is assumed to be controlled per­
fectly. In addition, holdup in the flash unit is assumed 
to be zero, because it normally will be quite small com­
pared to the reactor holdup. The base case control 

structure consists of 4 of the 12 control loops given in 
Table H.4: composition loop 7 (x4A - w8), modified 
composition loop 12 (x8D - w2-that is, manipulating 
Vz directly), level loop 10 (Hr- w6), and flow loop 11 
(w4 - w1, primary loop only). Note that for the core 
model, flow rates are manipulated directly so the sec­
ondary controller for w1 (flow loop 1) is not required. 

Figure H.6 shows how three key controlled variables, 
w4, x4A, and xsv, react to a +0.03 change in x2v. In this 
simulation, the B-to-A ratio controller (ratio loop 2) 
was not implemented, because it does not affect the re­
sponses when there is no change in w1. Note that all 
three controlled variables exhibit only small deviations 
from their set points as a result of the tight controller 
tuning that can be used in these loops. Recall that these 
controller pairings were chosen because of the direct 
influence of the manipulated variable in each loop and 
the relatively low degree of process interactions indi­
cated by the RGA in Eq. H-2. 

Figure H.7 shows the responses for x4A and x8D to a 
production rate change in w 4. A set-point change of 
+ 100 kg/h was made to the w 4 controller, first without 
ratio control of Wz. When ratio control is not used, 
larger deviations in XSD occur as a result of the induced 
changes in A feed flow rate (w1), with no correspond­
ing immediate change in B feed flow rate w2• 

A form of ratio control was implemented in the sec­
ond test by including ratio loop 2 (w2 - w1) with anini­
tial desired ratio of 1.09, while retaining the four base 
case controllers (loops, 7, 10, 11, and 12 in Table H.4). 
The addition of ratio control results in essentially no 
deviation in x8v, and the beneficial effect of maintain­
ing the B to A ratio during production rate changes is 
seen to affect only an unimportant recycle stream vari­
able. Control of production rate w 4 and product quality 
x4A is not significantly improved. 

Table H.4 Proposed Control System Structure (Control Loops) for the Reactor/Flash Unit Plant 

Loop Controller Controlled 
Number Type Variable 

1 Cascade (Secondary) A stream flow rate, w1 

2 Ratio B stream flow rate, w2 

3 Feedback Reactor temperature, TR 
4 Feedback Reactor level, H R 
5 Feedback Flash unit feed temperature, Tpp 
6 Feedback Flash unit liquid level, Hp 
7 Feedback A composition in product, x4A 

8 Feedback Flash unit pressure, Pp 
9 Feedback Condenser exit temperature, T c 

10 Feedback Recycle surge tank level, Hr 
11 Cascade (Primary) Plant production rate, w4 

12 Feedback D composition in recycle, xsn 

Manipulated 
VariableNalve 

A feed stream, V 1 

B feed stream, V 2 

Cooling water, V 9 

Reactor effluent, V 3 

Steam supply, V10 

Plant product, V 4 

Recycle liquid stream V 8 

Recycle vapor stream, V 7 

Cooling water, V 11 

Purge line, V 6 

Set point for w4 (FC 1) 
Ratio Wz: w1 (RC 2) 



H.3.5 Summary and Interpretation of Control 
Structure for the Reactor/Flash Unit Plant 

The proposed plantwide control system determined 
with the guidance of the 4 X 4 RGA-recommended 
pairings is summarized in Fig. H.8 and Table H.4. This 
case study represents one hypothetical plant and may 
give a misleading picture as to how the recommended 
control system design procedures lead to a particular 
structure. In general, design procedures are iterative, 
and thus they can lead to many alternative designs. 

An example can be given of just how much the 
plantwide control system design changes if a slightly dif­
ferent set of assumptions is made. What if the short-term 
operating constraint on production rate was tighter th_an 
specified above ( ±1% instead of ±3% ), or the plant m­
volved more than just three process units? In such a sit­
uation, the decision to control the production rate by a 
cascade loop that extends back to the A feed stream 
flow rate ( w1) may not be practical. The intervening 
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Figure H.6 Closed-loop responses of 
the reactor/flash unit core model: 
+0.03 change in x2v, without ratio 
control. (Controller settings are in 
Table 1.7.) 

dynamic lags within the master loop might then pre­
clude its holding the required long-term tolerances. In 
this case, one alternative would be to control the pro­
duction rate directly (via a flow controller on w4) and 
to employ "upstream" control of HR and Hp with the 
related complexities. 

A control structure obtained using the hierarchical 
procedures in the previous section normally can be ex­
pected to work reasonably well. However, the _only 
valid test of that conjecture is actually to perform simu­
lations or plant tests after individual controllers have 
been tuned. In that way, one can determine just how 
well the controlled system deals with disturbances, pro­
duction rate changes, and so on. For our purposes, we 
have focused initially on the core process units in the 
plant (reactor, flash unit, and recycle tank) to deter­
mine how well a design likely would work if it were de­
veloped using heuristics, strongly guided by simplified 
structural analysis. Other credible alternatives are pos­
sible. Which of the many alternatives are acceptable 
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and which one is "best" in some sense can only be ex­
plored via simulation of the full plant model. An ex­
tended design including simulation of the full plant is 
left for the reader. 

In making these comparisons, we developed the core 
model, a level/flow/composition model that neglects 
the effect of thermal (temperature) and pressure dy­
namics. For this plant, with only one recycle stream and 
no heat integration, the assumption is that the tempera­
ture and pressure control loops are largely isolated and 
noninteracting. This assumption has to be tested for ac­
curacy via simulation. 

A number of plant-scale control studies have been 
published. Luyben (2002) has presented a series of case 
studies using dynamic simulation. Downs and Vogel 
(1993) documented a Tennessee Eastman Company 
challenge problem that has received considerable sub­
sequent attention from control researchers. Larsson 
and Skogestad (2000) cite many efforts to deal with the 

Figure H.7 Closed-loop responses of 
the reactor/flash unit core model: 
+ 100 kg/h step change in w4sp• with 
and without ratio control. (Controller 
settings are in Table 1.8.) 

Tennessee Eastman problem and support the conclu­
sions that alternative control system designs, while 
sharing certain common features, are almost always 
highly idiosyncratic. Different plant control engineers 
or researchers will propose very different control sys­
tem structures depending on the specific background 
they bring to the task, the specific design methodology 
employed, and the simplifying assumptions made. 

H.4 EFFECT OF CONTROL STRUCTURE 
ON CLOSED-LOOP PERFORMANCE 

In developing the control structure of the reactor/flash 
plant, an RGA analysis of the 4 X 4 core plant was 
used for guidance. In the final design steps of the case 
study, we introduced ratio control to maintain the feed 
stream flow rates at a B: A ratio, R, that is adjusted by 
the D-composition controller. 
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Figure U.S Proposed decentralized (multiple-loop) control system specification for the full reactor/flash unit plant. 

The RGA analysis was performed again, first replacing 
w2 by R, the adjusted ratio. Linearizing the core model 
leads to slightly improved RGA values; in particular, the 
interaction measure relating w4 to changes in w1 becomes 
slightly higher (0.988 vs. 0.975). Improvement was seen in 
the dynamic responses of xsD, whose oscillations were 
seen to be eliminated in Fig. H.7 with ratio control, com­
pared to the responses without ratio control and to those 
in Fig. H.6. 

Based on these results, it appears that the reactor 
may operate better if the ratio of combined B (feed 
plus recycle) to the A feed were controlled instead of 
just the feed stream ratio. To analyze this case, we let 
R* be the ratio of combined B-stream flow rate ( w2 + 
w8) to the A-stream flow rate (w1). Recalculating the 
relative gain array yields a surprising result; two of the 
recommended control loops now become highly inter­
acting (A values of ~3.6) as given in Eq. H-3. This un­
desired result can be confirmed by simulation. 

Relative Gain Array Using a "Combined B" Ratio 

wl R* W6 Wg 

w4 0.998 0.035 0 -0.034 

A= xsn 0 -2.66 0 3.66 (H-3) 

X4A 0.002 3.62 0 -2.63 

Hr 0 0 1 0 

Apparently, an important point has been overlooked­
namely, that the recycle stream consists of the same 
flow of B + D that leaves the reactor. Because this ma­
terial simply recirculates and does not participate in 
the reaction process under steady-state operating con­
ditions, it should be ignored in applying feedforward 
control of the ratio. Often, a recombination of vari­
ables can lead to a less coupled system, as shown in 
Chapter 18 and, again, with the addition of simple 
ratio control between the B and A feed streams in the 
case study. That is not the situation for the combined 
B flow rate. 

This type of control structure issue also can arise 
quite naturally through a particular physical feature of 
the steady-state plant design. Suppose that the reactor 
is not piped as shown before (Fig. H.2), with a separate 
recycle inlet port in the reactor, but with the two B 
streams piped together and entering the reactor through 
a common port. This design might be chosen to reduce 
reactor fabrication costs by eliminating an unneeded 
port, a potentially significant savings for some materials 
of construction. Faced with this steady-state plant design 
feature, the control system designer might fall into the 
trap of believing that a flow transmitter placed to mea­
sure the combined B flow rate would be suitable. In fact, 
as was shown above, the flow transmitter should be 
placed before the recycle stream inlet so as to measure 
only w2. 
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SUMMARY 

It is both exciting and yet intimidating for an engineer 
to be given a steady-state design proposal and some 
general ideas about how the new plant is to operate 
and then be asked to specify the complex system of 
controllers, safety interlocks, operator interfaces, hard­
ware, and software that comprise a modern control sys­
tem. In this chapter, we have presented a general 
procedure for designing plantwide control systems. The 
steps in the proposed hierarchical design procedure 
provided here are by no means either unique or com­
plete. However, it is important to use an organized ap­
proach in the design of a plantwide control strategy, 
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EXERCISES 

H.l In Appendix 1.2 three versions of the core model of the 
reactor/flash unit plant are developed. One is a "full­
composition model" (Eqs. I-9 through I-31) that pro­
vides the relations needed to calculate every stream 

variable and every vessel holdup in the plant design. The sec­
ond model (Eqs. I-33 through I-40) is a reduced-composition 
model, obtained from the full model by elimination of all 
variables and equations not needed to implement the control 
loops in this chapter. Thus only the necessary manipulated 
and disturbance variables, the dependent variables in the dif­
ferential equations (predominantly reactor and recycle tank 
compositions), and the controlled (output) variables remain 
in the second model. The third model (Eqs. I-47 through 
I-55) is a reduced version of the original model equations in 
which component mass holdups have been used instead of 
vessel concentrations as the dependent variables. 

Note that all the numerical and simulation results in this 
chapter were obtained using the third model. 
(a) Provide a degrees of freedom analysis for each of the 
three models. Identify all variables, and list all of the required 
equations by number. Specify the parameters required for 
each model. 

regardless of which design procedure is chosen. Choos­
ing controlled and manipulated variables and pairing 
them in an ad hoc fashion without a coherent design 
procedure can lead to serious problems. 

Throughout this book, we have emphasized that 
both qualitative and quantitative process information 
should be utilized in designing and evaluating control 
systems. Intelligent use of process models and simula­
tion tools is required to develop a successful design. In 
addition, difficulties faced by the control system de­
signer often can be mitigated or even eliminated by 
timely communication with the process design group. 
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(b) What are the advantages and disadvantages of each 
model form? 
(c) Implement the full concentration model and either of the 
reduced models using Simulink. Investigate the dynamic na­
ture of the recycle plant and compare the responses of the two 
uncontrolled plants using changes in one or more disturbances. 

H.2 The gain matrix in Eq. H-1 for the plant in this chapter 
was obtained using analytical methods (Mathematica: 
see www.mathematica.com) with the reduced holdup 
model. An alternative way to evaluate the plant interac-

tions is to find the gain matrix and the relative gain array 
(Chapter 18) using a Simulink model by making small step 
changes in each input, and then determining the steady-state 
output changes in order to estimate the gains. Evaluate the 
relative gain array of this plant using the alternative approach 
along with a simulation of the full concentration model. Com­
pare your results with the analytical results given in Eq. H-2. 

H.3 Using the control loops in Table 1.7 and 1.8 with 
the full-composition model created in Exercise H.1, 
evaluate the use of ratio control in Loop 2 of Table H.4. 
In particular, indicate why ratio control should improve 



the plant performance for production rate (w4 set point) 
changes, but not for disturbance (xw) changes. Your re­
sponses should be similar to those in Figures H.6 and H.7. 

H.4 A purge stream often is included in recycle plants, such 
as the reactor/flash plant discussed in this chapter, to 
keep the concentration of a contaminant from building 
up within the plant. Thus, one might conclude that the 

best way to control the concentration of the contaminant 
below some acceptable level would be to manipulate the 
purge stream flow rate-i.e., w6• Examine whether such an 
approach will work well here, using the following approach: 

(a) Modify the Simulink program of the reactor/flash unit 
core model so that it includes an x8v-w6 loop and an Hr-R 
loop along with the remaining two loops summarized in 
Table 1.8. Tune each of the new controllers so as to obtain a 
low level of interaction with the other control loops. 

(b) What features in the RGA analysis given in Eq. H-2 or 
in the discussion in the first two paragraphs of Section H.4 
explain the response results for your alternative control struc­
ture, when compared to those shown in Figure H.7? 

(c) Can you give a physical explanation for the observed 
process gain between x8v and w6? 

(d) How would you expect the plant to respond if one of 
the control loops was inoperable-e.g., as a result of a sen­
sor failure? Remove the x4Kw8 control loop and compare 
the structure presented in this problem with the RGA sug­
gested pairing for a + 5% step change in production rate. 

(e) How well do these two control structures (with all loops 
closed) handle a larger set-point change (10%) in the produc­
tion rate, w4? In particular, what modifications (if any) must 
be made to handle a set-point change of this magnitude? Can 
a 20% change in w4 be accommodated? Why, or why not? 

H.5 Using a Simulink representation of the reactor/flash 
plant, add an additional feedback control loop for reac­
tor level HR (assumed in this chapter to be perfectly 

controlled) by the following steps: 

(a) Modify the gain matrix (Eq. H-1) to incorporate both a 
new manipulated variable w3 and a new controlled variable 
HR. What does the RGA indicate about the pairing of con­
trolled and manipulated variables for this situation? 

(b) Use RGA-recommended pairings, or any others that are 
appropriate, to control the plant (including HR). Can you 
achieve essentially the same responses as shown in Figure H.7 
while controlling reactor level with a PI controller? Using 
P-only control of level? Explain your results, and discuss 
whether it is important to control reactor level exactly at the 
set point. 

H.6 If the flash unit in the example plant operates as an ideal 
splitter but with a non-negligible liquid holdup (e.g., 
1,000 kg), what would be the effect on the response of 

composition loop 12 in Table 1.8 for a change in x2v? On the 
response of composition loop 7? Simulate the modified plant 
and give logical arguments why one would or would not expect 
a difference. 

Exercises H19 

H.7 Design an MPC controller for the reactor/flash unit plant 
and test it using a simulation of the linearized model of 
this plant. For purposes of this exercise, first design and 

implement a PI controller for the reactor level using the reac­
tor outflow rate w3 as manipulated variable (see Exercise 
H.S). Also, include a flash unit holdup of 500 kg and imple­
ment a PI controller for the liquid level with the flash unit 
outflow rate w4 as manipulated variable (see Exercise H.6). 

The following manipulated and controlled variables are to 
be used in the 4 X 4 MPC: 

Manipulated Variables 

A feed stream flow (w1) 
B feed stream flow ( wz) 

Purge stream flow ( w6) 
Recycle line flow ( ws) 

Controlled Variables 

Production rate (w4) 
Composition of A in the 

product stream (w4A) 
Recycle tank holdup (Hr) 
Composition of D in 

recycle stream (xsv) 

Your design must meet the following control objectives: 

(i) The product should contain approximately 99% C; the 
remaining impurity is A. 
(ii) The desired production rate of product w4 to the down­
stream unit should meet the following specifications: nominal 
value ±1% on long-term basis (days), nominal value ±3% on 
short-term basis (hours). 
(iii) The reactor should be operated with approximately con­
stant conversion (unspecified) as production rate varies within 
expected limits. The nominal reactor temperature T R is fixed. 
(iv) Important quality constraint: mass fraction of A in the 
product stream (x4A) must be less than 0.011. 
(v) For the purposes of this design, the only manipulated vari­
able constraint is that flows are required to be positive. 

Once the controller has been designed, evaluate its perfor­
mance for the following set-point and disturbance sequences 
(each one separately): 

(a) Disturbance response to a +0.03 change in xw 
(b) Set-point response to a 5% change in the production rate 
(w4) 
(c) Same as (a), but with the rate constant k increased by 20% 

(d) Set-point response to a 20% change in the production 
rate (w4) 

Hints: Use the MATLAB MPC Toolbox, if desired, for this 
exercise. Two commands are used to produce a linear model 
of the plant in the representation needed for controller de­
sign. First, the dlinmod command obtains a state-space repre­
sentation (A, B, C, D). To use this command, be sure that the 
Simulink diagram is drawn so that the process manipulated 
inputs and disturbances correspond to "in ports" on the top 
level of the Simulink flow sheet; similarly, the outputs must 
correspond to "out ports." Then the ss2mod command pro­
duces a model in MPC mod format, specifying inputs that are 
manipulated variables, measured disturbances, and unmea­
sured disturbances. The scmpc command simulates control of 
the linearized plant with the MPC controller. 
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I.1 ENERGY BALANCE AND 
PARAMETERS FOR THE REACTOR/ 
DISTILLATION COLUMN MODEL 
(APPENDIX G) 

Energy Balance for the Reactor 

Assumptions made in developing the balance: 

1. Cooling temperature T c is constant. 

2. There is no vapor phase in the reactor. 

3. There are no heat losses to the environment. 

4. All streams and reactor contents have the con­
stant heat capacity Cp. 

dTR 1 
dt CpHR 

X [F0Cp(T0 - TR) + DCp(TD- TR) 

- UA(TR- Tc)- HR'A.kRz] (I-1) 

Parameters in Table 1.1 and controller settings in Table 1.2 
were used in the simulations shown in Figs. G.9a and G.9b. 

I.2 CORE REACTOR/FLASH UNIT MODEL 
AND PARAMETERS (APPENDIX H) 

I.2.1 Simulation Models 

In developing a simulation model that corresponds to 
the core elements of the reactor/flash unit plant, we first 
state the general modeling assumptions, then develop 
the model equations in several forms. The first model is 
based on the methods of Chapter 2. The second model 
is a simplified version. The third is developed specifi­
cally to use with a symbolic equation manipulator such 
as Mathematica for calculating the RGA. An evaluation 
of the three models, including comparison of their degrees 
of freedom, is considered in Exercise H.l. Figure H.S 
illustrates the process units and stream numbering 
conventions. 

Modeling Assumptions: 

1. Mixing is perfect in each vessel. 

2. Volume VR is controlled by w3 and assumed to be 
constant. 

11 



12 Appendix I Dynamic Models and Parameters Used for Plantwide Control Chapters 

Table 1.1 Parameters Used in the Energy Balance. 

Parameter Symbol Value Units 

Reactor feed rate Fo 460 lb-mol/h 
Feed temperature To 530.0 OR 

Distillate (recycle) rate D 500 lb-mol/h 
Distillate temperature Tn 587.2 OR 

Reactor holdup HR 2400 lb-mol 
Reactor composition z 0.5 mass fraction 
Reactor temperature TR 616.4 OR 

Cooling coil temperature Tc 596.1 OR 

Heat capacity Cp 0.75 Btu/lb-mol oR 
Overall heat transfer coefficient u 150.5 Btu/h ft2 oR 
Area for heat exchange A 3630 ft2 

Specific reaction rate kR 0.33 h-1 

Heat of reaction A. -30,000 Btu/lb-mol 

Parameters in Tables I.1 and 1.2 reported by Wu and Yu (1996). 

3. Temperature in each vessel is constant. Material Balances: 

Reactor: 4. Volume V F is controlled and assumed to be con­
stant. It is small compared to Volume VR. 

5. Volume V T varies to provide surge capacity between 
the flash unit and reactor. 

Ordinarily, reaction rate is expressed in terms of reac­
tant concentrations- for example, in units of kg-mol!m3: 

6. Density p is constant. rc = k' [cR,A][cR,B] 

7. Stream 1 is pure A (xlA = 1). 

8. Stream 2 is a mixture of B and D. 

9. The holdup in the piping is negligible; materials 
move from vessel to vessel in zero time. 

where subscript R denotes reactor. This expression can 
be converted to compositions expressed in mass fraction 
by rewriting the molar concentration terms as follows: 

= 1 [p XR,A][p XR,B] 
rc k MWA MWB 

Table 1.2 Controller Settings for the Reactor/Distillation Column Closed-Loop 
Responses (Figures 23.9a and 23.9b ). 

Alternative Control Loop CV-MV Kc TJ,min 

1 Composition xs- V -2.4 X 104 lb-moUh 57.6 
Composition xn-R 6.82 X 103 lb-moUh 76.7 
Level HR-F -2.26 hr-1 21.2 

2 Composition xs- V -1.7 X 104 lb-moUh 76.7 
Composition xn-R 5.33 X 103 lb-moUh 86.4 
Level Not used 

4 Composition xs- V -1.05 X 104 lb-moUh 37.6 
Level HR-D 1.44 X 103 h - 1 45.7 
Composition xn- HR,sp 12.2lb-mol 

Kc normally is dimensionless. For simulation purposes, the controller is assumed to contain the 
gains of both the measurement transmitter and the control valve. 

(1-2) 
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where x denotes mass fraction; the mass density p, with 
units of kg/m3, is assumed to be constant; and MW A 

and MW B are the molecular weights for A and B, 
respectively. 

( pk' ) 
rc= P MWAMWs XR,AXR,B 

= p k XR,A XR,B 

(I-3) 

(I-4) 

where k has units of time-1. Then, define a dimension­
less mass ratio, 

(I-5) 

to represent the relationship between the masses of 
one kg-mol of component A that reacts to yield a kg­
mol of C; thus 1 - ex represents the mass of B used in 
the same reaction: 

and 

'A =-cxrc 

rs=-(1-cx)rc 

(I-6) 

(I-7) 

where the dimensions are mass (of component i)/time. 
The mass holdup in the reactor is controlled and con­

stant. With constant p, the overall balance is 

dVR 
P dt = w1 + Wz + Ws - w3 = 0 (I -8) 

yielding w3 = w1 + Wz + w 8 (I-9) 

The balance for each component in the reactor can 
be written as follows (recall subscript T denotes the 
recycle tank): 

d(pVRXR,A) 
W1- WJXR,A- pVRcxkxR,AXR,B (1-10) 

dt 

WzXzB + WgXT,B- W3XR,B 

(I-11) 

d(pVRXR,c) 

d =- WJXR c+ pVRkXR AXR B t ' ' ' 
(I-12) 

d(pVRXR,D) 

dt 
= WzX 2D + Wg XT,D - WJX R,D (I-13) 

Because VR is constant, only three of these balances 
are independent. We eliminate the C balance, Eq. I-12, 
which contains no inputs, using in its place: 

(I-14) 

Flash Unit (modeled as a splitter): 

The flash unit liquid volume Vp is controlled, hence as­
sumed to be constant. It also is negligible (V F = 0) for 
modeling purposes. Therefore, 

(I-15) 

In a hypothetical splitter, only A and C leave in the 
liquid phase while B and D leave as vapor. Thus a mass 
balance on the A and C components in the flash unit 
yields 

W4 = W3(XR,A + XR,C) = (wl + Wz + Wg)(xR,A + XR,c) 

(I-16) 

The exiting liquid-phase compositions (including critical 
quality measurement X4A) are 

XR,A 
X4A = __ _:______ 

XR,A +xR,C 
(I-17) 

XR,C 
x4c= 1-x4A (I-18) 

XR,A +xR,C 

Similarly, the exiting vapor-phase flow rate and compo­
sitions are obtained from a mass balance on the vapor­
phase components: 

Ws = W3(XR,B + XR,D) = ( W1 + Wz + Wg)(xR,B + XR,D) 

(I-19) 

XRB 
X7s =x6B =xss = ' = 1-x7D 

xR,s+xR,D 
(I-20) 

XR,D 
(I-21) 

Note that substituting I-16 and I-19 into the overall 
mass balance around the flash unit (I -15) satisfies it ex­
actly, as it must. 

Purge stream node mass balance: 

Recycle tank: 

The overall mass balance is given by 

dVr 
pdt=w7-ws 

and the component balances by 

d(Vrxr,s) 
P dt = W7X7B- WsXT,B 

d(Vrxr,v) 
p 

dt 

(I-22) 

(I-23) 

(I2-24) 

(I-25) 

Only two of these relations are independent. Because 
we are primarily interested in the D component in the 
recycle, we choose Eqs. I-23 and I-25. Using the meth­
ods of Chapter 2, the derivative in Eq. I-23 can be ex­
panded as 

dVy dxT,D 
p dtXT,D+ pVy~= w7x7D- WsXT,D (I-26) 
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dxrv 
(w7- Wg)XT,D + pVyd,= W7X7D- WgXT,D (I-27) 

so that 

(I-28) 

The D composition of Stream 8 is provided by the out­
put relation 

xsv =xr,D 

and the holdup of the recycle tank by 

Hy=pVy 

Feed stream concentration relations: 

Stream 1 is pure A. Therefore, 

XlA = 1 

(I-29) 

(I-30) 

(I-31) 

Because Stream 2 consists only of reactant B and cont­
aminant D, 

Xzs= 1-xzv 

1.2.2 Control Degrees of Freedom 
(CDOF) Analysis 

Additional Assumptions for Control 
Structure Analysis: 

(I-32) 

10. VR is assumed to be controlled by V3, so VR and 
w3 are removed from further consideration in 
control structure analysis. 

11. V F is assumed to be controlled by V 4, so V F and 
w4 also can be eliminated from further consider­
ation in control structure analysis. 

12. Manipulated inputs are w1, w2, w6, and w8. 

13. Controlled outputs are w4, xsv, x4A, and Hy. 

14. Primary disturbance variable is xzv. 

Ncp= 4 (maximum number of 
independently controlled variables) (1.33) 

This formulation of the model leads to the following set 
of CVs and MVs used in Appendix H: 

Controlled Variables Manipulated Variables 

1.2.3 The Simplified "Composition Model" 

By eliminating extraneous variables, the model can be 
simplified to a set of equations containing only the 

desired four input and four output variables used in 
the control simulations of Appendix H, yielding the 
following: 

dxR,A 1 
-d- = -V [w1- (w1 + wz + ws)xR,A 

t P R 

- pVRcxkXR,AXR,B] (I-34) 

dxR,B 1 
-d-=-v [wz(1-xzv) + w8(1-xrv) 

t P R ' 

- (wl + Wz + Wg)XR,B- pVR(1- cx)kxR,AXR,B] 

(I-35) 

dxR,D 1 
~= pVR [wzxzv+wsxr,v-(wl +wz+ws)xR,D] 

(I-36) 

dVr 1 
-d =-[(wl +wz+ws)(xRs+xRv)-w6-ws] t p , , 

dxT,D = [ (wl + Wz + Wg)(xR,B + XR,D)- W6] 
dt pVy 

X , [ 
XRD 

XR,B+XR,D XT,D] 

W4 = (wl + Wz + Wg)(1- XR,B- XR,D) 

XR,A 
X4A=------

1- XR,B- XR,D 

xsv=xr,D 

Hy=pVy 

(I-37) 

(I-38) 

(I-39) 

(I-40) 

(I-41) 

(I-42) 

1.2.4 The Simplified "Holdup Model" Used 
for Analysis and Simulation 

In developing the component balances, there are alterna­
tive ways of defining the state variables-i.e., the depen­
dent variables in the accumulation terms (Chapter 4). 
Another alternative is to use the species mass holdups in 
each vessel as the state variables and then to find the 
compositions from the mass holdups, as in Equations 
I-43-I-48, below. The compositions in the reactor are 
given by 

(I-43) 

(I-44) 

(I-45) 

(I-46) 
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and, in the recycle tank, by 

Hr,B 
xrs=--, Hr 

Hr,D 
xrv=--, Hr 

(I-47) 

(I-48) 

Making this change of variables in the previous model 
equations prior to expanding I-24 and I-25, we obtain 

dH R,A H R,A rxk 
--=wl-(wl +wz+ws)----HRAHRB 

dt HR HR ' ' 

(I-49) 

dHRB Hrs 
_d_'_ = wz(l- xw) + ws H +,H 

t T,B T,D 

HRB (1-rx)k 
-(wl +wz+wg)-H' - H HRAHRB 

R R ' ' 

dHRD Hrn 
_d_,_ = wzxzv + ws H +, H 

t T,B T,D 

HRD 
-(wl +wz+ws) H~ 

dHrs HRB 
d,=(wl +wz+ws) H~ 

(I-50) 

(I-51) 

HR,B Hr,B 
- W6 - Wg (I-52) 

HR,s+HR,D Hr,s+Hr,D 

dHrv HRD 
d,=(wl +wz+ws) H~ 

HR,D Hr,D 
- W6 - Wg (I-53) 

HR,s+HR,D Hr,s+Hr,D 

with the four outputs that remain to be controlled 
given by 

( HR-HRs-HRD) 
w4 =(w1 +wz+ws) ~R ' 

HR,A 
X4A =------­

HR-HR,B-HR,D 

Hr,D 
xsv=--

Hr 

Hr =Hr,s+Hr,D 

(I-54) 

(I-55) 

(I-56) 

(I-57) 

Note that the holdup model, while complicated slightly 
by the quotient terms, has an advantage in that Eq. I-53 
is symmetric with I-52 and thus is easier to manipulate 
symbolically than with Eqs. I-37 and, particularly, I-38. 
The model also has one less parameter. 

1.2.5 Plant Parameters and Steady-State 
Operating Values 

Table 1.3 gives the parameters used in this case study. In 
addition, values of the input variables (both manipulated 
and disturbance variables) are specified in Table I.4. 

Table 1.3 Parameters of the Core 
Reactor/Flash Unit Model 

Parameter Value 

HR (kg) 3000 
k (h-1) 330 
IX 0.5 
p (kg/m3) 1000 

Table 1.4 Initial Values of 
Inputs for the Core Reactor/ 
Flash Unit Model 

Parameter Value 

w1 (kg/h) 1010 
w2 (kg/h) 1100 
W6 (kg/h) 110 
w8 (kg/h) 890 
xzn 0.01 

These parameters and constant model inputs result 
in the steady-state in Table 1.5. Note that the first five 
variables listed are the state variables in the mass 
holdup formulation of the model; the last four are the 
output variables: 

Table 1.5 Steady-State Values of the 
Core Reactor/Flash Unit Model 

Variable Steady-State Value 

HR,A (kg) 20 
HR,B (kg) 900 
HR,D (kg) 100 
HT,B (kg) 450 
HT,D (kg) 50 
w4 (kg/h) 2000 
X4A 0.01 
xsn 0.10 
HT(kg) 500 

The resulting steady-state flow rates are then found as 
shown in Table 1.6. 

1.2.6 RGA Analysis 

The model equations can now be linearized about the 
nominal steady state. The gain matrix (Eq. H-1) is then 
obtained, and the RGA (Eq. H-2) is calculated. Note that 
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Table 1.6 Steady-State Flow Rates of Stream Variables. 

Stream Number, S 

Variable 1 2 3 4 5 6 7 8 

WsA 1010 0 20 20 0 0 0 0 
Wss 0 1089 900 0 900 99 801 801 
wsc 0 0 1980 1980 0 0 0 0 
wsv 0 11 100 0 100 11 89 89 
ws 1010 1100 3000 2000 1000 110 890 890 

Table 1.7 Controller Settings for Figure H-6. 

Control Loop CV-MV Value of Kc Dimensions of Kc 

Composition Loop 7 X4A- Ws -1.6X106 kg/h 
Level Loop 10 HT- W6 -5.0 h-1 

Flow Loop 11 w4- w1 2.5 dimensionless 
Primary controller only 

Composition Loop 12 
Modified to manipulate xsv- wz -6.3 X 103 kg/h 

Wz (V2) directly 

Table 1.8 Controller Settings for Figure H-7. 

Control Loop CV-MV Value ofKc Dimensions of Kc 

Composition Loop 7 X4A- Ws -1.6X106 kg/h 
Level Loop 10 HT- w6 -5.0 h-1 

Flow Loop 11 w4- w1 2.5 dimensionless 
Primary controller only 

Composition Loop 12 xsv- R -6.3 dimensionless 
Manipulate w2: w1 ratio 

Notes: 
1. All controller gains include measurement/transmitter and valve gains. The values were 

obtained by sequential trial-and-error tuning to obtain minimum-overshoot responses 
for step changes in set point. 

2. All controllers are proportional-integral with TJ = 1 h. 
3. The initial value of R ( w 2 : w1 ratio) is 1.09. 

in linearizing these relations, the steady state is defined by 
the values of the steady-state holdups. Therefore, the gain 
matrix and the RGA may differ slightly from those ob­
tained using the previous model in terms of the recycle 
tank total holdup and the process concentrations. 

1.2.7 Closed-Loop Control 

Two sets of closed-loop simulations were made using 
the holdup version of the core reactor/flash unit model; 

the results are plotted in Figures H.6 and H.7. For each 
case, the four control loops listed in Table H.4 were im­
plemented as shown in Tables 1.7 and 1.8, respectively. 

REFERENCE 
Wu, K.-L., and C. C. Yu, Reactor/Separator with Recycle-1. Candi­

date Control Structure for Operability, Computers Chern. Engng., 
20, 1291 (1996). 
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Summary 

Frequency response concepts and techniques play an 
important role in control system design and analysis. In 
particular, they are very useful for stability analysis, 
control system design, and robustness analysis. Histori­
cally, frequency response techniques provided the con­
ceptual framework for early control theory and 
important applications in the field of communications 
(MacFarlane, 1979). 

This chapter begins by presenting useful background 
information in Section 1.1. The Bode and Nyquist sta­
bility criteria in Sections 1.2 and 1.3 are generally ap­
plicable and, unlike the Routh stability criterion of 
Chapter 11, provide exact results for systems with time 
delays. These stability criteria also provide measures of 

relative stability, how close a system is to becoming un­
stable. Two useful metrics for relative stability, the 
gain and phase margins, are introduced in Section 1.4. 
The frequency response of closed-loop systems is con­
sidered in Section 1.5, followed by an introduction to 
robustness analysis in Section 1.6. This last topic ad­
dresses the important question of the sensitivity of a 
control system to process variations and to uncertainty 
in the process model used to design the control system. 

J.l CLOSED-LOOP BEHAVIOR 

In Chapters 12 and 13 we observed that control system 
design involves tradeoffs between conflicting objectives 
such as performance and robustness. Now we consider 

J1 
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these design objectives in more detail and introduce 
another issue, the effect of measurement noise. In gen­
eral, a feedback control system should provide the fol­
lowing desirable characteristics (see Chapter 12): 

1. Closed-loop stability 

2. Good disturbance rejection (without excessive 
control action) 

3. Fast set-point tracking (without excessive control 
action) 

4. A satisfactory degree of robustness to process 
variations and model uncertainty 

5. Low sensitivity to measurement noise 

The block diagram of a general feedback control sys­
tem is shown in Fig. J.l. It contains three external input 
signals: set point Ysp' disturbance D, and additive mea­
surement noise, N. The noisy output Yn is the sum of 
the noise Nand the noise-free output Y. The following 
analysis illustrates the fundamental limitations and en­
gineering tradeoffs that are inherent in achieving these 
characteristics. 

The dynamic behavior of the closed-loop system in 
Fig. J.1 can be described by the following set of equa­
tions where G is defined as G £ GvGpGm: 

Gd GcG KmGcGvGp 
y = 1 + G cG D - 1 + G cG N + 1 + G cG Ysp 

(J-1) 

GdGmGcGv GmGcGv KmGcGv 
U =- 1 + G G D - 1 + G G N + 1 + G G Ysp c c c 

(J-3) 
These equations can be derived easily using the block dia­
gram algebra of Chapter 11. They illustrate how the three 
external inputs (D, N, and Ysp) affect three output vari­
ables: the actual output Y, the error E, and the controller 
output U. The nine transfer functions in (J-1) to (J-3) 
completely characterize the closed-loop performance of 

D 

the control system. Because each transfer function has the 
same denominator, there is a single characteristic equa­
tion, 1 + GcG = 0. Consequently, all nine closed-loop 
transfer functions have identical stability characteristics. 

We consider two examples to illustrate the insight 
provided by these equations. Example J.1 demon­
strates that the control system design should never in­
clude the cancellation of a pole by a zero when both 
are located in the unstable region (that is, to the right 
of the imaginary axis). This undesirable situation is re­
ferred to as an unstable pole-zero cancellation. 

EXAMPLEJ.l 

Consider the feedback system in Fig. J.1 and the following 
transfer functions: 

Suppose that controller Gc is designed to cancel the unsta­
ble pole in Gp, as in the IMC design method: 

- 3(1- 2s) 
Gc= s+1 

Evaluate closed-loop stability and characterize the output 
response for a sustained disturbance. 

SOLUTION 

The characteristic equation, 1 + GcG = 0, becomes: 

1 + 3(1-2s) 0.5 = 0 
s+1 1-2s 

or 

s + 2.5 = 0 

In view of the single root at s = -2.5, it appears that the 
closed-loop system is stable. However, if we consider 
Eq. J-1 for N = Ysp = 0, 

N 

Gd -0.5(s+1) 
Y= D = D 

1 + GcG (1- 2s)(s + 2.5) 

y 

Figure J.l Block diagram 
with a disturbance D and 
measurement noise N. 



This transfer function has an unstable pole at s = +0.5. 
Thus, the output response to a disturbance is unstable. 
Furthermore, other transfer functions in (J-1) to (J-3) 
also have unstable poles. This apparent contradiction oc­
curs because the characteristic equation does not include 
all of the information, namely, the unstable pole-zero 
cancellation. 

This example has demonstrated that even an exact 
cancellation of an unstable pole leads to instability. Con­
sequently, an unstable pole should never be canceled 
with a right-half plane zero. In contrast, open-loop unsta­
ble systems can be stabilized with feedback control, as 
was demonstrated in Example 11.8. 

The potential problem of instability arising from an 
unstable pole-zero cancellation motivates the concept of 
internal stability. A closed-loop system is said to be inter­
nally stable if all of the closed-loop transfer functions in 
(J-1) to (J-3) are stable (Goodwin et al., 2001). This defi­
nition is equivalent to requiring that all signals in the 
feedback loop are bounded (Morari and Zafiriou, 1989). 
For the rest of this book, we assume that no unstable 
pole-zero cancellations occur in the formation of GaL· 

The next example demonstrates that design tradeoffs 
inherent in specifying Gc can be inferred from Eqs. J-1 
to J-3. 

EXAMPLEJ.2 

Suppose that Gd = GP, Gm = Km and that Gc is designed 
so that the closed-loop system is stable and IGGcl >> 1 
over the frequency range of interest. Evaluate this control 
system design strategy for set-point changes, disturbances, 
and measurement noise. Also consider the behavior of the 
manipulated variable, U. 

SOLUTION 

Because IGGcl >> 1, 

The first expression and (J-1) suggest that the output re­
sponse to disturbances will be very good, because YID >::J 0. 
Next, we consider set-point responses. From Eq. J-1, 

y KmGcGvGp 

Ysp 1 + GcG 

Because Gm = Km, G = GvGpKm and the above equation 
can be written as 

for IGGcl >> 1, 

y 
- >::J1 
Ysp 

1.2 Bode Stability Criterion J3 

Thus, ideal (instantaneous) set-point tracking would occur. 
Choosing Gc so that IGGcl >> 1 also has an undesirable 

consequence. The output Y becomes sensitive to noise, 
because Y >::J -N (see the noise term in Eq. J-1). Thus, a 
design tradeoff is required between the set-point responses 
and sensitivity to noise. 

In the next section, we consider one of the most im­
portant and useful frequency response results, the 
Bode stability criterion. 

J.2 BODE STABILITY CRITERION 

The Bode stability criterion has two important advan­
tages in comparison with the Routh stability criterion 
of Chapter 11: 

1. It provides exact results for processes with time 
delays, while the Routh stability criterion pro­
vides only approximate results due to the polyno­
mial approximation that must be substituted for 
the time delay. 

2. The Bode stability criterion provides a measure of 
the relative stability rather than merely a yes or no 
answer to the question, "Is the closed-loop system 
stable?" 

Before considering the basis for the Bode stability crite­
rion, it is useful to review the General Stability Criterion 
of Section 11.1: 

A feedback control system is stable if and only if all 
roots of the characteristic equation lie to the left of the 
imaginary axis in the complex plane. 

Thus, the imaginary axis divides the complex plane into 
stable and unstable regions. Recall that the characteris­
tic equation was defined in Chapter 11 as 

1 +Gods) =0 (J-4) 

where the open-loop transfer function 1s Gods) = 
Gc(s)Gv(s)Gp(s)Gm(s). 

The root locus diagrams of Fig. J.2 and Section 11.5 
show how the roots of the characteristic equation 
change as controller gain Kc changes. By definition, the 
roots of the characteristic equation are the numerical 
values of the complex variable s that satisfy Eq. J-4. 
Thus, each point on the root locus satisfies (J-5), which 
is a rearrangement of (J-4): 

GoL(s) = -1 (J-5) 

The corresponding magnitude and argument are 

IGoL(jw)l = 1 and LGoLUw) = -180° (J-6) 

In general, the ith root of the characteristic equation 
can be expressed as a complex number, ri = ai ::'::: bd. 
Note that complex roots occur as complex conjugate 
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Figure J.2 Root locus diagram for a process with three poles 
and no zeroes. 

pairs. When a pair is located on the imaginary axis, the 
real part is zero (ai = 0) and the closed-loop system is at 
the stability limit. As indicated in Chapter 11, this condi­
tion is referred to as marginal stability or conditional sta­
bility. When the closed-loop system is marginally stable 
and bi i= 0, the closed-loop response exhibits a sustained 
oscillation after a set-point change or a disturbance. 
Thus, the amplitude neither increases nor decreases. 
However, if Ke is increased slightly, the closed-loop sys­
tem becomes unstable, because the complex roots on the 
imaginary axis move into the unstable region.1 

For a marginally stable system with bi i= 0, the fre­
quency of the sustained oscillation, We, is given by We = 
bi. This oscillatory behavior is caused by the pair of 
roots on the imaginary axis at s = ±wej (see Chapter 3). 
Substituting this expression for s into Eq. J-6 gives the 
following expressions for a conditionally stable system: 

ARaLCwe) = I GaL(jwe)l = 1 (J-7) 

<l>aL(we) = LGaLUwe) = -180° (J-8) 

for some particular value of we> 0. Equations (J-7) and 
(J-8) provide the basis for both the Bode stability crite­
rion and the Nyquist stability criterion of Section J.3. 

Before stating the Bode stability criterion, we need 
to introduce two important definitions: 

1. A critical frequency we is defined to be a value of 
w for which <!>ad w) = -180°. This frequency is 
also referred to as a phase crossover frequency. 

2. A gain crossover frequency wg is defined to be a 
value of w for which ARaL( w) = 1. 

1 For Kc < 0, instability occurs if Kc becomes more negative, that is, if 
IKcl becomes larger. In the subsequent analysis, assume that Kc is 
positive, but the results are also valid for Kc < 0 if Kc is replaced by IKe 1. 
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Figure J.3 Bode plot exhibiting multiple critical frequencies. 

For a marginally stable system, we = wg. 
For many control problems, there is only a single we 

and a single wg. But multiple values can occur, as shown 
in Fig. J.3 for we. In this somewhat unusual situation, the 
closed-loop system is stable for two different ranges of 
the controller gain (Luyben and Luyben, 1997). Conse­
quently, increasing the absolute value of Ke can actually 
improve the stability of the closed-loop system forcer­
tain ranges of Ke. 

Next we state one of the most important results of 
frequency response analysis, the Bode stability criterion. 
It allows the stability of a closed-loop system to be de­
termined from the open-loop transfer function. 

Bode Stability Criterion. Consider an open-loop 
transfer function GaL = GeGvGpGm that is strictly 
proper (more poles than zeros) and has no poles 
located on or to the right of the imaginary axis, with 
the possible exception of a single pole at the origin. 
Assume that the open-loop frequency response has 
only a single critical frequency we and a single gain 
crossover frequency wg- Then the closed-loop system 
is stable if ARaL(we) < 1. Otherwise, it is unstable. 

Some of the important properties of the Bode stability 
criterion are that 

1. It provides a necessary and sufficient condition for 
closed-loop stability based on the properties of 
the open-loop transfer function. 

2. Unlike the Routh stability criterion of Chapter 11, 
the Bode stability criterion is applicable to sys­
tems that contain time delays. 

3. The Bode stability criterion is very useful for a 
wide variety of process control problems. How­
ever, for any GaL(s) that does not satisfy the re­
quired conditions, the Nyquist stability criterion 
of Section J.3 can be applied. 



4. For systems with multiple We or wg, the Bode stabil­
ity criterion has been modified by Hahn et al. 
(2001) to provide a sufficient condition for stability. 

In order to gain physical insight into why a sustained 
oscillation occurs at the stability limit, consider the 
analogy of an adult pushing a child on a swing. The 
child swings in the same arc so long as the adult pushes 
at the right time and with the right amount of force. 
Thus, the desired "sustained oscillation" places re­
quirements on both timing (that is, phase) and applied 
force (that is, amplitude). By contrast, if either the 
force or the timing is not correct, the desired swinging 
motion ceases, as the child will quickly exclaim. A simi­
lar requirement occurs when a person bounces a ball. 

To further illustrate why feedback control can pro­
duce sustained oscillations, consider the following 
"thought experiment" for the feedback control system in 
Fig. J.4. Assume that the open-loop system is stable and 
that no disturbances occur (D = 0). Suppose that the set 
point is varied sinusoidally at the critical frequency, 
Ysp(t) =A sin( wet), for a long period, of time. Assume 
that during this period the measured output, Ym• is 
disconnected so that the feedback loop is broken before 
the comparator. After the initial transient dies out, Ym 
will oscillate at the excitation frequency we because the 
response of a linear system to a sinusoidal input is a sinu­
soidal output at the same frequency (see Section 14.2). 
Suppose that two events occur simultaneously: (i) the set 
point is set to zero, and (ii) Ym is reconnected. If the 
feedback control system is marginally stable, the con­
trolled variable y will then exhibit a sustained sinusoidal 
oscillation with amplitude A and frequency we. 

To analyze why this special type of oscillation occurs 
only when w = we, note that the sinusoidal signal E in 
Fig. J.4 passes through transfer functions Ge, Gv, GP, 
and Gm before returning to the comparator. In order to 
have a sustained oscillation after the feedback loop is 
reconnected, signal Y m must have the same amplitude 
as E and -180° phase shift relative to E. Note that the 
comparator also provides -180° phase shift due to its 
negative sign. Consequently, after Y m passes through 

y 

J.2 Bode Stability Criterion JS 

Figure J.4 Sustained oscillation in a 
feedback control system. 

the comparator, it is in phase withE and has the same 
amplitude, A. Thus, the closed-loop system oscillates 
indefinitely after the feedback loop is closed because 
the conditions in Eqs. J-7 and J-8 are satisfied. But 
what happens if Ke is increased by a small amount? 
Then, ARoL( we) is greater than one, the oscillations 
grow, and the closed-loop system becomes unstable. In 
contrast, if Ke is reduced by a small amount, the oscilla­
tion is "damped" and eventually dies out. 

EXAMPLEJ.3 

A process has the third-order transfer function (time con­
stant in minutes) 

2 G (s) ----=---
P - (0.5s + 1)3 

Also, Gv = 0.1 and Gm = 10. For a proportional con­
troller, evaluate the stability of the closed-loop control 
system using the Bode stability criterion and three values 
of Kc: 1, 4, and 20. 

SOLUTION 

For this example, 

2 2Kc 
GaL= GcGvGpGm = (Kc)(0.1) 3 (10) = 3 

(0.5s+1) (0.5s+1) 

Figure J.5 shows a Bode plot of GaL for three values of 
Kc. Note that all three cases have the same phase angle 
plot, because the phase lag of a proportional controller is 
zero for Kc > 0. From the phase angle plot, we observe 
that We = 3.46 rad/min. This is the frequency of the sus­
tained oscillation that occurs at the stability limit, as dis­
cussed above. Next, we consider the amplitude ratio 
ARaL for each value of Kc. Based on Fig. J.5, we make 
the following classifications: 

1 
4 

20 

ARoL (for w = we) 

0.25 
1 
5 

Classification 

Stable 
Marginally stable 
Unstable 
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Figure J.5 Bode plots for GaL= 2Kcf(0.5s + 1)3. 
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In Section 12.5.1 the concept of the ultimate gain was in­
troduced. For proportional-only control, the ultimate gain 
Keu was defined to be the largest value of Ke that results in 
a stable closed-loop system. The value of Keu can be deter­
mined graphically from a Bode plot for transfer function 
G = GvGpGrn. For proportional-only control, GaL = 
KeG. Because a proportional controller has zero phase 
lag, We is determined solely by G. Also, 

(J-9) 

where ARa denotes the amplitude ratio of G. At the stabil­
ity limit, w =We, ARaL(we) = 1, and Ke = Keu· Substituting 
these expressions into (1-9) and solving for Keu gives an im­
portant result: 

1 
Keu = ARa( We) (J-10) 

The stability limit for Ke can also be calculated for PI and 
PID controllers, as demonstrated by Example J.4. 

EXAMPLEJ.4 

Consider PI control of an overdamped second-order 
process (time constants in minutes), 

5 G ( s) - -,--------,--,------,-
P - (s + 1)(0.5s + 1) 

Grn= Gv=1 

Determine the value of Keu· Use a Bode plot to show that 
controller settings of Ke = 0.4 and TJ = 0.2 min produce an 
unstable closed-loop system. Find Kern, the maximum 
value of Ke that can be used with TJ = 0.2 min and still 
have closed-loop stability. Show that TJ = 1 min results in 
a stable closed-loop system for all positive values of Ke. 

SOLUTION 

In order to determine Kew we let Ge = Ke. The open-loop 
transfer function is GaL = KeG where G = GvGpGrn. Be­
cause a proportional controller does not introduce any 
phase lag, G and GaL have identical phase angles. Conse­
quently, the critical frequency can be determined graphi-

AR 

¢> 
(deg) 

100 

10 

0.1 

0.01 
90 

0 

-90 

-180 

-270 
0.01 

.................. --..:......, b ...... .... ......... ~----· 
a ...... K 

~ 1--a 
/c -...... .:._--:_.-
~ ..... ·-·'-

0.1 1 we 

w (rad/min) 

- r--

10 

Figure J.6 Bode plots for Example J.4: 
Curve A: Gp(s) 

Curve B: GaL(s); Ge(s) = 0.4(1 +-1-) 
0.2s 

Curve C: GaL(s); Ge(s) = 0.4( 1 + ~) 

100 

cally from the phase angle plot for G. However, curve A in 
Fig. 1.6 indicates that we does not exist, because <l>aL is 
always greater than -180°. As a result, Keu does not exist, 
and thus Ke does not have a stability limit. 

Conversely, the addition of integral control action can 
produce closed-loop instability. Curve Bin Fig. 1.6 indicates 
that an unstable closed-loop system occurs for Ge(s) = 0.4 
(1 + l/0.2s), because ARaL > 1 when <l>aL = -180°. 

To find Kern for TJ = 0.2 min, we note that We depends 
on TJ, but not on Ke, because Ke has no effect on <l>aL· For 
curve Bin Fig. 1.6, we = 2.2 rad/min and the correspond­
ing amplitude ratio is ARaL = 1.38. To find Kern, multiply 
the current value of Ke by a factor, 111.38. Thus, Kern = 

0.4/1.38 = 0.29. 
When TJ is increased to 1 min, curve C in Fig. J.6 results. 

Because curve C does not have a critical frequency, the 
closed-loop system is stable for all positive values of Ke. 

EXAMPLEJ.5 

Find the critical frequency for the following process and 
PID controller, assuming Gv = Grn = 1: 

e --D.3s 
G ( s) - -----'---,------,-

P - (9s + 1)(11s + 1) 

SOLUTION 

Figure 1.3 shows the open-loop amplitude ratio and phase 
angle plots for GaL· Note that the phase angle crosses 
-180° at three points. Because there is more than one 
value of We, the Bode stability criterion cannot be applied. 
However, the Nyquist stability criterion presented in Sec­
tion 1.3 can be used to determine stability. 



J.3 NYQUIST STABILITY CRITERION 

The Nyquist stability criterion is similar to the Bode 
criterion in that it determines closed-loop stability 
from the open-loop frequency response characteris­
tics. Both criteria provide convenient measures of rel­
ative stability, the gain and phase margins, which will 
be introduced in Section J.4. As the name implies, the 
Nyquist stability criterion is based on the Nyquist plot 
for G0 L(s), a polar plot of its frequency response 
characteristics (see Chapter 14). The Nyquist stability 
criterion does not have the same restrictions as the 
Bode stability criterion, because it is applicable to 
open-loop unstable systems and to systems with multi­
ple values of we or wg. The Nyquist stability criterion 
is the most powerful stability test that is available for 
linear systems described by transfer function models. 

The Nyquist stability criterion is based on two con­
cepts from complex variable theory, contour mapping 
and the Principle of the Argument. We briefly review 
these concepts in Appendix K. More detailed descrip­
tions are available elsewhere (Brown and Churchill, 
2008; Franklin et al., 2002). We now present one of the 
most important results of frequency domain analysis: 

Nyquist Stability Criterion. Consider an open-loop 
transfer function GoL(s) that is proper and has no 
unstable pole-zero cancellations. Let N be the number 
of times that the Nyquist plot for GoL(s) encircles the 
( -1, 0) point in the clockwise direction. Also let P 
denote the number of poles of GaL(s) that lie to the 
right of the imaginary axis. Then, Z = N + P where Z 
is the number of roots (or zeros) of the characteristic 
equation that lie to the right of the imaginary axis. The 
closed-loop system is stable if and only if Z = 0. 

Some important properties of the Nyquist stability 
criterion are 

1. It provides a necessary and sufficient condition for 
closed-loop stability based on the open-loop 
transfer function. 

2. The reason that the ( -1, 0) point is so important can 
be deduced from the characteristic equation, 
1 + GaL(s) = 0. This equation can also be written as 
GaL(s) = -1, which implies that ARaL = 1 and 
<l>oL = -180°, as noted earlier. This point is re­
ferred to as the critical point. 

3. Most process control problems are open-loop sta­
ble. For these situations, P = 0, and thus Z = N. 
Consequently, the closed-loop system is unstable 
if the Nyquist plot for G0 L(s) encircles the critical 
point, one or more times. 

4. A negative value of N indicates that the critical 
point is encircled in the opposite direction (coun­
terclockwise). This situation implies that each 
countercurrent encirclement can stabilize one un­
stable pole of the open-loop system. 

J.3 Nyquist Stability Criterion J7 

5. Unlike the Bode stability criterion, the Nyquist 
stability criterion is applicable to open-loop unsta­
ble processes. 

6. Unlike the Bode stability criterion, the Nyquist 
stability criterion can be applied when multiple 
values of we or wg occur (cf. Fig. J.3). 

Control system design based on Nyquist plots is described 
elsewhere (Golnaraghi and Kuo, 2009; Luyben and 
Luyben, 1997). 

Example J.6 illustrates the application of the Bode 
and Nyquist stability criteria. 

EXAMPLEJ.6 

Evaluate the stability of the closed-loop system in Fig. J.1 for 
4e-s 

Gp(s) = 5s+ 1 

The time constant and time delay have units of minutes, 
and 

Obtain We and Keu from a Bode plot. Let Ke = 1.5Keu and 
draw the Nyquist plot for the resulting open-loop system. 

SOLUTION 

The Bode plot for GoL and Ke = 1 is shown in Fig. J.7. 
For we = 1.69 rad/min, <PoL = -180°, and ARoL = 0.235. 
For Ke = 1, ARoL = ARa and Keu can be calculated from 
Eq. J-10. Thus, Keu = 1/0.235 = 4.25. Setting Ke = 1.5Keu 
gives Ke = 6.38. 

The Nyquist plot for Ke = 6.38 is shown in Fig. J.8 (low­
frequency data for 0 < w < 0.4 have been omitted). Note 
that the -1 point is encircled once. Applying the Nyquist 
stability criterion gives N = 1, P = 0, and Z = 1. Thus, the 
larger value of Ke causes the closed-loop system to be­
come unstable. Only values of Ke less than Keu result in a 
stable closed-loop system. 
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Figure J.S Nyquist plots for Example J.6: Kc = 1.5Kcu = 6.38. 

At this point, it is appropriate to summarize the relative 
advantages and disadvantages of the Bode and Nyquist 
plots. The Bode plot provides more information than 
the Nyquist plot, because the frequency is shown explic­
itly. In addition, it facilitates analysis over a wide range of 
frequencies due to its logarithmic frequency scale. An­
other advantage of the Bode plot is that it allows the 
open-loop frequency response characteristic to be graph­
ically constructed from the characteristics for the individ­
ual transfer functions, G 0 Gv, GP, and Gm, as shown in 
Chapter 14. The chief advantage of the Nyquist plot is 
that the Nyquist stability criterion is more widely applic­
able than the Bode stability criterion. 

J.4 GAIN AND PHASE MARGINS 

If the process changes or the controller is poorly tuned, 
the closed-loop system can become unstable. Thus, it is 
useful to have quantitative measures of relative stability 
that indicate how close the system is to becoming unsta­
ble. The concepts of gain margin (GM) and phase mar­
gin (PM) provide useful metrics for relative stability. 

Let ARc be the value of the open-loop amplitude 
ratio at the critical frequency We· Gain margin GM is 
defined as 

GM ~ - 1-
ARc 

(J-11) 

According to the Bode stability criterion, ARc must 
be less than one for closed-loop stability. An equivalent 
stability requirement is that GM > 1. The gain margin 
provides a measure of relative stability, because it indi­
cates how much any gain in the feedback loop can in­
crease before instability occurs. For example, if GM = 
2.1, either process gain Kp or controller gain Kc could 
be doubled and the closed-loop system would still be 
stable, though it probably would be very oscillatory. 

Next, we consider the phase margin. In Fig. J.9, <!>g 
denotes the phase angle at the gain-crossover fre-

ARoL 

AR = - 1- r------+-------',._-----l 
c GM 

<POL <l>g 
(de g) 

w 

Figure J.9 Gain and phase margins on a Bode plot. 

quency wg where ARoL = 1. Phase margin PM is de­
fined as 

PM~ 180+<f>g (J-12) 

The phase margin also provides a measure of relative 
stability. In particular, it indicates how much additional 
time delay can be included in the feedback loop before 
instability will occur. Denote the additional time delay 
as Ll8max· For a time delay of Ll8max, the phase angle is 
-.:l8maxW (see Section 14.3.5). Thus, Ll8max can be cal­
culated from the expression 

( 180°) PM= .:l8max Wg ----:;:;:- (J-13) 

or 

(J-14) 

where the ( 'IT/180°) factor converts PM from degrees to 
radians. Graphical representations of the gain and 
phase margins in Bode and Nyquist plots are shown in 
Figs. J.9 and J.lO. 
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Figure J.lO Gain and phase margins on a Nyquist plot. 



The specification of phase and gain margins requires 
a compromise between performance and robustness. In 
general, large values of GM and PM correspond to 
sluggish closed-loop responses, while smaller values re­
sult in less sluggish, more oscillatory responses. The 
choices for GM and PM should also reflect model accu­
racy and the expected process variability. 

Guideline. In general, a well-tuned controller should 
have a gain margin between 1.7 and 4.0 and a phase 
margin between 30° and 45°. 

Recognize that these ranges are approximate, and 
that it may not be possible to choose PI or PID con­
troller settings that result in specified GM and PM 
values. Tan et al. (1999) have developed graphical 
procedures for designing PI and PID controllers that 
satisfy GM and PM specifications. The GM and PM 
concepts are easily evaluated when the open-loop sys­
tem does not have multiple values of We or Wg· How­
ever, for systems with multiple wg, gain margins can 
be determined from Nyquist plots (Doyle et al., 1992). 

EXAMPLEJ.7 

For the FOPTD model of Example J.6, calculate PID con­
troller settings for the two tuning relations in Table 12.6: 

(a) Ziegler-Nichols 

(b) Tyreus-Luyben 

Assume that the two PID controllers are implemented in 
the parallel form with a derivative filter (u = 0.1) in Table 
8.1. Plot the open-loop Bode diagram and determine the 
gain and phase margins for each controller. 

For the Tyreus-Luyben settings, determine the maxi­
mum increase in the time delay .:lBmax that can occur while 
still maintaining closed-loop stability. 

SOLUTION 

From Example J.6, the ultimate gain is Kcu = 4.25 and the 
ultimate period is Pu = 211"/1.69 = 3.72 min. Therefore, the 
PID controllers have the following settings: 

Controller 
Settings 

Ziegler-Nichols 

Tyreus-Luyben 
2.55 

1.91 

The open-loop transfer function is 

'TJ 

(min) 

1.86 

8.18 

'TD 

(min) 

0.46 

0.59 

Figure J.ll shows the frequency response of GaL for the 
two controllers. The gain and phase margins can be deter­
mined by inspection of the Bode diagram or by using the 
MATLAB command margin. 

J.4 Gain and Phase Margins J9 

Figure J.ll Comparison of GaL Bode plots for Example J.7. 

Controller 

Ziegler-Nichols 

Tyreus-Luyben 

GM 

1.6 

1.8 

PM 

40° 

76° 

We (radlmin) 

2.29 

2.51 

The Tyreus-Luyben controller settings are more conserva­
tive due to the larger gain and phase margins. The value of 
.:lBmax is calculated from Eq. J-14 and the information in 
the above table: 

(76°)( 1r rad) 
Mmax = (0.79 rad/min)(180°) 1.7 min 

Thus, time delay e can increase by as much as 70% and 
still maintain closed-loop stability. 

Although the gain and phase margins provide useful 
metrics for robustness, they can give misleading results 
for unusual situations. For example, the Nyquist plot 
for a stable open-loop process in Fig. J.12 exhibits large 
GM and PM values, but the Nyquist curve passes very 
close to the critical point. Thus, the closed-loop system 
is not very robust and a small process perturbation 
could cause instability. This potential shortcoming of 
the gain and phase margins can be avoided by considering 
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Figure J.12 Nyquist plot where the gain and phase margins 
are misleading. 

the sensitivity functions that are introduced in the next 
section. 

The open-loop transfer function and its frequency re­
sponse characteristics play a key role in control system 
design and analysis. In the loop-shaping approach, the 
controller is designed so that the open-loop transfer func­
tion has the desired characteristics. These techniques are 
described in books on advanced control theory (Doyle 
et al., 1992; Skogestad and Postlethwaite, 2005). 

J.5 CLOSED-LOOP FREQUENCY 
RESPONSE AND SENSITIVITY 
FUNCTIONS 

The previous sections have demonstrated that open­
loop frequency response characteristics play a key role 
in the analysis of closed-loop stability and robustness. 
However, the closed-loop frequency response charac­
teristics also provide important information, as dis­
cussed in this section. 

J.5.1 Sensitivity Functions 

The following analysis is based on the block diagram 
in Fig. 1.1. Define G as G ~ GvGpGm and assume that 
Gm = Km and Gd = 1. Two important concepts are now 
defined: 

~ 1 
S = 1 + GcG sensitivity function (1-15a) 

~ GcG 
T = 1 + GcG complementary sensitivity function 

(1-15b) 

Comparing Fig. 1.1 and Eq. 1-15 indicates that Sis the 
closed-loop transfer function for disturbances (Y!D), 

while Tis the closed-loop transfer function for set-point 
changes (Y!Ysp)· It is easy to show that 

S+T=1 (1-16) 

As will be shown in Section 1.6, Sand T provide mea­
sures of how sensitive the closed-loop system is to 
changes in the process. 

Let IS(jwl and IT(jwl denote the amplitude ratios of S 
and T, respectively. The maximum values of the ampli­
tude ratios provide useful measures of robustness. 
They also serve as control system design criteria, as 
discussed below. Define Ms to be the maximum value 
of IS(jwl for all frequencies: 

Ms ~ maxS(jw)l (1-17) 
w 

The maximum value Ms also has a geometrical inter­
pretation (Astrom and Hagglund, 1995). Let G0 L(s) = 
Gc(s)G(s). Then Ms is the inverse of the shortest dis­
tance from the Nyquist plot for G0 L(s) to the critical 
point. Thus, as Ms decreases, the closed-loop system 
becomes more robust. 

The second robustness measure is My, the maximum 
value of IT(jw)l: 

My~ max IT(jw)l 
w 

(1-18) 

My is also referred to as the resonant peak. Typical am­
plitude ratio plots for Sand Tare shown in Fig. 1.13. If 
the feedback controller includes integral action, offset 
is eliminated for set-point changes or sustained distur­
bances. Thus, at low frequencies, IT(jw)l ~ 1 and 
IS(jw)l ~ 0, as shown in Fig. 1.13. 

It is easy to prove that Ms and My are related to the 
gain and phase margins of Section 1.4 (Skogestad and 
Postlethwaite, 2005): 

AR 

Ms 
GM::::: Ms-1' 

GM::::: 1+ ~y 

Mr 
Ms 

PM ::::: 2 sin-1C~s) 

PM::::: 2 sin-1C~J 

1 ~----_,_-:::: 

lt-12 

0 
(I) 

(1-19) 

(1-20) 

Figure J.l3 Typical Sand Tmagnitude plots. (Modified from 
Maciejowski (1989). 
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Designing a controller to have a specified value of Mr 
or Ms establishes lower bounds for GM and PM. For 
example, when Mr = 1.25, (J-20) indicates that GM ~ 
1.8 and PM ~ 47°, numerical values that satisfy the 
guidelines given in Section J.4. Equations J-19 and J-20 
imply that better performance (corresponding to a 
larger value of Mr) is achieved at the expense of ro­
bustness, because the lower bounds for GM and PM in 
Eqs. J-19 and J-20 become smaller. In general, a satis­
factory tradeoff between performance and robustness 
occurs for the following range of values (Astrom et al., 
1998): 

Guidelines. For a satisfactory control system, Mr 
should be in the range of 1.0-1.5, and Ms should be in 
the range of 1.2-2.0. 

J .5.2 Bandwidth 

In this section we introduce an important concept, the 
bandwidth. A typical amplitude ratio plot for T and the 
corresponding set-point response are shown in Fig. J.14. 
The bandwidth wsw is defined as the frequency at which 
IT(jw)l = 1/Y2 = 0.707. The bandwidth indicates the 
frequency range for which satisfactory set-point tracking 
occurs. In particular, wsw is the maximum frequency for 
a sinusoidal set point to be attenuated by no more than a 
factor of 0.707. The bandwidth is also related to speed of 
response. In general, the bandwidth is (approximately) 
inversely proportional to the closed-loop settling time. 

An alternative definition of the bandwidth is some­
times used. The bandwidth can also be defined as the 
frequency for which IS(jw)l = 0.707 when IS(jw)l 
crosses 0.707 from below, as shown in Fig. J.13 (Sko­
gestad and Postlethwaite, 2005). Fortunately, the two 
bandwidth definitions typically result in similar numeri­
cal values. Furthermore, the values of wsw and the gain 
crossover frequency wg are usually very close. 

The curves in Fig. J.14 are similar to the correspond­
ing plots for an underdamped second-order system (see 
Sections 5.4 and 14.3.3). For Fig. 14.3 a peak amplitude 
ratio of 1.25 corresponds to a damping coefficient of 

Time 
Figure J.14 Typical closed-loop amplitude 
ratio IT(jw)l and set-point response. 

~ = 0.5 for an underdamped second-order system. This 
analogy provides support for the previous guideline 
that Mrshould have a value between 1.0 and 1.5. 

J.5.3 Closed-Loop Performance Criteria 

Ideally, a feedback controller should satisfy the following 
criteria: 

1. In order to eliminate offset, IT(jw)l-1 as w- 0. 

2. I T(jw )I should be maintained at unity up to as high 
as frequency as possible. This condition ensures a 
rapid approach to the new steady state during a 
set-point change. 

3. As indicated in the guidelines, M T should be se­
lected so that 1.0 < Mr < 1.5. 

4. The bandwidth wsw and the frequency wr for Mr 
should be as large as possible. Large values result 
in fast closed-loop responses. 

Satisfying these criteria typically requires a compro­
mise. For example, the requirement that Mr < 1.5 
means that the controller gain Kc cannot be too large. 
However, smaller values of Kc result in smaller values 
of wsw and wr. 

Next, we consider the desired closed-loop frequency 
response characteristics for disturbances. Ideally, we 
would like to have the closed-loop amplitude ratio 
IS(jw)l be zero for all frequencies. However, this ideal 
situation is physically impossible for feedback control, 
and thus a more realistic goal is to minimize IS(jw)l 
over as wide a frequency range as possible. According 
to the guideline, the controller should be designed so 
that 1.2 < Ms < 2.0. 

J.5.4 Nichols Chart 

The closed-loop frequency response can be calculated 
analytically from the open-loop frequency response. 
Again, consider Fig. J.1, and assume that the sensor dy­
namics are negligible so that Gm(s) = Km· From Fig. J.1 
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and Eq. J-15b, it follows that the closed-transfer function 
for set-point changes YIYsp is a function of GaL, 

Y GaL -- T- (J-21) 
Ysp - - 1 +GaL 

II. 
where GaL = GcGvGpKm· Denote the open-loop fre-
quency response characteristics by ARoL and <PoL, and 
the corresponding closed-loop quantities, AReL and 
<PeL· Equation J-21 and the analytical techniques of 
Chapter 14 can be employed to derive analytical ex­
pressions for AReL and <PeL as functions of ARaL and 
<PoL (Luyben and Luyben, 1997). 

The Nichols chart in Fig. J.15 provides a graphical 
display of the closed-loop frequency response charac­
teristics for set-point changes when Gm(s) = Km· Con­
tours of constant AReL and <PeL are shown on a plot of 
ARoL vs. <PoL· In a typical Nichols chart application, 
ARoL and <PoL are calculated from GaL(s) and plotted 
on the Nichols chart as a series of points. Then AReL 
and <PeL are obtained by interpolation. For example, if 
ARoL = 1 and <PoL = -100° at a certain frequency, 
then interpolation of Fig. J.15 gives AReL = 0.76 and 
<PeL = -50° for the same frequency. The Nichols chart 
can be generated in the MATLAB Control Toolbox® 
by a single command, nichols. 

The Nichols chart served as a useful graphical tech­
nique for designing control systems prior to 1960, but 
it has become less important now that control soft­
ware is widely available. Control system designs based 
on Nichols charts, including applications where Gm(s) i= 
Km, are described elsewhere (Golnaraghi and Kuo, 
2009; Franklin et al., 2002). 

The following example illustrates PID controller de­
sign for an Ms robustness constraint. 

Figure J.l5 A Nichols chart. [The 
closed-loop amplitude ratio ARCL 
(--) and phase angle <l>cL (---) 
are shown as families of curves.] 

EXAMPLEJ.S 

Consider a fourth-order process with a wide range of time 
constants that have units in min (Astrom et al., 1998): 

G=G G G = 1 
v P m (s + 1)(0.2s + 1)(0.04s + 1)(0.008s + 1) 

(J-22) 

Calculate PID controller settings based on following tun­
ing relations in Chapter 12: 

(a) Ziegler-Nichols tuning (Table 12.4) 

(b) Tyreus-Luyben tuning (Table 12.4) 

(c) IMC tuning with Tc = 0.25 min (Table 12.1) 

(d) Simplified IMC (SIMC) tuning with Tc = 0.25 min 
(Skogestad, 2003) 

For parts (c) and (d) use a second-order plus time-delay 
model derived from Skogestad's model approximation 
method (Section 6.3.1). 

Determine sensitivity peaks Ms and My for each con­
troller. Compare the closed-loop responses to step 
changes in the set-point and the disturbance using the par­
allel form of the PID controller without a derivative filter: 

G (s) = Kc [1 +-1-+ Tns] 
c TJS 

(J-23) 

Assume that Gd(s) = G(s). 

SOLUTION 

The Bode plot for G(s) is not shown but indicates that 
We = 11.18 rad/min, Pu = 2Trlwc = 0.562 min, and Kcu = 
l!ARc = 30.2. Applying Skogestad's model approxima­
tion procedure gives: 

_ e-D.028s 
G(s)- ----=---­

(s + 1)(0.22s + 1) 
(J-24) 
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Table J.l Controller Settings and Peak Sensitivities for Example J.8 

Controller Kc TJ (min) 

Ziegler-Nichols 18.1 
Tyreus-Luyben 13.60 
IMC 4.39 
Simplified IMC 21.8 
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Figure J.l6 Closed-loop responses for Example 14.8. A 
set-point change occurs at t = 0 and a step disturbance at 
t = 4min. 
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The SIMC controller in Table J.1 was calculated using the 
tuning relations in Table 12.5 for T[ < 86. The PID con­
troller settings are compared in Table J.l. The Ms and 
M T values determined from the sensitivity plots are also 
summarized in Table J.l. The controller settings and sensi­
tivity values in Table J.1 indicate that the Z-N controller 
settings are the most aggressive and the IMC settings are 
the most conservative. In fact, the sensitivity values for 
Z-N controller are unacceptably large, according to the 
guidelines. 

The closed-loop responses for a unit set-point change at 
t = 0 and a step disturbance (d = 5) at t = 4 min are shown 
in Fig. J.16. The ZN controller provides the worst set­
point response but the best disturbance response. The 
IMC controller is quite sluggish, because the approximate 
SOPTD model has a relatively small time delay. Similar 
results were obtained for the FOPTD model in Example 
12.4. The SIMC and T-L controllers provide the best over­
all performance of these four controllers. However, a PID 
controller with improved performance for this example 
(not shown) can be obtained using a Direct Synthesis ap­
proach based on disturbance rejection (Chen and Seborg, 
2002). 

Example J.8 has demonstrated that a variety of PID 
controllers can have approximately the same Ms value 
but different performance characteristics. Thus, al­
though the guidelines for Ms and MT provide useful 

TD (min) Ms My 

0.070 2.38 2.41 
0.089 1.45 1.23 
0.180 1.13 1.00 
0.180 1.58 1.16 

limits concerning controller robustness, controller per­
formance should also be considered. Robustness met­
rics such as Ms, My, GM, and PM should be evaluated 
in conjunction with controller design methods, espe­
cially the model-based techniques of Chapter 12. 

J.6 ROBUSTNESS ANALYSIS 

In order for a control system to function properly, it 
should not be unduly sensitive to small changes in the 
process or to inaccuracies in the process model, if a 
model is used to design the control system. A control 
system that satisfies this requirement is said to be ro­
bust or insensitive. It is very important to consider ro­
bustness as well as performance in control system 
design. First, we explain why the S and T transfer 
functions in Eq. J-15 are referred to as "sensitivity 
functions." 

J.6.1 Sensitivity Analysis 

In general, the term sensitivity refers to the effect that a 
change in one transfer function (or variable) has on an­
other transfer function (or variable). Suppose that G 
changes from a nominal value G0 to an arbitrary new 
value, G0 + dG. This differential change dG causes T 
to change from its nominal value T0 to a new value, 
T0 + dT. Thus, we are interested in the ratio of these 
changes, dT!dG, as well as in the ratio of the relative 
changes: 

dTIT 11. ••• 
dG/G = sensitlVlty (J-25) 

The sensitivity is of particular interest because it is di­
mensionless and independent of the units of G and T. 
It is evaluated for a specific condition such as G0 and 
T0• We can write the sensitivity in an equivalent form: 

dT/T =(dT) G 
dG/G dG T 

(J-26) 

The derivative in (J-26) can be evaluated after substi­
tuting the definition of Tin (J-15b): 

dT =G sz 
dG c 

(J-27) 
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Substitute (J-27) into (J-26). Then substituting the defi­
nition of Sin (J-15a) and rearranging gives the desired 
result: 

dT/T 
dG/G 

(J-28) 

Equation J-28 indicates that the sensitivity is equal to S. 
For this reason, Sis referred to as the sensitivity function. 
In view of the important relationship in (J-16), T is 
called the complementary sensitivity function. 

J.6.2 Effect of Feedback Control on Sensitivity 

Next, we show that feedback reduces sensitivity by 
comparing the relative sensitivities for open-loop 
control and closed-loop control. By definition, open­
loop control occurs when the feedback control loop 
in Fig. J.1 is disconnected from the comparator. For 
this condition: 

(i;JaL= TaL~ GcG (J-29) 

Substituting T OL for T in Eq. J-25 and noting that 
dT addG = Gc gives: 

dT odT OL _ (dT OL) _Q_ _ _Q_ _ 
dG/G - dG T oL - Gc GcG - 1 (J-30) 

Thus, the sensitivity is unity for open-loop control and 
is equal to S for closed-loop control, as indicated by 
(J-28). Equation J-15a indicates that lSI < 1 if IGcGpl > 1, 
which usually occurs over the frequency range of interest. 
Thus, we have identified one of the most important 
properties of feedback control: Feedback control makes 
process performance less sensitive to changes in the 
process. 

As indicated in the previous section, it would be de­
sirable to makeS very small at all frequencies. But this 
is not possible owing to the following integral con­
straint: 

The Bode Sensitivity Integral (Goodwin et al., 2001). 
Consider a stable feedback control system with an 
open-loop transfer function, G0 L(s) = Gc(s)G(s)e-es. 
Assume that G(s) has no poles to the right of the imag­
inary axis. Then, 

100 
ln I S(jw)l dw = 0 (J-31) 

Thus, if S is small for a particular frequency range, it 
has to be large for other frequencies. This phenomenon 
is sometimes referred to as the "waterbed effect," be­
cause pushing down on one part of a waterbed causes 
another part to rise. Similar integral constraints are 
available for specific situations, including systems 

with right-half plane poles and zeros (Skogestad and 
Postlethwaite, 2005). 

J .6.3 Robust Stability 

The robustness of a control system can be analyzed 
theoretically if the degree of process variability (or 
model uncertainty) can be characterized. The uncertainty 
can be structured (for example, parameter variations) or 
unstructured (for example, variations in the transfer 
function or frequency response). In this section, we con­
sider the important concept of robust stability. The re­
lated concept of robust performance is described 
elsewhere (Morari and Zafiriou, 1989; Skogestad and 
Postlethwaite, 2005). 

In robustness analysis, the unstructured uncertainty 
is often expressed as bounds on a ,!lOminal process 
model. For example, suppose that G is the process 
model used for control system design, and that G is the 
transfer function for the actual (but unknown) process. 
They can be related by an unstructured model uncer­
tainty, a(s): 

G(s) = [1 + a(s)]G(s) (J-32) 

Rearranging Eq. J-32 indicates that a(s) can also be in­
terpreted as the relative model error: 

a(s) = G(s)~- G(s) 

G(s) 
(J-33) 

Robustness analysis is typically based on a magnitude 
bound for the uncertainty 

(J-34) 

where f(w) is a known function of frequency. The mul­
tiplicative uncertainty description in (J-32) provides the 
basis for an important robust stability result. The fol­
lowing theorem guarantees closed-loop stability for a 
specified degree of model uncertainty. 

Robust Stability Theorem. Consider the feedback 
control system in Fig. J.1 and a specific controller Gc. 
Assume that 

(i) The closed-loop system is stable for the nominal 
closed-loop system that consists of Gc and the 
nominal process model, G. 

(ii) The magnitude of the unstructured uncertainty 
a(s) in (J-33) is bounded by f(w) in (J-34). Also 
assume that each G(s) in (J-32) that is generated 
by this uncertainty structure has the same num­
ber of right-half-plane poles. 

Then the closed-loop system is robustly stable for all G 
that satisfy (J-33) and (J-34), if and only if 



I T(jw)l < - 1- for all w > 0 
e(w) 

or, equivalently, 

I T(jw)lf(w) < 1 for all w > 0 

(J-35) 

(J-36) 

where T denotes the nominal complementary sensitiv­
ity function, T = G/J/(1 + G/J). 

The proof for this theorem is available in textbooks 
on advanced control such as Belanger (1995). Some im­
portant consequences of this theorem are (Skogestad 
and Postlethwaite, 2005) that 

1. The theorem has a graphical interpretation, as shown 
in Fig. J.17. Robust stability is guaranteed if the un­
certainty region at each frequency w, a circle with 
radius IG0 L(jw)lf(w), does not include the critical 
point at ( -1, 0). Figure J.17 shows the uncertainty 
region for one frequency; the circles for the other 
frequencies have been omitted. In many practical 
problems, not all of the perturbations allowed by 
Eq. J-34 are possible. For example, upper and lower 
limits on model parameters such as a gain or time 
constant produce uncertainty regions that are not 
circular, as they appear in Fig. J.17. For these situa­
tions, the robust stability theorem provides suffi­
cient (but not necessary) conditions. Consequently, 
the results tend to be conservative, as will be 
demonstrated in Example J.9. 

2. In general, when the uncertainty bound e( w) is 
large, the contr,gller design must be more conserv­
ative so that I T(jw)l will be small enough to sat­
isfy Eqs. J-35 and J-36. 

In summary, if the conditions of this theorem are satisfied, 
robust stability is guaranteed for the assumed process 
uncertainty description in Eqs. J-32 to J-34. The theorem 

Figure J.l7 Graphical interpretation of the Robust Stability 
Theorem. 

J.6 Robustness Analysis JlS 

also allows determination of how much modeling error 
can be tolerated for a particular controller design, as is 
demonstrated by the following example. 

EXAMPLEJ.9 

Consider the nominal process model: 

- -1.6(1- 0.5s) 
G(s) = s(3s + 1) 

The PID controller settings for the IMC method and 
Tc = 1.25 are: Kc = -1.22, TJ = 6 min, '~"D = 1.5 min and 
derivative filter ex= 0.1. This value of Tc was chosen to pro­
vide a peak sensitivity value of 1.96 (Chen and Seborg, 2002). 

(a) Suppose that a small measurement time constant '~"m 

was neglected in developing the nominal model. Thus, the 
actual process transfer function G is given by 

G(s) 
G(s)=-+1 TmS 

Use the robust stability theorem to determine the largest 
value of '~"m for which robust stability can be guaranteed. 

(b) Repeat part (a) using an exact stability analysis. 

(c) Do the answers of part (a) and (b) agree? If not, 
explain which estimate is more accurate and why the 
discrepancy occurs. 

SOLUTION 

(a) The complementary sensitivity function for the nominal 
model and the PID controller is 

T= 
1+GcG 

( -1.6(1- 0.5s)) ( 1 1.5s ) 
s(3s + 1) (-1.22) 1 + 6s + (0.1)1.5s + 1 

( -1.6(1 - 0.5s)) ( 1 1.5s ) 
1 + s(3s+1) (-1.22) 1 + 6s + (0.1)1.5s+1 

Simplifying gives 

T= -9.66s3 + 13.3s2 + 1l.Os + 1.95 
2.75s4 + 9.24s3 + 19.3s2 + 1l.Os + 1.95 

The model uncertainty expression is given by (J-33): 

G(s)- G(s) = -TmS 
.:l(s) = (J-37) 

G(s) TmS + 1 

The bound C(w) in (J-34) can be set equal to the magnitude 
of .:l(s): 

C(w) = l.:l(jw)l = TmW 

YT~w2 +1 
(J-38) 

The robust stability theorem can be used to determine the 
maximum value of '~"m for which robust stability can be guar­
anteed. For example, a plot of I T(jw)IC(w) vs. w can be 
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constructed for a small value of Tm, and the condition in Eq. 
J-35 can be checked to confirm that it is satisfied. Then Tm is 
gradually increased until (J-35) is no longer valid. Represen­
tative results for three values of Tm are shown in Fig. J.18. By 
additional trial and error, the maximum value of Tm = 1.88 
min. 

(b) The characteristic equation is given by 1 + GcG = 0. 
Substituting gives 

( -1.6(1- 0.5s)) ( 1 1.5s ) 
1 + s(3s + 1) (-1.22) 1 + 6s + (0.1)1.5s + 1 X 

(_1 )-o 
TmS+ 1 -

The Routh stability criterion of Chapter 11 can be used 
because the characteristic equation is a polynomial ins. 
By trial and error, the maximum value is found to be 
Tm = 1.93. 

(c) For this example, the robust stability theorem pro­
vides a slightly conservative estimate due to the sufficient­
only condition that is a consequence of the structured 

SUMMARY 
Frequency response techniques are powerful tools for 
the design and analysis of feedback control systems. 
The Bode and Nyquist stability criteria provide exact 
stability results for a wide variety of control problems, 
including processes with time delays. They also provide 
convenient measures of relative stability, such as gain 
and phase margins. Closed-loop frequency response 
concepts such as sensitivity functions and bandwidth 
can be used to characterize closed-loop performance. 

Control system design involves tradeoffs between 
control system performance and robustness. Modern 
control systems are typically designed using a model-
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AppendixK 

Contour Mapping and the 
Principle of the Argument 

APPENDIX CONTENTS 

K.l Development of the Nyquist Stability Criterion 

The concept of contour mapping is illustrated in Fig. K.l. 
A closed contour Cs in the complex s-plane is mapped by 
a transfer function H(s) into another closed contour CH 
in the complex H-plane. For each point on Cs, there is a 
corresponding point on CH. For example, three arbitrar­
ily chosen points s1, Sz, and s3 on the Cs contour map into 
points H(s1), H(sz), and H(s3) on the CH contour. Sup­
pose that Cs is traversed in the clockwise direction, start­
ing at s1 and continuing along Cs to s2 and s3, before 
eventually returning to s1. Then CHwill also be traversed, 
starting at H(s1) and continuing to H(s2) and to H(s3) be­
fore eventually returning to the starting point. In Fig. 
K.l, a clockwise traverse of Cs results in a clockwise tra­
verse of CH. However, this is not always the case; a coun­
terclockwise traverse of CH could result, depending on 
the particular H(s) that is considered. 

The concept of contour encirclement plays a key role 
in Nyquist stability theory. A contour is said to make a 
clockwise encirclement of a point if the point is always to 
the right of the contour as the contour is traversed in the 
clockwise direction. Thus, a single traverse of either CH 
or Cs in Fig. K.l results in a clockwise encirclement of 
the origin. The number of encirclements by CHis related 
to the poles and zeroes of H(s) that are located inside of 
Cs, by a well-known result from complex variable theory 
(Brown and Churchill, 2004; Franklin et al., 2005). 

Principle of the Argument. Consider a transfer 
function H(s) and a closed contour Cs in the 
complex s-plane that is traversed in the clockwise 
(positive) direction. Assume that Cs does not pass 
through any poles or zeroes of H(s). Let N be the 
number of clockwise (positive) encirclements of 
the origin by contour CHin the complex H-plane. 

Define P and Z to be the numbers of poles and 
zeroes of H(s), respectively, that are encircled by 
Cs in the clockwise direction. Then N = Z - P. 

Note that N is negative when P > Z. For this situation, 
the CH contour encircles the origin in the counterclock­
wise (or negative) direction. Next, we show that the 
Nyquist Stability Criterion is based on a direct applica­
tion of the Principle of the Argument. 

K.l DEVELOPMENT OF THE NYQUIST 
STABILITY CRITERION 

According to the General Stability Criterion of Chap­
ter 11, a feedback control system is stable if and only if 
all roots of the characteristic equation lie to the left of 
the imaginary axis. This condition motivates the follow­
ing choices for function H(s) and contour Cs: 

1. Let H(s) = 1 + Gads), where GaL(s) is the open­
loop transfer function, GaL(s) = Gc(s)Gv(s)Gp(s) 
Gm(s). Assume that GaL(s) is strictly proper (more 
poles than zeros) and does not contain any unstable 
pole-zero cancellations. 

2. Contour Cs is chosen to be the boundary of the 
open right-half-plane (RHP). We assume that it is 
traversed in the clockwise (positive) direction. 

This choice of Cs creates a dilemma-how do we evalu­
ate H(s) on the boundary of an infinite region? This 
problem is solved by choosing Cs to be the Nyquist con­
tour shown in Fig. K.2. The Nyquist contour consists of 
the imaginary axis and a semicircle with radius, R ~ oo. 

Because GaL(s) is strictly proper (that is, it has more 
poles than zeros), GaL(s) ~ 0 as R ~ oo and the semi­
circular arc of the Nyquist contour maps into the origin 
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of the H-plane. Thus, the imaginary axis is the only 
portion of the Nyquist contour that needs to be consid­
ered. In other words, we only have to evaluate GaL(s) 
for s = jw and - oo < w < oo. 

In order to apply the Principle of the Argument, we 
need to determine P, the number of poles of H(s) = 1 
+ GaL(s) that lie in the RHP. Fortunately, this is easy, 
because P is equal to the number of poles of GaL(s) 
that lie in the RHP. To prove this, suppose that GaL(s) 
has the general form, 

A(s)e-es 
GaL(s) = (K-1) 

B(s) 

where A(s) and B(s) are polynomials in s and GaL(s) 
does not contain any unstable pole-zero cancellations. 
Then, 

A(s)e-es 
H(s) = 1 +Gads)= 1 + B(s) 

B(s) + A(s)e- es 

B(s) 

(K-2) 

Because H(s) and GaL(s) have the same denominator, 
they have the same number of RHP poles. 

Figure K.l Contour mapping for a 
transfer function, H(s). 

Recall that H(s) was defined as H(s) = 1 + GaL(s). 
Thus, the CHand Ca0 L contours have the same shape, 
but the CH contour is shifted to the left by -1, relative 
to the Ca0 L contour. Consequently, encirclements of 
the origin by CH are identical to encirclements of the 
-1 point by Ca0 L' As a result, it is more convenient to 
express the Nyquist Stability Criterion in terms of 
GaL(s) rather than H(s). 

One more issue needs to be addressed, namely, the 
condition that Cs contour cannot pass through any pole 
or zero of Gads). Open-loop transfer functions often 
have a pole at the origin owing to an integrating ele­
ment or integral control action. This difficulty is 
avoided by using the modified Nyquist contour in Fig. 
K.2, where e < < 1. A similar modification is available 
for the unusual situation where Gads) has a pair of 
complex poles on the imaginary axis. These modifica­
tions are described elsewhere (Kuo, 2003; Franklin et 
al., 2005). Although conceptually important, we do not 
have to be overly concerned with these modifications, 
because they are typically incorporated in software for 
control applications. 

Figure K.2 Original and modified 
Nyquist contours. 



Several slightly different versions of the Nyquist Sta­
bility Criterion are available. The version in Appendix J 
is based on two mildly restrictive assumptions: 

Al. The open-loop transfer function GaL(s) is proper; 
that is, the number of zeros does not exceed the 
number of poles. Also, G0 L(s) has no unstable 
pole-zero cancellations. 

A2. The modified Nyquist contour Cs circumvents 
any open-loop poles that lie on the imaginary 
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A 

absorption column, 28 
actuator, 150, 151, 156 
adaptation, on-line, 307 
adaptive control 

applications, 308 
commercial systems, 308 
programmed, 302 
self-tuning, 307 

adaptive tuning, 307 
ADC, 318, 480 
advanced control techniques, 289 
alarms 

classification, 171 
limits, 170 
management, 173 
switch, 170 

aliasing, 318 
ammonia synthesis, 276 
amplitude ratio, 121 
analog controller, 136 
analog instrumentation, 136, 151 
analog to digital converter, 145, 

316,480 
analog signal, 480 
analytical predictor (AP), 295 
analyzers, 134 
annunciator, 170 
anti-aliasing filter, 318 
anticipatory control, 139 
anti-reset windup, 192, 440 
approximation 

finite difference, 125, 327 
higher-order systems, of, 100 
least squares, 124 
linearization, 65 
Pade, 97 
Taylor series, 65, 97 

artificial neural net (ANN), 124 
ARX model, 126 
assignable cause, 412, 414, 415 
auctioneering control, 298 
automatic mode, 139, 143 
autoregressive model, 126, 335-336 
auto-tuning, 294 
average run length, 418,419 
averaging level control, 229 

B 

backlash (valve), 158 
backward difference, 125, 327 
bandwidth, JlO 
bang-bang control, 143 
batch control system, 431, 447 

batch production management, 431, 
432,444 

binary logic diagram, 432, 433, 435 
campaign, 444 
control during the batch, 431,437,444 
flexible manufacturing, 447 
Gantt chart, 446 
information flow diagram, 432, 435 
ladder logic diagram, 432, 434, 435 
rapid thermal processing, 442 
reactive scheduling, 447 
reactor control, 438 
recipe, 444, 445 
run-to-run control, 431, 432, 443 
scheduling and planning, 445 
semiconductor processing, 442, 443 
sequential function chart, 432, 

434,435 
sequential logic, 432, 437 
SP-88 terminology, 444 

batch distillation, 429 
batch reactor control, 438, 441 
batch sequence, 432 
batch-to-batch control, 432 
beer making, 453 
Bernoulli equation, 26 
beta-gamma controller, 141 
bias,440,443,444 
biggest log-modulus (BLT) tuning, 357 
binary logic diagram, 432, 433, 435 
biological switch, 477 
bioreactor,41,50,453 
bioreactorsensor, 154 
black box modeling, 114 
blending process, 15, 18, 60, 107, 184, 

278,489 
block diagram 

algebra, 63, 64, 263 
analysis, 494 
feedback control, 6 
reduction, 263, 291 
representation, 260 

blood glucose, 459,460 
blood pressure control, 461 
Bode diagrams 

breakpoint, 260, 261 
of controllers, 258, 262 

Bode sensitivity integral, Jl4 
Bode stability criterion, 263 
boilers 

adaptive control, 300 
feedforward control, 274 
inverse response of reboiler, 134 
RT0,367 
selective control, 298 
split-range control, 298 

bracket (on optimum), 374 
break frequency, 343 
Bristol's relative gain array, 347 
bumpless transfer, 143 

c 
calibration, instrument, 163 
campaign, 444 
cancer treatment, 461, 462 
cardiac-assist device, 462 
capability index, 420 
capacitance probe, 153 
cascade control 

design, 292 
frequency response, 293 
loop configuration, 290, 291, 358, 

G3,H3 
primary controller, 293, 294 
secondary controller, 293, 294 

catalytic converters, 246 
Central Dogma, 467, 468, 475 
chemotaxis, 472,477 
Center for Chemical Process Safety 

(CCPS), 168 
Central Limit Theorem, 418 
characteristic equation, 196, 346 

digital control, 329 
characteristic polynomial, 93 
characteristic roots, 493 
chemical reactors 

ammonia synthesis, 276 
batch, 438 
catalytic, 298 
continuous stirred-tank reactor 

(CSTR), 34 
fluidized catalytic cracker, 

370,372 
trickle-bed, 98 
tubular, 95, 298 

chemometrics, 125 
chromatographic analysis, 154, 481 
circadian clock, 467, 470 
closed loop 

block diagrams, 184 
frequency response JlO 
gain, 196 
performance criteria, J11 
poles, 196 
prediction, 387 
response,189-194 
stability, 194 
transfer function, 186, 187, 188, 

196, J11 
coincidence point, 390, 401 
combustion process 

adaptive control, 300 
ratio control, 275 

comparator, 185 
compensation, dynamic, 280 
complementary sensitivity JlO 
composition control, 184 
composition sensor, 154, 184 
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computer 
hardware, 479 
interface, 480 
representation of information, 480 
software, 484 

computer control, 329, 479 
conditional stability, 263 
condition number, 494 
connection weight (neural net), 124 
conservation laws, 15 
constrained optimization, 373, 380 
constraint control, 299 
constraints 

feasible region, 377 
hard, 398 
in optimization, 376 
soft, 398, 401 

continuous cycling method, 223 
continuous stirred-tank reactor (CSTR), 26 

cascade control, 291 
dynamics, G3 
feedback control, G 1 
linearization, 68 
modeling, 26, 67, G3 
recycle, G1 
transfer function, 67, 69, G3 

contour mapping, J7 
control 

algorithm, 134, 331 
cascade, 289 
chart, 414 
configuration, 346 
constraint, 299 
degrees of freedom, 25, 237 
during the batch, 431,437 
feedback,6,134,184,188 
feedforward, 273 
hardware, 150-151,480 
horizon, 536 
hierarchy, 8, 367, H1 
law, 134 
multiloop, 342 
multivariable, 342 
model predictive (MPC), 386 
plantwide. See plantwide control 
regulatory, 188 
run-to-run, 431, 432, 443 

control loop interactions, 342, 358 
control loop troubleshooting, 230 
control objectives, 243, 645 
control performance monitoring, 424, 425 
control-relevant model, 116 
control requirements, 239 
control strategies, 210 
control structure, G3, H2 
control systems 

adaptive, 307 
advanced,289 
cascade,291,G3,H3 
design, 11, 212, H1, H4 
economic justification, 9 
effect of process design, 243 
feedback, 134 
feedforward, 273 
feedforward-feedback, 283 
inferential, 297 
model-based, 212 

multiple-loop, 342 
multivariable, 342 
nonlinear, 300 
plantwide control. See plantwide control 
ratio, 275 
robustness, 380 
selective, 298 
split-range, 298 
troubleshooting, 230 
variable selection, 239, H3 

control valve, 156 
air-to-close, 157 
air-to-open, 157 
dynamic model, 164, 185 
fail-closed, 157 
fail-open, 157 
flow characteristics, 158 
globe, 157 
plug, 157 
pneumatic, 157 
quarter-tum, 157 
rangeability, 159 
rotary, 157 
sizing, 158 

controlled cycling, 223, 226 
controlled variable( s) 

selection of, 239,355, G1, G2, H2, H3 
controller 

analog, 136 
automatic, 139, 143 
beta-gamma, 141 
bias,392,440,443,444 
digital, 136, 141,317,319 
direct -acting, 142 
error gap, 301 
frequency response, 258 
gain, 136 
gain scheduling, 301 
historical perspective, 135 
manual, 143 
on-off, 143 
parameter scheduling, 301 
performance, 211 
predictive, 390 
proportional-integral-derivative 

(PID), 139 
relay, 226 
reverse-acting, 142 
robustness, Jl4 
saturation, 137 
transfer function, 137-142, 185 
tuning. See controller timing 
two degrees of freedom, 222 
ultimate gain, 224 

controller design 
direct synthesis (DS), 212 
frequency response, 251 
integral error criteria, 220 
internal model control (IMC), 215 

controller pairing, 347,349, H2, H3 
controller parameters/settings, 141, 144 
controller tuning, 210 

feedforward controller, 284 
Hagglund-Astrom, 221 
IMC,217 
integral error criteria, 220 
multiloop control system, 357 

on-line, 223 
predictive control, 390, 402 
relay auto-tuning, 226 
Skogestad, 217,220 
Tyreus-Luyben, 224 
Ziegler-Nichols, 221, 224 

conversion of signals 
continuous to discrete-time, 328 

converters 
analog to digital, 480 
digital to analog, 480 
instrument, 151 

convolution model, 128 
core reactor/flash unit model, G4 
coriolis meter, 153 
critical controller gain. See ultimate gain 
critical frequency, 263 
critical point, J7 
critically damped, 81 
cross controllers, 358 
crossover frequency, 263 
crystallizer, 455, 456, 464 
CSTR, see continuous stirred-tank 

reactor 
current-to-pressure transducer, 135, 

151,185 
CUSUM control chart, 419,422 
cycle time, 446 
cycling, continuous, 223 

D 

DAC, (digital-to-analog converter), 
317,480 

Dahlin's algorithm, 331 
modified version, 333 

damping coefficient, 81, 83 
data fitting, 115, 117, 119, 122, 127 
data reconciliation, 370, 414 
data validation, 116, 370 
DCS (distributed control system), 483 
deadband,158 
dead time. See also time delay, 97 
decay ratio, 83 

one-quarter, 224, 232 
decentralized integral controllability, 351 
decibel, 343 
decoupling control, 358 

partial, 359 
static, 359 

defuzzification, 304 
degree of fulfillment, 305 
degrees of freedom 

control, 237, H2 
effect of feedback control, 238, H3 
modeling, 24 

delta function (unit impulse), 44 
derivative 

approximation of, 125, 145, 320 
control action, 139 
kick, 141, 146 
Laplace transform, 41 
mode filter, 139 
time, 139 

design of control systems, 210, 251, H1, H4 
design, plant, G4 
detuning control loops, 357 



deviation variable, 59 
dialysis, kidney, 3 
diabetes mellitus, 459, 460, 465 
difference equations, 125, 320 
differential equations 

discretization, 125, 320 
numerical solution, 493 
solution by Laplace transforms, 40-55 

differential pressure transducer, 153 
digester, batch, 3 
digital communication, 485 
digital control 

block diagram, 318, 330 
control hardware, 318 
data acquisition, 318 
distributed control, 479 
interface, 480 
programmable logic controller, 482 
stability analysis, 329 

digital control algorithms, 146 
analytical predictor, 335 
conversion of continuous controller 

settings, 329 
Dahlin, 331 
direct synthesis, 331 
disturbance estimation, 334 
integral error criteria, 330 
internal model control, 334 
minimal prototype, 331 
modified Dahlin, 333 
PID, 145, 327 
pole placement, 334 
resetvnndup,145,146 
ringing, 333 
time-delay compensation, 335 
tuning, 331 
Vogel-Edgar, 333 

digital controllers, PID, 145 
approximation of analog controllers, 

145,327 
derivative kick, 146 
PID, 145 

digital filters, 446 
digital signal 

binary representation, 480 
converter, 480 
multiplexer, 481 
pulse train, 481 
transmission, 485 

digital-to-analog converter, 145, 317 
digital versions of PID controllers, 145 
Dirac delta function (unit impulse), 54 
direct-acting controller, 142 
direct substitution method, 200 
direct synthesis method, 212, 331 

Dahlin's algorithm, 331 
Vogel-Edgar, 333 

discrete event analysis, 431 
discrete-time signal, 317 
discrete-time system 

closed-loop system, 329 
effect of hold element, 317 
exact, 126 
identification, 126 
stability analysis, 329 
z-transform, 3 23 

discrete transfer function, 324, 325 

discretization 
of ordinary differential equation, 125 
of partial differential equation, 30 

distance-velocity lag. See time delay 
distillation control, 7 

alternative configurations, 348, G 2 
decoupling, 501 
feedback, G2 
feedforward, 277 
heat integration, G3, G4 
inferential, 297 
inverse response, 95 
override, 298 
selection of manipulated variables, 348, 

351,355,359 
distributed control system (DCS), 483 
distributed-parameter systems, 29 
disturbance changes, closed-loop, 188 
disturbance rejection, 211, G3 
disturbance variable, 103, 393 

autoregressive, 335 
moving average, 336 
non-stationary, 335 
predictor, 335 
stationary, 335 
transfer function, 280 

DMC,386 
dominant time constant, 100, 101, 

217,302 
double-exponential filter, 320 
drift, 335 
Drosophila melanogaster, 470 
drug delivery, 458 
drug target, 468 
DS, method, 212 
duty cycle, 481 
dynamic behavior of various processes 

first order, 76 
higher order, 95 
instruments, 152, 163 
integrating process, 79 
inverse response system, 95, 96 
second order, 81 
time delay, 96 

dynamic compensation, 280 
dynamic error, 163 
dynamic matrix, 391 
Dynamic Matrix Control (DMC), 386 
dynamic model, 15 

E 

E. coli, 469, 4 72 
entrainment, 471 
error analysis, 503 
eukaryote, 474 
event tree analysis, 180 
economic optimization, 369 
EEPROM,487 
eigenvalue, 104, 354 
emergency shutdown system (ESD), 169 
empirical model, 15, 114-118, 121, 

124,126 
end point, 438 
enterprise resource planning, 367, 447 
environmental regulations, 8 
equal concern factor, 401 
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equal-percentage valve, 158-160 
error 

control, 136 
instrument, 162 

error criteria. See integral-error criteria 
error gap controller, 301 
error signal, 136 
etcher, plasma, 3 
Euler identity, 43, 257 
Euler integration, 125 
evaporator, 241 
evolutionary operation (EVOP), 376 
EWMA control chart, 418, 419, 420 
exact discretization, 126, 329 
Excel,117,378,380,382 
exponential filter, 320 
exponential function 

approximations, 97 
Laplace transform, 42 

exponentially-weighted moving average 
(EWMA) filter, 447 

F 

failure, computer, 479 
failure rate, 171 
fault detection, 177, 413 
fault tree analysis, 180 
FDA, 453 
feasible region, 377 
fedbatch, 41,50 
feedback control 

adaptive, 307 
block diagram, 6 
design, 210, 251 
disturbance changes, 188 
historical perspective, 135 
multiple input-multiple output (MIMO) 

system,341,343,355 
performance criteria, 211 
regulator problem, 188 
servo problem, 187 
set-point changes, 187 
transfer functions, 184-189 

feedback loop, 267 
dynamics, 143 
hidden, 344 

feedback path, 187 
feedback trim, 283 
feedforward control, 273 

configuration, 283 
design, 277 
disturbance rejection, 279 
lead-lag unit, 280 
physically unrealizable, 280, 282 
stability considerations, 280 
tuning, 284 

feedforward-feedback control, 283 
feedforward variable, 386 
fermentor,453,454,464 
fiber optics, 153 
field bus, 162, 485 
field tuning, 223 
filters 

analog, 319 
derivative mode, 139 
digital, 319 
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filters (Continued) 
anti-aliasing, 319 
double exponential, 320 
effect on PID controller, 331 
EWMA,320 
exponential, 320 
moving-average, 320 
moving-window, 320 
noise-spike, 321 
rate-of-change, 321 

final control element, 136, 137, 141, 143, 
145,156 

final value theorem 
Laplace domain, 49 
z-domain, 323 

finite-difference, 125, 328 
finite impulse response (FIR) model, 128 
finite step response model, 128 
first-order hold, 317 
first-order-plus-time-delay (FOPTD) 

model, 120 
first-order process responses, 76 
first-order system, 76, 118 
fitting data, 115, 117, 119, 122, 127 
flash drum, 258 
flexible manufacturing, 447 
flooded condenser, 249 
flooding, 298 
flow characteristic curve, valve, 159-161 
flow control, 135, 136, 139, 228, 299 
flow-head relation, 159, 160 
flow/inventory control G 1 
flow rate sensors, 153 
fluidized catalytic cracker, 370, 372 
food industry, 455 
FOPTD model, 120 
forcing function, 76 
forward path, 187 
fraction incomplete response 

method, 118 
freedom, degrees of, 24 
frequency response analysis 

Bode diagrams, 254 
closed-loop, Ill 
feedback controller, 258 
gain and phase margins, 266 
Nichols chart, Jl2 
Nyquist diagram, J7 
openloop,254 
shortcut method, 253 

fuel-air ratio control, 275 
furnace 

cascade control, 289 
thermal cracking, 370 

fuzzification, 304 
fuzzy logic, 304 
fuzzy logic controller (FLC), 304 

G 

gain 
closed-loop, 190 
controller, 136 
critical. See ultimate gain 
crossover frequency, 263 
discrete-time system, 327 
margin, 266 

matrix, 343, 347 
open-loop, 62, 195 
process, 63, 69 
transfer function, 62, 454, 327 
transmitter, 261 
ultimate, 318 
variable, 301 
z-transform, 324 

gain margin, 266 
gain scheduling, 301 
gain/time constant form, 62, 94 
Gantt chart, 446 
gap action, 301 
gas absorption, 36 
gas chromatograph, 154, 481 
gas-liquid separator, 342 
gas pressure control loop, 229 
Gaussian distribution, 414 
gene regulation, 467, 468, 469 
generalized predictive control 

(GPC), 387 
generalized reduced gradient 

(GRG),380 
general stability criterion, 278 
grade change, 307 
granulator,456,457,458,464 
graphical user interface, 483, 487 

H 

half-rule, 142 
hard constraint, 398, 403 
hardware 

computer system, 481 
control loop, 482 
instrumentation, 209 
real-time optimization, 514 

HART protocol, 486 
HAZOP, 169, 432 
heat exchanger, 2 

cascade control, 289 
double-pipe, 38 
evaporator, 241 
modeling, 38 

Heaviside expansion, 46 
heat shock response, 466, 467 
HIV/AIDS treatment, 462 
hidden feedback loop, 344 
hidden oscillation, 332 
hierarchy, control, 8, 367, 368, Hl 
higher-order process (system), 92, 325 
horizons, 401 
Hotelling's T2 statistic, 423, 424 
hysteresis, 158 

I 

IAE,220 
ideal controller, 137, 139-141 
ideal decoupler, 358 
idealized sampling, 317 
identification, process, 130 
If-then statement, 303 
liD assumption, 418, 419 
ill-conditioned, 354, 396 
IMC. See Internal Model Control 

impulse 
inputs, 44 
modulation, 317 
response, 44 
response model, 128 
sampler, ideal, 317 

impulse function 
Laplace transform, 56 
z-transform, 451 

incomplete response method, 120 
individuals chart, 415 
inferential control, 297 
information flow diagram, 432, 435 
initial value theorem 

Laplace domain, 49 
in phase, 252, 265 
input 

blocking, 398, 401 
dynamics, 93 
variables, 74 

input-output interface, 480, 485 
input-output model 

continuous-time transfer function, 80 
discrete-time, 327 

installed valve characteristics, 159 
instrument 

accuracy, 162 
signal level, 152 
smart, 163 

instrumentation symbols, 499 
insulin, 459, 460 
intracranial pressure, 464 
integral of the absolute error 

(IAE), 220 
integral control, 139, 141, 142 

reset windup, 138 
integral error criteria, 220 
integrals 

approximation of, 145 
Laplace transform, 50 

integral of the squared error (ISE), 220 
integral of the time-weighted absolute 

error (ITAE), 220 
integral time, 137 
integral windup, 138 
integrating process, 122 

control characteristics, 193 
response, 122 

integration 
analytical methods, 40 
numerical techniques, 493 

interacting tanks, 102 
interacting control loops, 357 

decoupling of, 358 
interacting processes, 102, 357 
interaction index, 350 
interface, 151 

computer-process, 480 
interlock, 172, 431 
Internal Model Control, 218 

digital, 466 
PID settings, 218 
relationship to Direct Synthesis, 216 

internal set point, 185 
internal stability, J3 
Internet Protocol (IP), 484, 486 
internodal communication, 485 



intersample ripple, 332 
inverse Laplace transform, 40 

partial fraction expansion, 45 
inverse response, 95 
inverse z-transform, 328 
IP (Internet Protocol), 484, 486 
ISA instrumentation standards, 208 
ISE, 220 
ISO (International Standards Organization) 

certification, 445, 485 
ITAE,220 

K 

Kappa number, 3 
kidney dialysis, 3 
kinase, 474 

L 

lab-on-a-chip, 154 
lac Z gene, 469 
ligands, 472 
ladder diagram, 433 
ladder logic diagram, 432, 434, 435 
lag, distance-velocity. See time delay 
lambda tuning, 213, 331 
LAN (local area network), 485 
Laplace transforms, 40-55 

definition, 40 
inverse of, 40 
of derivatives, 41 
of integrals, 50 
partial fraction expansion, 45 
properties, 41, 49 
sampled signal, 317 
table, 42 

layers (neural nets), 124 
layers of protection, 169 
lead, 256 
lead-lag unit, 93, 280 
least-squares estimation, 116 
level control, 191, 243, G 1 
levels of process control, 8, 511 
limit checking, 8, 412, 413 
limits, control 

three sigma, 416 
six sigma, 412, 421, 422 

linearization, 65 
linear model, 59 
linear programming (LP), 376 

constraints, 377 
Excel solution, 378 
feasible region, 377 
objective function, 377 
simplex method, 378 

linear regression, 116-118 
line driving, 208 
linguistic variable, 304 
liquid level 

dynamic model, 25, 64, 68 
sensors, 152-153 

load. See disturbance variable 
local area network (LAN), 485 
logic controllers, 431, 434 
long-time (large-time) response, 77, 78, 

84,252 

loop failure tolerance, 357 
loop gain, 62, 190 
loop integrity, 350 
loop shaping, Ill 
low-pass filter, 216 
low selector switch, 298 
LP. See linear programming 
lumped parameter system, 29 

M 

magnetic resonance analysis, 152 
magnitude, 254 
management-of-change-process, 

169 
manipulated variable, 10, 74 
manual mode, 143 
manufacturing automation protocol 

(MAP),485 
marginal stability, 263, Jl4 
mass flow controller (MFC), 153 
mass flow meter, 153 
mass spectroscopy, 154 
master controller, 290 
material recycle, G3 
MATLAB 

Bode 258 
equation solving, 492 
matrix operations, 492 
MPC toolbox, 403 
parameter estimation, 121 
scripts, 493 
Simulink, 494 
solving ODEs, 493 
toolboxes, 494 

measured variables, 103,239 
measurement 

dynamics, 156 
error, 162 
location, 156 
instrumentation, 150 

membership function, 303 
messenger RNA, 475 
microprocessor, 481 
MIMO system, 107, 130, 477 
minimal prototype control, 331 
minimum variance control, 335 
mixing process, 434 
models and modeling 

control-relevant, 116 
convolution, 128, 326 
degrees of freedom, 16 
development, 17, 114 
discrete-time, 125, 467 
distributed parameter, 29 
dynamic, 14, 17, 20, 116 
empirical, 15, 114 
error, 116 
general principles, 16 
input-output, 59, 115, 343 
lumped parameter, 29 
parsimony, 129 
procedure,66,116 
semi-empirical, 15 
steady-state, 1 
theoretical, 14 

model-based control, 10, 212 
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model predictive control, 386 
calculations, 395 
constraints, 398 
design, 401 
Dynamic Matrix Control, 386 
horizons, 388 
implementation, 406 
MIMO system, 393 
move suppression, 402 
set-point calculation, 398 
toolbox 403 
tuning, 401 

model validation, 116 
monitoring, 411 
motif, 468, 469 
move suppression, 402 
moving-average filter, 320 
moving range, 416 
MPC. See model predictive control 
multiloop control strategies, 357, 386 
multiple-input, multiple-output system 

control system, 341 
block diagram analysis, 343 
decoupling control, 358 
hidden feedback loop, 345 
input-output model, 107, 393 
linearization, 69 
process interaction, 349 
reducing loop interactions, 359 
relative gain array, 347 
stability analysis, 104, 346 
transfer-function matrix, 103, 343 
variable pairing, 34 7 

multiplexer (MUX), 481 
multirate sampling, 317 
multivariable control system, 341 

decoupling of loops, 358 
interaction of loops, 342 
variable pairing, 34 7 

multivariable transmitter, 153 
multivariate control chart, 423 
MUX (multiplexer), 481 

N 

negative feedback, 5 
neural net, 124 
Newton-Raphson method, 69 
Nichols chart, Ill 
noise, 119, 123 
noise-spike filter, 321 
noninteracting processes, 102 
nonlinear 

control system, 300 
discrete-time model, 130 
instrument, 195 
models, 65 
optimization, 378 
programming, 376, 380 
regression, 115 
transformation, 300 

nonminimum-phase system, 
257,334 

non-self-regulating process, 80 
normal distribution, 414 
normalized amplitude ratio, 252 
numerator dynamics, 63, 93 
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numerical methods 
approximation of derivatives, 145, 320 
approximation of integrals, 145, 456 
parameter estimation in transfer 

function models, 118, 119 
solution of equations, 492 

Nyquist 
contour, K1 
diagram, 259 
stability criterion, J7, K1 

0 

objective function, 116, 369 
object linking and embedding, 484 
observer, 297 
offset, 137, 190 
one-dimensional search, 374 
one-way interaction, 350 
on-off controller, 143 
open loop 

frequency response, 264 
gain, 190 
transfer function, 188 

open standards, 33 
operating 

costs, 369 
limits, 372 
objectives, 8, 372 
range,155,376 
window, 377 

operator interface, 34, 407 
operator training, 34 
optimization 

constrained, 373 
EVOP,376 
formulation, 371 
multivariable, 375 
real-time (RTO), 9, 367 
Simplex, 378 
single-variable unconstrained, 373 

outlier, 416 
output variable, 20 
overdamped process, 81 
overdamped response, 82 
override control, 298 
overshoot, 83 
overspecified model, 20 

p 

P&IDs (piping and instrumentation 
diagrams), 499 

Pade approximation, 97 
pairing of variables, 243, 347 
parameter estimation, 115, 117 
partial decoupling, 359 
partial differential equations, 16 

discretization, 30 
partial fraction expansion, 45 
partial least squares (PLS), 424 
particle size distribution, 456, 457 
pattern tests, 418 
PCA,424 
PCM (Process Control Modules), 501 
perfect control, 11, 213 
performance criteria, 211 

performance index, 221, 397 
period of oscillation, 83, 252 
pharmaceutical industry, 452 
phase 

angle, 252 
crossover frequency, 263 
lag, 252 
lead, 256 
margin,232 
shift, 252 

pH control, 302 
phosphorylation, 472, 473 
photolithography, 247, 416 
physical realizability, 63, 327 
physically unrealizable controller, 139, 

259,280 
PI controller, 138 
PID controller, 139 

digital version of, 145, 329 
expanded form, 141 
parallel form, 140 
series form, 140 

piping and instrumentation diagrams, 499 
planning and scheduling, 9, 370 
plant-model mismatch (model error), 308 
plantwide control design, G1, H1, H4 

case study, G4, H5 
energy management, H4 
hierarchical procedure, H1 
inventory control, G2 
production rate control, H2, H10, H12 
quality control, H10 
recycle loops, G7, H10 
specification of objectives, H4 
structural analysis, H4, H9 

plasma etcher, 247 
plug and play, 483 
PLC (programmable logic controller), 482 
PLS, 424 
pneumatic 

controller, 135 
control valve, 157 
instrument, 135 
signal transmission, 162 

poles, 92, 326 
pole-zero cancellation, 196 
position form, digital controller, 145 
positive feedback, 5, 467, G15 
PRBS (pseudo-random binary 

sequence), 123 
pre-act, 139 
predictive control. See model predictive 

control 
prediction horizon, 388 
predictive emission monitoring system 

(PEMS), 155 
pre-filter, 319 
preload (batch control), 440 
pressure sensor, 153 
pre-test, 486 
primary controller, 290 
primary loop, cascade control, 290 
principal component analysis (PCA), 424 
Principle of the Argument, K1 
probability concepts, review, 503 
process 

control, 1 

dynamics, 1 
economics, 369 
gain matrix, 347, 349 
identification, 114 
interactions, 342 

measure, 349 
interface, 150 
monitoring, 411 
reaction curve, 119 
safety, 168 
variables, 1, 239 

process capability index, 420 
process control language (PCL), 487 
Process Control Modules (PCM), 501 

distillation, 133, 235, 288 
furnace,133,235,244,288,410 

processes 
batch, 3, 429 
continuous, 2 
fed-batch, 31 
semi-batch, 3 
stirred-tank blending, 3, 15, 18, 134, 

184,281 
process reaction curve method, 227 
Profi bus, 162, 480 
programmable logic controller (PLC), 

434,462 
prokaryote, 474 
promoter, 474 
proportional band, 137 
proportional (P) control, 137 
proportional derivative (PD) 

control, 139 
proportional-integral (PI) control, 138 
proportional-integral-derivative (PID) 

control, 139 
proportional kick, 141 
protection. See safety 
pseudo-random binary sequence 

(PRBS), 122 
pulse duration output (PDO), 481 
pulse function. See rectangular pulse 
pulse testing, 252 

Q 

quadratic interpolation, 374 
quadratic programming, 300 
quality control charts, 414 

individuals chart, 415 
s chart, 416 
x chart, 415 

quantization, 480 
quasi-steady-state operation, G14 
quick-opening valve, 158 

R 

ramp 
input, 74 
responses, 77 

random input, 76 
range,416 
range control, 399 
rapid thermal processing, 442 
rate control action. See derivative control 
rate-of-change filter, 231 
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ratio station, 275 
reactive scheduling, 44 7 
reactor. See also chemical reactors 

batch, 3, 438 
continuous, 26 
semi-batch, 3 
trickle-bed, 98 

real-time clock, 484 
real-time optimization (RTO) 367 

applications, 369 
basic requirements, 369 
constrained optimization, 373 
Excel Solver, 378 
linear programming, 377 
models, 372 
nonlinear programming, 376 
operating profit, 369 
operating window, 377 
quadratic programming, 380 

Real Translation Theorem, 51 
receding horizon approach, 388 
reconstruction of continuous signals, 316 
rectangular pulse, 43, 74 
reference trajectory, 396 
regression techniques, 115 
regulator problem, 188 
relative 

disturbance gain, 353 
gain array, 347 
stability, 251 

relay auto-tuning, 226, 357 
relay ladder logic, 434 
reliability analysis, 179 
repeatability, instrument, 152 
reset time, 137 
reset windup, 138 
residual, 116 
resistance temperature detector (RTD), 152 
resonant frequency, 256 
resonant peak, HlS 
response mode, 93 
response time, 83 
reverse-acting controller, 142 
RGA. See relative gain array 
right-half plane (RHP) pole, K2 
right-half plane (RHP) zero, 100 
ringing, controller, 332 
rise time, 83 
risk assessment, 178 
robustness, 211 
robust performance, Jl4 
robust stability, Jl4 
root locus diagram, 200 
Routh array, 199 
Routh stability criterion, 199 
RTO (real-time optimization), 367 
rules, fuzzy logic, 305 
rung (ladder logic), 433 
run-to-run control, 459 
Runge-Kutta integration, 33 
run-to-run control, 443, 459 

s 
safety, 168 
safety instrumented system, 171 

safety interlock system (SIS), 169 
sampled-data system stability, 326 
sample mean, 413 
sample variance, 177 
sampling, 316 

aliasing, 318 
multirate, 317 
period, selection, 318 
time-delay approximation, 329 

saturation of controller, 137, 440 
SCAD A (supervisory control and data 

acquisition), 482 
S. cerevisiae, 469 
scheduling and planning, 9, 370 
s control chart, 416 
search 

multivariable, 375 
nonlinear programming, 380 
one-dimensional, 373 

SCM (supply chain management), 447 
secondary controller, 293 
secondary control loop, 291 
secondary measurement, 289 
second-order-plus-time-delay (SOPTD) 

model, 214 
selection 

controlled variables, 239, 355 
manipulated variables, 239, 355 
measurement device, 152 
measured variables, 240 
sampling period, 318 

selective control, 298 
selectors, 298 
self-adaptive control(ler), 307 
self-regulating process, 195 
self-tuning control, 307 
semiconductor processing, 3, 247, 416 
sensitivity, 5, 139, 240, 251 
sensitivity function, 558 
sensors, 151 

composition, 154 
flow-rate, 153 
level, 153 
pressure, 153 
temperature, 152 

separation concentration ratio, G4 
sequential function chart, 432 
sequential logic, 432 
serially correlated, 418 
servo problem, 187 
set point, 135 

changes, closed-loop, 187 
ramping, 146,431 
trajectory, 396, 431 

settling time, 83 
Shannon's sampling theorem, 318 
Shewhart control chart, 415 
signals 

conditioning, 319 
discrete-time, 145 
processing of, 319 
reconstruction of, 316 

signal transduction, 472, 476 
signal transmission, 162 
Simplex. See linear programming 
simulation 

dynamic, 33 

equation-oriented, 33 
hybrid, 33 
modular, 33 

Simulink 
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closed-loop simulation, 215 
discrete-time system, 329 

single-input, single-output (SISO) 
system, 107 

singular value analysis, 353 
sinusoidal response of processes, 

78,84,251 
six sigma approach, 421 
sizing control valves, 158 
Skogestad's "half rule," 100 
slack parameter, 419 
slack variable, 378 
slave controller, 290 
slope-intercept method, 227 
slowdown effect, G13 
slurry flow control, 299 
smart 

instrument, 163,485 
sensor, 163,479 

Smith predictor technique, 295 
Smith's second-order method, 121 
snowball effect, G7 
soft sensor, 125 
software, 33, 492, 501 
span, transmitter, 152 
SPC. See statistical process control 
special cause, 412 
specification limits, 420 
split-range control, 298 
spreadsheet software, 117, 378, 484 
SQC. See statistical quality control 
stability 

analysis, 104, 196, 202, 329 
closed-loop, 194, 346 
conditional, J 4 
criteria 

Bode,263 
direct substitution, 200 
general, 195 
Nyquist, J7 
Routh, 198 
sampled-data, 329 

definitions, 104, 195 
feedforward control, 280 
marginal, 263 
multivariable, 104, 346 
openloop,l95 
pole (root) location, 93, 326 
relative, 251, 266 
root-locus, 201 
Routh method, 198 

standard normal distribution, 505 
standard transfer function 

gain/time constant form, 94 
pole/zero form, 94 

start-up, 1, 438 
state-space model, 103 
state variables, 103 
statistical process control, 412 
statistical quality control, 412 
steady-state control. See real-time 

optimization 
steady-state gain, 62 
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steady-state gain matrix, 349 
step function, 41 

Laplace transform, 41 
z-transform, 324 

step 
input, 74 
response, 73, 119 
response coefficient, 128 
response model, 128, 388 

step test method, 119, 226 
stirred-tank heating system, 14 

electrical heating, 23 
steam heating, 24 
transfer function, 61 

stirred-tank reactor. See continuous 
stirred-tank reactor 

stochastic process, 76 
successive quadratic programming, 380 
superposition principle, 41, 393 
supervisory control and data acquisition 

(SCAD A), 482 
supply chain management (SCM), 477 
surgetank,26,68,399 
sustained oscillation, 195 
surface acoustic wave (SAW), 153 
SVA,353 
switch, alarm, 170 
system identification, 114 
systems biology, 466 

T 

target, 368, 399 
Taylor series approximation, 65 
TCP/IP, 485 
temperature control, 230 
temperature sensor, 152 
theoretical models, 14 
thermocouple dynamic response, 163 
thermowell, 163 
three-mode controller. See PID controller 
threshold parameter, 413 
time constant, 62, 76 
time delay, 50, 92 

Laplace transform, 51 
Pade approximation, 97 
polynomial approximation, 97 

time-delay compensation, 294 
time to first peak, 83 
totalizer, 438 
transcription, 468, 469 

transducers, 151 
transfer function, 59 

additive property, 63 
approximation of higber-order, 100 
closed-loop, 186 
controller, 137-140 
control valve, 158 
definition of, 59 
disturbance, 106, 186 
empirical determination of, 119, 227 
final control element, 158 
gain, 62 
matrix, 103, 343 
multiplicative property, 63 
open-loop, 188 
poles and zeros of, 92 
process, 186 
properties, 62 

transient response, 16, 51 
translation in time, 50 
translation theorem, 51 
transmission line, 135, 162, 480 
transmitter, 151 
transportation lag, 96 
transport delay, 96 
trim heat exchanger, G16 
triply redundant, 172 
troubleshooting control loops, 230 
truth table, 433 
tryptophan synthesis, 476 
tubular reactor, 29, 95, 111, 298 

auctioneering control, 298 
hot spot control, 298 
inverse response, 95 

tuning, controller. See controller tuning 
turbine flow meter, 153 
two-point composition control, 510 
two-position (on-off) control, 143 
type, 2 diabetes, 473 

u 
ultimate gain, 224 
ultimate period, 224 
undamped natural frequency, 81 
underdamped process, 81 
underdamped response, 82 
underspecified model, 20 
unit step, 41 
unrealizable controller 

decoupling, 359 

digital, 327 
feedback,139,259 
feedforward, 280 

unstable 
closed-loop system, 194 
open-loop process, 93 

unsteady-state operation. See dynamic 
behavior 

v 
validation of model, 116 
valve characterizer, 301 
valve, control. See control valve 
valve coefficient, 158 
valve positioner, 158 
variable pairing, 34 7 
variables 

controlled, 2, 239 
disturbance, 2 
manipulated, 2, 239 

velocity form of digital controller, 145 
virtual sensor, 125 
Vogel-Edgar control algorithm, 333 

w 
warning limits, 413 
Western Electric rules, 418 
windup 

integral, 138 
reset, 138 

wireless network, 486 
Wood-Berry column, 402 

z 

zero, transmitter, 155 
zero-order hold, 317 
zeros,92 
Ziegler-Nichols method, 221,223 
Ziegler-Nichols settings, 224 
zone control, 399 
zone rules, 418 
z-transform 

approximate conversion method, 327 
definition, 324 
long division, 324 
physical realizability, 327 
properties, 324 
table, 328 
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