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Preface 

The world faces very serious environmental problems. This book is 
about what science-and especially biological science-can do to help. 
The book deals with a wide range of topics which are usually covered in 
separate books by different experts, who may well have been trained in 
different university departments, including biological science, environ- 
mental science, forestry, agriculture, range science, fisheries and 
wildlife, marine science and others. Here the topics are covered in a 
single book written by one person. I have written such a book because I 
believe the world needs people who have studied a wide range of envir- 
onmental problems, who understand how they relate to each other and 
how they are based on underlying principles of ecological science. 

The human population of the world will continue to increase for at 
least some decades in the new millennium. This is one of the reasons 
why there are bound to be pressures on resources. This book assumes 
that in the future there will be increased demand for energy, water, food, 
timber, and also for new chemicals for many uses. The ecological chal- 
lenge is to meet these needs in a sustainable way, yet at the same time 
reducing as far as possible harmful effects on wild species, communities, 
landscapes and the quality of the environment on which they depend. 

Sometimes science can suggest solutions to ecological problems: for 
example, ways of controlling diseases or minimizing the effects of pollu- 
tion. Sometimes it can answer practical questions, such as how many 
fish we can take from an ocean this year without reducing the catch in 
future years. Sometimes it can help with resolution of conflicts, for 
example over alternative uses of land. This book is concerned with each 
of these aspects of applied ecology. 

This second edition is much more than an update of the first edition, it 
is a major rewrite. In the seven intervening years there has been tremen- 
dous research activity in many of the relevant subject areas. There have 
also been important events, such as the successful re-establishment of 
wolves in Yellowstone National Park and the collapse of the Newfoundland 
cod stock. These events and research discoveries have not only increased 
our knowledge and understanding, but have suggested new priorities 
and led to changes in attitudes. Hence the need for a major rewrite. 

This book is not dedicated to my parents, my wife, my children or to any 
of the other people who have given me personal support during my life. It 
is dedicated to everyone who is concerned about the future of our world. 

Edward I. Newman 
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Chapter 1 : Introduction 

This chapter explains what  this book i s  about and how it i s  organized 

The size of our world is fixed, but the number of people in it is increasing 
(see Table 1.1 and Fig. 1.1). This conflict is a basic driving force under- 
lying many of the problems discussed in this book. 

Figure 1.1 shows how the human population has increased during past 
decades, in the whole world and in two continents: Africa, which had the 
fastest percentage increase, and Europe, which had the slowest. The 
graph does not predict populations in the future. There are many alterna- 
tive predictions for population change during the 21st century, which dif- 
fer widely (see Chapter 21, but there can be no serious doubt that the total 
number of people will rise substantially higher than the figure of about 
6 billion at the start of the new millennium. Increasing human population 
puts further pressure on basic resources, including land and soil, oceans, 
fresh water and energy sources. It will become more difficult to provide 
adequate amounts of food and timber, creating pressures for more inten- 
sive management of soil and pests, and for changes in land use from the 
present allocation (Table 1.1). This will result in more risks to wild 
species and to the areas where they live. More people almost certainly 
means more production of polluting chemicals. These are the principal 
topics of this book. So one message, right at the start, is that some things 
are bound to change. 

Table 1.1. Area of water, land and principal land uses on the Earth. Land use data for 
1992-94, from World Resources 1998/9. 

Increasing human 
population. . . 

. . . puts pressures on 
resources 

Area 

million km2 % of whole world % of land area 

Whole world 510 
Oceans 3 76 74 
Fresh water 3 <1 
Land 131 26 

Crops 14.7 11 
Permanent grazing land 34.1 26 
Forest and woodland 41.8 32 
Other land* 39.9 31 

' Includes ice, tundra, desert, towns. 

1 



2 CHAPTER 1 
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Fig. 1.1 Human population 1950-95. The vertical axes are on log scales. (a) Whole 
world. (b) 0 Europe, 0 Africa. Data from UN Statistics Yearbook 1995. 

We should like, if possible, to make things better, for all the people of 
the world and for the other species in it too. Some topics in this book do 
aim for that. Can we grow crops in arid areas by using salt water for irri- 
gation? Can we find better ways of breaking down polluting chemicals, 
using microbes? Can we restore wild species and communities to areas 
where they formerly occurred? However, much of this book is about how 
to prevent things getting worse. Can we halt global warming? Can we 
maintain the fish stocks in the oceans? Can we maintain the productivity 
of grazing lands and forests long term, but without harming the wildlife? 
Sometimes we must accept that harmful changes will occur, and the 
most useful thing ecologists can do may be to give advice on how to mini- 
mize the harm. If some of the forests of Amazonia or the US northwest 
have to be lost, how can we best preserve the species in the remnants? 

Because of these pressures on resources we shall have to make choices, 
often difficult ones. Should we continue with current or increasing rates 
of fossil fuel use, in spite of the effect this will have on climate? Should 
we use a new pesticide to prevent crop loss, even though there is a danger 
that it may harm other (non-target) species? Should we destroy a com- 
munity of native species to make more room for food production? Should 
we extract timber from tropical rainforest, if this will put wild species at 
risk? These and other choices are discussed in this book. Such choices 
involve value judgements: how serious is it if a particular species 
becomes extinct, or if a particular piece of landscape is changed? How do 

Dificult choices 



3 INTRODUCTION 

we decide between the needs of people now and in future generations? 
between food for people and the survival of wild species? This book tries 
to avoid value judgements. Its aim, instead, is to show how science can 
help when such decisions have to be made. One of the advantages of a 
book that covers so many of the major environmental problems of the 
world is that we can look at these difficult conflicts and choices in a bal- 
anced way. Up to now topics such as agriculture, fisheries management, 
timber production, pollution and conservation have each been dealt with 
in separate books, and naturally the authors each think their own subject 
is very important. 

Two principal ways of making choices and resolving conflicts are poli- 
tics and economics. A third is war. All three have been applied to conficts 
over natural resources. This book considers economics briefly in a few 
chapters: for example, how long timescales influence the economics of 
forestry, and hence decisions about forest management (Chapter 7); 
and whether we can put a monetary value on wild species (Chapter 10). 
Politics and regulations also feature occasionally: alternative types of 
rule for controlling ocean fish catches are explained and discussed in 
Chapter 5; the US Endangered Species Act is mentioned in Chapter 10. 
These appearances of economics and regulations are intended as ex- 
amples, to show how they can interact with science in decisions about 
management of biological resources. They are deliberately kept few and 
short. Chapter 2 (on climate change) could, for example, have said much 
about the negotiations between countries about future carbon dioxide 
emissions, what they agreed, and how far they have kept their promises; 
but it does not. The application of politics and economics to manage- 
ment of the environment is very important. This book aims to provide 
scientific information that will be helpful to politicians and economists, 
but it does not aim to tell them how to operate politics and economics. 

One underlying assumption in this book is that we must be prepared to 
think long term. The word sustainable occurs many times in the text. A 
sustainable system is one that can continue indefinitely, or at least for a 
long time. A system of growing wheat on a farm is not sustainable unless 
it can continue to produce as high a yield as it does now. If the farming 
system results in soil being lost by erosion or the soil structure becoming 
less favourable for root growth, or an increase in insects harmful to the 
wheat plant, so there is a long-term decline in yields, then the system is 
not sustainable. One definition of sustainable grain production requires 
only that yield be maintained long term. Alternatively, we may also take 
into account what inputs are needed. If the farming system requires 
inputs that come from non-renewable sources, for example phosphate 
fertilizer or fossil fuel, then it can be regarded as not sustainable. A 
third possible definition requires that the system should not do harm 
outside its boundaries, for example not put so much nitrate into well 
waters that they become harmful to people, not use insecticides that 
kill insects or birds in nearby woods. This book does not confine itself 

Economics and 
politics applied to 
environmental 
problems 
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4 CHAPTER1 

to any one of these definitions of sustainable: we should bear all of 
them in mind. 

This book is about applied science. The structure of each chapter is 
designed around a set of environmental problems. So, this book is not 
pure science with applications tacked on at the end: the applied problems 
are at the heart of it. Nevertheless, fundamental  science is crucial to 
tackling these problems. Why this must be so can be illustrated by Table 
10.1 (p. 284), which shows how many thousand species are known in 
some major groups of animal and plant. We wish to preserve as many as 
possible of these species, but we do not have the time or resources to do 
research on every one of them. If we adopt the attitude that we can do 
nothing about preserving any species until we have performed detailed 
research on it, almost certainly some species will become extinct before 
we get round to investigating them. So, their conservation and manage- 
ment must be based substantially on fundamental scientific understand- 
ing. That is why Chapter 10, on conservation, considers questions such 
as: ‘How can we decide which species should have higher priority in con- 
servation?’; ’Why can particular species not survive in habitat patches 
smaller than a certain size?’; ‘Can we alter conditions to promote high 
biodiversity? How?’ Or consider biological control of pests and diseases. 
Some books deal with this case by case, describing in turn each pest 
species and its successful biological control. Here, Chapter 8 instead 
considers basic questions such as: ‘Can we decide which species are 
likely to be effective biological control agents, before elaborate testing?’; 
’Will a species that initially provides good control evolve to become 
less effective?’; ’Is biological control safe? How can we be sure it will 
not harm other, non-target species?’. In these and other chapters, the 
questions are answered with the aid of examples-particular ecosystems, 
particular species, particular pollutant chemicals-examples chosen to 
illuminate the fundamental question, to provide scientific evidence, but 
never aiming to be a complete list of all those that have been studied. 

The fundamental science used in this book covers the whole range of 
scales in biology, from landscapes and ecosystems, through commu- 
nities and populations, animal behaviour, physiology and biochemistry, 
down to single genes; and from the physics of rain formation to the chem- 
istry of pollutant breakdown in soil. Applied ecologists need to be men- 
tally agile. This book has been written primarily for undergraduates 
studying biological science. It should also be useful to students studying 
other subjects, such as environmental science, and to many other people 
who want to find out about the scientific background to current eco- 
logical problems, provided they accept the book‘s strong biological em- 
phasis. For example, in Chapter 2 the section on global climate change 
passes rapidly over the difficulties of predicting how increases in green- 
house gases will affect future climate, and pays much more attention to 
how plants and animals will respond to increases in temperature and 
atmospheric carbon dioxide. Chapter 9 (Pollution) says little about how 

Applied science, 
but based on 
fundamentals 



5 INTRODUCTION 

pollutant chemicals are produced and dispersed, but much about their 
effects on living things and how to minimize them. 

How this book is organized 

Following this short introductory chapter there are 10 main chapters. 
Chapters 2-4 are about basic resources: energy (from the sun and from 
fossil fuels), water, soil. Then there are three chapters about exploitation 
and management of biological resources-fish from the oceans, grazing 
lands, forests; followed by two chapters about things we do not want- 
weeds, pests, diseases, chemical pollutants-and how to reduce their 
harmful effects; and finally two chapters on wild species-how to con- 
serve them where they still exist and how to restore them where they 
have been lost. So, there is a logical progression through the chapters. 
There is also much interaction between chapters: as indicated earlier, 
this is a key advantage of dealing with so many environmental problems 
in one book. For example, pest control by chemicals (Chapter 8) produces 
potential pollutants (Chapter 9). Rainfall (Chapter 3) may be affected by 
global climate change (Chapter 2), also by overgrazing (Chapter 6) and 
changes to forests (Chapter 7). The forest chapter considers the effects of 
different methods of forest management on wildlife as well as on timber 
production, but there is also further relevant information in Chapter 10 
(Conservation), for example on how fragmentation of remaining forests 
affects wild species. There are also links between chapters at a more fun- 
damental level: there are, for example, fundamental similarities between 
the population control of fish and pasture foliage (compare Figs 5.4 and 
6.3), and between the population biology of disease-causing organisms 
and of wild animals living in habitat fragments (Chapters 8 and 10). So if 
you understand one it will help you to understand the other. Thus every 
chapter contains cross-references to other chapters. If you want to read 
just one chapter on its own you should be able to understand it well 
enough, but I hope it will encourage you to read others. 

There are no lists of chapter contents, nor does each chapter have a 
summary in the normal sense. If you want to find out what is in a chap- 
ter you can begin by looking at the Questions list at the start, which 
introduces the main problems to be considered. Then follows a list 
headed Background science, but in the text the background science does 
not come after the problems, nor before them: it is interwoven with them 
in the chapter. Within the text, headings are sparse: instead, there are 
many side headings, which I hope will guide you through the text with- 
out breaking its flow. At the end of each chapter there are Conclusions. 
These are only a selection of the conclusions from the chapter, and they 
are gross simplifications of what was said earlier in the text. So, if you 
read the Conclusions and nothing else you will miss a lot. 

What do you need to know already in order to understand this book? I 
have assumed some prior knowledge of biology, such as would occur in 

Links between 
chapters 

How to jkdout  
what is in a cbapter 

What I expect you to 
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6 CHAPTER1 

an introductory course at university. You also need some knowledge of 
basic physics and chemistry, such as any biology or environmental sci- 
ence student at university should have. What about mathematics? Ecol- 
ogy is a quantitative subject. Every chapter of this book contains graphs 
and numbers which are essential to the subject matter. But the math- 
ematics in the book is sparse and simple. A textbook on ocean fisheries by 
Hilborn & Walters (1992) says near the start: ‘Quite frankly, if you are not 
comfortable writing computer programs and playing with numbers, you 
should not be interested in fisheries management’. Their book contains 
more than 300 equations. I have written a chapter on fisheries manage- 
ment for this book which contains three equations, and you certainly do 
not need to write any computer programs to understand it. Mathematical 
models are important in ecology: they feature here in many of the chap- 
ters, but they are usually presented by words and graphs rather than by 
equations. The densest mass of equations is in Box 8.3 (p. 218); if you can 
cope with that, the maths elsewhere in the book should be no problem for 
you. You also need to know a little about statistics, enough to understand 
what a correlation coefficient shows and what is meant by ‘this differ- 
ence is statistically significant (P ~0.001)’. 

There is a glossary near the end of the book, which gives the meanings 
of technical and specialist words, and of abbreviations. You are expected 
to know the meanings of more basic scientific terms: if you do not, one of 
the dictionaries listed below may help you, but they cannot replace the 
requirement for a groundwork of scientific knowledge. In the text I call a 
species by its English name, if it has one that is widely used and precise 
enough. If not, the Latin name is usedj this applies to some plants, most 
invertebrate animals and most microbial species. If the Latin name is 
used the glossary may give you an English name, or else tell you what 
major group the species belongs to. If the English name on its own has 
been used in the text the glossary will give the Latin name. 

I have enjoyed writing this book. I hope you will enjoy reading it. 

Further reading and reference 

Ecology textbooks: 
Begon, Harper & Townsend (1996) 
Brewer (1994) 
Krebs (1994) 
Stiling (1996) 

Dictionaries: 
Allaby (1998) 
Lincoln, Boxshall & Clark (1998) 
Waites (1998) 



Chapter 2: Energy, Carbon Balance 
and Global Climate Change 

Questions 

How many people per hectare can various food production systems 
support? 
Could low-input systems, on their own, feed the present world 
population? 
The concentration of carbon dioxide in the world's atmosphere is 
increasing. What is causing that? 
Could this increase in CO, be significantly slowed by using more 
biomass fuel instead of fossil fuels? or by growing more forest? or by 
getting the oceans to absorb more? 

world climate? 

(b) wild plants and animals? 

What effect will future increases in CO, and other gases have on 

How will future increases in CO, and temperature affect (a) crops? 

Background science 

Energy from the sun reaching the Earth, and what happens to it. 
B Primary production of oceans, natural vegetation on land, crops. How 

The carbon cycle of the Earth: processes, amounts, rates. 
The greenhouse effect. The principal greenhouse gases and their sources. 
How rapidly temperatures changed in the past. 

B How fast plants and animals spread in the past, in response to climate 

crop productivity has been increased. 

change. How fast they can migrate today. 

All life depends on energy. Nearly all of that energy comes ultimately 
from the sun: chlorophyll-containing plants and microorganisms capture 
solar energy by photosynthesis, and almost all of the remaining living 
things obtain energy from them, along food chains. This chapter con- 
siders how much solar energy is captured by crops and pastureland and 
is made available to people in their food, and hence how many people dif- 
ferent farming systems can support. Many people also use energy 
obtained by burning fossil fuels-coal, oil and gas-which has increased 
the concentration of carbon dioxide in the world's atmosphere. Much of 
this chapter is about the carbon balance of the world, the effects of 

7 



8 C H A P T E R 2  

Box 2.1 Radiation from the sun and what happens to it. 

Radiation emitted by the sun (solar rudiation) mostly has wavelengths 
within the range 0.24 pn. This is called short-wuveradiation. 

Fate of the solar radiation reaching the top of the Earth’s atmosphere: 

reflected by clouds; 
absorbed by gases, especially ozone, carbon dioxide and water vapour, 

reaches the Earth’s surface. 

Fate of sbort-wave radiation Mttingplants: 

reflected; 
passes through to reach soil; or 
absorbed by plant. Fate of absorbed energy: 

which then reradiate iti or 

radiated, as loizg-wave rudiation (wavelength 5 3 pmj; 
used in transpiration) 
used in photosynthesis (primary production); or 
warms plants and surrounding soil and air. 

Of the short-wave solar radtation reaching the Earth’s surface, about half 
is photosynthetically active radiation, i.e. within the wavelength range 
0.4-0.7 km which can be absorbed by photosynthetic pigments. 

Further information: Nobel (1991a); Houghton et al. (1996); Robinson W 
Henderson-Sellers (1999). 

increases in CO, and other gases, and how living things are likely to be 
affected in the future. 

Solar radiation and primary production 

Box 2.1 summarizes what happens to the energy in solar rahation that 
reaches the Earth. Most of the energy in the radiation absorbed by plants 
is (1) lost as long-wave radiation, (2) used to convert liquid water to 
vapour, or (3) ends up warming the nearby air. The same is true of radi- 
ation absorbed by soil. Plants affect the relative proportion of the incom- 
ing energy going into these three ‘sinks’, which can in turn affect air 
temperature and rainfall. Chapter 3 (Water) explains how this happens, 
and considers whether people can alter vegetation sufficiently to have a 
significant effect on climate. 

A small but important proportion of the short-wave radiation hitting 
plants is used in photosynthesis. On the ecological scale this is measured 
as net primary production (or net primary productivity, meaning rate of 
production). Primary means production by photosynthetic organisms, as 
opposed to secondary production by non-photosynthetic (heterotrophic) 
organisms. Net means excluding organic matter used by the green plants 
for respiration; so the net production is new organic matter that is poten- 
tially available to heterotrophs. The net primary production over a year is 

Energy &dunce of 
vegetation 

Prhazyproduction 



9 ENERGY, CARBON AND CLIMATE CHANGE 

rarely all still present as extra standing biomass at the end of the year: 
plants or parts of them are eaten by herbivorous animals, attacked by 
parasites, or die and are degraded by decomposer organisms. In a true cli- 
max ecosystem we should expect that on average the biomass present now 
is the same as that a year ago: the reproduction and growth of some indi- 
viduals is on average equalled by the death and decomposition of others. 

Table 2.1 shows net primary productivities for some major natural vege- 
tation types. Measuring the productivity of natural vegetation on land 
poses problems, for example how to measure the amount of primary pro- 
duction eaten by herbivores, and how to measure root growth. Much 
attention was paid to measuring the productivity of terrestrial vegetation 
during the 1960s and early 1970s, but not so much since. That is why 
textbooks, including this one, still quote the summary figures drawn 
together by Whittaker (1975). These were, inevitably, based on the sites 
where measurements had been made, which were not evenly distributed 
across the world and may not be representative. There has been con- 
tinued research on the primary productivity of the oceans, so more recent 
data are available. Methods are being developed for estimating primary 
productivity across large areas of land and ocean by measurements from 
satellites (see Box 3.2, p. 59; also Chapter 5, Fig. 5.2). 

In spite of the uncertainties attached to the figures in Table 2.1, they give 
u s  a clear indication of the order of magnitude for primary productivity. It 
may seem surprising that the figures are so similar for very different eco- 
systems. It is worth noting the very large variation within the oceans. Much 
of the area of the world's oceans has productivity less than 3 tomes ha-' 
year' (Behrenfeld & Falkowski 1997); ocean regions with productivities 
much above that are quite localized, and this has important implications 
for the management of ocean fish production, as Chapter 5 will explain. 

Net primary production is often expressed in terms of the dry weight of 
the plant biomass produced, as in Table 2.1. However, if we take account 
of the energy content of the plant material, production can be expressed 
in energy terms. The energy content of most plant materials, when dry, 
differs little: it is usually within the range 17-21 kJ/g (FA0 1979; Lawson, 

Energy content of 
plant material 

Table 2.1 Range of net primary productivities found among some major 
terrestrial vegetation types, and in the oceans 

Environment t ha-' year' Source of data 

Tropical rainforest 10-35 1 

Temperate grassland 2-15 1 
Savanna 2-20 1 

Boreal forest 4-20 1 
(= northern conifer forest) 
Oceans 0.2-10 2 

1. Whittaker (1975); 2. Barnes &Hughes (1999); Behrenfeld & 
Falkowski (1997). 



10 C H A P T E R 2  

Table 2.2 Basic energy data for the world. Values are accurate to only one 
significant figure, except for fossil fuels 

Incoming short-wave radiation 
reaching surfaces of oceans or 
land cover 
Net primary production 
Human food consumption 
Human energy use 

fossil fuels 
fuelwood 
others' 
total 

Total energy per year Source 
(Joules x lo2') of data 

30 000 
30-50 

0.2 

3.1 
0.2 
0.4 
4 

1 
2 
3 

~ 

Includes nuclear and hydroelectricity. 
Sources of data. (1) Harte (1985). (2) Values within this range given by Whittaker 
(19751, Vitousek et al. (1986). (3) 5-6 billion people x mean food energy supply per 
person 1980-92 (FA0 Production Yearbook 1994). (4) Data for 1995, from UN 
Energy Statistics Yearbook 1995, World Resources 1998/9. 

Callaghan & Scott 1984), though a few storage tissues such as oil-rich 
seeds give higher values. The net primary production of the whole Earth, 
land plus sea, is probably within the range 30-50 x lozo J year-'. This is 
about 0.1 % of the incoming short-wave radlation (Table 2.2). The energy 
content of the food consumed by the world's human population is only 
about 0.5% of the world's net primary production. Wood for fuel 
comprises about another 0.5% of the net primary production. But even 
taking into account all plant and animal materials used today, their 
energy content is far less than that of the fossil fuels we use. 

Table 2.3 shows the energy content of the food produced, per hectare 
per year, by various contrasting systems. The figures in column (b) range 
over more than four orders of magnitude. Obtaining fish from the oceans 
is clearly a very inefficient way of converting solar energy to food energy. 
However, fish and meat are usually eaten for their protein content rather 
than primarily as energy sources. Chapter 5 considers in detail the fish 
stocks of the world's oceans and whether we can exploit them in a sus- 
tainable way. 

Among the land-based food production systems listed in Table 2.3, the 
lowest energy capture is by Turkana pastoralists in northern Kenya (line 
2). They keep a mixture of animals, migrating with them in relation to 
the seasonal rainfall. They are almost entirely dependent on their ani- 
mals for food, milk forming a major component of their dlet. Further 
information on their system of exploiting this unfavourable environ- 
ment is given in Chapter 6 .  

Lines 3-5 of Table 2.3 show data from three farming systems which 
produced crops without inputs such as inorganic fertilizers or synthetic 

Foodproductionper 
hectare 
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Table 2.3 Energy content of food produced per hectare by various systems, 
and number of people that could be supported by that food 

Energy in food 
(GJ ha-' year') 

Production system 

People 
supported 
(Per ha\ 

(4 

Low-input systems 
1. Fish from oceans, 1986-95 
2. Migratory pastoralists, 
Kenya, 1981-82. 
3. Shifting cultivation, Papua 
New Guinea, 1962-63 
4. European open-field system, 
England, 1320-40 
5. Southern India, 1955 

Modern high-input systems 
6. Beef cattle, lowland England 
7. Wheat, Canada 
8. Wheat,UK 

19 

12 
18 

0.004 

0.025 

1.4 

5 
8 

5 
31 

106 

0.005 

0.3 

1 
2 

1 
6 

21 

Notes on columns: (a) Calculated by (energy in food from arable crops)/(land area 
under arable crops that year). (b) Calculated by (total food energy produced)/(total 
land area of farm or village). (c) Assumes: energy production as in column (b); 
population limited by food energy supply; mean food energy use per person 
14 MJ day' (typical for developed countries; FA0 Production Yearbook 1994). 

Notes on rows: 1. [Total annual fish catch)/(total area of ocean). See Chapter 5. 
2. Most of the food came from herded cattle, sheep, goats, donkeys and camels, plus a 
little from growing sorghum and from wild plants and animals. From Coughenour 
et al. (1985); see Chapter 6.3. About one-tenth of the area usable by the village was 
cultivated at any one time, the remainder was regenerating forest fallow. Meat was 
obtained by feeding some of the crop produce to pigs, plus a small amount of hunting 
in the forest. From Bayliss-Smith (1982). 4. One farm in Oxfordshire. Arable mostly 
cereals; three-field rotation, one field uncultivated each year. Also some pasture and 
haymeadow, giving some animal produce. Production data from farm records 
(Newman &Harvey 1997), energy per g from Altman & Dittmer [ 1968). 5. Irrigated 
rice + unirrigated millet. No fertilizers or other inputs apart from irrigation. Cattle 
grazed on rough pasture, provided milk. From Bayliss-Smith [ 1982). 6.  Fertilized pas- 
ture, producing herbage equal to 50 kg dry matter ha-' day' (see Fig. 6.3) for 6 months 
of the year; plus an equal area to provide winter feed. Cattle growth per feed intake 
based on Snaydon (1987, Chapter 9). 7,8. Mean production for 1995-97; data from 
FA0 Production Yearbook 1997. Energy per g from Altman & Dittmer (1968). 

pesticides. Column (a) shows the energy content of the plant food (mostly 
cereal grain) per hectare of the arable fields on which it was grown. On 
that basis their production is lower than modem high-input wheat farm- 
ing (lines 7 and 8), but compared with countries such as Canada by a fac- 
tor of only 2 or 3. However, that is not the most useful comparison: the 
low-input systems of lines 3-5 could only continue by having some land 
each year that was not producing crops. Shifting cultivation involves 
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abandoning the cropland after a few years to allow forest to regenerate, 
and clearing another patch of forest to cultivate. The European open-field 
system also involved a rotation, though the fallow was usually only for 
1 year. Grazing land was also an essential component of the system, and 
this was also the case in the traditional system of southern India. The 
grazing animals provided some food but also their manure, which was 
crucial in maintaining crop production. In all three of these systems the 
extra land was essential for maintaining the fertility of the soil and for 
control of weeds, pests and diseases. For further information on this, see 
Chapters 4 and 8 .  Column (b) shows the energy in all the food (including 
animal produce) per total area needed to keep the system operating. This 
is the true food energy capture per hectare of these systems, and it greatly 
increases the gap between them and modern wheat farming. 

Lines 6-8 show energy capture by modern animal and arable farming 
systems using modern crop and animal varieties, inorganic fertilizers and 
synthetic pesticides, thereby not requiring land to be left fallow. Meat 
production is about an order of magnitude lower than that of cereals in its 
food energy per hectare. This is commonly the case, and results from the 
extra trophic level in the system. Modem beef production is, as might be 
expected, vastly higher in food production than that of migratory pas- 
toralists in a semiarid climate; and modern wheat produces far more than 
the three low-input farming systems. 

Column (c) shows how many people could be supported per hectare, for 
their energy requirements, by each system. These figures may be com- 
pared with the number of people that the world needs to feed. At the start 
of the new millennium there are about 6 billion people in the world 
(Fig. 1.1). Various projections of future human population have been 
made (Fischer & Heilig 1997): it is extremely likely that the population 
will exceed 7 billion during the 21st century, and it could well reach 
11 billion or more. However, i f  we just consider the present population 
of 6 billion, the world’s total arable area of about 1.5 billion hectares 
(Table 1.1) requires four people to be supported by each hectare. It is clear 
from column (c) of Table 2.3 that none of the traditional systems could 
support the world’s population on that arable area: only modern crop pro- 
duction systems can produce the required yield. The world also has 3.4 
billion hectares of grazing land which, if evenly shared, means about two 
people to each hectare. Much of that land has low productivity, e.g. 
because of low rainfall, but even the high-input cattle system of Table 2.3 
line 6 cannot support two people per hectare. So, meat production could 
not on its own feed the world’s future population, though it can make a 
contribution by supplementing food from arable crops. This book does not 
dismiss low-input farming systems as worthless: they feature substan- 
tially in several later chapters and there is much we can learn from them. 
But Table 2.3 makes clear that systems that were adequate in the past can 
no longer support the total world population of the present or the future. 

Energy captured in food can be compared with the productivity of natural 

Howmanypeople 
per hectare! 
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ecosystems. Taking 10 tonnes ha-' year' as an example (a productivity fig- 
ure within the ranges given in Table 2.1): as the energy content of most 
plant materials is not far from 20 kJ/g, productivity of 10 tonnes ha-' year' 
is equivalent to about 200 GJ ha-' year'. All the productivity values in 
Table 2.3 are below that, even modem wheat. However, Table 2.3 refers 
only to the energy in edible parts, Table 2.1 to the whole plant. Neverthe- 
less, it is a fact that on farms in developed countries using modem meth- 
ods, productivities are lower than in some natural ecosystems. Primary 
productivity is limited by the efficiency of photosynthesis, which is able to 
convert only a small proportion of the solar energy fakng on the plant into 
chemical energy. Total incoming short-wave radiation in temperate 
regions is mostly within the range3-7 x lo4 GJ ha-' year' (Sims et al. 1978; 
Monteith & Unsworth 1990), so a productivity of 100 GJ ha-' year' by 
wheat represents an efficiency of energy conversion of about 0.2%. 

Since the middle of the 20th century there has been much research 
activity devoted to photosynthesis, which has transformed our under- 
standing of how it operates-the mechanisms of capture of light and CO,, 
the biochemical reactions and their control. One might hope that this 
knowledge would allow us to increase the efficiency of photosynthesis in 
crop species, but so far it has not. Plant breeding has increased the yields 
of crop plants, but by changes other than the efficiency of the photosyn- 
thetic process (Lawlor 1995; Evans 1997). Breeding has produced varieties 
where a larger proportion of the total plant weight goes into the edible 
parts, where the foliage expands more rapidly at the start of the season 
and stays green longer at the end. Alternatively, in some tropical crops 
the growing season has been shortened, allowing two, three or even four 
crops to be grown per year. Modern varieties can benefit from larger 
amounts of fertilizer: older varieties of cereals tend to 'lodge' if heavily 
fertilized, i.e. they are easily blown over, whereas modern, short-strawed 
varieties lodge less readily. Ample supplies of nitrogen lead to a higher 
rate of photosynthesis per unit weight of leaf, mainly because there is 
more chlorophyll and more of key enzymes. Apart from the breeding of 
new varieties, increased crop yields since the mid-19th century have been 
mainly due to increased use of irrigation and inorganic fertilizers, and to 
improved control of weeds, pests and diseases (see Chapters 3,4 and 8). 

Lawlor ( 1995) discussed why selection for high-yielding varieties has 
not led to higher efficiency of photosynthesis, and whether this is some- 
thing we may achieve in the future. Genetic engineering techniques pro- 
vide potential new methods of manipulating steps in the photosynthetic 
process. One possibility is to improve the efficiency of Rubisco, the 
enzyme of the initial CO, capture step in plants with C3 photosynthesis. 
It is not 100% specific for CO,: it also reacts with 0,, and the resulting 
photorespiration is a wasteful process which reduces C capture. It may be 
possible to improve the specificity of Rubisco for CO,. More rapid 
removal of products of photosynthesis, from the cells where they are 
formed to other parts of the plant, could also speed up the process. 

How crop yields 
bave been increased 
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Fossil fuels and the carbon balance of the world 

The lifestyle of the world’s richer countries is much dependent on fossil 
fuels. Table 2.2 shows that our worldwide use of energy for heating, cook- 
ing, transport, operating factories and so on, is about 20 times that of the 
food we eat. Most of it comes from fossil fuels. The world’s resources of 
fossil fuels are finite, but predicting how long they will last is notoriously 
difficult. If the present rate of use of coal and oil is compared with known 
reserves that are likely to be extractable, this suggests that coal will last 
1-2 centuries and oil about half a century (UN Energy Statistics Year- 
book 1995). However, the world’s total coal is estimated to be at least 10 
times as much as the ‘known recoverable’. The size of known stocks of 
oil tends to depend on how much money and effort the oil companies 
spend on exploration, so there are likely to be reserves not yet discovered. 
In any case, it may never be possible to use all these reserves, because of 
the effect the released CO, would have on the world’s climate. This chap- 
ter considers that topic in detail, first the changing carbon balance of the 
world and the increase in atmospheric CO,, then the predicted effects of 
increases in C0,and other gases on climate. That section makes sub- 
stantial use of a fat book called Climate Change 1995, written by numer- 
ous experts belonging to the Intergovernmental Panel on Climate 
Change (Houghton et al. 1996). A slimmer book by Houghton (1997) 
summarizes many of the key facts. The final main section of this chapter 
will then draw on many sources of information to consider how living 
things (crops and wild species) may respond to these changes in CO, and 
climate. 

During the 19th and early 20th centuries it was obvious that burning 
coal released soot and other pollutants, which affected the atmosphere of 
cities. It was known that CO, was released as well, but there was no obvi- 
ous reason to worry about it. The world’s atmosphere is so large, surely 
any extra CO, would be so much diluted it  could not possibly have any 
effect? This assumption has proved to be incorrect. To measure whether 
the CO, concentration in the atmosphere is changing requires very accur- 

Measuring CO, ate equipment, carefully used. Reliable continuous measurements 
in theornosphere started in 1958, on Mount Mauna Loa in Hawaii and subsequently at 

other sites. We also now know CO, concentrations before 1958, back 
over more than 200 000 years, by measurements on small bubbles of air 
extracted from ice cores several kilometres deep from Greenland and 
Antarctica (Moore et al. 1996, Fig. 3.21). In these cores there are annual 
layers visible, caused by the different falls of snow in winter and summer, 
so the bubbles can be dated accurately. Figure 2.1 shows how the CO, 
concentration has changed since 1750. In 1750-1800, in the early years of 
the industrial revolution, the concentration was about 280 p11-l and ris- 
ing slowly. During the 1990s it was rising at about 1.5 p11-l per year, and 
by 2000 it has passed 360 p11-’. 

Because this increase will affect living things {as will be explained 
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Fig. 2.1 Concentration of carbon dioxide in the Earth’s atmosphere since 1750. 
0 Bubbles in Antarctic ice cores; A air at Mauna Loa, Hawaii. From Houghton (1997). 

later), it is important to know what is causing it. This will give us a basis 
for predicting how fast CO, concentrations will rise in the future, and 
how various possible actions by people might affect that. Figure 2.2 gives 
estimates of the amount of carbon in major global pools, and the rates of 
transfer between them. To estimate such figures for the whole world is 
difficult, and they are expected to be accurate only to one significant 
figure. Nevertheless, it is informative to compare the size of each pool 
with the amount in the atmosphere. The amount of carbon in the world’s 
fossil fuel reserves is probably more than 10 times as great as the amount 
in the atmosphere’s CO,: therefore, if we keep on burning it we have the 
potential to increase atmospheric CO, greatly. Terrestrial plants, organic 
matter on land and in the oceans each have a C pool of the same order of 
magnitude as the atmosphere, so a change in any one of those three could 
influence how much is in the atmosphere. Compared with these, the 
amount of C lssolved in the oceans as inorganics (mainly HCO;) is 
enormous, so even a small percentage change in that could have a large 
effect on the atmospheric CO, pool. The world’s rocks contain enormous 
amounts of C, in the CaCO, of limestone and as organic matter in sedi- 
mentary rocks. The recycling of that C, by natural weathering, operates 
on a much longer timescale than concerns us here, though a small 
amount of CO, is released from limestone during the manufacture of 
cement (Table 2.4). Another small release from the deep Earth is by 
volcanic eruptions. 

Figure 2.2 also shows rates of transfer between pools, and Table 2.4 
shows more precise figures for the 1980s for transfers to and from the 
atmosphere. The rate of increase of CO, in the atmosphere (3.3 Gt year-’) 
was less than the input from fossil fuels plus cement (5.5 Gt year-*). 

Carbon storage: 
pools 

C transfers between 
pools 
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Fig. 2.2 Carbon cycle of the Earth, showing amounts of C in pools and rates of 
transfer between pools. Dashed lines: rates uncertain. Units: pools, Gt; rates, 
Gt year-'. ( 1  Gt = lo9 tonnes = l O I 5  g.) Most rates are for the 1980s, but fossil fuel 
combustion rate and amount of C in the atmosphere are for the 1990s. Based on 
Houghton et al. (1996, Chapters 2 and 10); Houghton (1997); Bemer (1998). 

Both these figures are fairly accurately known. The difference is 
approximately accounted for by CO, transferred into the oceans: as the 
atmospheric concentration increases, some of the CO, dissolves in the 
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Table 2.4 Rates of transfer of CO, to and from the world's atmosphere during the 
19809, expressed as Gt C year-' 

Inputs t o  atmosphere 
Burning fossil fuels 
Released during manufacture of cement 
Tropical forest converted to other land use 
Total 

Removed from atmosphere 
Intooceans 
Temperate zone forest regrowth after felling 
Increased biomass of existing vegetation 
Total 

Increased concentration in atmosphere 

5.3 
0.2 
1.6 
7.1 

2.0 
0.5 
1.3 
3.8 

3.3 

Based on Houghton et al. (1996), Houghton (1997); see 
also Dixon et al. (1994), Phillips et al. (1998). 

oceans and adds to the HCO; pool there. The rate of this transfer is 
known with fair confidence, thanks to a 14C pulse-labelling experiment 
in the 1950s and early 1960s. Tests of nuclear bombs during that period 
increased the concentration of radioactive 14C0, in the atmosphere, and 
following the subsequent fate of that pulse allows us to estimate the rate 
at which CO, is entering the oceans (Houghton et al. 1996). Changes in 
concentrations of the natural stable isotope 13C have also provided inde- 
pendent estimates which agree (Quay et al. 1992). 

We need also to consider how living things make a net contribution to 
changing the CO, concentration. Figure 2.2 shows the photosynthetic 
capture of C each year exactly equalled in the oceans by C loss through 
respiration, and on land almost equalled. If you have been trained as a 
physiologist this may surprise you: plants take up CO, when they photo- 
synthesize. However, we must think of the whole ecosystem, not just the 
plants. We should expect that in an ecosystem at steady state, C uptake 
and loss will balance. In a forest, trees and other plants are growing and so 
are storing C in new tissue; but animals are eating parts of them; other 
parts (and sometimes whole trees) are dying and being decomposed. So, 
heterotrophs are returning C to the atmosphere. Wheat plants on a farm 
absorb CO, while they are growing; but when they are harvested the stub- 
ble and roots are left to rot; the grain is made into bread, which is eaten 
and respired by people. So, again, the C gets back into the atmosphere. 
Living things can only act as net sources or sinks for C if their mass 
changes significantly. This will have to be mass of plants or of dead 
organic matter: the total biomass of animals and microbes is too small to 
have any significant effect. 

If forest is cut down and replaced by vegetation with a smaller biomass 
per hectare, there is a release of CO, by burning or decomposition of the 
forest plants. There may also be net release of C from soil over some 

Areliving things u 
source or sink for CZ 
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years, if the amount of organic matter declines (see Chapter 4 for infor- 
mation on soil organic matter turnover). In recent decades there has been 
loss of forest in the tropics, as the land is converted to other uses. On the 
other hand, in temperate regions there has been a net increase of forested 
land, as forests regrow after previous felling (see Chapter 7). The amounts 
of C involved in these changes are difficult to estimate; Table 2.4 gives 
figures near the centre of likely ranges. Tropical deforestation is a sub- 
stantial contributor to total CO, production by human activity. It is only 
partly offset by net uptake by regrowth forests in the northern temperate 
zone. 

To balance, Table 2.4 must have a further sink for 1.3 Gt year', not 
accounted for by changed area of forest. One possibility is that in ecosys- 
tems which we have assumed to be in steady state the vegetation is in 
fact increasing in biomass. Some evidence does support this. Phillips 
et al. (1998) analysed data from 120 long-term plots in forests in the 
humid tropics of South and Central America. The standing biomass has 
evidently increased, and if these plots are representative of the whole of 
humid tropical America this would provide a C sink of 0.6 Gt year'. 
However, data from Africa, Asia and Australia (from fewer plots) showed 
no consistent biomass increase. There are several possible reasons why 
standing plant biomass could be increasing at the moment: 
1 A response to increasing atmospheric CO, (see later); 
2 A response to increased N deposition, as gases, aerosols and dissolved 
in rain (see Chapter 4); 
3 Regrowth after past disturbance, e.g. abandoned shifting cultivation 
in the tropics. 

There may be a major C sink in the vegetation of North America (Fan 
et al. 1998), but so far it has not been identified. Another possibility is 
that organic matter is increasing in soil and as peat, or is being washed 
into the oceans and joining the deep sediment (Woodward et al. 1998). 

Thus there are various sources and sinks, known or possible, that are 
large enough to have a significant effect on the rate of C increase in the 
atmosphere. One message is that the way we manage forests in future 
could be important. 

The greenhouse effect and climate change 

In spite of its increase since 1800, carbon dioxide is still a rare gas-less 
than 0.04% of all the gas in each litre of air. Could it possibly have any 
effect on the world's climate? The answer is yes. 

As explained in Box 2.1, radiation from the sun is short-wave (wave- 
length less than 3 pm), whereas radiation from plants and any other 
object at a temperature that occurs on Earth is long-wave (>3 pm). Short- 
wave radiation mostly passes through the glass of a greenhouse. Inside, 
much of it is absorbed by the plants, benches, floor and other objects, 
which reradiate some of it as long-wave. The glass is less transparent to 
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Box 2.2 The principal greenhouse gases. 

Water vapaur 

Carbon dioxide 
Methane (CH,) 

Nitrous oxide (N,0) 

Ozone (0,) 
Halocarbons 

Main sources of origin 
Evaporation from water surfaces. 
Transpiration by plants. 
See Fig. 2.2 
F’roduced by microorganisms in natural wetlands, 
rice paddy Adds, guts of ruminant mammals 
(including sheep and cattle). 
Fossil natural gas, leaking from gas wells, oil wells 
and coal mines. 
Produced by microorganisms in soil (denitrifiers). 
N fertilizers. 
Burning fossil fuels and plant materials. 
Photochemical reactions between other gases. 
No natural sources. 
Manufactured for use in refrigerators, as aerosol 
propellants, and for other purposes. 

Further information: Houghton et 01. (1996); Moore et aI. (1996); 
Houghton (1997). 

long-wave than to short-wave, so it absorbs some of the outgoing long- 
wave and reradiates some of it back inwards. This greenhouse effect 
keeps the greenhouse warmer than the outside air during daylight hours. 
There are gases in the atmosphere whose molecules act in a similar way 
to the glass of a greenhouse, letting much short-wave radiation pass 
through but absorbing more outgoing long-wave and radiating it back 
again. These are known as greenhouse gases (see Box 2.2). The principal 
natural greenhouse gases are water vapour, carbon dioxide, methane, 
nitrous oxide and ozone. If all these were removed from the atmosphere 
the temperature near the ground would quickly become about 21°C 
colder than it is at present (Houghton 1997). So, the greenhouse effect is 
undoubtedly a Good Thing for human beings and for life on Earth. What 
we are concerned about here is a potential change in the greenhouse 
effect: if the concentration of greenhouse gases increases we should 
expect the world to get warmer. In addition to the known increase in CO, 
(Fig. 2.1 ), methane and nitrous oxide are increasing. Ozone is decreasing 
in some parts of the upper atmosphere but increasing in the lower atmos- 
phere. In addition to the natural greenhouse gases there are synthetic 
gases, manufactured by people and then released, which can have a sig- 
nificant greenhouse effect. Of these, CFCs (chlorofluorocarbons, e.g. 
CFC1,) were found to be destroying ozone in the upper atmosphere and 
their manufacture has been stopped in most countries. By the mid-1990s 
their concentration in the atmosphere had stabilized or begun to decrease 
(Houghton et al. 1996, Fig. 2.10). However, other halocarbons are being 
manufactured to replace them as refrigerants and aerosols, and the 

Increase in the 
greenhouse effect 



20 CHAPTER2 

manufacture of halocarbons for other uses has continued. These are 
increasing in the atmosphere, and may in time become abundant enough 
to have a significant greenhouse effect. 

The effect of each of these gases on global temperature depends on their 
abundance and also on their greenhouse warming effect per molecule. 
Water vapour is by far the most abundant of the greenhouse gases, but its 
effect is often ignored in calculations because it varies so much from 
place to place and from day to day. However, it should not be ignored, 
because future climate change may increase the average water vapour 
content of the atmosphere, thereby causing a feedback effect on warm- 
ing. Among the other greenhouse gases, CO, is estimated to have caused 
about two-thirds of the increase in greenhouse effect since 1800, the 
remainder being due mainly to methane, nitrous oxide and CFCs. 

In order to predict how climate will change in the future we need to 
consider not only greenhouse gases but also aerosols, solid particles and 
droplets so fine that they remain suspendedin the air almost indefinitely. 
These increase the reflection of short-wave radiation and so have a cool- 
ing effect on climate. One source of aerosols has increased substantially 
during the last 200 years: SO, from burning of fossil fuels (especially coal) 
forms sulphate aerosols (see Box 9.4, p. 2581, so the increased cooling 
effect from them may have partially offset increased warming from 
greenhouse gases. Since about 1980 the production of SO, has decreased 
in North America and much of Europe, but it is probably still increasing 
elsewhere (OECD 1997; Houghton 1997), so it is difficult to predict how 
world SO, production will change in the future. 

Predicting how the world’s temperature will change in future involves 
predicting how the concentrations of greenhouse gases and aerosols will 
change, and then how temperature will respond. Because most of the 
increase in greenhouse gases is caused by people, how much these gases 
increase in future is (at least in theory) up to us. Even for an agreed pro- 
jection of future greenhouse gas and aerosol abundance, predicting cli- 
mate is very difficult. This is partly because there are lots of potential 
feedbacks: climate change may alter cloud cover, ice cover, ocean cur- 
rents, plant biomass and various other things that can themselves influ- 
ence climate. Since this book is primarily about biological aspects of 
environmental problems, I do not dwell here on the difficulties of long- 
term climate prediction but instead present a ‘central’ prediction for tem- 
perature rise up to 2100, and then move on to considering how living 
things would respond to it. 

Figure 2.3(a) shows the predicted CO, concentration up to 2100 under 
the ’business-as-usual’ scenario, more formally known as IS92a. This 
assumes no major changes in people’s attitudes and priorities towards 
energy consumption, with continuing increases in the world’s popula- 
tion and energy consumption per person up to 2100. IS92a also predicted, 
on this basis, increases in other greenhouse gases (Houghton et al. 1996). 
Figure 2.3(b) shows estimates of how much the temperature near the 

Aerosols can cause 
cooling 

Predicting future 
climate change 
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Fig. 2.3 Predictions of (a) atmospheric CO, and (b) world mean temperature change 
1990-2100, under 'business-as-usual' scenario. The lines in (b) all assume the same 
increase in CO, and other greenhouse gases. - - - aerosols remain constant after 
1990; -aerosols increase. The three pairs of lines reflect uncertainty in how 
temperature will respond to the changes in gases and aerosols. From Houghton et al. 
(1996), Houghton (1997). 

Earth's surface, averaged over the whole world, will increase if these 
'business-as-usual' changes in gases occur. It shows alternative predic- 
tions depending on whether or not the amount of aerosols in the atmos- 
phere increases after 1990. All the predictions in the graph are for the 
same increase in greenhouse gases; the three alternative pairs of lines 
arise from the difficulties of modelling climate change. The temperature 
rise from 1990 to 2100 is likely to be within the range 1-3.5"C. The 'best 
estimate' is a 2" warming between 1990 and 2100. 

One way to check the accuracy of the climate prediction models is to 
use them to predict backwards how the temperature changed during the 
last 100 years or so, based on the concentrations of greenhouse gases 
known from bubbles in ice, and compare that with the actual mean tem- 
peratures. Taking aerosols into account as well, the models mostly pre- 
dict that world mean temperature should have risen 0.3-0.5" from 1880 
to 1990 (Houghton et al. 1996, p. 424). The real rise was within that range 
(Fig. 2.7(c) ), though not steady throughout the period. 

There are lots of other things we would like to know about future cli- 
mate besides mean world temperature. How much will the temperature 
change at different times of year? Will there be changes in rainfall, cloudi- 
ness, wind? Will there be more catastrophic events such as hurricanes? 
Will climate change be greater in some parts of the world than in others? 
Answers to all these questions have been published, but at the moment 
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they carry considerable uncertainty. Chapter 3 comments further on 
uncertainties about future changes in rainfall in hfferent parts of the 
world. 

Another concern is rise in sea level. This could happen for two reasons: 
(1) expansion of the water in the oceans as it gets warmer; (2) melting of 
ice in glaciers and the polar ice caps. Under the ‘business-as-usual’ scen- 
ario (Fig. 2.3), sea level is projected to rise by 20-90 cm up to AD 2100, 
with a best estimate of 50 cm (Houghton et al.  1996, Chapter 7). Expan- 
sion of water will contribute more than half of this. Contrary to some 
people’s expectation, increased melting of the Antarctic ice-cap will con- 
tribute little or nothing: Antarctica is so cold that a few degrees’ warming 
will cause little increase in melting. A rise of 50 cm may not sound 
much, compared with daily tidal ranges or even waves. The crucial 
events for coastal regions may be occasional flooding caused by excep- 
tionally high tides. 

Before considering in detail the possible effects of CO, increase and cli- 
mate change on living things, we can say something about the very long- 
term prospects. Figure 2.2 shows us that there is enough fossil fuel, if we 
burn it all, to increase the atmospheric CO, and temperature far above 
the predictions for 2100 in Fig. 2.3. Clearly this would be far too disrup- 
tive to life on Earth, and the human race must find some way of stopping 
the increase in CO, long before that. Calculations have been carried out 
to show how CO, emissions would have to change to stabilize CO, at vari- 
ous concentrations and various times. Figure 2.4 shows one of them, to 
give stabilization of CO, at 550 p11-l (about twice the preindustrial con- 
centration) in about 2150. The emissions in Fig. 2.4(a) are from fossil 
fuels plus land use changes. This shows that, to achieve stabilization, 
these emissions need to be reduced far below present levels. However, 
perhaps surprisingly, CO, concentration stabilizes long before emissions 
reach zero. This is because the oceans and land would continue to act as 
sinks for CO,. For example, it will take centuries for the increased bicar- 
bonate in the surface waters of the oceans to become mixed into deeper 
layers. Predictions several centuries ahead, as in Fig. 2.4, are obviously 
not expected to be very accurate, but they do give us some basis for dis- 
cussing how much CO, emissions need to be reduced. 

Will sea level rise! 

can C0,concentra- 
tion be stabilizedl 

Can living things be used to reduce atmospheric CO,? 

As Table 2.4 shows, the way people alter vegetation, e.g. by felling 
forests, can substantially affect global carbon sources and sinks. There 
are basically three ways in which people’s use or manipulation of living 
things might alter the amount of CO, in the future atmosphere. 
1 We may be able to reduce the rate at which forests are cut down and 
converted to other, less bulky vegetation types. Chapter 7 considers rates 
and causes of deforestation. The key questions are whether we can obtain 
our timber needs in a sustainable way, without reducing the total area of 
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Fig. 2.4 (a) How CO, emissions caused by people would need to peak and then 
decline in order to achieve an atmospheric CO, concentration stable at 550 p1l-l 
by the year 2150. (b) Time-course of atmospheric CO,, if emissions follow la). 
From Houghton et al.  (1996). 

forests; and whether other needs for land, e.g. for farming, will lead to 
deforestation. 
2 We may be able to increase the amount of CO, that biological sinks 
absorb each year. 
3 Can we reduce the amount of fossil fuel burnt, by using more biomass 
as fuel instead? This section considers possibility (3) first, then goes back 
to (2). 

More use of biomass fuels! 

Much attention is being given to ways of generating energy that do not 
create CO,. Nuclear power stations are one type of non-CO, producer, 
but enthusiasm for these has waned in many countries because of con- 
cerns about their safety and how to dispose of the radioactive waste they 
produce. Box 2.3 lists other energy sources that do not create CO,. All of 
them are renewable: in other words, they do not involve depleting a finite 
resource. Burning biomass (which in practice means plants or plant prod- 
ucts) does, of course, produce CO,. However, it is returning CO, that was 
taken from the air by the plant a few years or a few decades ago, so, on that 
timescale it is not contributing to CO, increase. 

Until a few hundred years ago plants, especially wood, provided most of 
the fuel for people throughout the world; in addition, a little energy was 
provided by animals, wind and water. Today wood forms less than 10% of 

Present use of wood 
as fuel 
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Box 2.3. Sources of renewable energy. 

Direct solar 
heating water 
photovoltaic cells 

Wind. Turbines can be on land or off-shore. 
Waves. 
Tides. 
Flow of fresh water: hydroclectricity. 
Geothermal: heat from deep in the Earth. 
Biomass 

purposely grown trees or crops (e.g. sugar cane). 
farm wastes or municipal refuse. 

HS 
S 
S 
S 
S 

s 
H 
H S  

H: generation of heat, which can be used directly or to generate electricity. 
The others generate electricity. 
S: energy derived from solar radiation. 

Some methods of storing electrical energy 
As heat. 
Pumping up water to a higher reservoir) its later flow down again 

Make H, gas by elrctrolysing water) later combine H,+ 0, to 

(Possibly) improved storage batteries. 

can generate electricity. 

generate heat. 

Further information: Boyle (1996). 

total world energy consumption (Table 2.2). However, the percentage of 
total energy that comes from biomass varies greatly between countries. 
Table 2.5 (column 7) gives figures for six contrasting countries. In some, 
such as Congo Democratic Republic, much of the fuel used is wood col- 
lected by individuals for use in their own homes. It must therefore be avail- 
able within walking distance. There is corcern that as populations 
increase the wood-fuel supply will become inadequate (Leach & Meams 
1988); this is discussed in Chapter 7. Here we consider whether more devel- 
oped countries could reduce their fossil fuel use by increased use of bio- 
mass fuels. Table 2.2 shows that to replace all of our present fossil fuel by 
biomass would require only about 10% of the world's net primary produc- 
tivity. Viewed like that, biomass for fuel does not look a totally ridiculous 
solution to our CO, problem. But we need to consider what is realistic. 

The fuel produced from biomass can be gas, liquid or solid. Methane 
has so far been produced mainly from waste, e.g. cattle dung, sewage 
sludge and domestic refuse, but it can be made from any plant material 
containing cellulose. Ethanol from plants such as sugar cane has been 
produced as a petrol substitute. This was favoured in Brazil in the 1970s: 
production rose greatly up to 1985, but levelled off after that (Golden- 
berg 1996). One problem is that the fermenter microorganisms can pro- 
duce only a dilute solution of ethanol, and distilling off the water then 

Fuels made from 
biomass 
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requires energy equal to more than half the energy content of the final 
ethanol product. However, if the waste fibrous material from sugar cane 
can be used to provide the heat for the distillation, the net energy gain is 
more favourable (da Silva et al. 1978; Hopkinson & Day 1980). Another 
possible liquid fuel is oil from seeds: this can be separated without distil- 
lation. If solid fuel is required wood is the one commonly used, although 
others such as baled straw are also possible. 

If biomass fuel is to increase substantially it seems likely that trees 
will need to play a major part. Table 7.1 gives examples of yields of wood 
that can be obtained. Judging from these, and many other yield figures, 
we cannot expect large-scale, low-input forestry to produce an average of 
more than 5 tonnes ha-' year-' in temperate regions. In energy terms this 
is about 10 TJ km-2 year-', since the energy content of tree stem material 
is about 20 kJ/g (1 TJ = 10l2 J). In the tropics we can expect about 10 
tonnes ha-' year', equivalent to 20 TJ km-2 year'. 

Table 2.5 provides data on energy consumption for six countries, three in 
temperate regions, three tropical. Energy includes fossil fuels, plus wood 
and other biomass, plus electricity generated by other means ( e g  nuclear, 
hydro). The countries are chosen to provide a wide range of population 
densities and energy consumption per person, whch results in a wide 
range of energy consumption per area of the country (column 6). Compar- 
ing the left-hand and right-hand columns shows that the Netherlands and 
the UK could not possibly generate all their energy needs from home- 
grown biomass, because they would need far more than their total land 
area for biomass forests. The USA, with its lower mean population density, 
could produce most of its energy needs only by covering almost the whole 
land area (including prairies, deserts and Alaskan tundra) with biomass 
forests. In contrast, the three tropical countries could, using part of their 
area, grow enough biomass to provide their present energy usage. 
Bangladesh already gets about half of its fuel energy from biomass, but to 
increase this substantially would be difficult because the country has a 
very hgh population density, and must grow most of its own food. The 
other two countries, Peru and Congo DR, have large areas of forest and are 
estimated to require only about 2% and 1 Yo respectively of their total area 
to obtain all their energy needs from biomass forests. In fact, in 1995 Congo 
DR was getting more than 90% of its fuel energy from biomass, whereas 
Peru got only 25 %. Thus of the six countries in the table, Peru is the only 
one where substantial replacement of fossil fuels by biomass might be 
possible. However, there are difficult problems involved in the sustainable 
exploitation of tropical forests: these are discussed in Chapter 7. 

Table 2.5 aims to show whether each of these six countries could get 
all of its present energy needs from biomass. It may, of course, be worth- 
while to replace only some of the fossil fuel use by biomass: Table 2.5 
helps to show the limitations on this, for countries with various popula- 
tion densities and energy uses per person. Presenting figures country by 
country implies that each would need to be self-sufficient for biomass 

Which countries 
could get dl their 

from 
biomass! 
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Table 2.5 Area, human population and energy consumption data for selected countries 

Area to 
Drovide 

People 
all energy Energy consumption 

total per per area % from needs from 
Area total per area ( loLs J person ( 10l2 J biomass biomasst 

Country (km2x 10") (m) (km-2) y r ' )  (lo9 J y r ' )  km-2yr1]  ( km2 x 1 03) 

Netherlands 34 15.5 454 3381 219 99 < 1  338 
UK 242 58.3 241 9185 158 38 1 919 
USA 9167 263 29 96128 366 10 4 9613 

Peru 1280 23.5 18 504 21 0.39 25 25 
Congo DR 
[formerly Zaire] 2267 43.9 19 492 11 0.22 91 25 

Bangladesh 130 120 926 685 6 5.3 49 34 

Excludes major inland waters. Data from UNEP (1991). 
t Assumes biomass productivity 10 x 10l2 J km-2 year' in temperate countries, 20 x 10l2 in tropics. 
Population and energy data for 1995, from UN Statistics Yearbook 1995, World Resources 1998/9. 

energy. Wood is less dense than coal or oil, so contains fewer GJ per m3 
and so is liable to cost more per GJ (in energy and money terms) to trans- 
port. At present fuel biomass is rarely transported between countries, but 
whether this always needs to be so remains to be seen. Even transport 
within one country might be a major obstacle, for example to the greater 
use of biomass for energy in Peru. 

Another way to evaluate biomass as an energy source is to ask whether 
it is the most efficient and satisfactory method of converting energy from 
sunlight into a usable form. Of the renewable energy sources listed in Box 
2.3, five (marked S) in addition to biomass are derived from solar energy. 
Photovoltaic cells generate electricity when short-wave radation falls 
on them. Some are 16% efficient, i.e. the electricity produced contains 
16% of the energy in the impinging solar radiation. So they are about two 
orders of magnitude more efficient than plants at capturing solar energy, 
and a further increase in their efficiency may be possible. Large-scale use 
of photovoltaics is at present limited by the cost of manufacture. In con- 
trast, the technology for harnessing wind energy is well developed and 
the installation of large wind turbines for generating electricity pro- 
ceeded rapidly in the 1980s and 1990s. The world's installed capacity for 
wind energy generation increased 10-fold between 1984 and 1996 (Brown 
et al. 1997). 

Table 2.6 sets out a comparison of energy that could be provided by 
trees, wind and photovoltaic cells in Britain. Britain is well endowed 
with wind compared to many other countries, but less so with solar radi- 
ation. A government committee estimated the amount of electricity that 
could be generated by wind turbines at suitable sites totalling 4000 km2, 
so I have based calculations for the other two energy sources on 4000 km2 
also. Wind appears to be three times as efficient as trees at energy capture. 

Are there more 
efficient ways of 
capturing solar 
energy! 
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Table 2.6 Estimates of energy that would be provided in Britain on 4000 km2, 
by three alternative renewable methods 

Source Form of energy Amount (J  x 1015 y r ' )  Notes 

Trees Combustible mass 40 1 
Wind Electricity 120 2 
Photovoltaic cells Electricity 700 3 

Notes: 1. Assumes productivity of usable biomass 5 tonnes had year'  (see Table 7.1 ); 
2. Per area of wind farms. Suitable sites identified by government report (1992); see 
Boyle (1996, p. 309); 3. Per area in which cell arrays mounted, not just area of cells 
themselves. Data from government report (1989); see Boyle ( 1996, p. 131). 

However, most of the area between the turbine bases-more than 90% of 
the wind farm area-would still be available for another use, such as 
farming. So the true efficiency of land use is at least 10 times higher. It 
may also be possible to site wind turbines offshore. There is also space 
between arrays of photovoltaic cells, so their true efficiency is several 
times higher than shown. 

A key weakness of wind and photovoltaic cells is that their output 
varies from hour to hour and from day to day. They generate electricity; 
Box 2.3 lists some methods of storing electrical energy, but each has limi- 
tations at present. Wood, on the other hand, can be stored until needed. 

There seem to be many more opportunities for physicists and engin- 
eers to increase our renewable energy sources than there are for biolo- 
gists. Viewpoints on whether renewable energy can replace much of 
our present fossil fuel use during the 21st century range from optimistic 
(e.g. Lenssen & Flavin 1996) to pessimistic (e.g. Trainer 1995). 

Increasing the  sinks for CO, 

A growing tree takes up CO, and sequesters C in its biomass. It has been 
suggested that we should dedicate forests to acting as C sinks. Increasing 
C sinks in forests is in some ways similar to providing more wood as fuel. 
Both involve CO, being removed from the atmosphere. If the wood is 
used as fuel the CO, is returned to the atmosphere; the saving of CO, is 
because less fossil fuel is burnt. If forests are used as C sinks the wood is 
not burnt but stored, thereby removing permanently from the atmos- 
phere C from burnt fossil fuel. An advantage of C-sink forests is that they 
can be far away from the C source: CO, produced in an industrialzone 
can be absorbed by a forest thousands of kilometres away in a sparsely 
populated area. One piece of evidence for this is the relatively small dif- 
ference in atmospheric CO, concentrations between the northern hemi- 
sphere (where most burning of fossil fuels occurs) and the southern 
hemisphere (Fan et al. 1998). 

Vitousek (1991) has discussed whether C-sink forests could provide a 
significant contribution to controlling CO, increase. A key point to 

C-sink forests! 
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emphasize is that steady-state forests are not net absorbers of C. If C is to 
be removed from the atmosphere year by year on a long-term basis, we 
should need to establish C-sink plantations, harvest them whle they are 
still growing actively, replant the site, and store the harvested wood per- 
manently so that it does not rot (as that would return CO, to the atmos- 
phere), This storage would be a formidable activity. It has been estimated 
(Vitousek 1991) that the total amount of C stored at present in all cut tim- 
ber, worldwide, in use in houses, furniture, fences etc., plus wood prod- 
ucts such as paper, is 4-5 Gt. This is about equal to one year% release of 
C from burning fossil fuels (Table 2.4). Therefore each year we would 
need to add to the world's C-sink store an amount of wood about equal to 
the present total; this would be far too much to be useful. The volume of 
timber would be about 30 x lo9 m3, so if it is piled 50 m high it will 
require an extra 500-1000 km2 each year for storage. And this wood has 
to be stored for ever: if it is ever allowed to rot, the C will be returned to 
the atmosphere. This seems a serious responsibility to place on future 
generations. The area required for growing these C-sink forests would 
also be formidable. If we assume the higher of the two wood production 
rates given earlier, 10 tonnes ha-' year-' as an average, to absorb 6 Gt 
C per year would require 15 million km2 to be permanently dedicated to 
C-sink forests, i.e. about one-third of the world's present forested area 
(Table 1.1). If the wood were to be used for something that might be 
acceptable, but if it is just going to be stored it may be hard to justify. 
These calculations are based on the aim of absorbing all the CO, gener- 
ated from burning fossil fuels each year, but they serve to show why 
C-sink forests can at best make only a limited contribution to slowing 
the increase of CO, in the future. 

Because the total amount of C within living things in the oceans is low 
compared to the amount in the atmosphere (Fig. 2.2), there seems little 
scope for their tissues providing an increased C sink. However, the pool 
of dissolved and suspended dead organic matter is much larger, and some 
organic matter is lost each year by particles sinking down to the deep 
ocean. If primary productivity in the oceans could be increased, there 
might be an increased removal of C in that way. It has been suggested that 
fertilizing parts of the ocean with iron salts would have this effect. There 
are large areas of the ocean where concentrations of nitrate, phosphate 
and silicate are too high for them to be the major limiting factors onphoto- 
synthesis and the growth of phytoplankton. The addition of iron salts to 
these waters has been shown to increase the primary productivity sub- 
stantially; this was shown in laboratory experiments and also when 
450 kg of iron (as Fe2+) was added to a patch of the Pacific Ocean (Martin 
et al. 1994). Joos et al. (1991) made predictions of the effect of adding iron 
salt to 16% of the world's ocean for 100 years, assuming that all that area is 
at present Fe deficient. The amount of Fe needed would be 1 million tons 
per year. They predicted that if CO, production continues to rise under 
the 'business-as-usual' scenario, then this Fe fertilization would result in 

An ocean C sink$ 
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atmospheric CO, at the end of 100 years being 720 pl lkl, as against 830 p11-' 
without the fertilization. The rise during the 100-year period would thus 
be slowed by almost one-quarter. A million tons of iron is not an impos- 
sibly large amount compared to more than 500 million tons of iron in the 
iron ore mined each year (World Resources 1998/9). But before embark- 
ing on such a wide-scale alteration of the oceans we would need sounder 
evidence that this much carbon would really be taken out of circulation, 
not merely respired back to the atmosphere. And we would want to know 
more about what other effects this fertilization would have on the oceans 
and their living things, for example the response of animals to this extra 
algal biomass and production. 

Response of plants to increased atmospheric CO, 

Living things are likely to be influenced by warmer climate, but they may 
also respond more directly to increased concentrations of CO,, and I con- 
sider this first. Because of the high concentration of HCO; in the oceans, 
it is often assumed that C supply does not limit the rate of photosynthe- 
sis there. However, thereis some experimental evidence that, on the con- 
trary, increased atmospheric CO, will increase primary production in the 
ocean (Hein & Sand-Jensen 1997). I do not discuss this further, but con- 
centrate on the response of terrestrial plants. 

Carbon dioxide is a rare gas, less than 0.04% of the atmosphere by vol- 
ume. For the compound that is the ultimate source of the C in every 
organic compound in living things, this seems a low concentration. Sev- 
eral hundred million years ago CO, was much more abundant in the 
atmosphere than it is now (Moore et al. 1996; Berner 1998). This suggests 
that perhaps the present CO, concentration is below the optimum for 
plants, and they will grow faster if the concentration increases. Box 2.4 
summarizes methods that have been used to investigate this hypothesis. 
Experiments in glasshouses and growth chambers have produced very 
useful results. However, there is concern about high temperatures in 
glasshouses and low light intensity in growth rooms, as both of these are 
known to increase the response of plants to raised CO, concentrations 
(Drake et al. 1997; Bazzaz & Mia0 1993). Also, because the roots are 
necessarily confined in fairly small pots, this limits the realism of long- 
term experiments. Therefore, open-topped chambers and free air enrich- 
ment, although more expensive to construct and operate, have clear 
advantages. 

Table 2.7 summarizes the main effects of increased CO, on plants that 
have been consistently found. It gives two similar figures for the mean 
effect of doubling CO, on photosynthesis, a 58% and a 54% increase. 
However, the range among species and different environmental condi- 
tions is large. Among 36 woody species the response of photosynthesis 
per unit leaf area varied from an increase of 244% down to numerous 
non-significant changes and one decrease of 40% (Ceulemans & 

Increasing CO, 
concentration 
usuauYspeeds 
photosynthesis 
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Box 2.4. Experimental methods that have been used to investigate the 
response of plants to increase in atmospheric CO, concentration. 

Transparent chambers within glasshouse. 
Problems: temperature usually higher than outdoors; roots confined 
to small pots. 

Problems: light intensity lower than outdoors; roots confined to small 
pots. 

Transparent vertical walls, but open at bottom to soil and at top to air 
and rain. 
Requires sophisticated control of CO, supply. 
Problem: temperature, wind and humidity still altered. 

Problem: requires large supply of CO,, as well as sophisticated control 
of its supply rate. 

Further information: Ceulemans & Mousseau ( 1994), McLeod &Long (1999). 

Sealed controlled-environment chambers. 

Open-topped chambers. 

Free air CO, enrichment. Outdoors, no surrounding wall. 

Mousseau 1994); see also note 3 of the table. Species with the C4 
photosynthetic mechanism have a different initial CO, capture step, 
which makes them more efficient at capturing it from low concentra- 
tions. They might therefore be expected to benefit less than C3 species 
from increased CO,. Although there is some tendency towards this, there 
is a wide range of responses in both groups and much overlap between 
them (Poorter 1993). 

Short-term experiments may overestimate the effect of increased CO, 
on photosynthesis and growth, as it has often been found in longer experi- 
ments that the effect decreases with time. This is especially the case if 
the plants are growing in small pots or if nitrogen supply is low, suggest- 
ing that other factors become limiting (Ceulemans & Mousseau 1994; 
Drake et al. 1997). However, this is probably not the only reason. Starch 
concentration in leaves often increases at higher CO, [Curtis & Wang 
1998), which suggests that translocation may be limiting the use of extra 
photosynthate for growth. Another question is whether, over many gen- 
erations, species may adapt genetically to higher CO,, and the response 
in photosynthesis and growth rate decrease or disappear. Evidence 
against this comes from a site in Italy where nearly pure, naturally pro- 
duced CO, emerges from vents in the ground and the concentration 
downwind is higher than normal. A grass species, Agrostis vinealis, col- 
lected from the site responded about equally to raised CO,, in terms of 
photosynthesis and growth, to the same species from elsewhere (Ford- 
ham et al. 1997). 

It may perhaps seem surprising that, if CO, is such a rare commodity in 
the air, doubling its concentration usually less than doubles the rate of 
photosynthesis. One reason for this is that stomata1 conductance 
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Table 2.7 Effects of increased atmospheric CO, on terrestrial plants 
________~ 

Characteristic 
Direction 
of change 

Mean response (%) 
to doubled CO, Notes 

Photosynthesis rate 

Growth rate 
Stomata1 conductance 
Transpiration rate 
Water use efficiency 
Nitrogen concentration 

Phenolic concentration 

+ 

t 

- 

+ 

58 
54 
29 
20 

15 
16 

Notes: 1. Mean for 45 species, which had large rooting volume available to them. 
Drake et al. (1997). 2. Mean for woody species in glasshouse and open-top chamber 
experiments. Curtis & Wang [ 1998). 3. Among 156 species, effect of doubled CO, on 
final plant weight mostly within range no effect up to 1.9 x as large (Poorter 1993). 
Among 102 measurements on 59 woody species, effect of doubled CO, on weight gain 
averaged 29%, but ranged from 3 1 YO reduction to 284% increase (Curtis & Wang 
1998). 4. Mean of 28 species. Drake et al. (1997). 5. Drake et al. (1997). 6. (Dry weight 
increase)/(amount of water used). See Chapter 3.7. In various plant tissues. Bezemer 
&Jones [ 1998). 8. In leaves. Curtis & Wang (1998). 

decreases (Table 2.7). This happens by the stomata partly closing, and 
also in some species by a reduction in stomata per mm2. So the concen- 
tration of CO, in the photosynthesizing cells is likely to be increased less 
than the concentration in the air outside. Another outcome is slower 
transpiration. Because the plant grows faster but uses less water its water 
use efficiency will be higher. 

Another consistent response to increased CO, is lower nitrogen con- 
centration in plant tissues. Less N means less protein and probably 
reduced amounts of enzymes, which would be expected to lead to slower 
metabolism. Lower N% in leaves is generally associated with slower 
photosynthesis. However, this is more than compensated for by the more 
direct effect of increased CO, (McGuire et al. 1995). The most abundant 
protein in green leaves is Rubisco, and at higher CO, plants need less 
Rubisco. 

The concentration of phenolics has often been found to increase in 
high CO,. The response of other secondary chemicals is less consistent. 
Plant material with lower protein concentrations but higher in phenolics 
would be expected to be less palatable to insects. However, studies of 
42 insect herbivore species, mostly Lepidoptera larvae, found a strong 
tendency for them to eat more if the plants had been grown in higher 
CO,; but the insects’ growth rate and mortality were not consistently 
altered (Bezemer & Jones 1998). So the changes in plant composition 
caused by increased CO, seemed to affect the food quality rather than its 
palatability. 

Other effects of 
increased CO, 
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Response of living things to future climate change 

As explained earlier, the only result of increasing greenhouse gases that 
can be predicted with fair confidence is that the average temperature of 
the world will go up. Other predictions, e.g. of rainfall, wind, local tem- 
perature changes, are less certain. So this section is confined to consider- 
ing how animals and plants are likely to respond to the rise in CO, and 
the average rise in world temperature predicted under the 'business-as- 
usual' scenario, up to 2100. The prediction (Fig. 2.3) is that, compared 
with 1990, CO, will approximately double to about 700 pl l-l, and tem- 
perature will rise about 2"C, i.e. about 0.2" per decade. I consider first 
how these changes will affect food production, and then how wild ani- 
mals and plants are likely to respond. 

Response of crops 

One might perhaps expect that in temperate regions an increase of CO, 
and temperature would always lead to higher crop yields. The reality is 
likely to be more complicated. Table 2.8 shows results from an experi- 
ment with winter wheat, grown in a controlled environment facility but 
with an incoming light regime closely following that outside throughout 
the growth period. Air temperature also followed the outside conditions 
closely, or else was kept 4°C warmer. Atmospheric CO, was near ambi- 
ent or double that. Plant final weight and grain yield were, as expected, 
higher in the raised CO,. However, they were lower when the tempera- 
ture was raised above ambient. This occurred because development dur- 
ing the winter was faster in the warmer conditions; as a result, the wheat 
plants' leaves senesced sooner and grain formation was completed 
sooner. The wheat plants at ambient temperature, by maintaining green 
leaves longer, were able to continue photosynthesis during a time in late 

Warmer climate 
may reduce grain 
yield 

Table 2.8 Summary of effects on wheat of raising air temperature, atmospheric 
CO, or both. Results expressed as change relative to CO, 350 pl 1-L and British 
ambient temperature 

Atmospheric CO, (pl 1-') and temperature ("C] 

350 700 350 700 
Effect on wheat ambient ambient ambient + 4" ambient + 4" 

Time to reach stage of 
development (days). 

Flower formation early April + 2 - 23 - 23 
End of grain fill early July 0 - 17 - 17 

Final whole-plant 
dry weight (% 1 100 125 82 106 

Grain yield (%) 100 137 64 91 

t means later; - means earlier. From Mitchell et aI. (1995). 
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spring when days were long, and so made more total growth. The result 
is that the combination of doubled CO, and temperature 4°C higher did 
not increase grain yield but in fact reduced it slightly. However, in most 
parts of the world doubling of CO, will probably be accompanied by a 
warming of less than 4°C. A combination of experiment and modelling 
was used by Laurila (1995) to predict yield by a Swedish wheat variety if 
grown in Finland in the future. He predicted that if doubling of CO, is 
accompanied by a 3°C warming there will be little change in the grain 
yield, but if the warming is only 2°C yield will increase by about 20%. 

Wheat is an annual plant, whose useful product is the seeds. Response 
to temperature is likely to be different for plants that are perennial or 
whose useful product is some other part. This was found for the widely 
used pasture grass perennial ryegrass. As expected, raising CO, increased 
its productivity (Table 2.9). Raising the temperature by 3°C had no add- 
itional effect, so the prediction is that if doubled CO, is accompanied by 
a temperature rise of 3"C, herbage production by this grass will increase 
by about 20%. 

Warming may cause increased evaporative power of the air, leading to 
increased transpiration by plants. However, increased CO, will act in the 
opposite direction by reducing stomata1 conductance. In the experiment 
in Table 2.9, the ryegrass swards in all the treatments received the same 
amount of irrigation water (and no rain). As expected, increased CO, 
reduced evapotranspiration, but raising the temperature increased it 
more, and so the combined effect was an increase in evapotranspiration. 
However, the increase in growth was proportionately greater, so that 

Effects on plant 
water use 

Table 2.9 Growth and water use by swards of perennial ryegrass in polyethylene 
tunnels with controlled CO, and temperature. All received the same amount of 
irrigation water 

Atmospheric CO, (pl l-I) and temperature ("C) 

Effect on sward 
350 

~ 

700 700 
ambient ambient ambient +3" 

~ 

Above-ground productivity 
(t had year-') 5.2 6.2 6.2 
Evapotranspiration 
1% of irrigation] 79.5 78.0 * 83.5 
Water use efficiency 

N concentration in leaves (%]  
0.93 1.15 1.15 

1.60 1.73 2.07 
(g l-ll 

Results mean of two years. difference statistically significant. Water use efficiency 
= above-ground dry matter production/evapotranspiration. Water use efficiency is 
equal in columns (2) and (3), although evapotranspiration is not. This occurred 
because the productivity was measured over the whole season but water use 
efficiency was for April-October only. Data from Casella et al. [1996), Soussana 
et al. (1996). 
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increasing CO, and temperature resulted in a rise in the water use effi- 
ciency. So, where the main limiting factor to crop yield is the amount of 
rainfall or irrigation water, future CO, and temperature increase could be 
beneficial. Water use efficiency is considered in more detail in Chapter 3. 

Plants grown in higher CO, usually have lower concentrations of nitro- 
gen but higher starch. This suggests that in future less N fertilizer may be 
necessary to obtain the same yield and food energy content. However, a 
warmer climate may act in the opposite direction. In the experiment 
with ryegrass (Table 2.9), 3°C warmer partly reversed the effect of dou- 
bled CO, on N concentration, but the combined effect was still a reduc- 
tion. All the results in Table 2.9 are for ryegrass grown with a moderate 
rate of N fertilizer application, 160 kg N ha-' year-'. Lf instead N was 
supplied at 530 kg ha-' year-', the combined effect of doubled CO, and 
+3"C was little change in N concentration. 

The combination of high air temperatures and bright sunshine can 
heat plants and animals, or exposed parts of them, to damaging or lethal 
temperatures. There is evidence that high-temperature tolerance of 
plants and animals is increased by heat-shock proteins. These proteins 
are synthesized in all living things (or at least in all species where they 
have been looked for) in response to a rise in temperature. If the rise is 
sudden, synthesis can start within a few minutes; but a slow temperature 
rise can also trigger their synthesis. If the temperature subsequently 
declines they decrease in abundance over several days, and some of them 
disappear altogether. There is increasing evidence that some heat-shock 
proteins reduce heat damage to other proteins by acting as molecular 
chaperones: they bind to other proteins, preventing them from unfolding 
if some of their cross-bonds break, thereby making it easier for them to 
reform bonds when the temperature falls again. Heat-shock proteins are 
not breakdown products of larger proteins: they are synthesized in 
response to the heat shock, and some of their genes have been identified. 
So it may be possible in future to increase the high-temperature tolerance 
of particular animal or plant varieties by gene transfer. For more infor- 
mation on heat-shock proteins and evidence that they increase heat tol- 
erance, see Waters et al. (1996) and Park et al. (1996). 

Climate change will alter the geographical range within which particu- 
lar crops can grow well. For example, the regions of Europe where maize 
can be grown for grain should extend northwards. Figure 2.5 shows a pre- 
diction of the area within southern Africa which will be favourable for 
the growth of avocados, in a future of increased CO, and temperature. 
Rainfall is assumed to be unchanged. Research on this species has shown 
that its range is influenced by rainfall, evaporative demand of the air, and 
temperatures in the hottest and coldest months (see legend to Fig. 2.5). 
The predictions do not take into account possible direct effects of CO, 
increase on plant water balance. Nor have they considered possible 
effects of climate change on soil conditions or pests, two important top- 
ics about which we can at present say little. Figure 2.5 shows that some 

WiIIless Nfertilizer 
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Pig. 2.5 Area in southern Africa with climate allowing good growth of avocado, now, 
and in future if CO, 560 ~11-l and temperature 2°C higher. Climate requirements of 
avocado: mean annual rainfall > 700 mm; mean daily minimum relative humidity 
z 25%; monthly mean of daily maximum temperature, hottest month i 31°C; 
monthly mean of daily minimum temperature, coldest month z 4°C. From 
Schulze & Kunz (1995). 

current avocado areas will remain favourable; some will become unsuit- 
able, though a larger area further west will become suitable. Evidently 
some farmers will have to change the crops they grow. Changing to a new 
variety of the same species may be satisfactory for some crops. The 
response of wheat to higher temperatures (see earlier) indicates that 
farmers in a particular area will need different varieties which can main- 
tain their canopy long enough in the warmer climate. For wheat, existing 
varieties from further south may well be satisfactory, but for some other 
species a new variety may need to be bred, since the combination of tem- 
perature and day length may never have existed previously. 

How wild species will respond t o  climate change 

If the climate gets warmer a wild species may respond in one of three 
ways. 
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Box 2.5. Techniques for studying living things and climate of the past 
100 000 years. 

Distribution of animals and plants 

The past distribution of vertebrate animals is indicated by bones and of 
arthropods by exoskeletons. Macroscopic remains of plants that can 
provide inforniation are seeds, leaves and wood. Pollen grains have the 
advantage of very large numbers, allowing quantitative assessment of 
changes in abundance, but the disadvantage that they can be widely 
dispersed, hence the area of catchment is not well defined. Very useful 
sources of these remains are sediments at the bottom of lakes, and peat in 
growing bogs. These combine (1) little physical damage, (2) anaerobic con- 
CLtions, so slow microbial decomposition, and (3) continued accumulation 
of the surrounding medium, so the remains are in a vertical time sequence. 

Daring the remains of living things 

The age of organic materials up to tens of thousands of years old can be 
measured by radiocarbon dating. Among the CO, molecules in the 
atmosphere a small proportion contain the natural radioactive isotope 
lJC, which has a half-life of 5730 years. The isotope is incorporated into 
living plants by photosynthesis and from them passes along food chains. 
The amount of '"C remaining in dead plant or animal material providcs a 
measure of when the plant it originated from was alive. There are 
technical problems arising from the fact that the I4C/l2C ratio in the 
atmosphere has not remained constant throughout the last 100 000 years. 
This can be corrected for, but sometimes 'uncorrected radiocarbon years 
BP' are quoted. (BP = before present). 

Past temperatures 

Temperatures that occurred in the past can be estimated using the stable 
isotopes 2H (deuterium) and IRO. These both occur naturally in a small 
proportion of water molecules. Because they alter the inolecular mass, 
they alter slightly the rate at which the molecules evaporate, condense or 
freeze. Hence the isotope ratios, %/'H and lM0/l6O in ice indicate the 
temperature at which snow formed in the air overhead. Oxygen isotope 
ratios in CaC0,3 in skeletons of ocean animals can be used in a similar way 
to indicate the temperature of the water at the time they were formed. 
This has been applied particularly to cores from Antarctic and Arctic ice 
and from ocean sediments containing foraminiferan shells, since both 
these sources provide long vertical time sequences. 

Further inforniation: Moore et al. (1996). 

1 It may be able to continue in the same area, either because the new 
climate is within its existing tolerance range or because it adapts (i.e. 
changes genetically). 
2 It may migrate to a new habitat range, so remaining in a favourable 
climate. 
3 If it cannot do either of these it will become extinct. 
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Fig. 2.6 Past and present distributions of three small mammal species, 13-lined 
ground squirrel (left-hand picture], long-tailed shrew and Hudson Bay collared 
lemming (right-hand picture). 0 Site at which bones of all three species, dating from 
18 to 10 000 BP, occur together. Shading and hatching: present distributions. 
From Graham (1997). 

Past migrations and 
extinctions 

We know of examples of all three occurring as the world warmed after 
the last Ice Age. Figure 2.6 shows the present distribution of three small 
mammals which all lived together at a site in southern Pennsylvania 
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Fig. 2.7 Air temperatures in the past, on various timescales. [a) Antarctica, during 
past 50 000 years. (b) At a site [Dye 3) in Greenland, from about 15-10 000 BP. (a) and 
(b) are based on oxygen-isotope determinations on ice from deep cores; they indicate 
the amount of temperature change, but not the exact temperature at any particular 
time. (c) World mean air temperature, land and sea sites, 1861-1994. The line has 
smoothed year-to-year fluctuations, to show trends on a decade-by-decade timescale. 
Mean 1961-90 taken as 0. Sources: [a) and (c) Houghton et al. (1996); (b) Johnsen et al.  
(1992); reprinted with permission, copyright Macmillan Magazines Limited. 
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Table 2.10 Periods of warming 

Period Place 

Method of 
Length Temperature Rate of rise temperature 
( ~ 1 s )  rise [ "C) ("C per century) measurement Source 

AD 2000-2 100 World 100 2 2 Predicted 1 
1.6 Thermometers 2 AD 191040 World 30 0.5 

BPl lK Greenland 50 7 14 Oisotopes 2 
BP 12.5 K-9K Greenland 3500 10 0.3 Oisotopes 3 
BP 16K-llK Antarctic 5000 6 0.1 Oisotopes 2 
BP 13 K-7 K Tropical Indian Ocean 6000 2.5 0.04 Oisotopes 4 

Data sources: [ 1) see text; (2) Fig. 2.7; (3) Houghton et al. (1996); (4) Van Campo et a1. [ 1990). 

about 18-10000 years ago. The shrew still lives in that area, but the 
lemming migrated northwards and the ground squirrel westwards. Among 
large mammals of Eurasia at the end of the Ice Age, reindeer and musk-ox 
are examples of species that survived within their former range, whereas 
woolly mammoth, mastodon and woolly rhinoceros became extinct 
(Sher 1997). However, extinctions at that time were not all due to climate 
change: hunting by people was probably also involved (Stuart 1991). 

These examples show that when we want to predict future responses of 
species to climate change we can usefully learn from the past, in particu- 
lar how species responded to the warming at the end of the last Ice Age. 
Box 2.5 summarizes methods that can be used to find out about species in 
the past and the temperatures at the time. Figure 2.7(a) shows tempera- 
tures in Antarctica over the last 50 000 years, determined by oxygen iso- 
tope measurements on ice from layers in a deep ice core. Temperatures 
had been colder than present since 120 000 years ago ('the last Ice Age'). 
From 16 000 BP warming began (BP = before present), and continued until 
10 000 BP, since when it has varied much less. 10 000 BP is taken as the 
start of the Holocene, or postglacial, period, the previous 2 million years 
being the Pleistocene. Table 2.10 shows that the average long-term rate of 
warming between 16K and 7K years BP was at least an order of magnitude 
slower than the rate predicted for the coming century. However, more 
detailed records indicate that the warming was not at a steady rate 
throughout the period. As shown in Fig. 2.7(b), the temperature warmed, 
cooled again and then warmed again very suddenly. This second warming 
was substantially faster than is expected in the coming century (Table 
2.10). It is shown in several Greenland ice cores, and there is evidence for 
a sudden warming at the same time in Switzerland (Dansgaardet al. 1989). 
There were probably some periods when warming by 7°C or more 
occurred in even less than 50 years (GRIP 1993), so there have been short 
periods when warming was as fast as expected for the coming century, or 
faster, but none is known to have gone on for as long as a century. 

Some species should be able to remain in much of their present range if 
the climate warms by 2°C. Sykes (1997) predicted ranges suitable for 
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some European tree species in a doubled CO, climate. Species that could 
remain in most of their present range, but also have the opportunity to 
expand, include beech (Fagus sylvativa), sycamore (Acer pseudopla- 
tanus) and fir (Abies  a h ) ,  whereas spruce (Picea abies) is predicted to 
&sappear from much of its present range in central Europe and Scandi- 
navia. Whether invertebrates can remain will depend much on their local 
microclimate. Experiments on soil microarthropods in the Arctic indi- 
cate that they can survive a warming of several degrees C (Hodkinson 
et al. 1996). Among the ant species in Spain studied by Cerda et al. (1998), 
depending on what time of day and what season of the year they were 
active, some were foraging in sites close to their high-temperature toler- 
ance, others far from it. So some could only survive a climate warming by 
changing their foraging habits. 

Species can adapt genetically to differences in climate, as shown by the 
fact that relevant ecotypic variation occurs within species. Plants or 
seeds of the same species collected from different altitudes in mountains 
have been found to differ genetically in ways that adapt them to the cli- 
mate of their particular altitude (Clausen et al. 1948; Slatyer 1977). 
Butterfield and Coulson (1997) gave examples of genetic variations 
within insect species that were evidently adaptive to their local climate. 
These examples show that adaptation to higher temperature can occur 
within an animal or plant species, but can it occur fast enough to allow 
species to remain in the same range if the climate warms at the rate of 
2°C per century? Some examples of rapid evolution of relevant characters 
are known. Body size in mammals can evolve rapidly. Many mammal 
species decreased in body size at the end of the Ice Age (Lister 1997). This 
could assist in heat regulation by altering surface:volume ratio, but it 
could also be related to changes in diet. One species which got smaller 
then was red deer. We know its size can change rapidly, because after 
British red deer were introduced into New Zealand their progeny were 
2-3 times heavier within 20 years. 

An experiment was provided by a nuclear reactor in South Carolina 
whose cooling water, for 13 years, went into a long artificial pond, which 
was thus very hot at one end but cooling down to near normal at the 
other. Bluegill fish from the hot end could survive a temperature about 
2°C higher than could those from the cool end (Table 2.11). When the 
fruit fly Drosophila was reared at different temperatures for 60 gener- 
ations or more (this took 4 years), there was a statistically significant 
increase in its tolerance to high temperatures, although the change was 
small [Table 2.11(b)). 

Thus we have evidence that species can sometimes change their toler- 
ance of high temperatures quite rapidly. However, at the end of the last 
Ice Age many species migrated as the world warmed, so they evidently 
did not adapt fast enough to allow them to stay put. The best information 
we have on the rates of spread at the end of the Ice Age is for plants. Pollen 
sequences, dated by radiocarbon (see Box 2.5), have been studied at 

Will species adapt 
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Table 2.11 Effect of long-term higher temperature regime on subsequent 
survival of very high temperature 

(a) Bluegill fish living in water heated by nuclear reactors, S .  Carolina. 

Conditions of pond where fish lived 

Parts often above 50°C, seldom below 30°C 
Near normal for S .  Carolina 

(b) Fruit-fly, Drosophila rnelanogaster, reared for about 60-100 generations. 

Temperature that 
killed fish [ "C). 

40.9 
39.0 * 

Percent surviving 39.5"C for 30 min 

Reared at ( "C ) Female Male 
16.5 36.4 7.1 
25.0 40.4' 9.9' 

Difference statistically significant ( P  < 0.05). 
Data sources: (a) Holland et al. (1974); (b) Huey, Partridge &Fowler (1991). 

enough sites in eastern North America and western Europe to allow 
maps of spread of individual species to be made (Davis 1981; Huntley & 
Birks 1983). Figure 2.8 shows two examples among North American tree 
species. They were both responding to climatic warming, but they did 
not spread at the same rate or in exactly the same direction. Table 2.12 
shows rates of spread for members of major tree genera in Europe and 
North America. Obtaining these rates from pollen data is not entirely 
straightforward (Delcourt & Delcourt 1991) and the figures in Table 2.12 
may need some revision, but there is no serious doubt that rates of spread 
often averaged several hundred metres per year. Most tree species do not 
produce seed in their first year, so it is informative to work out the 
average distance each species must have spread per 'generation'! i.e. per 
length of time from seed germination to seed production by the resulting 
tree. Table 2.12 shows such calculations for North American trees. 
These indicate that the seed of some species must have dispersed several 
kilometres. One might expect species with winged, wind-dispersed seeds 
to have spread more rapidly than those with larger seeds which have no 
obvious means of dispersal, but this was not consistently the case. 

Were these rates of spread keeping pace with climate change, or were 
they limited by the ability of the species to spread? Today a distance of 
1 10-1 70 km north-south corresponds to a 1°C difference in mean annual 
temperature. As the long-term average rate of warmingwas 0.1-0.3"C per 
century (Table 2.10)/ species would need to have migrated at about 
0.1-0.5 km year-' to keep pace, so the observed rates were of the right 
order. If the rise of 7°C that occurred in Greenland about 11 000 BP 
(Fig. 2.7(b), Table 2.10) also occurred across North America, species 
responding to it quickly would have moved northwards much faster. It is 
not clear that the pollen records show species migrating much faster at 
that time. 

Migrations at the 
endofae lceAge 
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Table 2.12 Rates of spread of tree genera during the postglacial period 

North America 

Europe' Rate of 
Age (yr) at spread 

Rate of spread Rate of spread first seed [ km per 
Type of seed (km Yf-l) (kmyi-') production generation) 

Birch (Betula) winged > 2  
Pine (Pinus) various 1.5 0.34.4 3-5 1-2 

Oak (Quercus) large, hard coat 0.154.5 0.35 20 7 
Elm (Ulmus) winged 0.5-1 .O 0.25 15 4 

Hazel (Corylus) large, hard coat 1.5 

Spruce [ Picea ] winged 0.074.3[- 2) 4 0.3-1(- 8) 
Beech [Fagus)  large, hard coat 0.24.3 0.08-0.3 40 3-12 
Hemlock (Tsuga) winged 0.03-0.2 15 0.5-3 
Chestnut [Castanea) large, hard coat 0.1 12 1 

Mainland Europe. 
Data from Davis [ 1981), Webb (19861, Ritchie & MacDonald (1986), Birks (19891, King & Herstrom (1997). 

How didplants 
m m a g e t o s ~ r e a d s o  
rapidly8 

When trying to predict how fast plant species will be able to move in 
the future, one problem is that we do not understand how many of them 
managed to spread as fast as they did in the past. In modern times many 
species seem to spread much more slowly than the rates in Table 2.12. 
Chapter 11, which is about restoration of communities, expresses con- 
cern about how slow species can be to recolonize apparently suitable 
habitats, even over distances of only a few hundred metres. It gives ex- 
amples for trees, herbaceous plants, lichens and several groups of insects. 
The time available for colonization was often only decades, but some- 
times several hundred years. Figure 10.9 (p. 307) shows that even after a 
century, one herbaceous woodland species has rarely colonized another 
woodland if there is a gap of more than a few hundred metres. These gaps 
were usually farmland. Such non-natural habitat can certainly be a 
barrier to spread, a barrier which was not present at the end of the Ice Age 
but will be present during the warming of the future. 

Range extension by some species in response to warming of the 20th 
century has sometimes been slower than would keep pace with tempera- 
ture change. Grabherr, Gottfried and Pauli (1994) compared the distribu- 
tion of plant species on high mountains in Austria and Switzerland with 
precise records made 70-90 years earlier. Disturbance by people was 
slight. Mean annual temperature rose 0.7"C during the period, and if that 
is the determining factor the plants should have extended their altitude 
upwards by 16-20 m per decade. In fact, most had extended by less than 
1 m per decade. On mountains in northern Canada white spruce trees 
100-150 years old were found close to the tree line, indicating little or no 
advance of the boundary during that time, although the density of trees 
within the stands had increased (Szeicz & MacDonald 1995). 
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Fig. 2.8 Change in distribution of beech and white pine in eastern North America 
during the last 15 000 years. Uncircled figures show the date of first arrival at a site 
[in thousands of years BP). Circled figures apply to the thick lines, which approxim- 
ately join points of equal arrival date. 0: never present. Shaded areas are the present 
distribution. From Davis (1981). 

Research by Cain, Damman & Muir (1998) on a herbaceous species 
of northeastern North America, Asarum canadense, makes clear the 
difficulty of explaining rapid spread in the past. This has a seed weighing 
14 mg which is usually dispersed by ants. Although the species' past dis- 
tribution is not known, it must have extended at least 450 km since the 
end of the Ice Age. Even if that took 15 000 years the average was about 
30 m year-', or 300 m per generation, since it takes 10 years to produce 
seed. Cain et al. recorded the distance seeds moved in the natural habitat. 
Most moved less than 1 m, though two individual seeds moved 24 and 
35 m. Even 35 m per generation is an order of magnitude too slow to 
account for the actual long-term range extension in the past. This prob- 
lem applies to many other species: Cain et al. gave an extensive list of the 
maximum seed dispersal of other species, reported in the literature, 
whch shows that seeds of most herbaceous species travel less than 100 m, 
though a few can sometimes travel several kilometres. Table 2.13 shows 
the maximum distance that seeds of some common tree species have 
been reported to travel from the tree. These may be compared with the 
rate of spread per generation that occurred in the past, given in Table 
2.12. Movement of oak and beech seeds by small mammals is clearly far 
too limited, and among the wind-dispersed species only hemlock is known 
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Table 2.13 Maximum distance (km) that seeds of some North American tree 
species are known to travel 

Dispersal agent 

Mammal' Wind Bird 

Pine (Pinus) 0.04-0.5 4-22 
Oak (Quercus) 0.05 2 
Elm (Ulrnus) 0.3 
Spruce (Picea) 0.2-0.5 

Hemlock (Tsuga) 1.6 
Beech (Fagus) 0.01 4 

* Excluding bats. 
Picture: bluejay carrying acorn. Datafrom Cain et al. (1998). 

Dispersalby birds to travel far enough to account for its past spread. However, dispersal by 
birds could give about the right rate of spread for oak and beech, and 
amply so for pine. The observed bird-dispersal of pine seed was by nut- 
crackers; acorns and beech mast was by bluejays (Vander Wall & Balda 
1977; Hutchins &Lanner 1982; Johnson &Webb 1989). These birds store 
seeds in caches for future use but do not always use them all. The caches 
may be some distance from the seed-bearing trees, sometimes under 
trees but sometimes in the open. So this could be a way that a forest 
extends beyond its existing boundary. 

We may wonder whether migrating birds can carry seeds much longer 
distances, in their digestive systems or stuck to their outsides. Apart 
from the question of whether seeds can ever remain viable after passing 
through a bird, there is the problem that birds migrate in the wrong direc- 
tion-when the seeds are ripe in autumn they fly from cooler to warmer 
latitudes. Another possibility is that seeds were carried by rivers. There 
are major north-flowing rivers in Europe and Asia, but in North America 
all the major rivers flow southwards, eastwards or westwards. Some 
species could have been carried by the ocean. It is known that the hard- 
coated seeds of hazel can germinate after floating in seawater for some 
days. It is likely that it invaded Britain in this way, since the pollen 
records show that it first occurred along the west coast of Wales, north- 
ern England and Scotland but along the east coast of Ireland, and then 
spread inland (Birks 1989). 

Thus it seems likely that at the end of the Ice Age the observed rates of 
spread were near the maximum that plant species could attain. The evi- 
dence includes the facts that [ l )  different species extended at different rates, 
suggesting that properties of the plants and their hspersers, rather than 
temperature change, were controlling the pace; and (2) study of present-day 
plants does not suggest an ability to migrate faster than they did in the past. 

This section on dispersal rates has been all about plants. We have no 
similar data on past rates of dispersal for any animal groups. Some 

Post range changes 
of unimds 



45 E N E R G Y ,  C A R B O N  A N D  C L I M A T E  C H A N G E  

mammal groups are now far from where they were in the late Pleis- 
tocene. Figure 2.6 shows that the Hudson Bay collared lemming's present 
range is separated by about 1600 km from where i t  occurred in Pennsyl- 
vania some 10 000 years ago. Graham (1997) lists other North American 
mammals grouped according to how their range has changed since 18 000 
BP. Some moved northwards about as fast as the collared lemming, some 
more slowly. Some moved westwards, others eastwards; others have 
changed their range little. Some insects have moved by several thousand 
kilometres. For example, several beetle species known to have lived near 
the Great Lakes 13-10 000 years ago are now found only in northern 
Canada or Alaska (Morgan et a]., in Porter 1983). A dung beetle species 
that occurred in Britain 25 000 years ago is now found no nearer than 
western China (Ashworth 1997). 

Detailed studies of the sequences of beetle exoskeletons preserved at 
some sites in Britain show changes that occurred over periods of 500 
years. Figure 2.9 shows the abundance of species which today have distri- 
butions either to the north or to the south of Britain. Following 13.5 K BP 
and again following 10.5 K BP there was a sudden near-disappearance of 
northerly species. Southerly species appeared, but their arrival was 
slower, especially after 10.5 K. This second change in species could be a 
response to the sudden warming about 11 K BP (Fig. 2.7(b)). 

The key question we want to answer is: if temperatures increase by 2" 
per century, over a century or more, will wild species be able to move 
their range fast enough? The answer for animals is that we do not know. 
We tend to assume that most birds and large mammals will not have a 
problem; for smaller animals we cannot say. The answer for plants seems 
to be that most species will not be able to move fast enough. The rates 
required will be much faster than at the end of the Ice Age, yet their rates 
then were probably at or near their maxima. 

A clear message from the records of the past is that whole communities 
did not move as a unit: sometimes species moved in the same direction 
but at different rates, sometimes they moved in different directions. This 
was true for both plants (Table 2.12) and animals (Fig. 2.6). In North 
America today the northern parts of the ranges of beech and white pine 
overlap substantially, yet before 12 000 years ago their ranges did not 
overlap at all (Fig. 2.8). The distribution maps of Huntley and Birks (1983) 
show similar examples for European species (e.g. beech and deciduous 
oaks) that grow together today over wide areas but which were formerly 
only found far apart. Animals did not necessarily keep in step with 
plants. The changes in British beetle species indicated in Fig. 2.9 were 
faster than plant changes at that time: about 10 000 BP a diverse suite of 
insects from more southerly regions moved into Britain when the only 
established trees were birches, and it is not clear how there were food 
chains to support them all (Coope 1987). If species behave in such an 
opportunistic and individualistic way in the future, it is not possible to 
predict what sort of species combinations and interactions will arise. 

Will wildspecies be 
abletomovefost 
enougbl 
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Fig. 2.9 Diagram summarizing changes in 
species composition of beetle fauna of Britain 
during the period 14-9.5 K BP. Species 
classified according to their present 
distribution: -mainly northwards from 
Britain, --- mainly southwards from Britain. 

From Ashworth (1997). 

,,,' 

14 13 12 11 10 (Species with wider distribution not shown.) 

Thousand years BP 

Climate change was disruptive to communities in the past, and will 
probably be disruptive in the future. 

It is not easy to decide how people can best help to minimize the effects 
of climate change and help species to survive. Should we try to maintain 
existing communities? What if this means trying to prevent the estab- 
lishment of invaders responding to climate change? Should we try to 
translocate whole communities? Or should we accept that individualis- 
tic species response to warming has happened in the past, and try to pro- 
mote that? But might we then be trying to set up new communities that 
are in fact not ecologically viable? Information that may help towards 
answering these questions comes in Chapters 10 and 11. Chapter 10 dis- 
cusses keystone species-examples where the presence of one species is 
essential for others to survive. Chapter 11 is about the recreation of com- 
munities within their former ranges, but some of the topics it considers 
are also relevant to helping communities to migrate. 

Conclusions 

Food production systems, past and present, have varied greatly in 
their energy production per hectare. Without modern high-input 
farming systems the present farmed area could not feed the world's 
present population. 
Most of the net CO, transfer to the atmosphere each year comes from 
burning fossil fuels. About half this net transfer ends up in sinks on 
land and in the oceans; half remains in the atmosphere, increasing 
CO, concentration. 
Carbon dioxide, methane and nitrous oxide are likely to increase in 
the atmosphere during the 2 1 st century, causing global warming, 
probably within the range I-3°C. 
In theory the CO, increase could be greatly retarded by using biomass 
fuel instead of fossil fuels, or by growing C-sink forests; but for 
practical reasons their contribution can only be small. 
Increased CO, concentration usually increases plant growth. 
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However, a 1-3" increase in temperature can be either harmful or 
beneficial to animals and plants. 

+ Probably many wild species will be unable to move their range fast 
enough to keep pace with a temperature rise of 2" in a century. 

Further reading 

Climate, energy balance: 
Robinson & Henderson-Sellers ( 1999) 

Photosynthesis, productivity: 
Larcher (1995) 

The carbon cycle and climate change: 
Houghton et al. (1996) 
Moore, Chaloner & Stott (1996) 
Houghton (1997) 

Climate and living things in the past: 
Moore, Chaloner & Stott (1996) 
Delcourt & Delcourt (1991) 

Renewable energy sources: 
Boyle (1996) 



Chapter 3: Water 

Questions 

Could cutting down tropical forest result in reduced rainfall? 
In the semi-arid Sahel region of Africa, has the vegetation cover 
decreased in recent decades? Has the rainfall decreased? If so, what 
are the causes? Are people to blame? 

areas, even where vegetation is abundant? 

used? HOW? 

water, as their only source of water? 

Are large herbivorous mammals limited by water supply in some 

Can crop plants produce more food for the same amount of water 

Can crop plants be developed which can use seawater, or other saline 

Background science 

s Relationships between water use and growth, for plants and 

s What features of vegetation affect (1) energy balance, and 

s How rain forms. 
rn Distribution of large herbivores in relation to drinking water. 
rn Limitations to irrigation farming. 
rn Ways that NaCl in soil can harm plants. Strategies of plants that 

animals. 

(2) transpiration and evaporation. 

minimize damage by NaC1. 

plants: C0,gain and 
water loss 

Green plants need to take up carbon dioxide in order to photosynthesize. 
The CO, has to enter plant cells through a wet surface, so any surface that 
is taking up CO, is also losing water. Because the concentration of water 
in plants is high but the concentration of CO, in the atmosphere is low, a 
plant loses many molecules of water for every molecule of CO, it gains: 
commonly plants operating the C3 or C4 photosynthetic system lose 
about 500-2000 mol of H,O per mole of CO, gained, though the ratio is 
generally lower for plants with crassulacean acid metabolism (CAM) 
(Stanhill 1986; Nobel 1991b). Most vascular plants have the ability to 
reduce transpiration greatly by closing their stomata if soil water supply 
becomes deficient; but this is at the expense of also stopping photosyn- 
thesis. 

48 
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Animals: 0, gain 
and water loss 

Land animals are substantially different in their water balance, 
because they take in oxygen instead of CO,. In air oxygen is about 600 
times more concentrated than CO,, so we might expect that instead of 
the unfavourable ratio (H,O lost/CO, gained) of 500-2000 suffered by 
plants, the H,O lost/O, gained by animals would be about 1-3. However, 
most animals lose water through their skins and in urine, as well as 
through their respiratory surfaces. This varies a lot between species: 
some insects and mammals lose scarcely any water by those two routes. 
Another important difference between animals and plants is that ani- 
mals create water from the organic matter of their food by respiration, in 
contrast to plants, which use water in photosynthesis. If the animal is 
respiring sugar the ratio of moles of water produced by metabolism to 
moles of oxygen used is 1 : 

C,H,,O, + 60, = 6H,O + 6C0, 

These features make it possible for some animals, notably many adult 
insects and some mammals, to survive without drinking liquid water 
(Schmidt-Nielsen 1997). Some mammals of arid habitats obtain all the 
water they need from metabolic water plus the liquid water in their food 
(Nagy, Bradley & Morris 1990; Nagy 1994). Some can even survive for 
much of the year on seeds, which contain little liquid water (Nagy &. 
Gruchacz 1994). However, many animals do require a drink at regular 
intervals. Information on how this affects their distribution in semi-arid 
rangeland, and hence their ability to make use of the available vegeta- 
tion, is given later in this chapter. 

The previous two paragraphs were a gross oversimplification of the 
water relations of living things, but they serve to emphasize an important 
difference between plants and animals. Animals which have efficient 
control of their water loss can continue active for long periods without 
taking in any liquid water, apart from what is in their food. Plants can 
survive long periods without water if they are in a dormant state, for 
example as seeds, but they can only photosythesize and grow when they 
are able freely to take in and transpire water. 

Photosynthesis and transpiration are both strongly affected by sto- 
matal aperture, and also by the amount of short-wave radiation falling on 
the leaf surface. This is the basic reason why photosynthesis and water 
loss tend to be closely correlated. Figure 3.1 shows that there is a clear 
relationship, worldwide, between the net primary productivity of natural 
vegetation and the precipitation (rainfall + snow water) at the site. It 
might seem surprising that over the great range of vegetation types such 
a relationship holds, but all land plants are constrained by this key fact 
that when CO, is gained water is lost. Figure 3.2 shows the growth of a 
single species-wheat-in relation to water supply. It uses the inelegant 
term 'evapotranspiration', which means evaporation plus transpiration, 
i.e. the total amount converted from liquid water to vapour. Evaporation 
can be rainwater caught on leaf surfaces and evaporated before it 

Plant growth and 
trans~iration m e  
correlated 
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Fig. 3.2 Relationship between grain yield of 
wheat and evaporation + transpiration at 
sites in South Australia. Each point is for one 
site in 1 year; many sites supplied data for 
several years (shown as several points]. The 
boundary line indicates the approximate 

I upper limit for grain yield at any particular 
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0 

Fig. 3.1 Net primary productivity 
(above-ground + below-ground) of plant 
communities in various parts of the 
world, in relation to precipitation at the 
site. From Whittaker (1975). 

reaches the ground, as well as evaporation of water from the soil. In this 
area of low rainfall there was little run-off into rivers, and evapotranspir- 
ation was approximately equal to rainfall during the growing season. 
About 110 mm was lost as evaporation from soil; the rest was transpired 
by the wheat plants. The amount of water available for uptake and 
transpiration evidently set an upper limit for growth and hence for grain 
yield. However, the yield was often lower than this upper limit, owing to 
other unfavourable factors such as nutrient deficiency, pests or weeds. 

If people alter vegetation, can that result in reduced rainfall? 

Case 1:  Amazonia 

Tropical rainforest is being cut down and some of the area converted to 
grassland or farmland. Chapter 7 (Forests) considers this: how much for- 
est is being lost, in which regions, and what is the ecological significance. 
Here I consider the question: If a large proportion of the present Amazon 
rainforest is converted to grassland or open savanna woodland, would 
that alter the rainfall? 
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At first sight the answer may seem to be obviously yes. Surely if forest 
is replaced by smaller plants there will be less transpiration, hence less 
moisture in the air and so less rain? The real situation is, however, more 
complex. We need to consider the following questions: 
1 Does forest actually put more water vapour per year into the atmos- 
phere than grassland does? We should bear in mind that the conversion of 
water from liquid to vapour requires energy; the energy must come from 
the sun; the amount of short-wave radiation falling on a hectare is the 
same whatever the vegetation. 
2 Can vegetation affect rainfall in other ways than via the water vapour 
content of the air? 
3 Does most of the rain falling on Amazonia come from local evapora- 
tion and transpiration? or does most of it come from the oceans? 

The first question can be answered by measurement and experiment. 
The amount of water vapour lost from a whole valley can be calcu- 
lated from the amount of rain falling (measured by rain-collecting 
gauges) and the amount of water lost in the outflowing river. Over a 
whole year: 

Evapotranspiration = rainfall -runoff 

This equation assumes the valley has an impermeable base (clay or rock) 
so that there is no loss by deep seepage. A forested and an unforested 
valley can be compared, but they could differ in other ways, e.g. exposure 
to wind. A better way is to first measure the water balance of two forested 
valleys, then to find out the effect of clear-felling one of them while keep- 
ing the other as a control. Such experiments have been carried out at sev- 
eral sites in the USA, also in Kenya. Part of the mixed deciduous forest at 
Hubbard Brook, New Hampshire, was clear-felled; the felled trees were 
left and herbicide was applied for 3 years to prevent any regrowth (see 
Chapter 4). During those 3 years the annual evapotranspiration was 
reduced by 58% (Bormann & Likens 1979). At other sites, where forest 
was replaced by vegetation of lower stature, evapotranspiration was usu- 
ally reduced by about 1040% (Penman 1963; Lewis 1968). So evapotran- 
spiration is affected by the vegetation but is not proportional to the 
biomass or leaf area of the plants. 

How is this difference in evapotranspiration possible, if the amount of 
energy received by both vegetation types is the same? Box 2.1 summar- 
izes the fate of the energy in the short-wave radiation that impinges on 
plants and soil. One common difference between forest and grassland is 
that grassland reflects more short-wave radiation (its albedo is greater). 
Therefore, it absorbs less radiant energy, so less is available to power 
evapotranspiration. A second difference is the canopy structure: forests 
tend to have their leaves more spaced out, allowing wind to blow through 
the canopy more freely; also the top of the canopy is more irregular (called 
greater aerodynamic roughness), which promotes wind turbulence 
above the canopy. These differences in structure tend to increase water 

Evapotranspiration: 
more from forest 
than grasslandJ 

What causes the 
differenceJ 
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loss from forest. There may also be lfferences in stomata1 closure, for 
example if grassland has shallower roots and exhausts the available soil 
water more quickly during rainless periods. Higher transpiration by for- 
est owing to canopy structure and stomata results in more energy (latent 
heat of evaporation) being used in transpiration. The canopy therefore 
becomes cooler, so less energy will be lost through long-wave radiation 
and heating the air. 

Thus conversion of the Amazonian forest to grassland probably would 
reduce the amount of water vapour going into the air, but would also 
affect the energy balance. Would this affect the amount of rain falling? It 
is clear that not all the water that falls on the Amazon basin comes from 
evapotranspiration there. The evidence is the existence of the Amazon 
River. About half the rain that falls on Amazonia flows out to sea; it fol- 
lows that, to maintain the water balance of the continent, about half the 
rain that falls must be water that evaporated from the oceans (Salati & 
Vose 1984). The Amazon Basin is bordered by rising ground to the north 
and south, and by the high Andes to the west. The prevailing winds are 
from the east, from the Atlantic Ocean, and carry moisture across Ama- 
zonia. If half the rain comes from the ocean, the other half comes from 
evapotranspiration within Amazonia. So this evapotranspiration could 
be important. But we have not yet directly tackled the question, would 
removing the forest alter the rainfall? Would it increase it or decrease it? 
By how much? 

The average length of time a water molecule spends in the atmosphere 
before it falls as rain is about 10 days; the average distance it travels dur- 
ing this time is about 1000 km (Berner &Berner 1996). So we need to con- 
sider these questions on a very large scale-hundreds of kilometres, or 
perhaps a whole continent. Do we have any experimental evidence on 
that scale? 

The nearest to a suitable experiment was on the land at the southeast 
corner of the Mediterranean Sea, the semi-arid to arid region of the Negev 
and adjacent Sinai (Otterman et al. 1990). Following the founding of 
the state of Israel in 1948, grazing was reduced on the Israeli side of the 
border. Irrigated farming started in the late 1950s and afforestation in the 
early 1960s. By 1972 the straight boundary between Israel and Egypt was 
clearly visible from outer space, darker on the Israeli side because of more 
vegetation (Otterman 1974). Comparing the annual rainfall for 1942-62 
vs. 1963-88, the mean rainfall was 16% higher after 1962. In percentage 
terms the increase was greatest in October, the start of the rainy season. 
This could have been caused by the increased vegetation cover (Otter- 
man et al. 1990), but this is not certain because there were no compar- 
able rainfall data from the Egyptian ‘control’ area. 

As we cannot carry out adequate experiments to investigate the effect 
of vegetation on rain, we have to work from a basic understanding of how 
rain is formed, and then construct mathematical models. 

For rain to fall, the water vapour must coalesce into drops large enough 

Does Amazonian 
rainwater all arise 
locally$ 

Changes in land use 
andrainfall in Israel 

How rain forms 
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to fall. Nuclei-minute solid particles (e.g. NaCl crystals or fine dust 
from soil)-can help this drop formation, but the key requirement is for 
the air to cool so that the amount of water vapour it can hold decreases. 
Over land the normal way that air cools is by rising upwards. If air blow- 
ing sideways meets mountains it will rise, but that is not going to happen 
in the low-lying Amazon Basin: there air rises because it is heated near 
the ground. It may seem curious that air has to be warmed before it can 
cool, but that is an important feature of climate. It means that the ability 
of forest or grassland to warm the air above it can have an effect on how 
much rain falls. Box 3.1 shows the ways in which conversion of forest to 
grassland, by altering the albedo and canopy structure, could influence 
rainfall. The arrows in the centre and left lead to ‘less rain’, but those on 
the right lead to ’more rain’. In other words, there are counteracting 
effects, and it is not obvious what the net effect on rainfall will be. What 
is needed is a model. 

The effect of deforesting Amazonia has been modelled by several 
groups of scientists, using general circulation models: in other words, the 

Deforesting 
Amazonia:models 
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models are primarily atmospheric physics, though with substantial 
attention to what happens in the soil-vegetation-atmosphere interface. 
One team has published several papers, in which their modelling de- 
veloped and hopefully became more realistic (Dickinson & Henderson- 
Sellers 1988; Henderson-Sellers et al. 1993; McGuffie et  al. 1995). They 
also extended from deforesting only the Amazon Basin in the first paper, 
to deforesting the Amazon plus southeast Asia in the second, and finally 
tropical Africa as well in the third. Here I summarize mainly the results 
for Amazonia. These models predict energy balance, wind, evapotranspir- 
ation and rainfall: not just means for the whole year, but values for 
each month and how they vary across South America. The Amazon 
Basinis assumed to be deforested instantly: all forest one day, the next day 
all grassland or open shrubland. Principal changes assumed to occur are: 
a decrease in: 
1 the percentage of ground covered by vegetation; 
2 leaf area index; 
3 vegetation tallness and structural complexity; 
4 depth of rooting. 
an increase in: 
1 albedo. 

Averaged over the whole year and the whole Amazon Basin, the pre- 
diction by McGuffie et al. (1995) is that deforestation would cause a 
decrease in both evapotranspiration and rainfall (Table 3.1(a)). The aver- 
age rainfall over the Amazon Basin at present is about 2000 mm year-', so 
the predicted change is substantial. Reduced rainfall is predicted for 
every month. The decrease in rainfall is greater than the decrease in 

Reduced rainfall 
predicted 

Table 3.1 Predicted effect of deforestation on the water balance of tropical 
areas. -means that deforestation causes a decrease, + that it causes an increase. 
Units mm year-' 

(a) Predicted effect on Amazon Basin of converting all tropical forest to savanna 
woodland or grassland. First column: predictions by model of McGuffie et al. (1995). 
Right-hand: their summary of range of previous predictions by other models. 

McG et al. Others 
Change in evapotranspiration -23 1 -164to-985 
Change in rainfall -437 -640 to +394 

(b) Averages for eight areas in the Amazon Basin each about 400 x 500 km, if only 
those areas deforested. Predictions by Sud et al. (1996). 

Change in evapotranspiration -420 
Change in rainfall -111 

(c) Averages for southeast Asia after tropical deforestation. Predictions of McGuffie 
et al. (1995). 

Change in evapotranspiration -128 
Change in rainfall -48 
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evapotranspiration. Rainfall decreases not only because there is less 
moisture in the atmosphere but also because the convective rise of air is 
less. There are changes in wind, and less moist air is brought in from the 
Atlantic. 

Table 3.1 shows that there is considerable disagreement between the 
models of Amazon deforestation. The models differed in their assump- 
tions about what characteristics of the vegetation changed with defor- 
estation, and by how much. These differences depended partly on 
whether the new vegetation was taken to be grassland, shrubland or 
woodland. The length of time the model was run after deforestation also 
varied. The models did all agree that evapotranspiration would decrease. 
Most predicted that rainfall would also decrease. However, a model by 
Polcher and Laval ( 1994) disagreed and predicted that deforestation 
would be followed by an increase in rainfall. One weakness of that model 
is that it assumed that canopy roughness would be unchanged: this is 
clearly unrealistic, and would have a substantial effect on rainfall. Also 
the Polcher and Laval model was run for only 1 year after deforestation, 
which may be too short for the climate change to approach equilibrium. 
Most other models predicted a decrease of rainfall within the range of 
about 300-600 mm, i.e. of the order of one-quarter, and most agreed that 
rainfall would decrease more than evapotranspiration. 

These predictions are for deforestation of the whole Amazon Basin, an 
extreme scenario. Sud, Yang and Walker (1996) modelled the effect of 
converting eight areas, each about 400 x 500 km, to savanna, leaving the 
remainder as forest. Table 3.l(b) summarizes the predicted effects on the 
water balance of the deforested areas. Ramfall and evapotranspiration were 
both predicted to decrease, but unlike most of the predictions for whole- 

But not all models 
agree 

Effects of 
deforestation 
elsewhere 

Amazon deforestation, rainfall decreased less than evapotranspiration: 
rainfall was influenced by still-forested areas nearby. In reality the areas of 
Amazon rainforest that have been cut down are each much smaller than 
400 x 500 km, and global circulation models are not at present capable of 
predicting whether their rainfall will be significantly altered. 

It should not be assumed that converting all tropical forest into grass- 
land or woodland will have the same effect everywhere as in South Amer- 
ica. Table 3.1 (c) shows predictions for southeast Asia. Although the 
reduction in evapotranspiration would be quite substantial, the effect on 
rainfall would be much less than most models predict for the Amazon. 
The basic reason for this is that in southeast Asia the land masses are 
much smaller, and so all rainforest is closer to ocean and the climate and 
moisture supply much more dominated by the oceans. So we can make 
no global generalization about the likely effect of deforestation on cli- 
mate: each area needs to be considered separately, in the light of its size, 
its closeness to an ocean and its prevailing winds. 

Although they do not fully agree with each other, the models of defor- 
estation of Amazonia do give us a perspective on the likely effects. Defor- 
estation of the Amazon Basin will not change it to desert, but the rainfall 
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could decrease enough to have an effect on the vegetation. In regions now 
forest but close to the edge of the savanna zone, deforestation might push 
down the rainfall enough to make it difficult or impossible for forest to 
returnlater. Destruction of the forest would then be effectively permanent: 
the boundary between forest and savanna would be permanently shifted. 

Case 2: Semi-arid North Africa, the Sahel 

Sahel region 

Substantial areas of the tropics and subtropics are semi-arid, meaning 
that although they are not so dry as to be full desert, yet water supply is 
seriously limiting to plant and animal life. The natural vegetation is 
mostly savanna, i.e. grassland, shrubland or open woodland. People liv- 
ing in these areas may be able to grow crops in the moister part of the 
year, or may depend on grazing animals. 

The word desertification has been used in relation to these areas. A 
United Nations conference on desertification was held in Nairobi, 
Kenya, in 1977, which helped to put the subject on the political agenda. 
So what does the word mean? It involves a decrease in vegetation and 
degradation of the soil, but there still seems to be some uncertainty about 
its precise meaning. One commentator on the 1977 conference said: 
‘Practically everyone knew intuitively that desertification was bad, irre- 
spective of what it referred to’ (quoted by Thomas & Middleton 1994). So 
I will avoid the term. 

The Sahel is a semi-arid region of Africa bordering the south side of the 
Sahara Desert. Figure 3.3 shows a map of the annual rainfall in West 
Africa (though the Sahara desert and the Sahel also extend further east). 
Starting at the southern coast of West Africa and going northwards, the 
rainfall decreases gradually until you reach full desert. So the Sahel does 
not have clear natural boundaries. Hulme (1992) defines it as the region 
receiving between 100 and 600mm year-’, but others 1e.g. the UNEP 
Atlas of Desertification) regard it as wider, with the southern boundary 
about the 1000 mm year-’ isohyet. 

Here we consider four questions about the Sahel region: 
1 Has the rainfall in this region decreased in recent decades? 
2 Has the vegetation changed in recent decades? 
3 If the vegetation has changed, could this be due solely to lower rainfall, 
or may land use by people also be involved? 
4 Could reduced rainfall be partly caused by a change in vegetation? 

Figure 3.4 shows how rainfall in the Sahel varied during the 20th cen- 
tury. The rainfall from the late 1960s onwards was on average lower than 
during any previous part of the 20th century. This was not worldwide: a 
world map (Houghton et al. 1996, Fig. 3.9) comparing the rainfall 
1975-94 with that in 1955-74 shows that tropical Africa north of the 
equator was the largest area of land where there was a decrease. Most sub- 
tropical and temperate areas had increased rainfall. 

Has the vegetation of North Africa changed during recent decades? 

Lowerrainfdufter 
1970 
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Pig. 3.3 Distribution of annual rainfall in West Africa. From Savenije (1995). 
Reprinted with permission from Elsevier Science. 

There have been numerous statements in the non-scientific literature 
about the Sahara desert expanding. Thomas and Middleton ( 1994) quoted 
politicians at different times giving the rate of southward expansion as 5, 
9 or 17 km year-’, and the UN Environment Programme estimating 
’27 million hectares lost a year to the desert or to zero economic product- 
ivity’. There are problems with measuring vegetation change in the Sahel: 
1 Like the rainfall, vegetation changes gradually as one moves south- 
wards across the region; it is difficult to define boundaries on the 
ground. 
2 Vegetation change in time is also likely to be gradual, when con- 
sidered over a large area. So, ground-based estimates of long-term vegeta- 
tion change are unlikely to be reliable. 

More reliable information on vegetation change can be made by 
remote sensing from satellites. Box 3.2 summarizes some of the types of 
information that can be obtained by remote sensing. The box explains 
briefly a ‘greenness index’, which is a measure of the amount of green 
plant cover. Figure 3.5 shows the greenness of the Sahel yearly from 1980 
to 1992, determined from satellite recordings in the region, with long- 
term mean annual rainfall of 200-400 mm. The graph shows a marked 
loss of vegetation from 1980 to 1984. This is equivalent to a southwards 
movement of the boundary of the desert by 250 km. But after 1984 there 
was a partial recovery, followed by no marked trend up to 1992. Compar- 
ing this graph with the rainfall in the corresponding years (Fig. 3.41, there 
is a close correspondence: rainfall also declined from 1980 to 1984, then 

IS the Sahara Desert 
expanding$ 
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Fig. 3.4 Annual rainfall, 1900-98, at sites in Sahel region of West Africa, expressed as 
percentage deviation from the mean for 1961-90. The bars show data for individual 
years, the curved line smoothes the data over 10 years. Figure provided by Dr Mike 
Hulme, University of East Anglia. 

Vegetation and 
rainfallchangedin 
parallel 

recovered to the relatively wet year of 1988, then fell back. So the satel- 
lite records over this fairly short period do not indicate a steady loss of 
vegetation, but rather change from year to year in parallel with rainfall. 
However, we should not assume that over the timescale of the whole 
20th century (or longer) vegetation change in the Sahel has been due 
solely to rainfall. There is no doubt that people and their land-use prac- 
tices can alter vegetation greatly. Chapter 6 gives information on how 
different grazing regimes can affect vegetation, though few of the ex- 
amples there are from semi-arid regions. Here I ask what may have been 
the cause of the prolonged drought in the Sahel from the late 1960s 
onwards. Possibilities are: 
1 It was a natural fluctuation in rainfall. 
2 It was caused by the increase in greenhouse gases described in 
Chapter 2. 
3 It was caused by changes in vegetation brought about partly by 
people. 

The most direct evidence relating to possibility (1) would be that 
equally severe droughts have occurred in the region before. There were 
no continuous rainfall records before the 1890s, but some indications can 
be obtained from written reports, for example of lake levels and of where 
crops were being grown (Nicholson 1989). These indicate a low rainfall 
during the first half of the 19th century and especially from about 
1820-40, but a period of higher rainfall from about 1870-95. Lake Chad, 
for example, had lower water levels from 1800 to 1860 than for the fol- 
lowing 100 years. There is also some evidence of earlier drought periods, 
e.g. about 1740-60. So, droughts lasting about two decades have probably 
happened before. 

Could the increase in CO, and other greenhouse gases be causing a 
decrease in rainfall? Chapter 2 had much to say about global warming, 

What caused the 
long drought! 

Natural climate 
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Box 3.2. Information from satellite remote sensing that can be useful to 
ecologists. 

Artificial satellites now in orbit provide images of the Earth’s surface, at 
various resolutions from about 10 m upwards. Most older satellites record 
reflected radiation in several wavebands; some newer ones record in up to 
200 very narrow wavebands. Comparison of the intensity of different 
wavebands can provide information of interest to ecologists. Some satel- 
lites use radar or laser beams, which can provide additional information. 

Well established methods are already in use for observing and 
measuring: 

clouds, wind, rain, water vapour, ozone; 
surface temperature of vegetation and exposed soil; 
ocean surface temperature, which can indicate regions of upwelling; 
fires, their frequency and area; 
distinguishing different types of vegetation, hence measuring areas of 

amount of chlorophyll, hence amount of phytoplankton in water or 
different types, and changes (e.g. deforestation); 

green leaf area on land. 

Methods are under development for measuring: 
atmospheric aerosols; 
water content of vegetation; 
transpiration rate; 
stem volume per hectarc in forests; 
concentration of constituents in plants, c.g. N, cellulose, lignin; 
area and abundance of individual species of arable crops and forest trees; 
net primary productivity; 
damage to crops by pests and diseases. 

An example of the use of two wavebands 
A ‘greenness index’ (normalized difference vegetation index, NDVI) is 
given by (IR - R)/(IR + R) where IR and R are the amounts of radiation meas- 
ured by the satellite in the near infrared and red wavebands, respectively. 
This method is based on the fact that chlorophyll reflects more near 
infrared (about 1 pm wave-length) than red. The difference between the 
amount reflected in these two wavebands is much greater for green leaves 
than it is for dead leaves, stems or soil, so this greenness index is related to 
the amount of chlorophyll or green leaf biomass per unit ground area. 

Further information: Campbell (1996); Drury [ 1998); Danson & Plummer 
(1995). 

but said that the effects of increased greenhouse gases on rainfall are still 
uncertain. As already mentioned, the drought from the 1970s onwards 
shown in Fig. 3.4 is a regional, not a worldwide phenomenon. Could 
increased greenhouse gases cause local or regional changes in rainfall, for 
example by changed ocean or wind currents? The short answer is that we 
do not know. Climate models have been used to predict future changes in 
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year from 1980 to 1992, measured by remote 

regional rainfall, and maps have been published, but the different models’ 
predictions do not agree with each other. Houghton et al. (1996, Fig. 6.9) 
summarized predictions by four models of the rainfall change between 
the 19th century and the mid-21st century in five regions of the world. 
For the Sahel two of the models predict little change and two predict 
increased rain. For the other four regions (central North America, central 
Europe, Australia, southeast Asia) the models cannot even agree whether 
the rainfall will increase or decrease, let alone by how much. So we must 
await better models based on a better understanding of what controls 
rainfall. 

Could decreased rain in the Sahel be caused by changed vegetation? 
This depends on how much the rain there is determined by local condi- 
tions. Earlier I gave an approximate rule that a water molecule travels 
about 1000 km in the atmosphere before it falls as rain. That was meant 
to be very approximate. Nevertheless, Savenije (1995), using more 
sophisticated methods, has estimated that in West Africa more than 
1000 km from the southern coast almost all the rain comes from local 
evapotranspiration, and scarcely any from far-away ocean or forest. So 
this would apply to much or all of the Sahel, depending on the definition 
of its southern boundary. 

Each year an atmospheric feature called the intertropical convergence 
zone (ITCZ) moves northwards across the Sahel and then southwards 
again. North of the ITCZ there is virtually no rain; south of it rain occurs; 
so the movement of the ITCZ determines the length of the rainy season 
at each point (Le Barb6 & Lebel 1997). If reduced rainfall in the Sahel is 
strongly influenced by conditions in the oceans or long-distance air 
movements, we should expect this to have its effect by a change in the 
movement of the ITCZ and a shortening of the rainy season. Le Barbe & 
Lebel(1997) made a detailed study of the pattern of rainfall in southwest 

Could the drought 
be caused by  
changed 



61 WATER 

Niger, comparing 1950-69 with 1970-89. There was no consistent 
change in the length of the rainy season. The decline in rainfall was pri- 
marily in the central months of the rainy season, July and August, and 
was due to fewer rainfall events (i.e. showers and storms), not to less rain 
per event. The drought is thus not linked to changed behaviour of the 
ITCZ, but is more likely to be related to changed local convection. This 
makes it worth looking further at how changed vegetation could influ- 
ence the rainfall. 

Dirmeyer and Shukla (1996) used a general circulation model to carry 
out a ‘desertification experiment’. The model predicted the effects of 
semi-desert becoming full desert and savanna becoming semi-desert, not 
just in North Africa but in all the dry lands of the world. This would 
result in a reduction in vegetation cover and an increase of bare ground, 
increased albedo, reduced tallness and structural complexity of the vege- 
tation, and reduced rooting depth. So, in spite of the very different vege- 
tation from the Amazon Basin, the changes would be broadly in the same 
direction as caused by deforestation there, and the mechanisms by which 
rain could be affected are basically those set out in Box 3.1. 

The change in vegetation was assumed to occur instantly across the 
world, and the model predicts daily energy and water balances after that. 
It predicts that after 2 years a new climate equilibrium would have been 
reached. Table 3.2 summarizes the water balance after that, for the areas 
of North Africa in which the vegetation had been altered; this means 
approximately the Sahara plus the Sahel regions. It predicts that evapo- 
transpiration and rainfall would decrease by about one-third. In view of 
the approximations in the model we cannot rely on this prediction to be 
exactly correct, but it does at least indicate that reducing the vegetation 
of North Africa could reduce its rainfall. 

However, the rainfall changes predicted by Dirmeyer and Shulcla were 
not the same in all the areas: North and South Africa were predicted to 
suffer large reductions in rainfall, Australia and central Asia small reduc- 
tions, and the semi-arid areas of North and South America little change. 
Table 3.2 shows the predictions for Asia: the semi-arid region here 
stretches from the Caspian Sea eastwards across to western and northern 
China. The reduction in evapotranspiration and rainfall caused by 
reduced vegetation would be much less than in North Africa, whether 
expressed in millimetres or as a percentage. One reason for this may be 
that the Asian region already contains more full desert and less semi- 
desert than North Africa, so the potential decrease in vegetation is less. 
But each area can be affected by its surroundings. The Asian region 
receives more of its rain from elsewhere than does North Africa (compare 
ET and rain figures in Table 3.2) .  Dirmeyer and Shukla suggested that in 
Africa the deserts of the north and south are reinforcing each other, 
whereas Asia (and Australia) have no correspondmg desert on the other 
side of the equator. The main message is that the effect of reduced vege- 
tation can be different in each semi-arid area of the world. 

Fewer rainfall 
events 

A modelpredicting 
effects of reduced 
vegetation 
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Table 3.2 Predicted effects on evapotranspiration (ET) and rainfall in desert and semi- 
arid regions of North Africa and central Asia if their vegetation is reduced 

North Africa Asia 

ET Rain ET Rain 

Present rate (mm year') 505 579 679 916 
Predicted reduction 

mm year' 178 198 52 50 
% 35 34 8 5 

Data from Dirmeyer & Shukla (1996). 

This section has been much dependent on models. Models are 
inevitably a simplification of reality, and the conclusions should be 
viewed in that light. The predictions for the effects of deforestation of 
Amazonia and reducing the vegetation of North Africa have in common 
that they indicate the possibility of a positive feedback: reducing the vege- 
tation could reduce the rainfall, which could further reduce the vegeta- 
tion. In the Sahel, as in Amazonia, reductions in the vegetation might be 
irreversible if rainfall decreases. We have no evidence that such irre- 
versible change has already happened, but this is a possibility to bear in 
mind for the future. 

Food production where water supplies are limited 

There are substantial areas of the world where temperature and incoming 
radiation are favourable for plants and animals but rainfall is inadequate. 
This section considers ways in which food is grown in these areas, and 
asks whether there are ways by which food production there can be 
increased in the future. 

In these areas farming may be either rainfed or irrigated. Rainfed 
means that the crop or pasture plants are dependent for water on the rain 
that falls on their field. Water may be supplied from wells or reservoirs for 
animals to drink, but not to water the plants they eat. In most semi-arid 
areas there is each year a dry season when little or no rain falls, as well as 
a rainy (or at any rate more rainy) season. There will thus be a part of the 
year when the soil contains available water, plants can open their sto- 
mata, transpire, photosynthesize and grow; but another season when 
available soil water is exhausted, the plants cannot photosynthesize and 
grow, but nevertheless have to survive. Successful growth of a crop will 
thus depend on (1) its having highly efficient water use during the grow- 
ing season, and (2) its being able to survive the dry season. 

Many crop plants are annuals, which can survive the dry season as 
seeds. Annual crop species have been selected and bred to adjust the time 
and the amount of water required by the plant between germination and 
seed maturation, so that the crop grows throughout the time that water 

Faiming:rainfedor 
irrigated 



63 WATER 

is available but completes seed swelling before the water supply runs out. 
Among perennials in savanna some woody species shed their leaves in 
the dry season, and the leaves of many grasses die. This affects the food 
supply for herbivorous mammals. 

Becoming dormant during dry weather is not an option open to grazing 
mammals: they continue to require food, and most require regular access 
to drinking water. How often they need to drink depends on their meta- 
bolic state, what sort of food they are eating and how hot and dry the 
weather is. For example, in temperate climates beef cattle may drink 
only every alternate day, whereas lactating cows may drink as often as 
eight times a day (Church 1988). Western (1975) s tu led  the distribution 
of herbivorous mammals in a 3000-km2 area of savanna, the Amboseli 
region in southern Kenya. Within this area, 600 km2 has natural supplies 
of drinking water all the year round, because of run-off from Mount Kili- 
rnanjaro; the remainder has drinking water only in the rainy season 
(October-April). Counts of large mammals, in relation to distance from 
the nearest watering point, were made from aircraft and from the ground. 
The species differed considerably in how far from water they were will- 
ing to go. Figure 3.6 shows results for three species in the dry months. 
Thomson’s gazelle was rarely more than 4 km from water, whereas 
Grant’s gazelle was about equally abundant up to 12 km from water, and 
in a later study was observed more than 30 km from water. Zebra was 
intermediate between these two in its distribution. 

During 1970-75 the distribution of individual cattle in a large paddock 
near Alice Springs, central Australia, was recorded from an airplane on 
many occasions. In this region rainfall averages 275 mm year-’, but 
occurs irregularly. The paddock was 170 km2 in area and contained five 
sources of water, from dams and boreholes, where the cattle could drink. 
Figure 3.7(a) shows the number of cattle per unit ground area, during 
2 years of about average rainfall. Beyond the immediate environs of the 
water point the density of cattle decreased with distance. This suggests 
that grazing of the vegetation will be uneven: there may be overgrazing 
near the water but underuse far from it. There is also the danger of soil 
erosion by the cattle’s hooves close to the water point. Figure 3.7jb) pro- 
vides evidence that there was indeed uneven use of the vegetation in this 
paddock. Vegetation cover was estimated by the difference between 
reflection of green and red, recorded by a satellite (similar, though not 
identical to the greenness index in Box 3.2). The upper line was from meas- 
urements made soon after very heavy rain. It shows vegetation cover 
increasing with distance from the water points. The lower line shows 
that after about a year with low rainfall the vegetation cover had 
decreased, especially near to the water points. Evidently widely spaced 
supplies of drinking water present a limitation to efficient use of grazing 
land. 

Herbivores also need a regular supply of food, and this can be a problem 
if the climate has an annual rainy/dry cycle. In northern Queensland, 

Drinking water for 
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Fig. 3.6 Abundance of three mammal 
herbivores in Amboseli savanna region, 
Kenya, in relation to distance from the 
nearest drinking water. 0 Zebra (picture), 
0 Thomson’s gazelle, 0 Grant’s gazelle 0 

0 4 8 12 16 (picture). Note different scale for zebra 
Distance from drinking water (km) points. Data of Western (1975). 

cattle feeding on native plants gain weight during the rainy season but 
lose it during the dry season, when leaves of the native grasses die back 
(McCown &Williams 1990). This is not because of lack of forage, since 
there is dead foliage available: rather, it is because the old, dead grass 
leaves have a high-fibre low-protein content, and hence low digestibility. 
Feeding non-protein nitrogen supplements to the cattle in the dry season 
results in their eating more of the dead grass and reduces cattle mortality; 
however, it does not have much effect on the weight loss, perhaps 
because of the low digestibility of the dead grass. Another approach is to 
grow a legume, stylo (Stylosanthes spp.), as forage. The leaves die in the 
dry season but retain more nutritional quality than the dead leaves of 
native grasses, and cattle will eat them. For wild grazers in East African 
savanna also, during the dry season the shortage of digestible forage can 
lead to their energy intake being less than their maintenance require- 
ment (Hodgson & Illius 1996, especially Fig. 9.3). 

Efficiency of water use by plants 

In semi-arid regions a key aim in crop growth is to maximize the effi- 
ciency of water use by the crop during the growing season. Efficiency of 
water use means: 

amount of growth + amount of water used. 

Growth can mean dry weight increase of either the whole plant or of its 
useful parts only (e.g. seeds). Amount of water used can mean (1) amount 
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Fig. 3.7 Distribution of cattle and vegetation in a large paddock in central Australia, 
in relation to distance from nearest source of drinking water. (a) Number of cattle 
per unit ground area (arbitrary scale), during 1972 and 1973. (b) Vegetation cover, 
estimated by reflected radiation recorded by satellite: 0 Early 1983, soon after heavy 
rain; 0 about 1 year later, during which little rain fell. Data from Pickup & Chewings 
(1988), Pickup (1994). 

of water transpired or (2) amount transpired + evaporated, or ( 3 )  amount 
of rain, which equals transpiration + evaporation + run-off. It was 
explained earlier in this chapter that for any individual plant water loss 
and CO, uptake tend to be closely correlated. The ratios quoted earlier of 
moles water transpired:moles CO, taken in correspond to efficiency of 
water use of about 1-4 kg dry weight increase per tonne water transpired. 
This is whole plant growth per water transpired, whereas a farmer is 
more likely to be interested in the production of useful parts per amount 
of rainfall. In Fig. 3.2 the encircled point near the middle can be taken as 
an example. This gives an efficiency of water use of 0.8 kg grain yield per 
tonne of rain. (Because there was very little run-off at this site, rainfall 
and evapotranspiration were approximately equal.) The sloping bound- 
ary line in the figure gives the maximum efficiency expressed as grain 
yield/transpiration, after allowing for 110 mm lost by evaporation; this 
gives 2 kg grain per tonne of water. 

This suggests several ways that the efficiency of water use, if expressed 
as (amount of useful product/amount of rain) might be increased: 
1 Increase the proportion of rain that is taken up by the plant and tran- 
spired, and reduce the proportion ‘wasted‘ by evaporation or run-off. 
Ways of reducing evaporation from the soil include arranging for the crop 

How eficiency of 
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to germinate as soon as there is adequate soil moisture, and having a crop 
variety which expands its leaf canopy quickly. 
2 Avoid crop yield being reduced by limitations other than water. Most 
of the points in Fig. 3.2 lie below the upper boundary line because of limi- 
tations such as nutrient deficiency, pests and weeds. Evidently these 
reduced grain production more than they reduced water use (French & 
Schultz 1984). 
3 Crop breeding may increase the proportion of total dry weight growth 
of the plant that ends up in useful parts. 

The importance of some crop characteristics is illustrated by an experi- 
ment that compared 10 varieties of wheat first released for use at various 
times between 1860 and 1986. They were all grown in 1987 in the wheat 
belt of Western Australia, where water supply is limiting for grain pro- 
duction. Figure 3.8 shows that in the more modern varieties water use 
during the season was slightly lower. This was primarily due to the leaf 
canopy expanding more rapidly, and hence lower evaporation from the 
soil early in the season; whole-season transpiration did not differ much 
between varieties. Total above-ground plant growth over the season dif- 
fered little between varieties, but the grain yield increased substantially 
in more recent varieties [see Fig. 3.8). If water use efficiency is calculated 
by grain yield/evapotranspiration it increased nearly twofold between 
the older and the more recent varieties, but this was mostly due to the 
increased harvest index (the proportion of growth going into grain). It was 
due much less to any increased efficiency of water use, in the sense of 
whole plant growth per gram water taken up. 

So far we have considered crop plants with the C3 or C4 photosyn- 
thetic mechanism, whose efficiency of water use [calculated as plant dry 
weight increase/evapotranspiration) is usually below 4 kg tonne-'. How- 
ever, plants with the crassulacean acid metabolism (CAM) type of photo- 
synthesis are able to take in CO, at night, when transpiration is slow, and 
can keep their stomata closed by day. They can therefore have a substan- 
tially higher efficiency of water use than plants with C3 or C4 photosyn- 
thesis, often in the range 6-15 kg tonne-' (Larcher 1995). Although there 
are thousands of species with CAM photosynthesis, only a few at present 
have useful products. Examples are pineapple, agaves for fibre, and a few 
species used for animal forage. CAM photosynthesis is biochemically 
less efficient than C3 and C4 [Nobel 1991b), andgrowth rates may be fur- 
ther reduced by the leaves often being thick and succulent. However, 
Nobel (1991b) gives figures for above-ground dry weight production by 
CAMplants in favourable conditions of 18-47 tonnes ha-' year1, which 
are within striking distance of the highest productivities reported for C3 
and C4 crop plants, up to 70 tonnes ha-' year'. So, attempts to breed 
more CAM species with useful products might be worthwhile. 

One way to increase efficiency of water use is to increase the concen- 
tration of CO, around the leaves of the plant. This causes the stomata to 
partially close, so that transpiration is reduced. But in spite of the reduced 
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stomatal aperture, the rate of photosynthesis usually increases (see 
Tables 2.7, 2.9). Table 3.3 shows the effect of doubled ambient CO, on 
some crop species. They were grown in pots of soil in temperature- 
controlled glasshouses. The soil was fully watered at the start but no 
more water was added after that, so the plants grew on the stored water. 
The first three species were grown at higher temperatures than the oth- 
ers, as they normally occur in warmer climates. Doubled CO, increased 
the growth of all the species, but had a variable effect on their transpir- 
ation per unit leaf area. Water use efficiency increased for all species. 

Results from such pot experiments may not apply exactly to whole 
fields of a crop outdoors. Effects of reduced stomatal aperture on transpir- 
ation can be partly offset by higher leaf temperature and drier air near 
the leaf, both caused by reduced transpiration (Eamus 1991). These may 
be different in the field. Nevertheless, the expected increase in CO, 

grown in the same experimental area in the 

Table 3.3 Effect of doubled atmospheric CO, concentration on growth and transpir- 
ation of crop plants. Results expressed as ratio of (value in doubled CO,)/(value in 
present-day normal CO,) 

~~ 

Whole-plant Transpiration Water use efficiency 
Crop dry weight per unit leaf area (wt gain/transpiration)* 

Maize 1.36 
Rice 1.52 
Cotton 1.19 
Wheat 1.83 
Broad bean 1.61 
Oilseed rape 1.48 

0.67 

0.85 
0.61 
0.82 

(1.0)t 

(1.0)t 

1.60 
1.53 
1.40 
1.87 
1.59 
1.50 

* These figures were not obtained by simply dividing column (1) by column (2). They 
used transpiration per plant, which was in some species affected by increased leaf 
area in the high-CO, treatment. 
t No significant effect of increased CO,. Data from Morison & Gifford (1984). 
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concentration of the world's atmosphere may well result in substantial 
increases in crop production in regions where water is the primary limi- 
tation, without requiring increased irrigation. This is not to claim that 
the CO, increase will be beneficial in all respects; its effects were dis- 
cussed at length in Chapter 2. 

Dry weight increase is not the only sort of growth. Cell expansion, by 
water intake to the cell, controls stem and leaf extension, which in turn 
influences light capture; root extension influences soil exploitation for 
water and nutrients. However, in the longer term cell expansion requires 
metabolic energy to maintain osmotic concentrations, either by uptake 
of ions or by synthesis of organic solutes; so photosynthesis is essential 
for growth. Osmotic adjustment in the plant's tissues can make an 
important contribution to its continued ability to grow when water 
supply is deficient, e.g. in wheat (Morgan 1983). 

The successes of genetic engineering could lead us to ask, can we find 
genes for drought tolerance? There are proteins which are synthesized in 
response to water deficits: these are known as LEAS-late embryogen- 
esis abundant proteins-because they were first discovered at late stages 
of seed maturation and drying. However, they have also been found in the 
vegetative parts of plants after water stress. Transfer of a gene for an LEA 
into rice was found to increase its drought tolerance (Xu et al. 1996), but 
some other LEAs have not increased drought tolerance (Bray 1993; 
Turner 1997). LEAs may act in several different ways: some may be mole- 
cular chaperones (see p. 34) or protease inhibitors, which could reduce 
the damaging effects of water deficit on other proteins. The genetic 
engineering approach to increasing drought tolerance deserves further 
research. However, drought tolerance involves many characteristics of 
the plant, and therefore many genes. So, the genetic manipulation of 
plants to increase drought tolerance is bound to be complex. 

Genes for drought 
tolerance! 

Irrigation 

The alternative to depending on local rainfall is to irrigate. This is not a 
new idea: some early farming communities depended on complex irriga- 
tion systems to produce their food. Examples include ancient civiliza- 
tions on the Tigris and Euphrates rivers [present-day Iraq), the Indus 
valley (present Pakistan), the irrigated rice region of southern China, and 
parts of Mexico and nearby Central America. The dependence today of 
agriculture on irrigation varies greatly from country to country: the per- 
centage of farmland irrigated ranges from 100% in Egypt to less than 1 Yo 
in Belgium (World Resources 1998/9). 

Many dry areas draw their irrigation waters from rivers which are 
fed by rain far away in another country. In modern times, when large 
dams can be built, there can be serious disagreements about how much 
water each country takes from a river system. For example, Iraq is much 
dependent on the Tigris and Euphrates for irrigation water, but about 

Sourcesofwaterfor 
irrigation 
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two-thirds of their flow is from rain that falls in Turkey. The Euphrates 
also flows through Syria. Each of the three countries has built dams and 
irrigation networks, and has plans for more, but there is no unified plan 
for use of the water in this catchment (Hillel 1994). 

The other main source of water for irrigation is aquifers, underground 
reservoirs in porous rocks. This water may have accumulated over cen- 
turies or even thousands of years. There is water under the Sinai Desert 
which has been there 20 000-30 000 years, according to radiocarbon dat- 
ing: so it accumulated when the climate was much different from today 
(Issar 1985). The danger is that this ‘fossil water’ may be used faster than 
it is arriving, so the aquifer is depleted and eventually exhausted. The 
great Ogallala aquifer, which stretches from South Dakota to Texas, has 
been depleted in its southern part, and as a result the irrigated area has 
had to be reduced (Gleick 1993). 

Worldwide, the total irrigated area increased fairly steadily between 
1961 and 1994, from 139 to 249 million ha (Brown et al. 1997). Falkenmark 
(1997) made predictions of whether water supplies will be adequate for 
irrigation in 2025 in each major area of the world, taking into account 
expected increases in human population and assuming that each area 
aims to be self-supporting in food production. His predictions particu- 
larly identify the Middle East and the Indian subcontinent as regions 
which by 2025 will not have adequate water supply for irrigation. 

This section concentrates on the question of whether crop plants can 
be grown with a saline water supply. This is important for two reasons. 
First, there are large areas where fresh water is in short supply but where 
the sea is close by. Examples are Pakistan, Arabia, North Africa, Western 
Australia, and some western regions of North and South America. Crop 
production there could be substantial if the crops could be irrigated with 
seawater. Although seawater can be desalinated this uses a lot of energy, 
so it is better if we can use it pure or partly diluted. 

The second reason is that when crops are irrigated with fresh water the 
concentration of salts can, over many years, build up in the soil, to the 
point where crop production is reduced or even prevented altogether 
(White 1997, Chapter 13). This is because even fresh water contains some 
dissolved salts, and if these are not all taken up by the crop or flushed 
away they will accumulate. This is not a new problem: salinity has been 
suggested as the main cause of the demise of some past civilizations. An 
example is the great Sumerian civilization, which flourished in the 
southern part of present Iraq in the third millennium BC, and especially 
from about 2400-1700 BC. They had a great city, Ur, which had temples, 
palaces and schools. They had writing, art, a complex social organization 
and an army. All this required efficient food production, which in that 
low-rainfall area was dependent on irrigation from the River Euphrates. 
We know from their written records that during the period 2400-1 700 BC 

their cereal yields declined, and that salt appeared on fields which had 
previously been salt free. The Babylonian civilization that followed was 
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Box 3.3. Some properties of typical seawater. 

The concentration of dissolved solutes is typically about 35 g I-', often 
expressed as 35 parts per thousand, 3 5 L .  

The most abundant solutes 
g 1-1 moll-' 

c1- 19.5 0.55 
Na+ 10.8 0.47 

Mg2+ 1.29 0.053 
ca2+ 0.41 0.010 
K+ 0.38 0.010 

Osmotic potential -2.3 MPa 

Source of data: Gleick (1993). 

S0,z- 2.7 0.028 

in new lands further north. We cannot say definitely that salination on its 
own ended the Sumerian civilization, but it may have played an import- 
ant part (Jacobsen & Adams 1958). 

Growing crops in saline water 

Salt-tolerant 
varieties 

Box 3.3 summarizes some properties of seawater. Although Na' and C1- 
are the most abundant ions, other elements are also present, in lower 
concentrations, for example inorganic N and P. 

Some plants can grow rapidly with their roots in saline soil: these are 
called halophytes. For, example, some species grow well in salt marshes; 
some native plants in salt marshes have net primary productivities as 
high as farmers obtain from their crops on fertile soils inland, using mod- 
em farming methods (Long & Mason 1983). This suggests that it may be 
possible to develop crop plants that grow well on saline soil. One 
approach has been to test many varieties of a crop species for ability to 
grow in saline water. This has had some success in identifying more salt- 
tolerant varieties in a few species (see Fig. 3.9, Table 3.6), but in general 
there has been little increase in salt tolerance produced by such screening 
(Noble & Rogers 1992). It appears that among existing varieties of many 
species the range of salt tolerance is small. 

Another possibility is to cross-breed crop species with wild plants that 
grow in saline areas. King et al. (1997) crossed several wheat varieties 
with a grass, Thinopyrum bessarabicum, which grows on the coast of 
Crimea. By chromosome doubling fertile hybrids were produced. Table 3.4 
shows results for one of the hybrids, which had some salt tolerance. The 
hybrids had various characters from the grass parent, and would not them- 
selves be suitable as a crop, but they might be a starting point for further 
breeding. A better approach may be to insert individual genes for salt 
tolerance into crop plants. The experiment by Xu et a f .  (1996) described 

. . . or hybrids 
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Table 3.4 Survival and seed production by wheat variety Chinese Spring and by 
the fertile hybrid produced by crossing it with the salt marsh grass Thinopyrum 
bessarabicum. The rooting solution contained NaCl at 0.2 moll-' [about half the 
concentration in seawater), or none. 

Survival Grains 
NaCl ("/.I per plant 

- Wheat 94 121 
Wheat + 0 - 
Wheat x T. bessarabicum + 39 23 

Data from King et al. ( 1997). 

earlier, in which a gene for production of an LEA protein was inserted into 
rice, resulted in increased survival and growth under saline conditions. 

The basic problem, as with drought tolerance, is that tolerance of salin- 
ity is unlikely to be controlled by a single gene, but rather depends on a 
whole suite of interacting characters. Therefore, a better way forward 
may be to try to understand the basis of salt tolerance in plants, so that 
key characteristics can be identified. Plants growing with their upper 
parts in air and their roots in saline soil have two sorts of problem: 
1 related to the osmotic effect of the salt and resultant water deficits; 
2 toxic effects of Na and C1. 

Box 3.4 summarizes harmful effects that can occur. 
Plants have the ability to control the entry of Na+, C1- and other ions 

into their roots, and therefore to alter how salinity affects them. Table 3.5 
summarizes results from an experiment with oranges in which the 
effects of genetic differences in the roots can be seen: the shoots were all 
of the same variety, but the rootstocks on to which they were grafted 
were of two alternative varieties. Troyer roots took up more C1 than 
Cleopatra roots, resulting in higher concentrations in roots and leaves. 
However, with Na the main difference was in how much was sequestered 
in the root tissue: Troyer retained more Na and passed on less to the 
leaves than did Cleopatra. 

The exclusion of NaCl is one way in which plants increase their 

The busis o f s d t  
t o l e r m c e h d m t s  

Control of Nu' and 
Cl- entry 

Table 3.5 Concentration of Na' and C1- (mmol g' dry wt)  in roots and leaves of 
young orange trees. All shoots were of the same variety but grafted on to two 
alternative rootstocks. Grown in sand culture with full nutrient solution 
including NaCl at 45 mmol l-' 

Na' c1- 

Rootstock roots leaves roots leaves 

Troyer 0.34 0.53 0.51 0.76 
Cleopatra 0.10 0.66 0.25 0.52 

Data from Banuls et al. (1991 J. 
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sig means there is a significant difference within the column 
( P  < 0.05). Data from Noble et al. (1984). 
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Fig. 3.9 Survival of 26 varieties of maize 
after the roots had been subjected to NaCl 
solution for 30 days, in relation to the Na 
concentration in the third leaf (measured 
after 15 days). From Hajibagheri, Harvey & 
Flowers (1987). 

tolerance of NaCl in the rooting medium. Figure 3.9 shows results from 
an experiment in which NaCl was added to the solution around the roots 
of 26 maize varieties: 30 days later the percentage of plants still alive var- 
ied greatly between varieties. This survival showed a strong tendency to 
be higher the lower the concentration of Na that had built up in the 
leaves. These plants merely survived; but NaCl uptake can also affect 
growth. Table 3.6 shows results from an experiment in which lucerne 
plants were graded for salt tolerance by the amount of necrosis in the 
leaves when grown with saline solution around the roots. There was 
little difference between the three groups in concentration of Na or C1 in 
the roots, but a substantial difference in the shoots, with salt-sensitive 
plants containing the highest concentrations. Tolerant plants grew the 
fastest in high-NaC1 solution and sensitive the slowest. It seems likely 

Distribution ofNa+ 
and Cl-wjtMn the 
plant 

Table 3.6 Growth and NaCl concentration of lucerne plants when there was 
0.25 ma1 1-1 NaCl in the rooting medium. The strains had been grouped into three 
salt-tolerance classes. Dry weight (shoot + root) and NaCl concentration measured 
at age 75 days 

Concentration in tissue (% dry wt) 

Na' c1- 
Dry wt 

Group (9) roots shoots roots shoots 

Tolerant 1.24 2.61 3.13 2.81 3.88 
Moderate 0.99 2.84 4.21 2.99 5.97 
Sensitive 0.59 2.96 5.01 2.91 6.74 
Statsig' sig notsig sig not sig sig 

* sig means there is a significant difference within the column 
( P  .Z 0.05). Data from Noble et al. (1984). 
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Table 3.7 Chloride concentrations (mmol g-' dry weight) in parts of white clover 
plants. The plants had previously been selected for high or low average C1- 
concentration in the whole shoot. Plants grown with 40 mmol 1-' NaCl 

Expanding leaves 0.17 0.17 
Fully expanded leaves 0.69 0.37 
Petioles 0.63 0.43 

Data of Rogers et al. (1997). 

that this was related to the difference in Na and C1 concentrations in 
their shoots. So, in this species the amount of these ions passed on from 
the roots to the shoots may be important in determining how much 
growth the plants can make if the medium is saline. 

The distribution of Na and C1 within the shoot may also be important. 
Rogers et al. (1997) grew white clover plants of a single variety in nutri- 
ent solution with added NaC1, and then measured the C1 concentration 
in the whole, macerated shoot. There were differences between the indi- 
viduals in C1 concentration, and on the basis of this they were grouped 
into high-Cl accumulator and low-C1 accumulator plants. Table 3.7 
shows that the difference in C1 concentration was greatest in the fully 
expanded leaves, less in the petioles, with no difference in the young, 
still-expanding leaves. One might argue that differences in C1 would be 
most important in the young leaves, where growth is rapid. However, the 
expanded leaves provide the major photosynthetic area of the plant, so C1 
toxicity there could be important. This experiment also showed that a 
single round of selection within a single variety can separate out sub- 
stantial differences in ion transport ability. 

To reach the shoot, Na' and C1- must enter the xylem. Some of the ions 
probably reach the xylem through 'leaks', i.e. pathways which do not 
involve crossing a membrane. Such pathways occur where young lateral 
roots pass out through the endodermis and cortex. But probably other 
Na' and C1- ions pass through membranes during their passage across the 
root. So, selectivity of the membranes would be important. It would also 
be important when ions are reabsorbed from the xylem by living root 
cells: this is thought to be a way in which some varieties retain more Na 
and C1 in root tissue and pass less to the shoots (Ye0 et al. 1977). If any 
treatment can increase the ability of roots to reduce the Na and C1 reach- 
ing the xylem, this could be beneficial to the plant. Calcium ions are 
known to enhance the selective abilities of membranes, and adding a low 
concentration of calcium salt to NaCl around roots can reduce the 
amount of Na' reaching the xylem (Gorham et al. 1985). Figure 3.10 
shows how adding a Ca salt can reduce the harmful effect of NaC1. Melon 
was grown in a wide range of NaCl and CaC1, concentrations. The high- 

Ca can reduce harm 
by Na 
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Pig. 3.10 Root extension during 3 days by 
melon, with roots in different concentrations 
of NaCl and CaCl,. CaC1, (mmol 1-I): 0 0.05, 

From Yermiyahu et al .  [ 1997). Reproduced 
with kind permission from Kluwer Academic 
Publishers. Na+ concentration (mmol l-1) 

0 0.10, o 0.25, 0.50, + 1.0, A 5.0, 10.0. 

est Ca concentration is similar to that in seawater, the highest Na about 
half that in seawater (see Box3.3). When no NaCl was in the root medium 
any CaC1, concentration within the range tried was about equally 
favourable for root extension, but when NaCl was in the range 20-150 
mmol 1-l, CaC1, had a substantial beneficial effect. The top lines (CaCl, 
5 or 10 mmol l-l) represent a purely osmotic effect, as the non-penetrating 
solute mannitol produced a closely similar result. But when CaC1, was 
1 mmol 1-' or less, the NaCl was evidently having an additional harmful 
effect. One message is that experiments that treat the plant with pure 
NaCl solution, without other salts, may be showing more harmful 
effects than would real seawater, which contains some Ca2' and other 
ions (see Box 3.3). Also, some saline irrigation water may have an 
unfavourable Na/Ca ratio, which could be improved by mixing with 
more Ca-rich water or adding lime. 

So far we have considered partial exclusion of Na' and C1- as a strategy 
for the plant. Its limitation (Box 3.4) is that it may leave the plant with a 
water deficit, which will reduce growth in various ways. Are there any 
strategies adopted by plants that allow more Na' and C1- to be taken up 
but minimize their toxic effects within the tissues? Many species native 
to salt-marshes take up substantial amounts of Na' and C1- yet grow fast. 
Maybe we can learn from them. 

Table 3.8 Concentrations of solutes (mmol1k1) in leaf tissue of Suaeda maritirna 
grown with NaCl around the roots 

Solute Cytoplasm Vacuole 

Glycinebetaine 830 0 
Na' 109 565 
K' 16 24 
c1- 21 388 
Sum 976 977 

From Harvey et al. (198 1). 
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Puttingmuch NaCl 
into vacuoles.. . 

. . . and a non-toxic 
osmoticum in the 
cytoplasm 

Using native 
salt-toleran t species 
as crops 

In crop plants that take up Na' and C1-, their continued transport to 
leaves may result in the concentration building up as the leaves get older. 
Table 3.7 illustrates this. Many salt-marsh species are succulent: it has 
been suggested that this is a dilution strategy (Flowers & Yeo 1986): as 
salts are drawn into the leaf in the xylem flow some of the water is also 
retained there and &lutes the salt to some extent. However, it is doubt- 
ful whether converting our common crop plants to succulent varieties is 
a realistic way forward. 

A more relevant strategy concerns the location of the excess salt 
within each cell. Some salt-marsh plants have high concentrations of 
NaCl in their vacuoles but much lower concentrations in the cytoplasm. 
Thus most enzymes are separated from the higher, and potentially dam- 
aging, concentrations of Na' and C1-. However, the plant needs to main- 
tain an equal osmotic potential in the cytoplasm and the vacuole. This is 
done by increasing the concentration in the cytoplasm of a low-molecular 
weight, soluble non-toxic organic compound. Because osmotic effect is 
generated by each dissolved molecule, the lower the molecular weight 
the more osmotic potential can be generated per gram of organic com- 
pound. In response to drying soil the solute most commonly produced in 
large amounts in plants is the amino acid proline; but in response to 
salinity plants most often increase glycinebetaine, (CH,),-N-CHI-COO-. 
Salinity causes this to increase not only in halophytic species but in some 
common crop plants, including wheat, barley, oats and maize (Paleg & 
Aspinall 1981, pp. 171-204). The location of Na' and C1- mainly in the 
vacuole and glycinebetaine mainly in the cytoplasm has been demon- 
strated on very thin sections of leaves of the halophyte Suaeda rnaritima 
(Harvey et al. 1981; Hall et al. 1978); concentrations of ions can be shown 
by X-ray scans, glycinebetaine by staining with iodoplatinate. Table 3.8 
shows how the high concentration of glycinebetaine in the cytoplasm 
allows the osmotic potential to be the same as in the vacuole, yet the 
concentration of Na' and C1- much less. Synthesis of glycinebetaine has 
a cost in energy and carbon, which may slow down growth, but it is kept 
to a minimum by (1) using a low-molecular weight compound to gener- 
ate the osmotic potential, and (2) using glycinebetaine only in the cyto- 
plasm, not in the much larger volume of the vacuole. 

An alternative approach, instead of trying to make our existing crop 
species more salt tolerant, would be to use native species from high-salt 
habitats such as salt marshes. O'Leary, Glenn and Watson ( 1985) experi- 
mented with growing halophytes in nearly pure sand in a desert area of 
northern Mexico, irrigated with seawater to which some nutrients were 
added. They obtained rapid growth: some species gave productivities of 
12 tonnes ha-' year' or more. A problem was the high salt concentration 
in the tissues. For example, one species, Salicornia europaea, had an ash 
content (a measure of salts) of 41% of dry weight; in non-halophytes 
grown on non-saline soil the ash content is usually less than 5%. If 
the salt content is high, animals are likely to refuse to eat the plant. 
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However, these plants could be useful as seed crops. The ash content of 
seeds of Salicornia europaea was only 7.5%, and they contained 28% oil. 
This compares respectably with 36% oil in sunflower seeds, which are 
often grown as a source of oil for human food. 

Conclusions 

+ The abundance, structure and colour of vegetation can affect the 
water vapour content and the temperature of the air above it, both of 
which can affect rainfall. So the influence of vegetation on rainfall is 
complex. 

+ Changes in vegetation are likely to affect rainfall over scales of 
hundreds or thousands of kilometres, so they have not been 
investigated experimentally. 

+ Models predict that converting the forest of the whole Amazon 
Basin to open woodland or grassland would reduce the rainfall 
substantially. 

+ In the Sahel area of Africa rainfall has been lower since 1970 than it 
was earlier in that century. Climate measurements and modelling 
indicate that vegetation change brought about by people could be one 
cause of this, though not necessarily the only one. 

+ In semi-arid areas the local abundance of wild and domestic 
mammals is related to distance from drinking water. 

+ Future increase in atmospheric CO, is likely to increase plant growth 
per unit amount of water used. 

+ There are some other possibilities for increasing food production by 
crop plants per amount of water used, but they are limited by the close 
correlation between the rates of photosynthesis and transpiration. 

+ Ability to survive and grow under saline conditions can be influenced 
by various plant characters, including: 
(a) control of uptake of Na+ and C1-into the root; 
(b) distribution of Na' and C1-among different parts of the plant; 
(c) distribution of Na+ and C1- between cytoplasm and vacuole; 
(d) ability to synthesize large amounts of low-molecular weight 
soluble osmoticum. 

+ It is probable that crop plants can be made more salt tolerant, thereby 
allowing irrigation with saline water; but it is unlikely that a single 
gene will provide all the tolerance we need in any species. 

Further reading 

Sharing water between countries: 
Hillel ( 1994 J 
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Climate, rain formation: 
Lamb (1995) 
Berner & Berner ( 1996) 
Robinson & Henderson-Sellers (1999) 

Desertification: 
Williams & Balling (1996) 

Water balance of animals: 
Schmidt-Nielsen (1997) 

Water balance of plants: 
Larcher (1995) 
Taiz a Zeiger ( 1998) 

Crop plants in relation to water: 
Turner (1997) 

Salinity: 
White (1997, Chapter 13) 



Chapter 4: Soil 

Questions 

Does converting natural vegetation to farmland increase soil erosion? 
Are rates of erosion from farmland fast enough to be serious? 
How can erosion rates be reduced? 
What properties of a soil make it less prone to erosion? How can we 
enhance them? 
Can adequate amounts of food be produced without using inorganic 
fertilizers? 
What are the advantages and disadvantages of inorganic fertilizers? 
Can we use organic manure instead? Can we use human excreta? 
Can nitrogen fixation provide enough nitrogen for high crop yields? 
Do some farming or forest management systems result in harmful 
amounts of nutrients being lost by leaching? 

Background science 

m Processes and rates of rock weathering. 
Erosion in the past and its relations to human land use. 
Soil aggregates: what holds them together. 
Soil organic matter: what affects its abundance. 
Natural inputs of major essential elements: their sources. 
Amounts of nitrogen and phosphorus removed from farms in food 
harvested. How this compares with natural and fertilizer inputs. 
Nitrate leaching from farmland and forests. 
Nitrogen fixation: processes and rates. 
Phosphorus balance of farming systems of the past that did not use 
fertilizers. 

Soil is important. If all the world’s soil suddenly disappeared, life on land 
would be reduced to some crusts of algae and lichens on rocks, perhaps 
supporting some fungi, bacteria and small invertebrate animals. It would 
lead to an abrupt end for land-living vertebrates such as us. 

The underlying theme of this chapter is sustainable management of 
soil. Whether we are using an area for growing crops, for grazing animals, 
for growing timber, or whether it is primarily for wildlife, it is essential 
that the soil should remain productive, that its ability to support plant 
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growth should not decline. It has sometimes been suggested that whole 
civilizations have collapsed because their agricultural soil was eroded 
away or became ‘exhausted’-for example the Maya civilization of Cen- 
tral America (Russell 1967). A soil can become less productive for various 
reasons, for example if it becomes too saline (see Chapter 3) or if toxic 
chemicals accumulate in it (see Chapters 9 and 11). This chapter concen- 
trates on two aspects, erosion and plant mineral nutrition. 

Erosion 

Soil erosion can be dramatic and obvious. On 11 May 1934 (according to 
the New York Times) ‘New York was obscured in a half-light’ by a great 
cloud of dust blown from the farmlands of the mid-West more than 
1000 km away. But slow erosion that is not obvious can also be import- 
ant. Erosion that is too slow to be noticeable within the lifespan of one 
farmer could still remove all the topsoil within several thousand years. 
Erosion has been going on for a long time: much of the sedimentary rock 
in the Earth’s crust was formed from the products of previous erosion. 
The volume of sediment now on the floors of the oceans is so large that it 
must be the product of millions of years of erosion (Howell & Murray 
1986). So erosion is not always the fault of people, but we have some- 
times increased it. 

How land use can affect erosion 

The rate of erosion may increase when forest is felled and the land con- 
verted to farming. Davis (1976) provided evidence on how erosion in a 
small area of Michigan changed when the first European settlers cleared 
forest and replaced it with farmland. Before Europeans settled in the area 
the vegetation was deciduous forest with some pine, as shown by pollen 
records. After the settlers arrived, about AD 1830, the forest was quickly 
cleared for farming. In 1976 it was mostly meadows and cornfields. The 
area drains into a small lake which has no outflow, so the sediment in the 
bottom of the lake can be used as a measure of erosion. The layers in 
the sediment could be dated by pollen and 14C (see Box 2.5). Figure 4.1 
shows the rate at which selment  reached the lake, from 1800 to 1970. 
Before 1830 erosion averaged 9 tonnes km-2 year -l. At about the time of 
clearance there was a very large peak of erosion, and then it settled to a 
steadier rate with some fluctuations and short bursts. So there is no indi- 
cation that changes in farming practice between 1880 and 1970 increased 
the erosion rate. The average rate from 1900 onwards was about 90 
tonnes km-2 year -I, about 10 times the preclearance rate. 

Converting long-established grassland to arable can also increase 
erosion. Table 4.1 shows rates of soil loss caused by rain in two areas of 
Oklahoma where the natural vegetation is prairie. The rate of erosion 
was measured by catching surface run-off water in flumes on the soil 

Erosion when forest 
or grassland is 
Cmverted to arable 



81 SOIL 

Fig. 4.1 Soil erosion from a catchment in 
Michigan, USA between 1800 and 1970, 
measured by the rate of sediment deposition 
in a lake. From Davis (1976). 
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surface and determining the concentration of suspended sediment. Ero- 
sion was more than 100 times faster in the arable areas than in prairie. 
This is the total soil washed off through the whole year, including the 
period when the cereal fields were bare of vegetation. 

Similar observations-that converting forest or grassland to arable 
increases erosion-have also been made elsewhere. However, this is not 
universally true. For example, in low-rainfall areas of Kenya the rates of 
soil loss by water erosion, determined from the amount of suspended 
sediment in rivers, were in the order: grazing land > agricultural land 
forest (Morgan 1986). 

Soil erosion by wind is more difficult to measure, but this can be done, for 
example by careful positioning of air samplers. Fryrear ( 1995) determined soil 
loss from fields in the US mid-West whch were either bare or partly covered 
by crop residues. During 10 episodes (lasting up to 35 h) of very high wind 
speed the soil loss in a single episode ranged from 50 to 7000 tonnes km-2. 

The rates quoted, ranging from a few tonnes up to thousands of tonnes, 
may sound like rapid rates of loss but they are spread over a square 
kilometre. It may be helpful instead to view them as loss of soil depth. 
Because the bulk density of soils usually averages not far from 1 tonne m3, 

What depth ojsoilis 
lost! 

Table 4.1 Rates of soil erosion (tonnes k d  year-') in two areas of Oklahoma, USA 

El Reno Woodward 

Individual Individual 
Land type fields Mean fields Mean 

Native prairie 3.2,3.3, 3.6 1.1, 10.6 6 

Cultivated cereal fields 269,613, 722 3960 3960 
3.7,4.0 

1284 

Data from Sharpley et al. (1992). 
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1 tonne km-2 corresponds to a thickness of about 1 pm. So, for example, 100 
tonnes km-2 year -l would correspond to a loss of about 1 cm in a century. 

Rates of erosion vary greatly from one part of the world to another, 
depending on such things as how friable the rock is, how steep the 
ground, how heavy the rainstorms. Parts of the Himalayas, for example, 
suffer very rapid erosion. This can remove soil, some of it from areas 
being used for farming (Ives & Messerli 1989); or erosion can be so fast 
that there is very little soil and the bedrock is being eaten into (Burbank 
et al.  1996). Of this material carried by rivers from the Himalayas, some 
is deposited in Pakistan, northern India and Bangladesh, forming fertile 
floodplains and allowing high densities of farming populations (see Table 
2.5). So one person's loss by erosion can be another person's gain. Later in 
this chapter I describe how soil eroded from Ethiopian mountains helped 
to maintain the food production of Egypt for thousands of years. How- 
ever, not all soil eroded by wind or water is deposited elsewhere on land: 
a substantial percentage ends up in the oceans (Milliman & Meade 1983). 

I suggested earlier that erosion over thousands of years could lead to 
complete loss of the topsoil. Is there any evidence that this has in fact hap- 
pened in areas where farming has been going on for several thousand years? 
In Greece farming started about 8000-9000 years ago. Today much of the 
countryside is rocky, with soil in shallow layers or pockets, supporting a 
vegetation of shrubs and annual herbaceous plants. Avisitor who has come 
to see the land where democracy was born, where Plato and Aristotle wrote 
their great philosophies, where the first Olympic Games were held, may 
well wonder whether the limited areas of fertile soil could really have sup- 
ported such a civilization. Or has much of the former soil been eroded 
away? Part of the answer is that the ancient Greeks were great traders and 
obtained some of their food from elsewhere in the Mediterranean. But 
there is also good evidence that soil has been lost from the hillsides. 

The main evidence comes from studying soil profiles in valleys, where 
some of the material eroded from hillsides would be deposited. Layers of 
coarse material have been found which must have been formed by rela- 
tively rapid loss of soil from surrounding hillsides (Van Andel et al. 1990; 
Zangger 1992). Sometimes these contain lumps of rock so large that they 
must represent rock-slides; others are finer and represent soil erosion by 
water. These erosion events probably lasted between a few decades and a 
few centuries. In between were long periods when fine material arrived 
slowly and soil could form. One might wonder whether these erosion 
events were triggered by climate conditions. However, they occurred at 
different times in different parts of Greece, which has led researchers to 
look more carefully at whether people might be involved. 

Van Andel, Runnels and Pope (1986) made a detailed study of one area 
in the east of the Peloponnese region of southern Greece. They found 
evidence of seven major erosion periods. The first three, which between 
them included more than half of the total erosion, were long before 
farming started. The dates of the last four are shown in Fig. 4.2, which 

Past erosion in 
Greece 
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Fig. 4.2 Soil erosion and human occupation 
in an area of Greece during the last 6000 
years. Arrows on left show times of four 
major erosion periods. Bars show number of 
sites occupied by people. From van Andel 

et al. (1986). 6000 BC 

4000 BC 

also shows the number of sites occupied by people during each period of 
about 100 years. A ‘site’ could be a single house, a group of houses or a 
whole village, indicated by buried remains. Settlement and farming in 
the area started about 6000 BC, but there was no major erosion for about 
3000 years after that. So farming did not inevitably cause erosion. Each of 
the four erosion periods was associated with a period of high population, 
and therefore presumably of farming activity. The most recent extends 
into the 20th century. The first two erosion events shown in Fig. 4.2 were 
evidently towards the end or just after the end of a high population 
period, the second of them being the great classical period of philosophy, 
plays and democracy. Rapid soil erosion also occurred in other parts of 
Greece at that time (Van Andel et al. 1990). There are two possible explan- 
ations for erosion occurring near the end of a high population period: 
1 The high human population led to use of more intensive farming sys- 
tems, which in turn led to soil erosion, a decline in food production and 
collapse of the population. So, did the great classical age of Greece end 
because of soil erosion? 
2 The population declined for some other reason (such as war or disease), 
farms were abandoned, terracing on slopes was not maintained, and so 
erosion occurred. 

We do not have a sound basis for deciding between these two explan- 
ations. Whichever is true, it is clear from Fig. 4.2 that soil erosion has been 
associated with human activity in Greece over more than 4000 years. 
However, even larger erosion events occurred long before the first farm- 
ers, so the lack of soil on Greek hillsides is not entirely the fault of people. 
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Is new soil formed fast enough to balance loss! 

Over timescales of millions of years much soil has been lost to the oceans 
and ended up on ocean floors. Yet most of the land surface is still covered 
by soil. Clearly, the formation of new soil worldwide must approxi- 
mately have balanced loss by erosion. So, how fast is soil formation? and 
could it balance erosion losses quoted earlier? 

The key initial process in soil formation is physical weathering of rocks. 
Rock material is broken down to h e  particles: sand (a few millimetres 
across or less), or smaller silt or clay-size particles. The main processes 
that can lead to this physical weathering are listed in Box 4.1. Rates of 
physical weathering are difficult to measure: it often occurs out of sight, 
at interfaces between soil and rock, so the available figures can only be 
considered approximate and only moderately reliable. Information from 
several sources drawn together by Morgan (1995) and Bland and Rolls 
(1998) gives rates mostly in the range 6-100 tonnes km-2 year' 16-100 ym 
year-'). These may be compared with erosion rates quoted by Morgan, 
Morgan and Finney ( 1984) from various parts of the world with various 
types of ground cover, including forest, grassland, crops and bare soil. 
These range from 0.5 to 44 000 tonnes km-2 year-' (about 0.5 y m 4  cm 
year-'). Clearly some erosion rates are slow enough to be balanced by soil 
formation, but many are much faster than soil formation. This compari- 
son assumes that the soil mineral particles have all formedin situ, but this 
need not be so: in many temperate and northern regions they were formed 
and brought to the site by glacial action, or they may have been brought 
more recently by water or wind. Many sites are net receivers of soil. 

Rates ofrock 
weathering 

Ways of reducing erosion 

So far, this section has shown that the conversion of forest or grassland to 

Box 4.1. Processes that cause weathering of rock to form h e  mineral 
particles. 

Temperature extremes. Includes: freeze-thawj growth of ice crystals; 
heating by sunshine or Are. 
Wet-dry alternation. Water getting into cracks makes them swell, then 
drying shrinks them again. 
Salt crystals expand when hydrated. 
Roots of trees grow into cracks, then grow fatter. 
Glaciers grind the underlying rock. They can later move the h e  material 
and deposit it elsewhere. 
Chemical action. Organic acids (from plants and dead organic matter) and 
CO, dissolve in water to form dilute acid, which can get into cracks and 
dissolve the adjacent rock. 

Further information: Bland & Rolls (1998); Butcher et al. (1992) 
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arable can greatly increase the rate of soil erosion, and that these 
enhanced rates can be serious, at least in the long term. So what can we 
do about it? Giving up crop production worldwide is not a desirable 
option. Can farming methods be modified to reduce erosion? 

Box 4.2 summarizes the main factors that influence the rate of erosion. 
Something can be done to influence each of these. Wind can be reduced 
by belts of trees, hedges or fences. Its effects can also be reduced by keep- 
ing a vegetation cover over the soil for as much of the year as possible, e.g. 
by having a cover crop that covers the ground after the main crop has been 
harvested. The vegetation canopy can also reduce the erosive effect of 
heavy rain. On the other hand, light rain which would have scarcely any 
erosive effect i f  it fell directly on the soil surface can accumulate on leaf 
surfaces and then fall as large drops. So, over a whole year the canopy can 
either increase or decrease erosion by rain (Morgan 1995). Leaving crop 
residues (a mulch) on the soil surface can be more effective against rain. 
Slopes can be levelled by terracing, and this is widely done in parts of 
Asia. It used to be widespread in Europe, too: ancient Greece has already 
been mentioned as an example. Remains of these terraces can still be 
seen in European countries. Terracing on steep slopes is not easily com- 
patible with modern mechanized farming, but on less steep slopes ero- 
sion may be reduced by ploughing along contours (rather than up and 
down the slope) or by planting bands of grass along them. 

Table 4.2 provides an example of the substantial effects that farming 
methods can have on erosion rate. It summarizes results from an experi- 
ment in which grain sorghum was grown with three sorts of management 
contrasts. Some plots had conventional tillage (which involves the use of 
ploughs and harrows) and no other plants present in winter after the 
sorghum was harvested; this was compared with ‘no-till’, where the only 
disturbance to the soil is making slits in which to sow the seed, and in 
these plots clover was grown in winter to cover the ground between 
sorghum crops. The crops were grown in this way for 4 years; then 

Box 4.2. Factors affecting the rate of soil erosion. 

Wind and rain. A few short periods of exceptionally high wind or heavy 
rainfall can cause much of the total erosion during a year; so total annual 
rainfall or mean wind speed are often poor predictors of erosion rate. 
Landform. Steepness is particularly important; the length of a slope and 
its shape can also have an effect. 
Soil structnre. In many soils the abundance, size and strength of aggre- 
gates (crumbs) is particularly important, since small particles are more 
easily washed or blown away. Large pores between aggregates allow rapid 
infiltration of rain waterj if rainfall exceeds infiltration, surface run-off 
occurs, whch is when most water erosion takes place. 
Vegetation. Above-ground canopy, roots, microorganisms associated with 
roots, and dead plant material on the soil surface can all reduce erosion. 
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Table 4.2 Abundance of water-stable aggregates, and soil loss by erosion during a 
simulated rain storm, in plots in Georgia, USA, on which grain sorghum was grown 
with conventional tillage, or grain sorghum was grown in summer and clover in 
winter with no tillage 

Sorghum, 
conventional Sorghum-clover, Statistical 
tillage no-till significance’ 

Water-stable aggregates 
(% of soil dry weight) 50 87 sig. 

Soil loss in 1 h ( t  km-2) 
If residues of sorghum left 

on soil surface 213 41 sig. 
If residues removed 450 133 sig. 

sig. indicates a statistically significant difference (P < 0.05) between the figures in 
the two columns. Data from West et al. (1991 J. 

erosion was measured when there was no cover of living sorghum or 
clover, by a device that simulated an extremely heavy downpour of rain 
for 1 h. During this ‘rainstorm’ some plots had sorghum residues on the 
ground. Table 4.2 shows that the three management treatments com- 
bined could reduce erosion by a factor of 10 (from 450 to 41 tonnes km-2). 
Leaving the crop residues on the soil surface made a substantial contri- 
bution to reducing erosion. However, erosion was slower in the no-till 
plots even when the residue treatment was the same. In these plots the 
soil was found to have more water-stable aggregates. This leads us on to 
consider what water-stable aggregates are, why they are important and 
what holds them together. 

Soil aggregates 

How easily soil can be blown away by wind depends much on the par- 
ticle size. Clay particles (about 2 pm diameter or less) tend to stick 
together, forming a sticky mass when moist and setting hard when dry. 
So they are not easily blown away. Particles larger than this can be blown 
away, but the larger they are the faster they fall (through air) and so the 
less far they are likely to be blown. Above about 20-50 pm diameter they 
fall quite rapidly. So the particles most prone to long-distance wind ero- 
sion are in the silt size range, about 2-20(- 50) pm. If silt particles are 
bonded together into aggregates (crumbs) which are larger than this, they 
are less likely to be blown away. If these aggregates are easily broken 
down by rain they will not last long. Aggregates which retain their struc- 
ture even when sprayed with water or shaken in water are called water 
stable. 

Aggregates also reduce water erosion, because the large pores between 
them allow water to percolate freely downwards after rain. If, instead, the 

Aggreguresreduce 
erosion 
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soil is poorly aggregated the pores will be much smaller and water is 
likely to run off across the surface after heavy rain: this is how most soil 
loss by water erosion occurs. A well-aggregated soil also promotes 
growth and functioning of plant roots because it allows every root to be 
close to both water and air: water is held in the fine pores within each 
aggregate, and air in the larger pores between them. 
Box 4.3 lists the main agents that contribute to holding soil particles 

together to form water-stable aggregates. The influential review paper by 
Tisdall and Oades (1982) suggested that roots and hyphae are primarily 
important in holding together aggregates about 0.2 mm in diameter or 
larger; aggregates smaller than this are much dependent on cementing 
agents. Evidence that both organic and inorganic cementing agents con- 
tribute was provided by Wierzchos et al. (1992). They treated soils with 
either hydrogen peroxide, which oxidizes and removes organic materials, 
or with acetylacetone, which removes organically bound aluminium and 
iron. Examination by electron microscope found that both these treat- 
ments resulted in collapse of pores and loss of structure within aggre- 
gates, at sizes of a few micrometres or less. Another oxidizing agent, 
periodate, also causes loss of structure in small aggregates (Tisdall & 
Oades 1982): periodate selectively breaks down polysaccharides and is 
evidence for their importance as gums. Metal ions and organic gums may 
well enhance each other’s effects. Because clay particles are negatively 
charged, and so are many organic substances in soil, they tend to repel 
each other electrically; positively charged ions, especially A13+ and Fe3+, 
can link them together. 

Earthworms deposit conspicuous casts-soil and litter that has passed 
through their guts. We can ask whether these contribute to aggregate for- 
mation. At some sites worm casts are substantially higher in organic 

What bindsparticles 
together to form 
aggregates 

Box 4.3. Agents that contribute to holding soil aggregates (crumbs) 
together. 

Adhesion between clay particles after a succession of wet-dry cycles 

Cementing agents 
Inorganic 

iron oxides 
aluminium oxides 
calcium carbonate 

polysaccharide gums and mucilages 
other humic materials 

Organic 

Living things 
Fungal hyphae 
Roots 

Further information: Tisdall & Oades (1982)) Oades (1993) 
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matter than the rest of the soil and also substantially more resistant to 
erosion by rain (De Vleeschauwer & La1 1981). However, this is not con- 
sistently true: it varies between earthworm species and between soil 
types (Schrader & Zhang 1997). Earthworms also increase the abundance 
of large pores (Lachnicht et al. 1997), which can promote water percola- 
tion and so reduce erosion. 

Evidence that fungal hyphae can contribute to binding larger aggregates 
has been provided by some pot experiments. Table 4.3 shows results from 
one experiment in which a treatment allowed a comparison of ryegrass 
with higher or lower amounts of mycorrhizal infection, with correspond- 
ing differences in amount of hyphae in the soil. (Some of the soil hyphae 
presumably belonged to non-mycorrhizal saprophytic fungi.) The treat- 
ment did not alter the amount of root. The treatment with less fungal 
hyphae also had fewer large water-stable aggregates. In another experi- 
ment Thomas, Franson and Bethlenfalvay (1993) arranged to have soil 
compartments containing ( 1) soybean roots plus associated mycorrhizal 
fungi; (2) mycorrhizal fungi but no roots; (3) non-mycorrhizal roots; or (4) 
neither roots nor mycorrhiza. This was done with the aid of fine-mesh 
gauze which allowed hyphae but not roots to pass through. The amount 
of water-stable aggregates was greatest in treatment (1) and least in (4); 
evidently roots and hyphae were both contributing to aggregate stability. 

Evidence of the importance of roots and fungi also comes from a field 
experiment described by Jastrow (1987, 1996). In 1969-71 near Chicago 
nuclear physicists built a large particle accelerator ring. The 3 14 hectares 
of land thus enclosed had originally been prairie, but had been under cul- 
tivation for at least 100 years. From 1975 onwards some plots were 
planted with species from native prairie (grasses and forbs) with the aim 
of reconstructing vegetation similar to that of the original prairie. (For a 
summary of the development of prairie vegetation there over 11 years, 
see Fig. 11.4, p. 335.) Figure 4.3 compares the soil of some of these plots, 

Table 4.3 Root and fungal development and abundance of water-stable aggregates in 
an experiment in which ryegrass (Lolium perenne) was grown in pots, some of which 
received treatments to reduce mycorrhizal infection 

Binding by fungal 
hyphae 

Aggregates in 
prairie a d  COrnFeld 

Mycorrhiza Statistical 
Characteristic Control reduced significance' 

Root length (m per g soil) 0.74 0.77 n.s. 

Arbuscular mycorrhizal infection 
in roots (% of root length infected] 21.1 8.9 sig. 

Hyphal length in soil ( m  g'} 12.5 6.3 sig. 

Water-stable aggregates > 2 mm 
diameter [ % of total soil) 14.7 10.3 sig 

sig. indicates that the values differ significantly ( P  < 0.05) between the treatments. 
n.s. = not significant. Data from Tisdall W Oades (1979). 
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Fig. 4.3 Amount of water-stable aggregates 
and organic matter (measured as organic 
carbon) in soil at nearby sites in Illinois which 
were growing corn (= year 01, had been planted 
with native prairie species or were remnants of 

s 20 a 
old prairie. 0 aggregates >1 mm diameter, 

0 aggregates 0.2-1 mm dlameter, 0 organic C. 0 5 10 Old 
Data from Jastrow (1987, 1996). Reprinted 
with permission from Elsevier Science. 

prairie 
Years since prairie species sown 

which had been under prairie species for 1-10 years, with a field still 
under corn and a patch of undisturbed prairie nearby. The cornfield and 
prairie differed little in the amount of water-stable aggregates 0.2-1 mm 
in diameter, but the prairie had many more of the larger aggregates. After 
prairie replanting the abundance of these larger aggregates had recovered 
to old prairie levels within about 5 years. The old prairie soil was also 
much higher in organic matter than the cornfield, but only a small part of 
this difference had been made up after 10 years under prairie plants. So, 
the rapid recovery of crumb structure was apparently not dependent on 
the recovery of total organic content. It is possible that certain key 
organic constituents regenerated quickly, but it seems more likely, since 
only the larger aggregates increased in abundance, that it was due to more 
direct effects of the roots and their associated fungi. Roots, fungi and bac- 
teria exude a variety of organic chemicals, some of which are mucilages 
(Watt et al. 1993). Some fungi are sticky: soil particles can be seen stick- 
ing to them (Tisdall & Oades 1979). So they do not just act as a simple net. 
Most prairie plants are perennial, so their roots will be present through- 
out the year, unlike corn roots. They are also likely to form a denser root 
system than corn roots, and to have more mycorrhizal fungi. 

The reverse process, conversion of grassland to arable, has also been 
studied. When old grassland in England was ploughed up and converted 
to arable the abundance of large aggregates dropped sharply in the first 
year after ploughing, though not right down to their abundance in old 
arable (Low 1972). Soil organic matter (measured here as total nitrogen] 
fell proportionately much more slowly. So the abundance of large aggre- 
gates seemed to be associated with the presence of live grass roots. 

Soil organic matter 

This evidence for direct effects of roots and hyphae in holding large aggre- 
gates together should not lead us to forget about cementing agents. These 
are crucial in holding together small aggregates (less than about 0.2 mm 
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Fig. 4.4 Relationship between organic matter 
content and abundance of water-stable aggre- 
gates more than 2 mm in diameter, in soils 
from adjacent sites in South Australia that 
had carried different crops, rotations or pas- 
ture for 50 years. From Tisdall & Oades 
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Organic matter and 
aggregates 

What affects tbe 
amount of organic 
matter 

diameter), and larger aggregates are likely to be made of these smaller 
aggregates bound together. It has been found in various parts of the world 
that higher organic matter content in soil tends to be associated with a 
greater abundance of water-stable aggregates. Figure 4.4 shows an ex- 
ample of this. Presumably this is partly because some of the organic mat- 
ter is acting as gums and mucilages. In addition, more organic matter is 
likely to support more saprophytic fungi. This has led to interest in how 
farming practices, including inorganic fertilizer use, affect soil organic 
matter content. 

In plots at Rothamsted Experimental Station in England on which win- 
ter wheat has been grown since 1843, with inorganic fertilizer applica- 
tion or with no fertilizer, the soil organic matter content has remained 
virtually unchanged, whereas the application of farmyard manure has 
produced a marked increase (Fig. 4Sja)). The abundance of water-stable 
aggregates over 0.5 mm in diameter has increased substantially in the 
plot given farmyard manure (Wild 1988, p. 437). Very different results 
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Fig. 4.5 Organic matter content of soils that have received contrasting manure 
treatments in long-term experiments in the UK and USA. (a] Rothamsted, southern 
England, top 23 cm of soil. Winter wheat grown since 1843. The plots received 
annually farmyard manure (FYM), inorganic fertilizer (NPKMg) or no addition (UJ. The 
symbols show measured values, the lines &re fitted by a model. From Jenkinson (1991 ). 
(bJ Urbana, Illinois, top 17 cm of soil. Corn grown since 1876. The treatments were: 
unfertilized throughout (U); unfertilized until 1904, thereafter farmyard manure, lime 
and phosphate (FYM +); unfertilized until 1955, thereafter inorganic NPK fertilizer and 
lime (NPKCa). Thelines are statistical best fits. From Odell et al. (1982, 1984). 

have been obtained from plots on the campus of the University of Illinois, 
on which corn has been grown since 1876 (Fig. 4.5(b)). In the unfertilized 
plots soil organic matter has decreased substantially since 1904; the 
addition of farmyard manure has slowed this decline but not reversed it. 
In contrast, after inorganic fertilizer additions were started to some pre- 
viously unfertilized plots, their organic matter increased. 

It may seem surprising that these two experiments, both growing 
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cereals, should give such different results. What happened before the 
experiments started is significant. The Illinois corn plots had previously 
been prairie, and a decline in soil organic matter has frequently been 
observed after old grassland is converted to arable. In contrast, the 
Rothamsted plots were already under arable cultivation when the experi- 
ment started, and probably had been since Roman times, about 2000 
years previously, so the soil organic matter had plenty of time to reach 
equilibrium. Whether the amount of organic matter increases, decreases 
or stays constant depends on the balance between inputs and losses. 
Organic matter is lost by being decomposed by soil microorganisms. If 
the amount of organic matter is to remain constant this loss must be bal- 
anced by inputs. Inputs can be (1) residues of the crop-roots, stems, 
leaves-left after harvest, and from any cover crops or plants grown in 
rotation as a green manure; or (2) organic manures added, such as farm- 
yard manure or sewage sludge. In both the experiments in Fig. 4.5 farm- 
yard manure (which is usually cattle faeces and urine mixed with straw) 
increased the amount of soil organic matter. In the Illinois corn plots 
inorganic fertilizer increased soil organic matter, presumably because 
increased crop growth resulted in more crop residues left at the end of 
each growing season. 

An increase in temperature within the range 035°C usually increases 
the metabolic rate of soil microorganisms, and hence the rate at which 
organic matter is decomposed. Photosynthesis and net primary product- 
ivity are less affected by temperature. Therefore, as the temperature rises 
the balance between organic matter inputs and losses is expected to alter, 
resulting in less organic matter in soil (Kirschbaum 1995). The tendency 
for soils in the tropics to have low amounts of organic matter can cause 
problems for soil structure and erosion, and also in their mineral nutrient 
status (see later). 

The organic matter in soil comprises a great diversity of chemicals, 
ranging from simple sugars and amino acids to complex polymers with 
molecular mass >1 million (Wild 1988). Some are broken down by 
microorganisms within a few days; others are extremely resistant to 
microbial attack. Using radiocarbon dating it has been shown that there 
is a substantial component of the organic matter in the topsoils of the 
unfertilized Rothamsted and Illinois plots (Fig. 4.5) that is 2000-3000 
years old (Jenkinson & Rayner 1977; Hsieh 1992). Other sites in the US 
and Canadian mid-West-some still prairie, others farmland-also have 
soil organic matter that is several thousand years old (Paul et al. 1997). 
Whether these very long-lived components of the organic matter con- 
tribute much to holding aggregates together is not known. 

Rate of breakdown 
oforgenicmatter 

Management for improved soil structure and reduced erosion 

Does this scientific research suggest ways to manage soil to promote 
crumb structure, thereby making the soil less prone to erosion? One aim 
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should be to maintain or increase soil organic matter. If we knew more 
about the chemistry of soil organic matter, in particular about the 
cementing agents, maybe we would find ways of managing for particular 
desired chemical compositions. For the moment, the basic recommenda- 
tion would be to add organic manure, of either animal or plant origin. 
Crop residues provide one such type of input of organic matter. One way 
in which plant breeders have increased seed yields of crop plants over the 
years is by increasing the proportion of plant growth that goes into seeds 
(see Fig. 3.8), but this tends to reduce the amount of residue. 

Another aim could be to promote soil fungi. Generous applications 
of P fertilizer tend to reduce mycorrhizal infection of crop plants 
(de Miranda et al. 1989; Thomson et al. 1992): this could affect decisions 
about how much inorganic fertilizer to apply. 

The experiment summarized in Table 4.2 suggested that reducing 
tillage promotes aggregate abundance, and this has been confirmed by 
other experiments (Beare et al. 1994). It may seem surprising that imple- 
ments as large and crude as ploughs and harrows can affect crumbs a few 
millimetres across. One way they may do this is by damaging fungal 
hyphae: it has been shown that physical disturbance of soil can reduce 
the amount of live arbuscular mycorrhizal fungus (Jasper et al. 1987; 
Evans & Miller 1988). Also, some earthworm species are more abundant 
in no-till (Edwards & Lofty 1982). Possible effects of earthworms on the 
resistance of soil to erosion were summarized earlier. 

Figure 4.3 shows that aggregate abundance increased greatly during the 
first few years after the conversion of arable to grassland. The reverse 
happens when grassland is ploughed and converted to arable: aggregate 
abundance declines, but not all in the first year (Low 1972). So, a few 
years under grass would be expected to have a beneficial effect on the 
aggregate structure for several years of arable that followed. 

These are some of the options for farmers. Others were mentioned 
briefly earlier: terracing, contour ploughing, shelter belts, cover crops, 
surface mulching. Which methods are most effective, and which are 
worth the time, effort and cost, will depend very much on local condi- 
tions, including soil type, the steepness of the land, and climate. In many 
parts of the world soil changes are slow enough not to be a serious threat 
within the lifetime of one farmer, yet they might eventually put an end 
to farming there for ever. This section on erosion started with the New 
York Times describing massive loss of soil from the mid-West in 1934. 
The trigger for that wind erosion was drought, but the soil had undoubt- 
edly been made more prone to erosion by a decline in organic matter 
(Fig. 4.5(b)), which had probably been going on for about 100 years. Ero- 
sion is an example of an environmental problem that faces people with 
the difficult question as to how much effort and expense they are pre- 
pared to undertake now to safeguard future generations, who will live 
long after they are dead. 
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Mineral nutrients 

Natural inputs of macronutrients 

The elements required in the largest amounts by plants and animals (after 
C, H and 0) are the six macronutrients: nitrogen, sulphur, phosphorus, 
potassium, calcium and magnesium. There is also a suite of essential 
micronutrients which are required in smaller amounts, including iron, 
manganese, zinc and molybdenum, but these will not be considered here. 
Some plants can obtain nitrogen from N, gas in the air via symbiotic 
microbial species, but apart from that, all the supplies of the six macro- 
nutrient elements to terrestrial plants have to come from soil. In soil each 
element can be in various chemical forms, including inorganic chemicals 
of various solubilities, some perhaps adsorbed to surfaces, also often in 
some organic compounds. These forms differ in how readily plants can 
take them up, or how quickly they are converted into forms that plants 
can take up. On short timescales these processes are crucial for plant sur- 
vival and growth. However, in this chapter I take a longer-term perspect- 
ive and concentrate on the nutrient input/output balance of systems. 

If the fertility of a soil and the productivity of the ecosystem are to be 
maintained long term, the input of each element must be sufficient to 
balance losses. Nutrients are lost from natural ecosystems by leaching 
into rivers, soil erosion, fires, and sometimes by other processes. How- 
ever, if people are harvesting and removing material, for example cereal 
grain, meat, milk or timber, there is inevitably an additional loss of min- 
eral nutrients in the products harvested. The main aim of this section is 
to consider how nutrient losses from such harvested systems can be bal- 
anced by inputs. 

Box 4.4 summarizes the principal inputs to terrestrial ecosystems of 
each of the macronutrients. Inorganic fertilizers are not mentioned but 
will be considered later. The release of soluble ions from the fine rock 
particles in soil by weathering is regarded here as an input, because it 
operates over timescales of thousands or tens of thousands of years 
(Walker & Syers 1976). Box 4.4 is concerned not merely with the imme- 
diate sources of input-adsorption of a gas, dry deposition of dust, dis- 
solved in rain etc.-but where that source came from. If it came from 
plants or soil, then it represents redistribution within the land mass, and 
much of it may be from a site quite close to where it is deposited. It may 
therefore be merely balancing an equivalent loss. If, on the other hand, 
the nutrient came from N, in the air, from the oceans, from rock or from 
fossil fuels, it represents an input in a more fundamental sense, from a 
pool that is global or formed very long ago. 

Among the six elements, two (nitrogen and sulphur) have gaseous 
compounds at normal outdoor temperatures, and this gives them very 
different opportunities in transport and cycling from the other four ele- 
ments. Over much of the world sulphur has not been considered a limiting 

Nutrient losses 

Nutrient inputs 

Inputs ofNandS 



95 SOIL 

Box 4.4. Principal sources of major nutrient inputs to soil-plant systems, in 
addition to fertilizer. 

Nitrogen Source 
Biologicid nitrogen fixation N, in air 

Symbiotic (by microbes associated with plant) 
Non-symbiotic (by microbes in soil) 

Dry deposition as gases 
Gases form HNO, aerosol 
Gases form NO; in rain 

burning fossil fuels N ,  in air 
lightning N, in air 
burning wood N in plants, N, in air 
microbial action on organic matter in soil plant material 

N-oxide gases 

Sources: 

Ammonia gas 
Dry deposition as gas 
Forms NH,' in rain 

Sources: 
urine animals eat plants 
decomposition of faeces and plant material plants 

Sulphur 
SO, gas 

Dry deposition 
Forms SO,- in rain 

burning of 
HAS, (CH,),S + other reduced4 gases 

sea spray [coastal sites) 

Sources: 

Dust 
Weathering 

Phosphorus 
In rain 

Smoke 
Pollen 
Dust 
Weathering 

Potassium 
Weathering 
Dissolved in rain 

(coastal sites) 
Smoke 

fossil fuels 
decomposition of 
plant materials 
oceans 
soil 
fine rock material 

from burning of 
plant material 
plant material 

soil 
fine rock material 

plants 

Ane rock material 
soil dust 
oceans 
plant material 

[Collrlnus~ 
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Calcium 
Weathering 
Dissolved in rain 
Smoke 

Dust from cement manufacture 

Magnesium 
Weathering 
Dissolved in rain 
Smoke 

fine rock material 
soil dust 
fossil fuels, plant 
material 
limestone 

fine rock material 
oceans, soil dust 
plant materials 

Further information: Bcrner & Berner [ 1996); Butcher et nl. [ 1992); 
Newman [ 1995) 

element for plant growth, and the application of S to crops in fertilizer has 
not been considered necessary. In many parts of the developed world the 
largest source of sulphur input is SO, from burning of fossil fuels, plus 
sulphate formed from it. In North America and many European countries 
SO, production has been declining since 1980 (OECD 1997). Figure 4.6 
shows the dissolved sulphate-S in rain at Rothamsted rising from 1855 to 
1980, then falling steeply. This reduction in 'free fertilizer' could result 
in increased S deficiencies in crops, but for the moment there seems to be 
little concern about this. 

Nitrate and ammonium dissolved in rain increased through much 
of the 20th century. Figure 4.6 shows that at Rothamsted N input in 
these forms rose from 1855 to 1980, but then fell (like sulphate). Dry 
deposition can contribute more N input than rain. Measurements at 
Rothamsted in 1996 showed NO, gas and nitric acid aerosols to be major 
components (Table 4.4). Input by biological N fixation will be considered 
later. 

The three major cations, K', Ca2+ and Mg2+, all occur in seawater (see 
Box 3.3 for concentrations)' and they can get into rain via spray. This is a 
substantial contribution to Mg input at many sites on land, but for K this 
is true only close to coasts, and for Ca not even there (Berner & Berner 
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Fig. 4.6 Annual deposition of inorganic nitro- 
gen and sulphur dissolved in rain, at Rotham- 
sted, England, from 1855 to 1995. A nitrate-N, 
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mean for 5 years. From Goulding et al. (1998). Year 
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Table 4.4 Nitrogen inputs from the atmosphere at Rothamsted, England, in 1996. 
Biological nitrogen fixation is not included 

Source kg N ha-’ yr 

Dissolved in rain 
nitrate 
ammonium 
total 

Aerosol, nitric acid 

Particulates 

Gases 
nitrogen dioxide 
ammonia 
total 

Total N input 

3.8 
5.2 
9.0 

16.4 

2.9 

13.6 
1.6 

15.1 

43.4 

Data from Goulding et al. [ 1998). 

Nutrientsreleased 
by  weathering 

1996; Asman et al. 1981)). At many sites weathering of the mineral par- 
ticles in the soil is the main input of all three cations to the available 
pool. Silt and clay consist primarily of aluminosilicates, which have 
within their molecular structure either one or two of the elements K, Ca 
and Mg, often comprising4-12% of the total weight (Cresser et al. 1993). 
Some rocks contain a high proportion of silica (quartz) and little alumino- 
silicate: these are low in the basic cations and give rise to acid, sandy soils 
that may be seriously deficient in nutrient cations. But apart from these, 
most soils contain a mixture of aluminosilicates and hence substantial 
amounts of K, Ca and Mg. This is in contrast to phosphorus. Weathering 
of rock is the only genuine input of P-all the other inputs listed in Box 
4.4 are recycling within land-but the concentration of P in rocks is 
rarely above 0.1 %, and the rate of release by weathering is therefore slow 
(Newman 1995); figures for this rate will be given later. 

Rates of release of K, Ca, Mg and P into available forms depend on how 
rapidly the rock weathers, and this varies greatly depending on its chem- 
ical nature and also on how long it has been in fine particles subject to 
weathering. As the mineral material of soil is weathered, K, Ca, Mg and P 
are either released and lost by leaching or are converted to occluded forms 
that are very resistant to weathering. It takes thousands or tens of thou- 
sands of years for most of this change to occur (Walker & Syers 1976; 
Crews et al. 1995), so soils up to a few tens of thousands of years old count 
as young, and are likely to weather more rapidly. These include soils 
formed by water erosion of mountain rocks, e.g. those deposited in north- 
ern India (see erosion section) or on the fields along the Nile [ see later in 
this chapter); materials from recent volcanic eruptions; and material 
ground off rocks by glaciers at the end of the last Ice Age or more recently. 
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These soils can have high natural fertility. In contrast, large areas, espe- 
cially in tropical and subtropical regions, have very old, highly weathered 
soils which release nutrients by weathering only extremely slowly. 

The remainder of this section concentrates on two elements, nitrogen 
and phosphorus. They are often limiting to plant growth, and maintain- 
ing their long-term input/output balance is therefore important. 

Long-term balance of nitrogen and phosphorus 

Table 4.5 gives nitrogen and phosphorus balances of wheat fields, as 
examples of modern, heavily fertilized arable farming. The figures illus- 
trate several points. 
1 Fertilizer was the largest input of N and P; grain harvest was the largest 
output. 
2 The inputs and outputs called 'other' in the table, which are more or 
less natural, approximately balance each other, so it is not obvious how 
natural inputs could support N and P removal in harvest. Even if the nat- 
ural losses could be stopped, the natural inputs are too small to support 
the N and P removal in grain. 
3 Natural inputs and outputs of P are very much smaller than of N. This 
is true in absolute terms and also in proportion to the amount of the elem- 
ent removed in harvest. There is thus more opportunity for N than for P 
to improve the balance by increasing non-fertilizer inputs and reducing 
non-harvest outputs. 

Table 4.6 gives information on the amounts of N and P removed in har- 
vesting of products, giving examples of arable food production, animal 
food production and timber production. The wheat, potato and dairy 
farms all received fertilizer; the sheep farm and timber plantation did not. 

NandPbulunceof 
f u m s  

Table 4.5 Nitrogen and phosphorus balance of wheat fields on modem British farms 

kg ha-' yr -I 

N P 

Inputs 
Fertilizer 146 25 
Other' 48 1 

outputs 
Grain 
Straw 
Othert 

114 19 
26 3 
54 1 

* Other inputs. N: dissolved in rain, dry deposition, non-symbiotic N fixation. P: in 
rain, weathering of rock. t Other outputs. N: leaching, gases. P: leaching, soil erosion. 
Sources of data. N: figures for long-term wheat field at Rothamsted, from Powlson 
et 01. (1986), Dyke et 01. (1983). P: figures for typical British wheat farm, from Newman 
[ 1995). 
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Table 4.6 Nitrogen and phosphorus concentrations and contents of various plant and animal products. 
Weights and concentrations are on a dry weight basis except where stated otherwise 

Nitrogen Phosphorus 

Weight amount in amount in 
harvested concentration harvest concentration harvest 

Product (t had yr-I) (mgg-') (kgha-I yr-l) (mgg-') (kg ha-' yr-') Notes 

Wheat grain 4.5 21.0 94 3.3 15.3 1 
Wheat straw 3.8 5.8 21 0.7 2.8 1 
Potato tubers 8 (approx.) 14.2 108 2.0 17.8 1 
Milk 14 m3 ha-' yr-I 5.2mg ml-' 74 1.1 mg ml-' 15.6 2 
Sheep 0.023' 25 0.58 6' 0.14 3 
Tree stems 2.5 1.6 4.0 0.23 0.57 4 

Fresh weight basis. Notes: [ 1) Field at Rothamsted, England, where crops have been grown with NPKMg 
fertilizer for more than 100 years. Data from Dyke et al. [ 1983). (2) Typical dairy farm in south-westem England; 
fertilizer used. Data from Haygarth et al. (1998), Jarvis (1993). (3) Typical sheep farm in Scottish Highlands. 
Data from Haygarth et al. [ 1998). N concentration from Crisp (1966). (4) 42-year-old plantation of Douglas fir, 
Washington state, USA. Figures given per year are total in stems/42. Data from Reichle (1981 J. 

The concentrations of N and P in the milk and sheep meat are expressed 
on a fresh-weight basis and so are not exactly comparable with the plant 
materials, which are on a dry-weight basis. Nevertheless, it is clear that 
among the food materials wheat grain, potatoes and meat are all substan- 
tially higher in N and P concentrations than are straw or (especially] tree 
stems. The tree stems here included bark; if that were stripped off the N 
and P concentration of the remaining xylem would be even lower (Whit- 
taker et al. 1979). The weight of straw produced was almost as much as 
the grain, but its N and P content was much less. Because of this, whether 
straw is ploughed back into the field or removed has only a limited influ- 
ence on the nutrient balance. The data for wheat and potatoes in Table 
4.6 come from the same experiment, with the same fertilizer regime, so 
they are directly comparable. Potatoes had a lower N and P concentration 
than wheat grain, thereby allowing a higher dry-weight production than 
wheat while maintaining about the same N and P loss in harvest. (As 
sold, potatoes have a much higher water content than wheat or flour, so 
the difference in yield per hectare would appear much larger.] Where the 
primary food requirement is for energy, this difference between wheat 
and potatoes could be important. The dairy farm featured was also man- 
aged intensively, including the use of fertilizer. Its N and P loss in the 
product was about the same as for potatoes and wheat. In contrast, the 
sheep farm's nutrient losses were about two orders of magnitude lower, 
because the sheep production was so low. This farm was mostly on infer- 
tile soils, which received no fertilizer. Finally, the weight of useful prod- 
uct per year from the timber plantation was about half the cereal grain, 
but because of the low N and P concentrations in the tree trunks the 
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nutrient losses in harvest were less than one-tenth those in the grain, 
when averaged over the growing period of the trees. 

The only nutrient losses shown in Table 4.6 are those in the harvested 
products. There will be other losses (see Table 4.5). Nevertheless, Table 
4.6 raises a number of questions. If high food yields require such large 
nutrient removals, are inorganic fertilizers essential to maintain those 
yields? Are there serious &sadvantages to the long-term use of inorganic 
fertilizers? Are there alternative ways of maintaining the soil nutrient 
status? How did farmers manage in the past, before there were bag fertil- 
izers? Can production systems with no fertilizer input, such as the sheep 
and timber examples in Table 4.6, be sustainable long term, in spite of 
repeated removal of the product? 

Inorganic fertilizers: advantages and disadvantages 

Crop production with inorganic fertilizer can work satisfactorily for 
more than a century, as shown by experiments at Rothamsted, England 
(Jenkinson 1991). There, wheat, barley and hay have each been grown 
continuously since the mid-19th century, with inorganic fertilizers as 
the only human input of nutrients. Yields have been maintained, and in 
the case of wheat have substantially increased through the use of 
improved varieties and of modern herbicides for weed control. Soil 
organic matter content has also been maintained (Fig. 4.5). This is the 
longest-running test of growing crops with inorganic fertilizer as the only 
non-natural nutrient input, but similar experiments have been run suc- 
cessfully for decades in other parts of the world (see Fig. 4.8). 

It has been questioned whether continuous cropping with inorganic 
fertilizer can work long term on old, highly weathered soils in the trop- 
ics. Because the mineral material is so weathered and the organic matter 
content often low, these soils tend to have low cation exchange capacity 
and strong P-fixing ability. So, added K, Ca, Mg and P quickly tend to 
cease to be available for uptake by the plants: they are either leached 
away or converted to non-available forms (Weischet & Caviedes 1993). In 
an experiment at Yurimaguas, Peru, in the Amazon Basin, crops have 
been grown continuously for 20 years on a site that was previously sec- 
ondary rainforest, used for shifting cultivation. The soil was representa- 
tive of that part of Amazonia: extremely weathered and low in organic 
matter (Weischet & Caviedes 1993). Figure 4.7 shows yields obtained 
from a sequence of rice, corn and soybean, grown either with no fertilizer 
or with a high input of inorganic Ca (as lime, to raise the pH), K, Mg, N, P 
and S, plus small amounts of four micronutrients. In the unfertilized 
plot yields declined to zero within 3 years, as often happens in shifting 
cultivation in the wet tropics. In the fertilized plot the yields have fluc- 
tuated, but there is no indication of a declining trend. The yields were 
mostly between 2 and 4 tonnes had, which (as there were two crops in 
most years) means an average of about 6 tonnes ha-' year-', a yield many 

Long-term crop 
growth using 
fertilizers 
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Fig. 4.7 Yields of grain at each harvest in experiment at Yurimaguas, Peru. Upper 
line: received inorganic fertilizer. Lower line: unfertilized, except when marked Fert. 
0 rice, + corn, 0 soybean. From Buol [ 1995). 

farmers in temperate regions would consider very respectable. Fearnside 
(1987) discussed the results of this experiment, pointing out various dif- 
ficulties in applying the system in practice in the Amazon Basin. Prob- 
lems include soil erosion and weeds; but probably the primary reason 
why no farmers in the region are as yet adopting the system is that the fer- 
tilizers have to be brought in hundreds of kilometres over poor roads, and 
the cost to the farmer on the spot is therefore high. 

Box 4.5 summarizes the main disadvantages of using inorganic N and P 
fertilizers. Almost all N fertilizer is derived from ammonia, which is made 
by combining N, and H, gases at high temperature and pressure. The sup- 
ply of raw materials is therefore unlimited, but the reaction uses a lot of 
energy. In a time of concern about the use of fossil fuels (Chapter 2) this is 

Fertilizers have 
disadvantages 

Box 4.5. Potential disadvantages of using inorganic fertilizers. 

Nitrogen fertilizers 
1 High nitrate concentrations in food can be a health risk. 
2 Leaching losses can give high nitrate concentration in water: 
(a) health risk from drinking water, 
(h) eutrophication of lakes giving algal blooms and harm to fish. 
3 High fuel energy use to make ammonia from N, gas. 

Phosphonts fertilizers 
1 Leaching losses into rivers, lakes and enclosed seas can cause eutrophi- 
cation. 
2 World supply finite. 

Both Nand P f d e r s  
1 If use of organic manure reduced, likely to lead to reduced soil organic 
matter content, which can have unfavourable effects (see erosion section 
in this chapter]. 
2 Fertilizer production localized, so high cost of fertilizer ‘at the farm gate’ 
in countries with poor transport systems. 
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an argument for reducing the production of nitrogen fertilizer. Almost all 
P fertilizer is made from rock phosphate (apatite), a very insoluble form of 
calcium phosphate. So the world supply is finite. There are widely varying 
estimates of how large the world's usable stock of rock phosphate is. At the 
present rate of use these would predict that supplies will last anything 
from less than 100 years to more than 1000 years (Williams 1978; Steven- 
son 1986; Bockman et al. 1990). Estimating the world stocks of basic 
resources is notoriously difficult. There are sources of phosphorus in vari- 
ous parts of the world which are at present not being exploited but which 
might become exploitable with changed demand and new technology. 

Organic manures: advantages and disadvantages 

Some people suggest that we should use organic manures instead of inor- 
ganic fertilizers. Organic manure can be animal faeces; it can be a mix- 
ture of animal excreta and plant material, for example farmyard manure; 
or plant material alone (green manure)  can be used. Adding organic 
manure is likely to increase the organic matter content of the soil (see, for 
example, Fig. 4.5), which improves soil structure and thereby reduces soil 
erosion (see erosion section of this chapter). However, the fundamental 
weakness of organic manure as a source of N and P is that animals do not 
create these elements: what comes out of the back end of a cow is only a 
processed version of what it ate. If a plant which has a N-fixing symbiont 
is used as a green manure, or if animals that eat it provide manure, this is 
a genuine input of N from the air; but all other N and all P in organic 
manures is just a way of recycling N and P from soil. 

One reason for using animal rather than green manure is the hope that 
nutrients may be more rapidly released in plant-available form. A sub- 
stantial proportion of the N in what a cow or sheep eats ends up as urea in 
its urine (Church 1988), which is quickly converted by microorganisms 
in soil to ammonia and ammonium ions, which plants can then take up. 
However, there is little Pin urine: most P leaves the animal in faeces. The 
release of N and P from decomposing faeces in inorganic form extends 
over months or even several years. Comparison of the rate of release from 
sheep dung and from the plant material the sheep ate has shown release 
to be sometimes faster from dung than from plants, but sometimes 
slower (Barrow 1961; Bromfield &Jones 1970; Floate 1970a,b). 

Experiments comparing the percentage of the N in green manures and 
in fertilizers that gets into the growing crops have shown no consistent 
difference between these two types of N source (Peoples et al. 1995). Fig- 
ure 4.8 shows results from a long-term experiment in Oregon in which 
the fields bore wheat and bare fallow in alternate years for more than 
50 years. There was little difference in the effectiveness of animal manure, 
green manure or inorganic fertilizer as a nitrogen source: grain yield was 
closely related to the amount of N added, irrespective of the form. How- 
ever, the only treatment that retained the initial soil organic matter 

Are nutrients in 
animalmanure 
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content was the one receiving farmyard manure; in all the others it 
decreased. This decrease would occur particularly during the fallow 
years, when decomposition continued but there was no input from crop 
residues. Decomposition of the soil organic matter released mineral N, 
which was probably crucial in maintaining the crop yield in the absence 
of fertilizer or manure, but the decline in organic matter would be 
expected to lead to less favourable soil structure and increased erosion. 

If some of the N in plant material is lost between its being fed to the 
animal and their excreta reaching the field, this would be a disadvantage 
of animal manure compared to green manure. He et al. (1994) followed 
the fate of N when a mixture of vetch, cowpea and rape was used as a 
green manure for paddy rice, or when it was fed to pigs and their faeces 
and urine were then applied to the rice paddy. If the plant material was 
used as green manure, 34% of its N was taken up by the rice plants; but if 
the plant material was fed to the pigs, only 10% of its N got via their ex- 
creta into the rice plants. There were losses as gases and by leaching. 
Also, 24% of the N in the pig’s fodder was retained in their growing 
bodies-which is not a waste if you want pork or bacon. 

Leaching of nitrate 

In Box 4.5 one of the disadvantages listed for inorganic N fertilizer is 
leaching of nitrate into rivers, lakes and other human water supplies. But 
if we use organic manures instead, will nitrate leaching be less? Some of 
the best relevant data come from measurements made from 1878 to 1881 
in the Rothamsted long-term winter wheat plots (Table 4.7). The farm- 
yard manure added each year contained about 225 kg of N, substantially 
more than the inorganic fertilizer, but it maintained a similar grain yield 

How fertilizers 
affect nitrute 
leaching 
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Table 4.7 Concentration of nitrate in water from drains under winter wheat plots at Rothamsted, England. 
The figures are mean concentrations of NO; (expressed as mg N 1-') for four periods and for the whole year 

From time of 
spring fertilizer From harvest From autumn 

Fertilizer or manure addition to From 1 June to autumn sowing to spring 
added each year 31 May to harvest sowing fertilizing Whole year 

None 3 0 5 5 4 

Inorganic P, K, Mg (but no N) 3 0 5 6 4 

Farmyard manure, 
35 tonnes had yr-l 4 1 6 10 8 

Inorganic N, 96 kg ha-' yr-' 
(+ PKMgl 

As NO,- in spring 50 9 15 8 12 
As NH,+ in spring 27 1 7 5 7 
As NH,' in autumn 7 3 8 28 19 

Data from Cooke (1976). 

at the time these measurements were made (Johnston 1969). When 
studying these results we can bear in mind that the World Health Organ- 
ization's recommended maximum concentration for nitrate in drinking 
water is 50 mg l-l, although the USA has adopted 45 mg 1-'. Expressed as 
milligrams of N (rather than NO;) per litre, these are 1 1 and 10 mg 1-'. So, 
any figure in Table 4.7 that is about 10 or higher is cause for concern. The 
results show several points of interest. 
1 All plots showed marked variation through the year. These relate to 
the time of fertilizer application, and also to the stage of development of 
the wheat crop: nitrate losses tend to be low when the root system is well 
developed and active, in the spring and summer (column 2). 
2 Plots that had received no nitrogen lost the least nitrate by leaching. 
Whether it is ever realistically possible to grow crops without any N add- 
ition, as inorganic fertilizer or organic manure, will be discussed later. 
3 Inorganic N fertilizer resulted in nitrate concentrations well above the 
recommended safe limit (10 mg 1-l) during the period just after fertilizer 
was applied (and, in the case of nitrate fertilizer, also later on). Ammo- 
nium fertilizer resulted in less nitrate leaching than did nitrate fertilizer 
applied at the same time of year. There was probably some loss of ammo- 
nium by leaching (unfortunately that was not measured), but ammo- 
nium is less readily leached than nitrate. 
4 Farmyard manure resulted in nitrate losses higher than those from 
unfertilized plots, especially in winter, but in general lower than from 
inorganic N fertilizer. 

These results, and others from more recent experiments, show that 
nitrogen input, whether as inorganic fertilizer or organic manure, 
increases nitrate losses in leaching. Organic manure was in this experi- 
ment able to maintain as high a yield as inorganic fertilizer, but gave 
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lower seasonal nitrate loss. However, organic manure does still increase 
nitrate loss, so it cannot be guaranteed as an automatic solution to the 
problem at all sites. One message from Table 4.7 and other research is 
that most of the nitrate loss occurs at times when there is no crop pres- 
ent, or when the crop is poorly developed. Control of nitrate loss can 
therefore be helped by: 
1 reducing the length of time between harvesting one crop and sowing 
the next; 
2 promoting the early development of a dense root system; 
3 adding the nutrients at several times throughout the season, in 
amounts related to plant demand and uptake ability. 

Method (3) can be achieved with inorganic fertilizers but less easily 
with most organic manures, which cannot be applied when the crop is 
well grown. These suggestions are not new: they have already been incorp- 
orated into farming practice in the developed world. Earlier sowing of 
autumn cereals has become widespread. An alternative way to reduce the 
length of time the soil is bare is to sow a cover crop soon after harvest, a 
species which develops quickly, takes up any available nutrients, and 
which can be ploughed in when the next real crop is sown. 

We should also consider whether leaching of nitrate from forests could 
play a significant part in their N balance. Useful information on this has 
come from long-term studies on the Hubbard Brook Forest in New 
Hampshire, in the northeastern USA (Bormann & Likens 1979; Likens & 
Bormann 1995). The original mixed deciduous forest was clear-felled in 
1910-19 and left to regenerate naturally. The principal tree species are 
sugar maple (Acer saccharurn), beech (Fagus grandifolia) and birch 
(Betula alleghaniensis). Several adjacent valleys (watersheds) were stud- 
ied from the 1960s onwards. Because of the impermeable rock, the only 
way that dissolved substances can leave each watershed is in the outflow 

Nitrate loss from 
forest 

Table 4.8 Nitrogen balance of watersheds in Hubbard Brook Forest, New Hampshire, 
USA. For Watersheds 5 and 2 the 10-yr period started with clear-felling and continued 
into the time of regrowth 

kg N ha-' during 10 years 

Management system 

Input Losses 

In rain + In tree Leached 
dry deposition trunks into stream 

Felled trees removed, natural regrowth 
allowed (Watershed 5 )  207 138 67 
Felled trees left, regrowth prevented 
for 3 years (Watershed 2) 207 135 504 
Uncut control (Watershed 6) 207 14 

* In tree trunks of Watershed 6 at that time. 
Data from Pardo et al. (19954, Whittaker et al. (1979). 

- 
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Pig. 4.9 Loss of dissolved inorganic nitrogen (in NO,-+ NH,') per year in stream water 
from two watersheds in Hubbard Brook experimental forest, New Hampshire. 0 Water- 
shed 2, clear-felled 196546, regrowth prevented for 3 years by herbicide, regrowth 
started 1969.0, Watershed 5, clear-felled 1983-84, regrowth started immediately. From 
Pardo et al. ( 1995). Reproduced with kind permission from Kluwer Academic Publishers. 

stream. The leaching loss from Watershed 6, which was left uncut after 
1910-19, varied between years: during 1964-91 the highest annual loss 
was 8 kg ha-l, but the loss was usually below 3, and over the 10 years of 
Table 4.8 averaged 1.4 (Pardo et al. 1995). At age 50 years the N content 
of the tree trunks was 135 kg ha-l, an average uptake rate of 2.7 kg ha-' 
year-'. So the leaching losses were large enough to have an impact on the 
N balance of the uncut forest. These losses include some ammonium-N, 
but far more as nitrate. 

In two of the watersheds the forest was clear-felled. From one of them 
(Watershed 5) the felled trees were removed and then it was left for nat- 
ural regeneration to take place. In the other (Watershed 2) the felled trees 
were left lying, and herbicide was applied for 3 years to prevent any 
regrowth of the vegetation; after that regrowth was allowed. Figure 4.9 
shows the loss in stream water (mainly as nitrate) during each year. In 
Watershed 5, where regrowth was allowed at once, the loss in the stream 
was higher for 2 years and then fell back as the vegetation regrew. In 
Watershed 2, during the 3 years when regrowth was prevented the losses 
were much higher, and only after regrowth was permitted did they begin 
to fall back. Table 4.8 shows N inputs and losses during a 10-year period, 
starting with the year of felling. When regrowth was prevented for 3 years 
[Watershed 2) the loss in leaching over 10 years was several times larger 
than the N content of the tree trunks. If regrowth was allowed at once 
(Watershed 5) the N loss was still substantially more than the loss from 
the uncut control watershed, but was less than the loss in tree trunks 
removed. Input-leaching loss [= 207-67) for this watershed would be just 
enough to balance the removal in tree trunks. There were probably also 
losses as gases, but on the other hand the trees had about 70 years to 
accumulate their N content. The message from this experiment is that 
rapid re-establishment of growing trees is important. If this is delayed for 
even a few years the resulting N loss could be serious. Chapter 7 gives 
more information about tree regeneration after felling. 
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Nitrogen fixation 

The major alternative to fertilizer as a nitrogen input is biological nitrogen 
fixation, which can be carried out by a range of bacteria, actinomycetes 
and cyanobacteria. Within the legume family are many plant species that 
have a symbiotic association with N-fixing Rhizobium and Bradyrhizo- 
bium bacteria. Useful legumes include grain legumes grown for their 
seeds (e.g. beans), forage legumes grown for animals (e.g. clover), and some 
trees (e.g. black locust and Acacia spp.). There are also some trees and 
shrubs in several other families that can form N - h n g  associations with 
the actinomycete Frankia (e.g. alder and Casuarina spp.). Within each of 
these groups N fixation rates in the field up to about 400 kg had year-' 
have been reported, though rates within the range 50-200 are commoner 
(Peoples et al. 1995). So, they have the ability to provide enough N to bal- 
ance normal removals in crop and animal produce (Table 4.6). N fixation 
is also carried out by non-symbiotic cyanobacteria in water and on soil 
surfaces, and by heterotrophic bacteria using dead plant material or root 
exudates as their energy source. Unfortunately there are still no satisfac- 
tory measurements of rates of non-symbiotic N fixation under field con- 
dltions. Where crops have been grown for decades without any fertilizer or 
manure, N balance calculations often indicate that there must be an 
unmeasured N input, and this has been attributed to non-symbiotic fixa- 
tion (e.g. in rice paddy fields; Kundu & Ladha 1995). However, the N bal- 
ance calculations do not usually include reliable figures for inputs and 
losses of other gases (N-oxides, ammonia), so the contribution of non- 
symbiotic fixation to crops remains uncertain. 

Among N-fixer tree species there are a few that have been exploited for 
timber which grow in tropical forests in Africa (e.g. Milbraediodron 
excelsum) and South America (e.g. Melanoxylon brauna) (Sprent 1995). 
However, no major timber tree of temperate regions is an N-fixer. There 
may be N inputs to forests from fixation by non-symbionts or by sym- 
bionts of non-exploited plant species, but good quantitative information 
on this is lacking. Removal of N in tree trunks, when averaged over the 
whole life of the tree, is small compared with removal in many food prod- 
ucts (Table 4.6)) and may be covered by inputs in rain and indry depos- 
ition (Table 4.8). However, many types of plantation forestry have not 
been going on for long enough for us to be sure that they are sustainable 
for N and other nutrients on the timescale of centuries. 

Box 4.6 shows ways in which biological N fixation is currently used to 
provide N for crops. Almost all of them involve legumes and Rhizobiurn. 
There is considerable scope for increasing the N-fixing ability of many 
legume crops (Box 4.6 section 2). The range of effectiveness of different 
bacterial strains is wide, as shown, for example, by a field experiment in 
which the same variety of soybean was inoculated with 20 different 
strains of Bradyrhizobium japonicum. N fixed ranged from 60 to 200 kg 
ha-' (Hardarson 1993). Varieties of the same crop can also differ 

N-fier organisms 

How N-fiation 
might beincreased 
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Box 4.6. Ways of using nitrogen flxation to provide nitrogen input for 
crops. 

( 1 )  Methods alreadyin use. 
1 Grow legumes as food crops (e.g. peas, beans, soybeans]. Limitation: seed 
yields lower than cereals; restriction on our range of foods. 
2 Use lebwme to supply N to other crops. Disadvantage: less space for 
desired crop. 

Mixed cropping: growing a leguminous crop with a non-leguminous 
one, usually as alternate rows. The legume can he a tree species, used for 
firewood (‘alley cropping’]. 

rcsidue. 

grassland containing legumes, and apply it to fields where the crop will be 
grown. 

Aninid mnniire: graze domestic animals on pasture containing 
legumes, then pen them on the field where the crops will be grown; or feed 
domestic animals indoors with hay containing legumes, then collect their 
dung and urine to apply to the fields. 

(2) Ways to increase Ninput 
1 Inoculation with i~h.izohii~m strains that form more nodules and fix 
more N per nodule (Hardarson 19931. 
2 Breed for legume crop varieties with higher N fixation, in association 
with Xhizobiuin (Herridge h Dansi) 1995). 
3 Improve transfer of N from inicrohial fixer species to crop species 
(Sanginga GL (11. 1995). 

(3) Possibilities for the future. 
1 Inoculating waste plant material such as straw with a suitable mixture 
of microbial species can rcsult in substantial N fixation using cellulose as 
cnerby source (Lynch h Harper 1985; Roper Lk Laciha 199SJ. 
2 N-fixing bacterial species have been found in tissues of sugar-cane, 
maize and rice. Whether they can contribute significantly to the N 
requirements of the plant is still uncertain (Boddey et al. 1991, 19%). 
3 It has been suggestcd that genetic engineering techniques could allow a 
Rhizobium-cereal symbiosis to be produced, or even the insertion of a 
functional N-fixing gene into the cereal plant itself. Whether this will 
prove possihle is not known. 

Further information: Ladha (1995). 

Rotation: grow a leguminous species every few years and leave the 

Green rnmure: harvest plant material from a sown legunie or from 

substantially in the amount of N fixed. When 20 varieties of common 
bean (Phaseolus vulgaris) were grown at a si te in Mexico, all inoculated 
with the same Rhizobiurn, the N fixed ranged from 7 to 108 kg ha-’. In  a 
similar experiment in Austria the range was  25-165 kg  ha-’ (Hardarson 
et al. 1993). So there is plenty of scope for selection and breeding. 

Among the three ‘possibilities for the future’ (Box 4.6 section 3), the 
first can be made  to work in experimental conditions but is not yet in 
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practical use. There are very few microbial species that can fix N and also 
use cellulose as their main energy and C source. So we need a combin- 
ation of a species that can degrade cellulose to simpler, more soluble 
compounds (e.g. sugars) and another that can use these products and aIso 
fix N. Most cellulose degraders are aerobes, whereas N fixation requires 
strictly limited oxygen abundance. So N fixation using straw as the 
energy source requires the right combination of microbial species and the 
right degree of waterlogging (Roper & Ladha 1995). It has been suggested 
that inoculation of the crop rhizosphere with N-fixer microbes could pro- 
vide substantial N to the crop. However, the amount of carbon substrate 
available in the rhizosphere is probably only sufficient to support fix- 
ation of a few kilograms of N per hectare per year (Giller & Day 1985). 

The final suggestion in Box 4.6, giving non-legume crops N-fixing abil- 
ity, of their own or via a symbiont, would be a great prize and has often 
been discussed. The legume root nodule is a sophisticated structure 
which, among other things, controls the supply of oxygen to the Rhizo- 
bia within. Its formation involves complex signalling between plant and 
microbe, involving a suite of genes in each (de Bruijn et al. 1995). So, pro- 
ducing a cereal plant that can form nodules within which N-fixing bacte- 
ria can operate efficiently is a major challenge to genetic engineering. 
Whether that goal can be achieved remains to be seen. 

Food production without phosphorus fertilizer 

The message from the previous section is that nitrogen input from the 
atmosphere by fixation can be high, relative to N removals in food, and 
there are opportunities for increasing present rates of input. For phos- 
phorus there is no corresponding opportunity for large non-fertilizer 
input. Natural P inputs in rain, in dry deposition and by weathering of 
rock are much lower than removal in most foods (Tables 4.5 and 4.6). As 
explained earlier, the P deposited in particles and dissolved in rain comes 
almost entirely from land sources, some near the site of deposition. To a 
first approximation we can take these depositions as balancing losses by 
blowing away of soil dust, plant materials (including pollen) and smoke. 
So the only real net input is from weathering of rock material. 

The rate of P input from weathering is difficult to estimate, and figures 
are available from only a few sites in the world. One source of data is to 
compare soils in a chronosequence, meaning sites where similar fine 
rock material has been deposited at different times and has then been 
able to weather and form soil under similar conditions over thousands of 
years. Examples are freshly ground material deposited by a glacier, and 
volcanic lava or ash. Data from these and other sources indicate rates of 
P release by weathering ranging from 0.05 to 1 .O kg ha-' year-' (Newman 
1995; Crews et al. 1995). Here I take 0.3 kg ha-l year-' as a representative 
rate. To illustrate the difficulty of supporting sustainable food produc- 
tion by this input alone, suppose that all the people of the world depended 

Rate ofPreIease by 
weathering 
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Table 4.9 Phosphorus balance of farming systems of the past which grew cereal crops without using 
any P fertilizer 

P removed 
Grain yield in grain P input 

Where When (t ha-' yr-I) (kg ha-' yr-I) (kg ha-' yr-') P source Notes 

Mid-west of USA 19th-20th 0.7-1.7 1.1-4.3 3.2 Soil organic 1 
and Canada century 

England 132040 0.8 0.9 (0.3) Weathering 2 

China 192933 1.3 1 .o 10.31 Weathering 3 

EUPt 2700-323 BC 1 .O-2.0 3 4  total 24 Nilewater 4 

matter 

dis 1.2 
org 2.0 

Yield is per ha under crop that year, but P removed and P input are per ha of whole farm. Data from Newman 
( 1997). Notes: (1 J Crops wheat and corn. P input is mean of 8 sites where organic P decline was measured over 
30-90 years. (2) One farm in Oxfordshire, growing wheat, oats and barley. Assumes no nutrients in human 
excreta returned to fields. (3) Mean of many farms, growing wheat, corn, millet and kaoliang, without 
irrigation. Assumes human excreta were used as manure on fields. (4) Crops mainly wheat and barley. dis = 

dissolved inorganic P, org = Pin suspended organic matter. Remainder in suspended silt. 

for their food energy on cereals whose grain contained about 3 mg P g' 
(see Table 4.6); 0.3 kg P ha-' year-' would support a harvest of 0.1 tonne 
ha-' year-'. At this productivity, about 3 ha would be needed to feed each 
person. However, for the present population of the world to be supported 
by the present arable area requires each 3 ha to grow on average enough 
food for 12 people (see Chapter 2). 

Cereal yields substantially higher than 0.1 tonne ha-' year-' have in 
fact been produced without the use of P fertilizer: yields of about 1 tonne 
ha-' year-' have been achieved in various parts of the world (Table 4.9). 
The key questions are: were these yields sustainable long term, and, if so, 
how was that possible? The large amounts of P stored in most soils in 
slowly available forms can support crop production for decades; but if it 
is not replenished from weathering or other sources, soil fertility and pro- 
ductivity must eventually decline. 

I have calculated P balances for four farming systems, all growing cere- 
als without any inorganic P fertilizer, but in other respects very different 
from each other. Table 4.9 summarizes the results. During the 19th cen- 
tury much of the prairie land of the American mid-West was ploughed 
and used to grow corn and wheat. As the soil organic matter decomposed 
and decreased year by year (Fig. 4.5(b)) it released N and P into inorganic 
form, and this must have been the main source of P to the crops. The 
amount released during the early decades would have been about enough 
to balance removal in the crop (Table 4.9). However, the rate of organic 
matter breakdown decreased over time, so the amount of available P sup- 
plied per year would decrease. Figure 4.5(b) suggests that this system 
could operate for about a century, but clearly not for ever. 

P balances: 
Usmid-west, 29th 
century 
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The next two examples in Table 4.9 are systems that had continued for 
a very long time, and one might therefore assume they were sustain- 
able-but my calculations indicate that they were not. For both of them, 
the figure for P removed in grain is not the total P in the grain harvested, 
because some of that was fed to animals whose excreta went back on to 
the fields; also some seed was retained to sow in the following year. In the 
14th century English farm some of the area was left fallow each year and 
some was pasture and hay-meadow. The P from weathering in these areas 
is assumed to be an input to the farm. In China almost all the farm was 
under crop every year. Another difference is that in China i t  has been cus- 
tomary to use human excreta as fertilizer, thereby recycling P from food 
eaten by the farm family. This may have happened to some extent also in 
England, but I have not included it in the calculation. 

The figures show that in 14th century England and early 20th century 
China the P removed in the crop was substantially more than the ‘typ- 
ical’ amount of P input by weathering, suggesting that there would be a 
long-term decline of P in the soil. This would lead ultimately to decreas- 
ing crop yields-and the yield of wheat on the English farm did indeed 
decline during the first half of that century (Newman 1997). In both these 
countries the human population had been increasing for some time, and 
it seems quite possible that farming systems which had previously been 
sustainable had become unsustainable because of increased demand for 
food. In China the problem was later cured by using fertilizer. In England 
it was ‘cured’ by the Black Death (bubonic plague), which killed off more 
than a third of the population of England and western Europe in 1348-49, 
thereby reducing the demand for food. 

So, how could farming in the past be sustainable for phosphorus? Ba- 
sically, by using the P from weathering over a larger area than was being 
cropped. For example, if this uncropped area is about 10 times the cropped 
area, and weathering releases 0.3 kg P ha-’ year-’, it should provide enough 
P to support a harvest of 1 tonne of cereal per hectare per year from the 
cropped area (removing 3 kg P in the grains). In shifting cultivation, during 
the fallow phase (e.g. regenerating forest) P can be released by weathering, 
and then be taken up by the vegetation or remain in available form in the 
soil. When the farmer returns to use the site, burning the vegetation con- 
verts most of the P in the plants to an available form in ash. However, very 
old, highly weathered soils, which are common in wet tropical areas, are 
likely to weather and release P only very slowly. The classic work of Nye 
and Greenland ( 1960) on shifting cultivation in West Africa suggested that 
P availability may be more critical than the total amount of P in the soil: 
ash raises the pH, which in many tropical soils increases the availability of 
P (Nye & Greenland 1960; Jordan 1989). One reason for abandoning crop 
growth on a patch after a few years is that the pH has fallen again; other 
reasons include weed invasion and increasing risk of soil erosion. 

Leaving fields as bare fallow for 1 year between crops has been a wide- 
spread practice, for example in the medieval English farm of Table 4.9, 

Eflgland, 14th 
cefl tury 

China, earIy2Oth 
cefltury 

ObtaiaingPfrom a 
large area 
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Animals as P 
collectors 

and the 20th century American farm of Fig. 4.8. This provides some add- 
itional P to the following crop, but a single year of fallow every 2 or 3 
years would usually not be enough to make the system sustainable: it 
was not in the English farm. 

Another system, widely used in the past, was to transfer P from a large 
area to a smaller cropped area in the form of manure. Sometimes vegeta- 
tion or turfs were collected for use as the manure, but often the large areas 
involved made this impractical and so animals were used to harvest and 
transfer the P. Much of the Pin what herbivorous mammals eat goes into 
their faeces, little into the urine. The requirement, then, is that the ani- 
mals eat in the pastureland but deposit much of their faeces on the arable. 
The time lapse between material being eaten by a cow or sheep and its 
appearance in faeces ranges from about 24 h to 5 days (Warner 1981). Cattle 
and sheep eat mainly during daylight, but defecate fairly evenly through- 
out the 24 hours (Castle et al. 1950; Hardison et al. 1956; Church 1988). 
Therefore, an efficient way to use these animals as P transporters is to 
have them grazing in the ‘outfield’ by day, but at night fold them either 
on the arable land or in a confined area from which their dung can later be 
collected for use as manure. This daily movement of the animals is time- 
consuming, especially if the grazing land is far away from the village, but 
it often had the additional aim of protecting the animals from predators 
such as wolves. This system has been practised in many countries over 
many centuries. In Europe it was widespread in the past (Webb 1998), and 
is still practised locally, e.g. in parts of Italy where wolves still occur (Boi- 
tani 1992). It is described in classical Indian literature and still carries on 
there today (Sopher 1980). The animals and cropland may belong to differ- 
ent people. For example, in parts of Nigeria cattle-owning Fulani people 
trade dung with Hausa crop-growers, receiving grain and other foods in 
exchange (Hill 1982). It is usually not known how large the grazed areas 
were relative to the arable area, since they were often common land, not 
owned by anyone. In one small Swedish village in the 18th century, of the 
area available 9.6 ha was carrying a crop each year, 24.2 ha was fallow, 46.6 
ha hay-meadow and about 51 ha rough grazing (Olsson 1988). So only 
about 7% of the total area was bearing a crop at any one time. 

A serious disadvantage of all these systems for obtaining P is the large 
total area required to support the crop production. The 18th century farm 
in Sweden grew 0.8 tonnes year-’ per hectare of cropped area, but only 
about 0.06 tonnes ha-’ year-’ if calculated per total used area. The 
uncropped area may produce other useful things, such as animals or tim- 
ber, but compared with modern farming the system can support only a 
low number of people per total area (see Table 2.3). 

An alternative source of P is irrigation water, which will contain some 
dissolved P compounds and also suspended organic matter and silt which 
will contain P. In some areas farming in the past involved complex irri- 
gation systems, e.g. in the Tigris-Euphrates ‘fertile crescent’ and the 
Indus Valley; rice paddy irrigation continues today in China and 

P from irrigation 
water 
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southeast Asia. Other areas received natural flooding: an example is the 
fields in Egypt beside the River Nile, where food production continued 
for more than 5000 years without any input except from the annual flood- 
ing. This supported a highly organized civilization which left us the pyra- 
mids and sophisticated artwork; presumably the farming system was 
sustainable. Table 4.9 shows a P balance for this farmland in the time of 
the pharaohs. Each year, until the Aswan High Dam was built in the 
1960s (AD), rain falling in Ethiopia caused the level of the Nile in Egypt to 
rise greatly in late summer and to flood on to the land on each side, car- 
rying dissolved phosphate and suspended silt washed off the mountains 
of Ethiopia. Of the yields reported by ancient documents (Table 4.9), the 
lower end of the range could have been supported by the dissolved P plus 
organic P, most of which would certainly have been available to the crop 
plants. To support the higher yields would require a small proportion of 
the P in the silt also to become available, which seems likely. So the civ- 
ilization of ancient Egypt was made possible by erosion of Ethiopia. 

Using human excreta as manure 

In most nutrient balances of farms (e.g. Table 4.5) it is assumed that all 
the nutrients in the harvested grain are lost from the farm, but this is not 
always the case. Much of the P in what people eat ends up in their faeces, 
and there are ways of returning this to the fields. In shifting cultivation 
one function of the fallow may be to receive human faeces, so that it is 
not lost from the system. In much of the Indian subcontinent the custom 
has been for villagers to defecate on the fields: health workers have 
expressed frustration that many are reluctant to give up this habit in 
favour of using latrines (Pacey 1978). In China, Japan and much of south- 
east Asia there has been a custom of collecting human excreta to apply to 
fields or fish ponds. This included exporting it from towns, although that 
practice has decreased greatly in recent decades (Pacey 1978). McLaugh- 
lin (1971) gives an uninhibited account of what happened to human ex- 
creta in London, from the Middle Ages onwards. Until the installation of 
sewers in the 19th century, much of it rotted in the streets; however, 
some was exported by cart or boat to the countryside and was used as 
manure. A serious disadvantage of applying raw human faeces to farm- 
land is the spread of disease. The survey of China in 1929-33 which pro- 
vided data in Table 4.9 also recorded causes of death in the farming 
population. Among the greatest killers were three faecal-borne diseases, 
dysentery, typhoid and cholera. 

Modern treatment of waterborne sewage produces a solid material 
called sludge, which can be used as manure. Box 4.7 summarizes some 
information about this. The anaerobic dgestion process involved in 
sludge production lasts many days, during which complex chemical reac- 
tions are carried out by numerous bacterial species. The temperature 
depends on the management system, but is commonly within the range 

Wherehumanfaeces 
goes 

Sewage sludge as a 
manurel 
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Box 4.7. Sewage sludge and its use as manure. 

During sewage treatment, solid material is separated by sedimentation, 
and more is later produced by microbial growth (see Chapter 9). After 
anaerobic microbial activity and then drying, this results in sewage 
sludge. It includes cellulose, organic N compounds, microbial tissue and 
iniiieral material (e.g. silt). 

Common concentrations of elements (mg g-’ dry wt) 
N 10-80 
P 5-40 
K up to 7 
Cd 0.002-1.5 
c u  0.2-8 
Ph 0.054 
Ni 0.02-5 
Zn 0.6-20 

Advantages in use as manure include: 
1 Much of the P (often about half) is in water-soluble forms readily 
available to plants. However, only about 10-20% of the N is in inorganic, 
plant-available forms. 
2 The organic matter content is high, which has favourable long-term 
effects on soil structure (see erosion section in this chapter). 

Disadvantages in use as manure: 
1 Contains parasitic animals, bacteria and viruses that are pathogenic to 
humans (though far fewer than in raw sewage). 
2 Contains heavy metals, in varying amounts (see above), which can 
accuinulate in soil. Only a few plant species can evolve tolerance to high 
concentrations of heavy metals (see Chapter 11). If plants are able to 
survive and take up the heavy metals, these will be passed on to animals 
that eat them and hence to their predators (see Chapter 9) .  
3 Much human refuse is produced in towns, far from the farms to be 
fertilized. Because the concentrations of N and P in  sludge are much lower 
than in inorganic fertilizer (ahout one-tenth as much), the cost of transport 
per unit of N and P is much greater. 

Further information: Berglund, Davis & L’Hermite (1’384); Gray (1989); 
Harrison (199G); Mason (1996) 

30-60°C (Harrison 1996; Ford 1993). During this treatment many of the 
organisms in the sewage that could infect humans are killed, though a 
few may remain. After drying, the resulting sludge should be safe, from 
the disease point of view, to apply to crops such as cereals and to hay- 
meadows, though probably not to green vegetables or to actively used 
pastureland. The main safety concern is heavy metals: if sludge is applied 
to soil, especially over many years, heavy metals can reach soil concen- 
trations that are toxic to plants, or concentrations in the plants that are 
toxic to animals or people that eat them (Gray 1989). 
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Conclusions 

+ Rates of erosion vary greatly. Only the slowest are balanced by 
current soil formation. 

+ Converting forest or grassland to arable often increases the rate of 
erosion, though not always. 

+ Some present-day landscapes have been affected by past erosion 
caused by human activities. 

+ Erosion from farmland can often be substantially reduced by altering 
management methods. 

+ Soil aggregates make soil less prone to erosion. The particles forming 
aggregates are held together by plant roots, by fungal hyphae and by 
organic and inorganic cementing agents. 

+ Among the major essential elements, N and S have opportunities for 
wide dispersal in gaseous forms, whereas available K, Ca, Mg and I? 
come mainly from weathering of rock. 

rapid losses through leaching. However, nitrate leaching can also 
be rapid even when no fertilizer has been used, e.g. after felling of 
forest. 

+ Nitrogen fixation can provide enough N input to support rapid crop 
growth. 

+ In the absence of P fertilizer, crop yields in the past have often 
depended on P removed from other land, e.g. in animal manure or 
irrigation water. 

+ Sewage sludge can provide P for crops but presents dangers, including 
human diseases and toxic heavy metals. 

Inorganic fertilizers have disadvantages, including sometimes 

Further reading 

Soil, general texts: 
White (1997) 
Brady & Weil(l999) 

Weathering, soil formation: 
Bland & Rolls (1998) 

Erosion: 
Morgan (1995) 
Ives & Messerli (19891 

Soil organic matter: 
Wild (1988) Chapter 20 

Soil structure, aggregates: 
Oades (1993) 
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Soil chemistry, nutrients in soil: 
Cresser, Killham 81 Edwards (1993) 

Plant mineral nutrition: 
Marschner (1995) 

Nutrient cycling: 
Berner & Berner ( 1996) 
Butcher et al. (1992) 



Chapter 5: Fish from the Sea 

Questions 

Why does fish production vary so much between different parts of the 

Will removal of fish always cause the fish population to decline? 
Or can ocean fish be exploited sustainably? 
If so, how can we decide how much fish we can catch this year 
without reducing the stock for the future? 
What.is the best sort of rule to ensure that the boats in an area do not 
catch too much? 
Some major fish stocks have collapsed. Whose fault was it-the 
scientists’, the politicians’ or the fishermen’s? 
Would we do better to get our fish by fish farming? How can this best 
be done? 

oceans? Why is production from most of the oceans so low? 

Basic science 

rn Primary productivity of the oceans and what limits it. 
rn Food chains leading from algae to fish. 
rn How to determine the number of fish of a particular species in an 

area of ocean. 
rn Fish population dynamics. How population numbers change, and 

what causes that. Relations between number of adults (stock) and 
number of new young fish (recruitment). Why this varies from year 
to year. 
What sorts of diet farmed fish will eat and thrive on. 

This chapter is about hunting wild animals. Thousands of years ago, 
everyone in the world obtained their food by hunting wild animals and 
collecting from wild plants. Today most food comes from farms and 
domestic animals, but our main way of getting food from the oceans is 
still by catclung wild fish. This chapter concentrates on fishing for bony 
fish (‘finfish’, teleosts) in salt waters-shallow coastal waters as well as 
the deep open oceans. 

The basic questions for this chapter are whether the fish stocks of the 
seas can be exploited in a sustainable manner, and if so, how that can be 
done. In other words, we want to catch fish this year, but in a way that 
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allows us to continue to catch fish next year and hopefully for ever. A dis- 
tinguished 19th-century biologist, Thomas H. Huxley, said in 1883: ‘I 
believe that all the great sea fisheries are inexhaustible’ (quoted by King 
1995). This was not a ridiculous belief: the world’s oceans are very large 
and our boats seem small and far apart, but his belief has proved to be 
incorrect. The most dramatic demonstrations of this are the collapses of 
major fish stocks that have occurred. An example is Newfoundland cod. 
Fishing for cod off the coasts of Newfoundland has been going on for 
about 500 years, and it became crucial for the local economy (Hutchings 
& Myers 1994). Yet in 1992-93 the Canadian government banned cod 
fishing until further notice, because stocks had almost disappeared. This 
has been described as ‘one of the worst social and economic nightmares 
in the nation’s history’ (Walters & Maguire 1996). The causes of this col- 
lapse will be considered in more detail later, but there is little doubt that 
the primary cause was overfishing (Hutchings & Myers 1994). So, this 
chapter has to consider the possibility that in future ocean fishing will 
not supply our needs and we shall have to depend more on farmed fish 
(aquaculture). 

Although some fish stocks have collapsed, ocean fishing as a whole has 
not. Figure 5.1 shows the rise in total catch from the oceans since 1950. 
There was a plateau during the 1970s and there have been some short- 
term fluctuations which do not show up on the graph, since its data 
points are for every fifth year, but the basic trend has been a continued 
rise. The world catch in 1995 was about five times that in 1950. These 
totals include species that are not finfish-crustaceans such as lobster 
and prawn, molluscs such as oyster and squid. In 1995 finfish were 82% 
of the total catch from the oceans. Figure 5.1 does not include fish caught 
from fresh waters, which in 1995 was 21 million tonnes. This chapter is 
mostly about finfish from the oceans. The energy content of fish is about 
1.6 GJ per tonne fresh weight (Pimentel & Pimentel1979), so the present 
annual catch of about 90 million tonnes has a food energy content of 
about 1.4 x 1017 J. Comparing this with the total energy content of 
human food (see Table 2.2) shows that fish caught from the oceans pro- 
vide only about 1 % of total human food energy. However, fish are usually 
more valued for their protein than as an energy source. If 1.4 x 1017 J is 
averaged over the total area of the oceans (see Table l.l), this comes to 
0.004 GJ had year-’. This is three orders of magnitude lower than modern 
animal production per hectare on pasture, and even migratory pastoral- 
ists in a semiarid region can obtain substantially higher production (see 
Table 2.3). This average fish yield conceals great variations, between 
parts of the ocean with much higher production and vast areas with 
extremely low production. This uneven productivity is, as we shall see, 
very important for the management and exploitation of the seas. It leads 
to the questions: why is the fish production of most of the oceans so low? 
And why are some regions much higher than the average? 

Foodyieldfromthe 
oceans is low 
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Productivity and food chains 

Animal life in the oceans depends almost entirely on photosynthesis by 
phytoplankton, unicellular cyanobacteria and algae suspended in the 
water. The photic zone, in which light intensity is sufficient to support 
photosynthesis, is commonly 10-100 m deep. Many animals live within 
this zone, including commercially important fish species such as her- 
ring, salmon and tuna. However, other fish species are demersal, i.e. live 
near the seabed, including cod, sole and haddock. These and the benthic 
animals (which live in the bottom deposit or on its surface) are never- 
theless dependent on primary productivity by phytoplankton, which 
reaches them by downward movement of plankton, larger animals or 
dead organic matter. 

The primary productivity of phytoplankton has most often been meas- 
ured by placing a small volume of seawater, with its suspended organ- 
isms, in a transparent flask, hanging it at a particular depth in the ocean, 
and measuring either oxygen production or the incorporation of 14C from 
dissolved 14C0, into organic matter. Although results from these 
methods have been very informative, they have the limitation that each 
measurement is made on one small sample (a few litres) over a short time 
(usually 24 hours or less). Because the measured rates of production vary 
greatly, it is difficult to scale them up to mean values for a month or a 
year and for areas tens or hundreds of kilometres across, which may be 
important for fish. An alternative is to use data from satellites to esti- 
mate the amount of chlorophyll per litre in the surface water (see Box 
3.2). This is an important determinant of primary productivity, but not 
the only relevant factor. Behrenfeld and Falkowski (1997) proposed a 
model for estimating productivity taking into account, as well as chloro- 
phyll concentration, photosynthetically active radiation reaching the sea 
surface per day, the temperature of the surface water and the depth of the 
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Primary 
productivity: 
comparing oceans 
and land 

Productivity varies 
greatly within the 
oceans 

Mineral nutrients 

photiczone. By their method, net primary productivity averaged over the 
whole of the oceans is 2.9 tonnes ha-' year-', which may be compared 
with some rates of production by vegetation on land given in Table 2.1. It 
is below the range of production values reported for forests, and near the 
bottom of the range for savanna and temperate grassland. In energy terms 
(see Table 2.2) primary production in the oceans is probably about one- 
third to one-half of the world total, although the oceans occupy nearly 
three-quarters of the surface area of the globe. So the primary productivity 
of the oceans does not, on its own, explain why the fish catch from the 
oceans is so low, compared with animal production on land. 

Primary production varies greatly from one part of the oceans to 
another. Figure 5.2 shows the distribution of primary productivity in the 
Atlantic Ocean and the southeastern Pacific. It is higher near some coasts 
(though not all), and in a band across the northern and southern Atlantic. 
Much of the tropical and subtropical regions of the Atlantic, Pacific and 
Indian Oceans have productivity in the range 1-3 tonnes ha-' year-', but 
in the Arctic and Antarctic Oceans it is lower. High primary productivity 
zones near to coastline have high fish productivity too, and this has 
important implications for management, as will be explained later. 

Mineral nutrients are thought to be the main limiting factors to pri- 
mary productivity in much of the oceans. Nitrogen and phosphorus are 
considered the key elements, though there is debate about which of them 
is the more important (Smith 1984). There is, however, evidence that 
iron rather than N or P is the limiting nutrient in some areas, including 
the central equatorial Pacific (see Chapter 2). When phytoplankton die 
some of their nutrient element content is recycled within the photic 
zone, e.g. through animals and their excreta, but some is lost downwards 
in particulate organic matter. If the nutrient status and productivity of 
the photic zone is to be maintained, these lost nutrients need to be 
replaced. The higher productivity regions shown in Fig. 5.2 can largely be 
explained by supply of nutrients to the photic zone. In some shallow 
coastal waters this happens by input of nutrients from the land, but in 
most of the oceans it occurs mainly by upwelling (Valiela 1995). This 
occurs where a deep current meets a coastline and then rises, e.g. off west 
Africa; and where surface waters diverge and deeper waters rise, as in the 
equatorial Pacific and the Southern Ocean. The high productivity in the 
northern Atlantic is due to active turbulent mixing. 

If the productivities shown in Fig. 5.2 are compared with values in 
Table 2.1 we see that much of the ocean has primary productivities 
towards the low end of the range found on land. However, the low total 
catch of fish cannot be attributed solely, or even mainly, to low primary 
productivity. The energy content of fish caught (about 1.4 x 10'' J year') 
is about 1/10 000 of the estimated primary production of the oceans. So 
the main problem is that so little of the energy in the primary production 
reaches the fish we eat. The main reason for this is long food chains. 
Because phytoplankton are so small, few fish can eat them directly. The 
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Fig. 5.2 Net primary productivity in the Atlantic and southeast Pacific Oceans, 
estimated by satellite remote sensing. Productivity in tonnes ha-' year-': dark 
grey > 6.5; light grey 3.0-6.5; white < 3.0. Simplifiedfrom Fig. 9(a) of Behrenfeld &. 
Falkowski (1997). 

food we grow on land is either plants or herbivorous animals, but the fish 
we eat are almost all carnivores. 

Box 5.1 gives a simple and widely used classification of ocean species 
by where they live, whether or not they are photosynthetic and how big 
they are. Size determines what can eat what, but it has other important 
effects as well (Fogg 1991; Mann & Lazier 1996). Larger cells sink more 
rapidly through still water. They also have a reduced ability to acquire 

The sizes of ocean 
organisms 
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Box 5.1. A simple ecological classification of organisms of the oceans. 

Benthic. Living in, or on the surface of, the bottom deposits. 
Pelagic. Living in water above the bottom. 
Plankton. Small suspended organisms. Although some can swim actively, 
all are small enough to be much affected by currents. 
Nekton. Larger, actively swimming animals. Includes Ash. 

Classification of plankton by size 

Size 
range 
lw-4 

Main groups involved 

Photosynthesizers Heterotrophs 
~~ 

< 0.2 Fern t op lankt on Viruses 
0.2-2 Picoplankton Cyanobacteria Bacteria 

20-200 Microplankton Diatoms, desmids Ciliates 
2-20 Nanoplankton Flagellates Flagellates 

200-2000 Meso plan kt on' Crustaceans 
> 2000 Macroplankton Larvae of fish 

~~ ~ ~ 

In this size range terminology varies between textbooks, even between 
the following two. 

Further information: Barnes & Maim (1991 t i  Barnes W Hughes ( 1  999). 

nutrients, because the unstirred layer immediately around each cell 
forms a barrier across which the nutrient ions have to diffuse. Some pico- 
and nanoplankton can partly overcome these problems by being actively 
motile, or (in some cyanobacteria) by controlling their buoyancy by gas 
vesicles. But the most favourable places for microphytoplankton (which 
are the larger phytoplankton) are upwelling regions, where the upward 
water movement can counteract their sinking and also provide nutrients. 
In the nutrient-poor regions elsewhere much of the primary productivity 
is provided by nano- and picophytoplankton. 

Box 5.2 shows a generalized food web for the oceans. The smaller thepri- 
mary producers the smaller the animals that eat them, and hence the more 
links there are in the food chain from them to fish. Phytoplankton release 
dissolved organic matter, which is probably the main energy source for the 
very abundant planktonic bacteria. Bacteria themselves, and also the fae- 
ces of zooplankton, provide further organic matter which contributes to 
the microbial loop. This adds further steps to the food chain. At each step 
much of the organic matter taken in by the bacterium or animal is respired 
to CO, and water, only a small proportion being incorporated into its 
growing tissue. Among a large number of examples from aquatic systems 
summarized by Pauly and Christensen (1995), the percentage of organic 
matter transferred from one trophic level to the next was mostly within 
the range 2-16%, with a mean of 10%. So there are two causes, which rein- 
force each other, for the great variations in fish production between differ- 

How many steps in 
the food chain! 
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ent parts of the oceans: in regions of nutrient-rich upwelling the primary 
productivity is higher and it is also provided by larger organisms, so there 
are fewer steps in the food chain. Although a few fish can use large phyto- 
plankton as food, most are at the third, fourth, fifth or even higher trophic 
level in the food chain. Their productivity is likely to be several orders of 
magnitude lower than the primary productivity of the sea where they 
grow. However, the food chains to fish larvae are shorter than to the 
adults. Newly hatched larvae are only a few millimetres long and eat 
smaller food items than the adults. The larvae of some species, e.g. herring 
and plaice, at first eat phytoplankton, moving on to larger zooplankton as 
they grow (Grahame 1987). Fish larvae can themselves be eaten by adult 
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Recruitment 

Surplus yield 

fish. The mortality of larvae is high, and this has important implications 
for the sustainability of fisheries, as we shall see. 

Managing fisheries sustainably: predicting how much to catch 

Surplus yield 

The next question to ask is, can ocean fish ever be exploited sustainably! 
Will not the removal of fish always reduce the population? This can be 
put more clearly as an equation. Consider one fish species in one area. 
The number next year, N,+l, will be 

N,+, = N, + R - M - F  (5.1) 

where N, = the number this year, R = recruitment, i.e. the number of new 
fish, M = loss by natural mortality, and F = loss by fishing. 

The precise meaning of recruitment varies (King 1995): here I take it to 
mean the number of fish that have newly become large enough to be 
caught by the fishing fleet. The minimum size of fish that are caught can 
be controlled by the mesh size of the nets used. Unlike human beings, 
fish do not stop growing when they reach adulthood, they go on growing 
throughout life. Figure 5.3 shows an example. Nor do fish have a normal 
or maximum lifespan. A fish 10 years old has about the same chance of 
dying of natural causes as a fish 5 years old. 

Looking again at Equation 5.1, one might argue that in the absence of 
fishing the population would presumably be stable from year to year, and 
therefore R must equal M. If we now cause extra death by fishing, will not 
the numbers in the stock decline year by year? As we shall see, fish popu- 
lations are not always stable from year to year. However, putting this 
aside for the moment, there is a more basic reason why it is possible to 
remove fish without necessarily causing the population to decrease. Fig- 
ure 5.4 explains this. Imagine that a few fish arrive in a new area, where 
the species never occurred before but where food and other requirements 
are available for it. If no fish are being caught we would expect the popu- 
lation to increase, as in Fig. 5.4(a): at first exponentially, but then, as the 
fish begin to compete among themselves, following an S-shaped path to a 
final plateau where the population is limited by food supply or some 
other requirement. This can alternatively be expressed (part b) as a rela- 
tionship between population size and rate of growth. If the population is 
left alone it will increase-i.e. move to the right-until there is no further 
growth. So there is a range of population sizes where population growth 
is expected: there is surplus yield. This is one of the fundamental ideas of 
classical fisheries biology, although in fact it is no different in principle 
from some other biomass/growth relationships (see, for example, 
Fig. 6.3). It led on to the idea of m a x i m u m  sustainable yield, i.e. that 
there is a particular stock size at which growth will be fastest and thus 
the amount we can safely harvest will be largest (King 1995). 
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Fig. 5.3 Growth and survival of North Sea plaice, in relation to age. (a) Fresh weight 
per fish. Mean for 192938, from Beverton & Holt (1956). (b) Numbers of eggs and 
larvae surviving. From Cushing [ 198 1 ). 

Figure 5.4(c) shows two ways in which the surplus yield can be har- 
vested: each year either a set proportion (P) of the stock can be taken, or a 
set amount or quota (a). Suppose the stock size is initially s on the graph. 
If fishing is taking the proportion shown by line P, this will remove less 
than the surplus yield and so the stock size will increase next year. This 
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Time 

Number of fish this year (= stock size) 

P 
Fig. 5.4 Hypothetical relationships, for a 
single fish species, between population size 
(stock size), amount removed by fishing and 
population growth rate. (a) Population change 
following arrival of a few fish in a new area, 
assuming no fishing. (b) Same data as part (a), 
plotted as growth rate against population 
size. (c) Curved line taken frompart (b); 
straight lines fish caught, Q = set quota, 
P = set proportion of stock caught. 
Points u, m, n, s, t: see text for explanation. 

Q 

Stock size 

will continue until we reach point m, where removal by fishing just bal- 
ances surplus yield, so the stock size will remain constant. If the stock 
size was initially t, it will decline torn and then stabilize. So rn is a stable 
point. Suppose, instead, that fishing takes the same set quota each year 
(line Q). If we start with stock sizes or t, the stock will stabilize at stable 
point n. However, if the stock size ever gets to the left of point tl, then 
fishing will each year remove more than the surplus yield, and the stock 
will decrease each year until it is fished to extinction. So u is an unstable 
break point. 

Figure 5.4 is a gross oversimplification of reality, as we shall see. 
Nevertheless, it presents several ideas that are very important for fisheries 
management. The danger of taking an approximately set amount of fish 

Stable and unstable 
points 

Collapse of the 
Peruvian anchoveta 
stock 
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Year 

Fig. 5.5 Yearly catches of Peruvian anchoveta from the Pacific Ocean off the coast of 
Peru and Chile, from 1957 to 1995. Data from FA0 Fishery Statistics Yearbooks. 

each year can be illustrated by the collapse of the Peruvian anchoveta 
fishery. The Pacific Ocean off the coast of South America is a region of 
upwelling with high primary productivity [see Fig. 5.2). Anchoveta eats 
phytoplankton as well as zooplankton, so its food chain was short and its 
productivity high (Walsh 1981). Figure 5.5 shows the yearly catches, 
which increased rapidly after 1957 and by 1962 were contributing more 
than 10% of the total catch from the world’s oceans. Surplus yield 
models predicted maximum sustainable yield of about 7-10 Mtonne 
year1, and the actual catch was near thus from 1964 to 1971. This catch 
might have been sustainable if the weather and ocean currents had 
remained constant from year to year, but in 1972-73 an El Niiio Southern 
Oscillation Event occurred. This is a complex interaction of atmosphere 
and oceans that occurs in the Pacific every few years (see Longhurst & 
Pauly 1987; Mann & Lazier 1996). Off the coast of Peru El Nifio causes 
the upwelling water reaching the surface to be warmer than usual and 
lower in nutrients. In 1972 this led to extremely poor recruitment 
of anchoveta. In the absence of fishing the stock might have soon 
recovered-El Niiio had, after all, occurred many times before-but with 
fishing near or above the maximum sustainable yield the result was a 
collapse in the stock. In terms of Fig. 5.4(c), the curve moved downwards 
to below line Q, and by the time the curve moved up again stock size 
was to the left of point u, so the stock could only recover if fishing was 
greatly reduced. In 1982-83 there was another, more extreme, El Nino 
event which further reduced the anchoveta stock. The situation was 
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Fig. 5.6 Relationship between number of 
adult stock and number of new recruits, for 
cod in the Arcto-Norwegian region of the 
Atlantic Ocean. Points are for individual 
years, which are indxated by the numbers. 
Line is best fit to a model. From Cushing 
(1981). 

. . . but itrecovered complicated by increases in stocks of other species, including sardine. If 
Fig. 5.5 terminated at 1984, one might perhaps assume that Peruvian 
anchoveta was essentially extinct but, as the graph shows, within 10 
years it recovered, to provide catches as high as those of the 1960s. For 
further information on the interacting role of fishing and varying envir- 
onmental factors in the anchoveta collapse, see Longhurst & Pauly ( 1987) 
and Mann & Lazier (1996). 

Recruitment 

If the relationship in Fig. 5.4(b) is to be applied to deciding how much fish 
of a particular species can be safely caught, we need data for that species 
relating recruitment each year to stock size. Figure 5.6 shows an example 
of such data. Much time and effort has been put into collecting such data, 
for many species in many seas; examples of stock/recruitment graphs are 
given by Cushing (19811, Pitcher &Hart (1982), Rothschild (1986), Laev- 
astu &. Favorite (1988) and Hilborn & Walters (1992). Much time and 
discussion has also been devoted to trying to agree what shape of curve 
best fits the data (Hilborn & Walters 1992, Chapter 7). In Fig. 5.6 the 
fitted curve has a maximum and then bends down to the right, but other 
models do not have a reduction in recruitment at high stock. A consist- 
ent feature of stock/recruitment data is wide scatter. In Fig. 5.6, at the 
same stock density recruitment can vary more than 10-fold. This is a fair 
example of published stock/recruitment relationships: some show less 
scatter about the best-fit line, but some show even more scatter. This has 
led to serious discussion as to whether it would be more helpful to 

Relating 
recruitment to 
stock size 
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Box 5.3. Methoda af eatimating the size of a stock, i.e. the number of fish 
of a particular epeciee in a large area of ocean. 

1 Mark and recapture 
Fish are caught, marked with a tag and released alive. When fish are 
caught later, the proportion tagged can he used to estimate the total 
iiuniher 111 the population. 
2 Hydroncoustic (sonar, echo-sounding). 
3 From num her of qgs  
Eggs can be counted in water samples, then the number of adult fish 
estimated if the mean number of eggs laid per female is known. 
4 Cutch per unit effort 
Usually can give only relative figures, e.g. by what percentage stock has 
changed since last year. 

at sea. It can also take into account the equipinent used, e.g. length of net. 
5 Virtutil population analysis 
Requires information on natural mortality rate Usually only gives infor- 
mation about stock size m the past. For further information see text. 

Further information: Barnes & Hughes (1999) Chapter 8; Hilborn & 
Walters ( 1992); King ( 199 5 J 

(fish caught)/(effort by Ashermen) 

Effort can he measured by number of boats and how many days they spend 

assume no relationship between stock and recruitment, in other words 
the points are randomly scattered over the graph (see Gilbert 1997, and 
replies by Myers 1997 and Hilborn 1997). One method of estimating how 
much fish can be caught-the yield-per-recruit method (which is 
explained later)-ignores the relationship between stock and recruit- 
ment, thus implicitly assuming that recruitment will always be 
adequate. 

Why is there so much scatter? Surely the young fish must come from 
eggs laid by the older fish, so there must be a relationship between stock 
and recruitment? One possible reason for the scatter is that the figures for 
stock and recruitment may be inaccurate. Estimating the total number of 
fish in a large area of ocean is not easy. Box 5.3 summarizes the principal 
methods that have been used. Methods 1-3 depend on research vessels 
(though in mark-and-recapture the recapture can be by commercial fish- 
ing). If the area to be surveyed is large and the fish irregularly distributed, 
in order to achieve adequate sampling the amount of time and effort 
needed will be great and the costs high. Nevertheless, such research sur- 
vey methods have been used. For example, annual hydroacoustic surveys 
have since the mid-1980s been crucial to the management of the anchovy 
and sardine fishery off the southwest coast of Africa (Cochrane et al. 
1998). 

Methods 4 and 5 of Box 5.3 rely substantially on information from fish- 
ing boats. Virtualpopulation analysis is a widely used method, described 

Estimating stock 
size 

Virtual population 
analysis 
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briefly but clearly by King ( 1995) and in great detail by Hilborn & Walters 
(1992). It relies upon the fact that the age of a fish can be determined. This 
is often done by counting annual marks on scales or otoliths (small bony 
structures in the ears), but can also be estimated from fish size. If we con- 
sider a single cohort (age-group), equation 5.1 becomes: 

N,,, = N,- M - F ,  (5.2) 

because once the cohort is established there is no recruitment to it, only 
loss by natural mortality ( M )  and fishing mortality (F). Virtual population 
analysis starts with the cohort very old, so there are very few fish left and 
its actual size does not matter much. The calculation then works back- 
wards in time, estimating the size of the cohort the previous year by: 

(5 .3)  

and so on year by year back to recruitment of the cohort. The mortality 
due to fishing is determined from catches, allowing for other fish killed 
but not landed (discussed later). In Equations 5.2 and 5.3 natural mortal- 
ity rate is represented by M, not M,, because it is normally assumed to be 
the same each year. Rates of natural mortality are difficult to determine 
when fishing is going on. It can be determined from mark-and-recapture, 
if that is performed in more than one year (Barnes &Hughes 1999). If fish- 
ing occurs during only part of each year, natural mortality can be meas- 
ured in the other period; otherwise, if fishingintensity varies from year to 
year it may be possible to estimate natural mortality by comparing years 
(King 1995). Virtual population analysis can be a powerful way of esti- 
mating stock size and recruitment, but it does so retrospectively. As 
we shall see, it has been very useful for working out what went wrong 
after a fish stock has crashed, but less good at preventing the crash from 
happening. 

Returning to Fig. 5.6, the alternative explanation for the great scatter of 
points is that recruitment genuinely varies greatly from year to year. 
There is no doubt that this does often happen. The basic feature of fish 
biology that allows recruitment to be so variable is that each female fish 
lays an enormous number of eggs each year (e.8. of the order of a million 
for the cod in Fig. 5.61, and then there is enormous mortality of eggs and 
larvae. Figure 5.3(b) shows data for plaice in the North Sea for several 
years; the numbers surviving are on a log scale. In three of the years, from 
a batch of several thousand eggs only about one larva would be surviving 
120 days later. The graph also shows some marked variations between 
years. The number of larvae that hatched from eggs was about the same 
in 1968 and 1969, but the subsequent mortality differed: it was about 7% 
per day in 1968, but only 1 % per day in 1969. That sevenfold difference in 
mortality produced a difference of more than 100-fold in numbers of 
larvae by the time they were 120 days old. This high fecundity plus high 
mortality is very different from mammals and birds, where there are few 
young per adult per year but low mortality. It is therefore much more 

N, = N,+, + M + F, 

Recruitment varies 
from year to year 
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straightforward to predict the size of a mammal or bird population next 
year (see, for example, the relatively modest fluctuations in grizzly bear 
numbers in Fig. 10.7, p. 302). 

The eggs and larvae of many fish are among the plankton and are 
exposed to predation, e.g. by jellyfish and by adult fish, including some- 
times their own species. Predation is a major cause of the high mortality, 
but at times food shortage can be equally important (Bailey & Houde 
1989). Variations in larval mortality can sometimes be related to envir- 
onmental conditions. The effect of El Nifio on Peruvian anchoveta has 
already been mentioned, but less extreme changes in sea conditions can 
also have an effect. One way in which temperature can affect survival is 
by increasing the length of time in the larval stage and hence the time 
most prone to predation (Bailey & Houde 1989). Among temperate 
species the timing of egg laying, hatching and larval development in the 
spring, and how this matches with the bloom of phytoplankton and then 
zooplankton, can be crucial in deciding whether the fish larvae have an 
abundance or a shortage of food (Cushing 1990). Correlations have often 
been reported between recruitment and temperature, and more rarely 
with salinity and other environmental factors. Myers (1998) listed cases 
where such reported correlations had been retested with further data. 
Sometimes the relationship was confirmed, but quite often it was not. 
Among the correlations with temperature that were confirmed, most 
were for populations that were near the northern or southern limits of the 
species' range. 

Thus for most fish stocks the causes of the fluctuations in recruitment 
from year to year are not well understood. Predictions of recruitment in 
each year have rarely been used in calculating how much fish should be 
caught. Because of the difficulty and expense of determining stock sizes, 
and the weak relationship between stock and recruitment, fisheries sci- 
entists have looked for other ways of predicting how much fish can safely 
be caught. Schaefer ( 1954) proposed a method which is attractive because 
it requires only data on the catch and the effort expended by the fisher- 
men. (For definition of effort see Box 5.3.) Figure 5.7(a) shows the relation- 
ship predicted by Schaefer. This assumes an equilibrium situation, i.e. 
effort remains constant from year to year and so does the stock/recruit- 
ment relationship. The curve falls to the right because increased fishing 
has reduced the stock. So it should be possible to predict a level of effort 
that will maximize the catch. Figure 5.7jb) shows an example of real data. 
Two alternative curves with different equations (see King 1995) have 
been fitted to the data. With this amount of scatter, deciding the optimum 
effort to maximize long-term catch is not straightforward. 

If effort remains the same but catch decreases, we should take this as 
an indication that the stock has declined. As effort rarely does remain the 
same from year to year, catch per unit effort has often been used to indi- 
cate whether the stock size is changing. The assumption is that catch per 
unit effort is proportional to stock size. As we shall see, this is often not 
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(b) 

1000 
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Fig. 5.7 Relationship between catch and 
effort. (a) Theoretical, following Schaefer 
(1954). (b) Actual data for barramundi. Two 

0 5 10 alternative fitted curves are shown. From 
King (1995). Effort (km of net x days x 103) 

true. Nevertheless, catch per unit effort data have often been used in fish- 
eries management for monitoring stocks, basically because the figures 
are available. 

Another method that has been used to estimate the amount of fish that 
can safely be caught is based on yield per recruit (see King 1995, p. 209). 
The basic idea is to consider a cohort of fish which has just reached the 
age and size when it could be caught by the gear available. Our aim is to 
maximize the total weight of fish we catch from that cohort over its 
whole lifespan. When should we start taking fish from the cohort, and 
how much should we take each year? If we catch fewer this year there 
will be more left to catch next year, when they will be larger. However, 
some of them will die of natural causes and so never be caught. If we have 
information on the rate of growth and the natural mortality rate, we can 
predict the yield per recruit at different intensities of fishing. Figure 5.8 is 
an example of the relationship. If the aim is to maximize yield per recruit, 
fishing effort should be F,,, corresponding to the highest point on the 
curve, Y,,,. Often, however, fisheries managers are more cautious, and 
during the 1980s it became common to recommend Fo,l, which corre- 
sponds to where the slope of the curve is one-tenth as steep as it is at the 
origin (at the bottom left comer). Hilborn and Walters (1992) comment: 

is an essentially arbitrary choice of fishing mortality rate, which 
often appears to be in the right ballpark’. So fisheries management seems 

Yield per recruit 
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Fig. 5.8 Predicted relationship between fish 
mortality caused by fishing and yield per 
recruit. For further explanation see text. 

F0.7 Fmax 

Mortality due to fishing (F) 

to have moved away from fundamentals and towards arbitrary rules of 
thumb. The most serious deficiency of basing fishing intensity on yield 
per recruit is that it pays no attention to how many recruits there are each 
year, and therefore makes no attempt to guard against recruitment over- 
fishing, i.e. removal of so many fish of spawning age that stock size 
declines through lack of new recruits. 

These methods of predicting how much fish should be caught all have 
their origins in classical fisheries biology of the 1950s. They are all based 
on the assumption of equilibrium, i.e. that in the absence of fishing the 
stock size would be approximately constant from year to year, and that 
the amount of fish caught is the same each year. Often this is not true. 
Data available are often from areas where the intensity of fishing has 
been increasing, and where the stock size may have been decreasing. For 
example, Fig. 5.6 shows a time trend, with the 1940s in the right-hand 
half and the 1970s in the bottom left. 

Another limitation of all these methods is that they apply to one 
species at a time. Often several species are being caught in the same area, 
and these species are likely to be interacting with each other: they may be 
competing for food, or one species may be eating either the larvae or 
adults of another species. So the amount of one species that is caught this 
year may well affect the stock size of another species next year. Also 
there may be interacting effects in the fishing process. Fishing boats with 
quota for one species may unavoidably catch fish of another species at the 
same time and tip them back dead. Various methods of multispecies 
analysis have been proposed (see Hilborn & Walters 1992, Chapter 14). 
These tend, inevitably, to be more complex than single-species models 
and to require more quantitative information for input, and so far little 
use has been made of them for the management of commercial fisheries. 

An underlying problem in the management of ocean fish is that we 
cannot perform properly designed experiments, in which different 
fishing strategies are applied to fish populations (preferably replicated) 

Fish species may 
interact with each 
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whose conditions of environment, food and predation are in other 
respects similar. For commercially important fish that is not realistically 
possible. 

Management: how to control fishing 

Imagine a sea on which many boats set out to fish and there are no regu- 
lations limiting how much they can catch. Another person buys a boat 
and fishing gear and joins the fleet. He catches fish, sells them and makes 
a living (provided he can cover the initial costs of boat and gear). So his 
joining the fleet is a clear advantage to him. But his catch today reduces 
the stock tomorrow, and next year too if it is being overfished. So there is 
less fish for everyone, catch per unit effort is reduced and so is everyone’s 
income. But this loss is shared among all the fishermen, so for each indi- 
vidual it is small compared with the gain by the one new entrant. So 
another new fisherman joins, and the stock decreases a little further. And 
so on. This is a classic example of the tragedy of the commons (Hardin 
1968). If fishing is open to all, and individuals decide whether to fish on 
the basis of self-interest, there are strong pressures towards the stock 
being overfished. Eventually the amount of fish to be caught will no 
longer justify the cost of new equipment, and new entrants to the fishery 
will be deterred, but probably not until the stock has been severely 
depleted. Economists predict that under any likely conditions a free 
market will result in less fish being caught, long-term, than could be 
obtained by controlled management aiming for maximum long-term 
catch. 

Most governments have accepted for some decades that free market 
economics does not lead to efficient and sustainable management of 
ocean fish stocks, and therefore some regulation of fishing is necessary. 
In the late 1970s many countries that have coastline declared the sea 
extendmg 200 miles (320 km) offshore to be their exclusive economic 
zone, meaning that they declared the right to impose controls on what 
fishing occurred there by people and boats of any nationality. For reasons 
explained earlier, many ocean regions near to coasts have high product- 
ivity, and these 200-mile zones include many of the world’s most 
productive fisheries. International commissions have been set up to 
oversee fishing in some areas outside the 200-mile limit, e.g. the South- 
ern Ocean (Everson 1992), but in vast areas fishing is still largely uncon- 
trolled. What follows applies mainly to areas under governmental 
control. 

Fishing regulations can aim for the amount of fish caught to be a speci- 
fied proportion of the stock, or can set a quota which is below the max- 
imum sustainable yield but unrelated to the stock size (see Fig. 5.4(c) ). In 
practice, if any quota is set there will need to be continued monitoring of 
the stock, to avoid getting into the danger area to the left of point u. If a 
set proportion of the stock is to be taken each year, this can be controlled 

pressures towards 
overfisbing 

Limitations: by 
quota or effort! 
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Box 5.4. Types of rule which can be used to limit the amount of flsh 
caught. 

1 Limits to effort 
(a) Limit the number of boats fishing in an area, e.g. by requiring each to 
have a licence. Boat size can also be restricted. 
(b) Limit how many days each year each boat can fish. The dates may be 
unspecified, or there may be one or more closed seasons. 
(c) Place restrictions on what equipinent may be used, e.g. the type of net, 
its length, its mesh size. 
(d) Ban fishing in some parts of the area. This could be fur only part of the 
year, e.g. spawning time. It could be on a rotational basis. 

2 Quotas 
(a) Set maximum total allowable catch for whole area for each year. 
(b) Quota (maximum catch per year] allotted to each boat. This may be 
transferable, i.e. it can be sold to another boat. 

Further information: King (1995) 

either through rules aimed at limiting fishing effort, or by setting a quota 
that is a certain proportion of the estimated stock size. 

Box 5.4 summarizes the sorts of rules that can be used to limit fishing 
effort. These rules have the advantage of being relatively easy to police. 
One disadvantage is that they can lead to economic inefficiency, in other 
words low earnings per boat and per fisher. If boat owners have spent a lot 
of money on buying and equipping the boat, and maybe have loans to 
repay, it creates financial problems for them if they are required to keep 
the boat in port, unused, for many days in the year, or if their catch per 
working day is reduced by rules that prevent them using modern equip- 
ment. Banning fishing from some areas can (if the areas are well chosen) 
provide an insurance against the stock being made extinct altogether; but 
if the total fishing effort remains as high and is merely redeployed else- 
where, the size of the total surviving stock may be little different 
(Horwood et al. 1998; GuCnette et al. 1998). 

Figure 5.7 illustrates a further problem with control of effort. If that 
catch/effort model is being used to decide what effort should be allowed, 
we need to identify the peak of the curve, and hence the effort that results 
in maximum sustainable yield. Figure 5.7jb) shows some real data, and 
two curves fitted through them, which indicate different maximum sus- 
tainable yields and associated efforts. Which of them is correct? Actually, 
neither fits particularly well; an alternative curve would reach a max- 
imum beyond the right-hand edge of the graph. To be sure of where the 
peak is, and therefore what effort should be allowed, we need data points 
that go well beyond the peak, declining to the right. If, as often happens, 
time goes from left to right, with the number of boats and the sophistica- 
tion of their gear increasing year by year, then the optimum effort will not 

Control of effort 
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be decided until there are too many boats. Then, to prevent overfishing, 
it will be necessary to reduce the number of boats or the number of days 
they can fish, or to ban some of their gear. This situation is politically 
unattractive-politicians become unpopular if they reduce people’s earn- 
ings, or put people out of work altogether, leaving them with boats and 
gear which nobody else wants to buy. 

The alternative system of control involves setting a quota, the max- 
imum amount of fish that can be caught. A total allowable catch will be 
decided for the fishery area for the year. Sometimes the boats have been 
allowed to fish unrestricted until the quota for the area has been reached, 
then the fishery is closed for the rest of the year. This leads to a ‘race for 
fish’, followed by boats lying in port unused for the rest of the season, 
which is economically inefficient. Alternatively, each boat may be allot- 
ted a quota. Some countries allot individual transferable quotas, which 
can be bought and sold. So, a boat owner can buy more quota if she or he 
thinks the profit from the extra catch will justify the cost of the quota. 
This can lead to fewer boats but each allowed to catch more fish, which 
may be economically more efficient. After the introduction of individual 
transferable quotas the number of boats did decline in various Canadian 
fisheries and one Australian fishery, but not off Iceland or New Zealand 
(Grafton 1996). Nevertheless, the operation of the individual transferable 
quota system in Iceland and New Zealand waters has been considered a 
qualified success, at least by some commentators (Arnason 1996, Annala 
1996). In any quota system there are difficulties with ensuring that each 
boat does not exceed its quota [Grafton 1996). Sometimes independent 
observers travel on the boats, but to police every fishing trip in this way 
is expensive. More often, policing relies on logbooks of catches kept by 
the fishermen at sea, and records of fish landed and sold. There is no 
doubt that substantial amounts of fish are caught and then dumped back 
into the sea dead. Some of this will be bycatch-non-target species which 
the boat does not have permission to sell, but which were caught along 
with the target species. Dumping may also be the result of high-grading, 
selecting fish in the size range that will fetch the highest price per kilo- 
gram and discarding the rest. 

Control by quota 

Collapse of the Newfoundland cod stock a case study 

Cod was formerly extremely abundant in the western Atlantic, off the 
coast of Newfoundland and southern Labrador. It is a demersal fish, con- 
fined to waters of the continental shelf and not extending into the deep 
Atlantic, and so mostly within 200 miles of the Canadian coast (deYoung 
&Rose 1993). This provided a well established and economically import- 
ant fishing ground. Yet in 1992 the Canadian government had to close the 
main cod-fishing regions, lying to the east of Labrador and Newfound- 
land, until further notice, because the stock had virtually ceased to exist. 
The other areas, to the south and west of Newfoundland, were closed 
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the following year (Myers et 01. 1997). Whose fault was the collapse-the 
scientists’, the politicians’ or the fishermen’s? Or was it caused by some 
unexpected and unavoidable environmental change? In writing this 
section I have made substantial use of papers by Hutchings and Myers 
(1994) and Walters and Maguire (1996). 

Before 1977 the fishery was open to boats of any nation, and many 
came from European countries. From the mid-1950s the total catch from 
the main fishingregions rose greatly, peaking in 1968 (Fig. 5.9). After that 
it fell steadily until 1977, when Canada declared the ZOO-mile exclusive 
economic zone, which included much of the cod fishery and so banned 
foreign boats from it. A decline in catch, such as occurred from 1968 to 
1977, can be due to a decline in either the stock or the fishing effort. Fig- 
ure 5.10 shows three alternative estimates of how the stock size changed: 
there is no doubt that it fell greatly between 1968 and 1977. Clearly the 
fishery was in danger of collapsing. From 1977 onwards foreign boats 
were excluded and the number of boats dropped suddenly. This provided 
an opportunity to allow the stock to rebuild, and to plan a fishing regime 
to exploit the stock in a way that would be sustainable long term. Unfor- 
tunately, this was not achieved. 

From 1977 onwards a total allowable catch was decided each year, 
based on the yield per recruit system explained earlier. The catch 
rose during the first few years after 1977 (Fig. 5.9), then remained fairly 
stable, even up to 1990. So the catch figures gave no warning of the disas- 
ter to come. The catches were limited by a quota, and the fishermen were 
trying to fill that quota. As explained earlier, it is easier to estimate stock 
size retrospectively than at the time. The three alternative estimates in 
Fig. 5.10 all indicate that numbers rose modestly after 1977 until about 
1985, but then started to fall. 

So the Canadian government was setting quotas, based on advice from 
fisheries scientists, but the stock nevertheless collapsed. What went 
wrong? Basically, the size of the stock was consistently overestimated 
and so the allowable catch was set too high. 

The Po,l system was used to calculate what percentage of the stock 
could be harvested each year. To set the total allowable catch each year, 
the size of the stock that year needs to be known. In the estimation of 
this, catch per unit effort (CPUE) played a crucial part. CPUE rose sharply 
after 1977 (Fig. 5.1 l), and this was taken as evidence of a large increase in 
the stock; we now know that in fact it increased only slowly (Fig. 5.10). 
After 1985 the true fall in stock size may have been faster than the fall in 
CPUE. So, in the late 1980s CPUE was indicating that the stock was 
larger than it had been in the late 1970s, whereas in fact it was smaller 
and declining. These discrepancies presumably arose because the fisher- 
men were increasing their ability to catch fish in ways not included in the 
estimates of ‘effort’. These could be new equipment, for example new 
designs of cod trap, sonar, advanced navigation systems; or learning by 
experiment and experience where were the best places to go to catch the 

Cod stock and 
catches, since 1960 

How the quotas 
were decided 
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fish. The overall result was that the fisheries scientists consistently and 
substantially overestimated the size of the stock and therefore the 
amount that could safely be caught. 

The Fo,l system, based on yield per recruit, does not guard against inad- 
equate recruitment. The minimum mesh size allowed aimed to prevent 
fish being caught until they were 3 years old. However, cod do not pro- 
duce eggs until they are 7 years old, so many female fish were caught 
before they had been able to reproduce. There has been disagreement 
about how far low recruitment contributed to the decline and final col- 
lapse of the stock, and whether environmental conditions such as low 
water temperature may have affected recruitment (deYoung & Rose 
1993; Hutchings &Myers 1994; Myers et al. 1997). 

Another uncertainty is whether fishermen contributed to the collapse 
by catching fish in excess of the quotas. Firm evidence on this is hfficult 
to obtain, but Myers et al. (1997) concluded that discrepancies between 
estimates of stock size by two different methods could best be explained 
by substantial discarding by fishing boats of 2-4-year-old cod, and misre- 
porting of catches. 

Although there have been changes in sea conditions off Newfoundland 
from year to year and decade to decade which may well have affected the 
fish, there can be no serious doubt that the principal cause of the collapse 
of the Newfoundland cod stock was overfishing. The worrying aspect for 
us as applied ecologists, and for the future management of ocean fish- 
eries, is that the fault lay substantially with the fisheries scientists, who, 
over many years, persistently gave incorrect estimates of how many fish 
could be caught without endangering the future of the stock. On the 
more positive side, cod are not completely extinct off Newfoundland, 
and a stock reduced to a very low level can still recover, as Fig. 5.5 shows. 

Is there a future for ocean fishing? 

The story of the Newfoundland cod is an upsetting one for applied 
ecologists and fisheries managers, as well as for the people of Newfound- 
land. Could it happen again, elsewhere? Among fisheries scientists 
some at least (e.g. Walters & Maguire 1996) think the answer is yes, it 
could. 

Fisheries scientists often put part of the blame on politicians, for set- 
ting quotas higher than the scientists recommend. South Africa is an 
example where total allowable catches have been increased above the 
scientific recommendations for ‘socioeconomic reasons’: this happened 
in 5 out of the 9 years from 1988 to 1996 (Cochrane et al. 1998). 

The European Union has since 1977 controlled fishing in most of the 
sea off western Europe. The setting of total allowable catches each year 
has involved bargaining between senior ministers from the different 
countries of the Union, often ending with the quotas set higher than the 
fisheries scientists recommended (Corten 1996). The fishermen, in turn, 
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Fig. 5.9 Commercial catch of Newfoundland cod each year from 1962 to 1992. In 
1992 fishing was stopped part-way through the year. From Hutchings &Myers (1994). 
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Fig. 5.10 Number of Newfoundland cod of harvestable size, i.e. age 3 years or older, 
each year from 1962 to 1992, estimated by three alternative methods. From Hutch- 
ings &Myers (1994). 
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have often exceeded their allotted quotas: estimates for unreported 
landings of fish from the North Sea during the early 1990s were 60% of 
quota (i.e: in addition to the quota) for sole and 35% for plaice, but only 
10% for cod and herring [Cook 1997). Cook (1997) gave estimates of the 
North Sea stock and catch of important species from 1982 to 1994, based 
on independent surveys and so not dependent on reported catches. Total 
allowable catches were made more restrictive from 1989 onwards. Up to 
then the stock and catch of haddock and cod had been declining, but they 
subsequently rose for haddock and levelled off for cod. However, stocks 
of plaice and herring declined from 1989 to 1994. The future for sustain- 
able fishing in the North Sea remains uncertain. 

In many countries questions have been asked about the future of 
fisheries management. How should we deal with the uncertainties in the 
scientists' predictions? How much caution, how much safety margin 
should be built into the allowable catches? How should we decide 
between alternative aims, e.g. is it worth accepting a lower mean annual 
catch if there would be less variation from year to year? What is the best 
way to bring economics and social factors into the decisions? How should 
scientists, administrators, politicians and fishermen interact in the 
decision-making process? These questions have been discussed at length, 
e.g. by Hilborn and Walters (1992). They are outside the scope of this 
book. 

Another set of questions concerns how fishmg affects non-target 
species and whole marine ecosystems. For example, the gear used for 
catching demersal fish drags along the surface of rocks and disturbs bot- 
tom sediment. This can lead to reduced abundance of species living on 
the bottom surface, such as sponges, anemones and bryozoans; however, 
animals living within the sediment often recover quickly (Jennings & 
Kaiser 1998). Another example is that heavy fishing can lead to a decline 
in abundance of some sea birds, by reducing their food supply. These and 
other side-effects of fishing raise the question of whether fisheries man- 
agement should in future take more account of whole marine ecosystems 
and all the species in them. 

On a world scale, ocean fishing is by no means finished. In spite of sub- 
stantial declines in catches of important species in some areas, total fish 
catch from the world's oceans has not, as yet, shown any clear downward 
trend (Fig. 5.1). Nevertheless, it seems opportune to consider an alter- 
native way to obtain fish for food: fish farming or aquaculture. 

Questions for the 
future 

Aquaculture (fish farming) 

Aquaculture is not a new idea. It has been going on in China for more 
than 3000 years, and in the mid-1990s China obtained more than half of 
its total freshwater and sea food this way (Zhong & Power 1997). In 
1993-95 17% of the fish (including molluscs and crustaceans) provided as 
food, worldwide, came from aquaculture (World Resources 1998/9). 
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Box 5.5. Aquaculture: problems fn planning and management. 

1 Finding suitable sites 
Limitations include requirements for water supply and waste disposal. 
2 Water supply 
Some farmed species require fresh water (e.g. common carp), some require 
salt water [e.g. turbot), some can grow in both (e.g. salmon, trout). 
3 Maintaining suitable physical and chemical conditions 
Includes temperature, concentration of oxygen and ammonia. 
4 Foodsupply 
Extensive systems rely on plants and animals that grow in the production 
ponds, so high primary productivity i s  important. 
Intensive systems require food that has been produced elsewhere. 
5 Disposal of waste: fish excreta, uneaten food 
6 Diseases of fish 
Can spread rapidly because of high fish density. Control by altering 
conditions, chemical treatments, vaccination. 

Further information: Barnab6 [ 1994) 

Species that can be farmed successfully include salmon, trout, carp, 
turbot and mullet. In 1995 the number of Atlantic salmon (Salmo 
salar) in fish farms was more than 10 times as many as in the wild (Gross 
1998). 

This section, like the rest of this chapter, confines itself to finfish. It 
considers briefly some applied ecology aspects of aquaculture, especially 
in relation to food for the fish to eat. Box 5.5 lists problems that need to 
be addressed. 

The facilities can range from artificial ponds to reservoirs to cages in 
natural lakes and coastal seas. Sites close to rivers, lakes or the ocean are 
favoured for tanks and lagoons, because they provide a water supply and 
a place to dump waste. But this can cause problems, if for example the 
area has special wildlife or scenic value, or the waste causes unacceptable 
pollution. 

Most of the fish species we eat are carnivores, in contrast to all the land 
animals that provide us with meat, milk, wool and so on, which are herbi- 
vores. There are a few exceptions, e.g. grass carp and anchoveta are 
herbivorous fish that we use; but with the majority, the carnivores, we 
are dealing with a longer food chain. We need to consider food for the 
larvae as well as the adults: as described earlier, fish larvae have different 
food requirements from the adults. 

Aquaculture can be either extensive or intensive. Extensive means 
that basically we rely onnatural food chains to supply food to the fish. To 
maintain high primary productivity it is usually necessary to maintain 
high nutrient status by adding inorganic fertilizer or organic manure. In 
China it has been traditional to put ‘nightsoil’ (human excreta) into 

Food supply for the 
farmed fish 



142 C H A P T E R 5  

the fish ponds, as well as animal manure (Zhong & Power 1997). Fish 
production of 0.4-4 tonnes fresh weight ha-' year-' can be achieved in fer- 
tilizedpond systems (Barnab6 1994). Taking the energy content of fish as 
1.6 GJ tonne-' fresh weight (Pimentel & Pimentel1979), the food energy 
production is about 0 . 6 4  GJ ha-' year-', which is of the same order of 
magnitude as production by cattle on intensively managed pasture (see 
Table 2.3). Yields are higher in extensive aquaculture than from natural 
lakes and oceans, not only because of the fertilizer addition but also 
because the fish are protected from predators. 

Intensive aquaculture means that all the food for the fish-larvae and 
adults-is obtained from elsewhere and fed to them. In their native habi- 
tats the larvae of most fish feed on zooplankton. Producing enough zoo- 
plankton to feed a large population of growing larvae is a considerable 
undertaking. The larvae of marine fish are most often fed initially on the 
rotifer Brachionus plicatilis, and later, as they grow larger, on nauplius 
larvae of Artemia salina, a small crustacean. B. plicatilis is partheno- 
genetic, which makes it easier to produce in large numbers. It normally 
feeds on microalgae, which also have to be cultured in large amounts; 
however, there has been some success with mixtures of yeast and algae as 
diet for B. plicatilis (Shepherd &. Bromage 1988). A. salina is not usually 
cultured: its cysts are collected in large numbers from the banks of lakes, 
and the nauplii then hatch from them. 

The larvae of salmon and trout are easier to feed. Their eggs are larger 
than those of many other fish, and the larvae at first have a large reserve 
of yolk. By the time they need food they are able to feed on a diet of dry 
particles manufactured from components such as yeast and beef liver. 
There has been research on how to grow the larvae of other fish on manu- 
factured food. One possibility is that they can adjust to manufactured 
food if given a changeover period when it is mixed with plankton. Rosen- 
lund, Stoss and Talbot (1997) experimented with halibut larvae, which 
were fed initially on Artemia nauplii. Over a 10-day period they gradually 
increased the supply to the larvae of a microparticulate feed, similar in 
protein and fat content to Artemia,  while reducing the amount of 
Artemia.  After this changeover period the larvae were fed for another 
20 days on particulate food only. Compared with larvae fed on Arternia 
throughout, they had lower mortality and higher final weight. A similar 
experiment with turbot larvae was less successful. Success may depend 
on getting the details of the food composition and timing right. 

Adult fish (apart from the few herbivorous species) are usually fed on 
fishmeal. It may seem that there is little gained by feeding fish on fish, 
but the fishmeal is made from species that humans do not normally eat, 
and from parts left over, for example from fish canning factories. Never- 
theless, there is a long food chain from the primary producer to the fish 
we eat, so this is not an efficient way of converting solar energy into food 
energy. Experiments have been carried out to develop diets for adult fish 
which are partly of plant origin, and these have been successfully used for 

Food for the larvae 

Food for the adults 
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some species. Boonyaratpalin (1997) gives a diet that has been used for 
barramundi which is 70% fishmeal, most of the rest being starch and rice 
bran. Feeds composed of up to 50% plant materials have been recom- 
mended for some carnivorous fish (Shepherd & Bromage 1988). Omni- 
vorous fish can thrive on a diet much higher in plant material, e.g. milkfish 
on about 90% meal from soybean and grain, and only 10% fishmeal 
(Boonyaratpalin 1997). 

This section on aquaculture has particularly emphasized food supply 
for the fish, which is one of the major ecological problems affecting 
future expansion. However, rhe availability of suitable sites and the dis- 
posal of waste may also be limiting factors. It is likely that aquaculture 
will expand substantially in the future, but it is not yet possible to predict 
with confidence whether it will in due course overtake ocean fishing as 
the major source of fish for human food. 

Conclusions 

+ Most fish that we eat are carnivores, and their productivity is redhced 
by long food chains. 
Relatively high fish productivity occurs in areas of hgh primary prod- 
uctivity by plankton. Many of these areas are within a few hundred kilo- 
metres of coasts, where fishing is controlled by indlvidual countries. 

allowing fishing to continue without destroying the stock. Surplus 
yield models have predicted the maximum amounts that can be 
harvested each year. 

greatly from year to year, and has proved difficult to predict. 

predictions of how much fish should be caught have often been based 
on amounts caught in previous years. 

+ Rules to control fish catches can involve quotas, or can regulate effort 
(e.g. number of boats, type of equipment). 
Although regulations have helped to maintain many stocks, some 
stocks have virtually disappeared. Some of these collapses have been 
due substantially to incorrect information and recommendations 
from fisheries scientists. 

+ Aquaculture (fish farming) is now producing a lot of fish. However, 
there are problems and limitations, including difficulties in 
producing large quantities of suitable food for the fish. 

+ If fishing is at the correct intensity there can be surplus yield, 

+ The number of young fish joining the stock [recruitment) fluctuates 

+ Because of difficulties in determining stock size and recruitment, 

Further reading 

Ecology of the oceans: 
Barnes & Hughes 11999) 
Valiela ( 1995) 
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Fish population dynamics and management: 
Hilbom & Walters (1992) 
King [ 1995) 

Aquaculture: 
BarnabC [ 1994) 



Chapter 6: Management of Grazing Lands 

Questions 

Is there a conflict between management of the plant and management 
of the animal that eats it? How can we manage for high productivity 
by the plant yet high consumption by the animal? 

animals respond to these? 
Is there an optimum sward height? or structure? How do grazing 

Does grazing ever increase plant growth? 
Do animals choose to eat only certain plant species? Can this choice 
ever be modified? 
Does selection by animals alter the species composition of the 
vegetation? Do they sometimes eliminate the more nutritious 
species? 
Can heavy grazing lead to irreversible damage to the vegetation? 
Can several mammal species grazing together make more efficient 

How can grazing lands be managed to promote high diversity of wild 
use of the vegetation than a single species? 

plants and animals? 

Background science 

Relationship between foliage area, photosynthesis and growth of a 

rn Digestive systems of herbivorous mammals. Differences between 

rn Diet choice by different herbivore species, wild and domestic. 
Effects of grazing on the diversity of plants and of insects. 

sward. 

ruminants and non-ruminants. 

About a quarter of the world’s land surface is grazing land, more than 
twice the area that is devoted to crop production (see Table 1.1). So grow- 
ing animals for food involves a considerable commitment of land. Man- 
agement of grazing animals is a challenge in applied ecology: because of 
the extra trophic level, compared to cropland, the management 
inevitably has extra complexity. Most of what the animals eat is green 
stuff containing photosynthetic machinery, so there is an intrinsic con- 
flict between the requirement of the animals to eat today and their 
requirement that the plants produce more for them to eat tomorrow or 
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next month. The manager has to consider the needs of both the plants 
and the animals. 

This chapter is about mammals that eat leaves and stems, and about 
the vegetation they eat. Often I refer to these animals as grazers, although 
a few are strictly speaking browsers, meaning they feed on material from 
trees and shrubs. Most are ungulates, meaning large, hooved herbivores. 
Cattle and sheep feature strongly in this chapter, but wild herbivores are 
also considered. 

Inserting a second trophic level in the farm ecosystem inevitably lowers 
productivity per hectare. The efficiency with which animals convert 
their food into growth can be expressed as (production/consumption), 
where 'production' is the energy content of the new animal tissue pro- 
duced by growth and reproduction, plus other products such as milk and 
eggs; and 'consumption' is the energy content of the food eaten by the 
animals. For terrestrial herbivorous mammals this efficiency is com- 
monly about 5% or less, though it can be as high as 17% for intensive 
dairy farming (Brafield & Llewellyn 1982; Coughenour et al. 1985). It fol- 
lows that animal farming, viewed as a method of converting solar energy 
to food energy for people, must have an efficiency lower than most sys- 
tems for the production of plant food. Table 2.3 gives some figures that 
illustrate this. 

So why do we use animals as food? It is possible for people to live, grow 
and remain healthy without eating any meat: many people do. Fewer 
people live without any animal products-milk, milk products, eggs- 
but it can be done. During the 20 years from 1976 to 1996 the number of 
cattle in the world increased by 9%, and beef production by a similar 
percentage. The numbers of sheep and horses scarcely changed during 
that period, though world mutton production increased by nearly 50% 
(UN Statistics Yearbooks; Brown et al. 1997). So, on a world scale these 
domestic grazers show no sign of disappearing, though their numbers 
have not kept pace with the increase in human population (Fig. 1.1 ). In 
some countries there are areas where cattle and sheep are grazed on pro- 
ductive pasture on fertile land where crops could be grown, so they can be 
viewed as competing with arable as a land use. Also, cattle and sheep are 
sometimes fed on grain, and pigs and poultry often are-an even more 
direct competition with plant food for people. If food supply becomes 
short there could be strong arguments for converting some of that land to 
crop production for human consumption. However, much of the land on 
which cattle and sheep graze is not suitable for arable cropland, for ex- 
ample because it is too steep, the soil is too difficult to cultivate (e.g. too 
rocky), or the climate is unsuitable (e.g. low and erratic rainfall). Much of 
this area has low net primary productivity, and one of the functions of 
grazing animals is to act as concentrators of energy: the meat in one cow 
may incorporate energy and nutrients from plants spread over several 
hectares. In parts of semi-arid Australia commercial cattle production 
operates with only one anjmal per 50 hectares (Hodgson & Illius 1996). 

Why do we keep 
MimdSl 
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A further major advantage of cattle and sheep is that, with the help of 
their rumen bacteria, they can digest cellulose. Because humans cannot 
digest cellulose we grow crops for materials such as starch, sugar, fat and 
protein, and this has led to an emphasis on seed-producing crops, most of 
which are annuals. Because ungulates can eat and digest leaves and 
stems, most pastureland can be composed mainly of perennial plants, 
which tend to be more efficient than annuals at capturing solar radiation 
on a yearly basis, and also tend to make the soil less prone to erosion (see 
Chapter 4). 

Intensive animal production often involves ploughing, sowing one or 
more desired plant species, and applying fertilizer when necessary; so 
the farmer has considerable control over the soil conditions and the 
species composition. However, in 'rough grazing' or 'rangeland' the 
unfavourable environment usually makes such practices uneconomic. 
Often the only management techniques that can be used there involve 
the animals: deciding which species, how many per hectare, perhaps 
moving them from one area to another during the year. It is on this aspect 
of grazing management that I concentrate in this chapter. Management 
of soils has already been considered at length in Chapter 4. 

Interactions of primary production and animal consumption 

Figure 6.1 shows an example of the relationship between the photosyn- 
thesis per unit area of ground by a grass sward and the amount of green 
leaf + sheath area per area of ground (here abbreviated to leaf area index, 
LAI). Photosynthesis is closely related to the amount of incoming radi- 
ation absorbed by the canopy. When LA1 is low the amount of radiation 
absorbed, and hence the rate of photosynthesis, is approximately propor- 
tional to LAI; but as LA1 increases above 1 there is more and more 
overlap between leaves, so the curve levels off towards a plateau 
photosynthetic rate. 

In Fig. 6.2(a), line P, shows the expected influence of the grazers on net 
primary productivity of pasture. This is part of the curve from Fig. 6.1 
reversed left-to-right, on the assumption that the more animals there are 
per hectare the more of the foliage they will remove. This graph assumes 
that as the stocking density increases the amount eaten by each individ- 
ual animal remains the same, so the total amount consumed (C) forms a 
straight line through the origin. The area between the two continuous 
lines (I?, and C) represents primary production not consumed by the farm 
animals. This graph illustrates the basic conflict in grazing systems: the 
animals depend on photosynthesis to provide their food, and yet their 
own feeding reduces photosynthesis. High secondary productivity is 
associated with rates of primary productivity below the maximum the 
site could support. Measured data to confirm that Fig. 6.2(a) is correct 
have not often been produced. It is not easy to measure primary product- 
ivity while animals are eating some of the production, nor to measure 

Effect ofgrazers on 
photosynthesis 
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Fig. 6.1 Relationship between rate of 
photosynthesis (per unit ground area) and 
amount of foliage in a field of perennial 
ryegrass in southern England. Each point 
refers to photosynthesis over a short period; 
the incoming solar radiation was 
approximately the same for all. ‘Leaf plus 
sheath area index’ = (Area of leaf t sheath)/ 
(Area of ground). The symbols refer to 

Parsons et al. (1983a). 

, 
0 1 2 3 4 5 6 different grazing regimes. From 

Leaf plus sheath area index 

consumption by animals grazing outdoors. Figure 6.2( b) shows results 
from the same experiment in southern England that produced the data for 
Fig. 6.1. Sheep were grazed at two densities on perennial ryegrass sward. 
Photosynthesis was measured by enclosing small areas of the sward in a 
transparent chamber and measuring CO, uptake. Herbage consumption 
was calculated from measurements of faeces and of the digestibility of 
the herbage. Measurements were made only during the spring-summer 
growing season. The leaf area index was usually 2-3 with the lower 
stocking density and 1-2 at the higher density. Figure 6.2(b) provides con- 
firmation of the key fact that as stocking rate increases the total con- 
sumption per hectare goes up, whereas the net primary productivity per 
hectare declines. 

Figures 6.1 and 6.2 are based on measurements over a few hours or a 
day, so they cannot give the full story: we need to think what will happen 

Effect ofgruzers on 
sward growth 

~ ~~ 

Stocking density (animals ha-1) 

Increasing leaf area index 

C 1 
Lr- 

25 50 
Sheep (animals ha-1) 

Fig. 6.2 Relationship between stocking density of grazing animals, net primary 
productivity of sward (P) and amount consumed by animals (C). (a) Theoretical. 
(b) Experimental results for sheep on perennial ryegrass pasture in England. 
From Parsons et 01. (1983b). 
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conditions in southern England. - - - sward 
maintained at  near-constant LAI by 
continuous grazing; -sward defoliated to 

g u 
- 

I 

over weeks or a full year. If the animals do not consume all the material 
produced by photosynthesis, the amount of herbage will not go on 
increasing indefinitely. Each leaf has a finite length of life, and if a sward 
is grazed lightly many leaves will die before they are eaten. Figure 6.3 
shows that, as a result of this, growth (i.e. dry weight increase per hectare 
per day) is highest at intermediate LAIs. If the LA1 is too low, much of 
the light will not be intercepted, so photosynthesis will be low. But if LA1 
is too high that means each patch is grazed infrequently, so there is time 
for many leaves to die before they are eaten. The dotted line shows 
growth rate when the sward is grazed evenly and continuously. It indi- 
cates that in order to promote high growth rates it would be best (for 
this type of grassland) to have a density of animals that maintained 
the LAI between about 2 and 5. It follows that it is better for the grazing 
to be uniform across the field rather than patchy. If some parts are 
grazed down to LAI 1, while others are left to grow to LAI 7, the growth 
will be less than if all are uniformly grazed to LA1 4. In practice, the 
measurement of LA1 is too time-consuming to be carried out frequently 
and routinely, so it has rarely been used as a basis for management. 
However, sward height gives an indication of LA1 for a particular 
grass species or combination, and maintaining sward height within a 
specified range can be used as a basis for management (Hodgson & Illius 
1996). 

The continuous line in Fig. 6.3 shows how the sward's growth rate 
changes as it regrows after a severe defoliation. The growth is predicted 
to be faster than for a continuously grazed sward of the same LAI. This is 
partly because in the regrowth the leaves are mostly young and little 
death occurs at first. Also, the young regrowth leaves may have higher 
photosynthesis per unit leaf area; a possible reason for this is explained 
later. However, over the whole period of regrowth, from LA1 0.8 to 7.5, 
the mean growth rate is no higher than the top of the dashed line, for con- 
tinuous grazing. 
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If there is M 

unfavourable Season 
each year 

So far, we have assumed that environmental conditions are suitable for 
plant growth. However, most grazing lands are in regions where the cli- 
mate is unfavourable for plant growth for part of the year-it is either too 
dry or too cold. In many intensive systems the animals are given supple- 
mentary feed during this season, e.g. hay or silage. In rangeland this is 
unlikely to be possible, and the number of animals a site can support may 
well be determined by the forage available during the unfavourable season. 
In hot, semiarid regions, during the dry season the food ingested may not 
be enough to support the maintenance requirements of the animal, 
which therefore can only survive by drawing on reserves within its body, 
so the bodyweight declines. This is true for both domestic and wild 
species (see Chapter 3). 

Food selection by animals 

Response to plant structure and chemical composition 

In most grazing land the animals have a choice of more than one plant 
species. Even sown grassland often contains clover as well as one or more 
grass species. In pasture consisting of just one species of grass there may 
be variations between plants in size, structure and chemical compos- 
ition, and the response of the animals to these could affect how 
efficiently they use the sward as food. 

In Fig. 6.2 there is a disagreement between the prediction of consump- 
tion in part (a) and the measurements in part (b). Part (a) assumed that the 
consumption per sheep would be the same at any stocking density, so C 
is a straight line through the origin. But this was not found to be so in 
practice: in part (b) line C does not extrapolate to the origin, and in fact 
the consumption per sheep was 29% lower at the higher stocking density 
than at the lower. With more sheep grazing, the sward was grazed shorter, 
and the sheep’s eating behaviour presumably responded to this. 

Allden and Whittaker ( 1970) prepared plots of annual ryegrass of differ- 
ent heights, by allowing different recovery times after mowing, and then 
allowed sheep to graze on them. The shorter the sward, the less the sheep 
obtained per bite (Fig. 6.4). However, over much of the height range this 
was compensated for by the animals taking more bites per minute. So, 
over the height range from 8 cm upwards the sward height made no dif- 
ference to the weight of food the sheep took in per minute. But below 
8 cm bite rate failed to compensate for smaller bites, and intake dropped 
sharply. Black and Kenney (1984) made artificial grass swards by fixing 
freshly cut grass stems and leaves into holes in boards. In this way they 
could vary the height and the density (stems per m2) independently. 
At high stem density the critical height below which intake rate by 
sheep started to decline was similar to that in Allden and Whittaker’s 
field experiment, but at wider stem spacings the critical height was 
greater. 

How tallness ofthe 
sward affectsthe 
amount eaten 
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Fig. 6.4 Herbage intake rate by sheep in Australia from annual ryegrass swards of 
different heights. A amount per bite; number of bites per minute; W weight of 
herbage eaten per minute. From Allden &. Whittaker (1970). 

How low can 
animals bite! 

Grazing animals can be sensitive to the canopy structure of the sward 
they are grazing. In most pasture grasses the true stem extends little 
above the ground, but the leaf sheaths enrolled on each other form a 
‘pseudostem’’ which is more fibrous than the leaf laminae. In an experi- 
ment five species of pasture grasses were grown separately and offered to 
goats. Figure 6.5 shows that how low the goat bit was apparently not 
related to the height of the canopy top, but rather to the height of the 
pseudostem: they stopped about 1 cm above it. The grasses (except for 
Agrostis) held a substantial proportion of their leaf laminae below 3 cm, 
so this limit to the animals’ bite depth would have a strong influence on 
how much of the foliage they could eat. 

Animals can also be sensitive to the chemical constitution of pasture 
plants. Jaramillo and Detling (1992) applied artificial urine (a solution of 
urea plus some mineral salts) to semi-arid prairie in Wyoming, in small 
patches each simulating one ‘urination event’. In these patches the nitro- 
gen concentration in above-ground tissue of a dominant grass, Agropyron 
smithii, greatly increased, though it showed little response in growth. 
The cattle grazed the grass in the urine patches preferentially: a greater 
percentage of stems was grazed than elsewhere, and they were grazed to 
nearer the ground. The cattle were presumably responding to the chem- 
ical status of the foliage, since there was little difference in sward struc- 
ture between the urine patches and elsewhere. 

Usually the cell wall material in plants is less dlgestible than the cell 

Animds’response to 
chem‘calcomposi- 
tion ofplants 
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Fig. 6.5 Mean height of pseudostem [ P), top 
of leaf canopy [L) and bottom of bite by goat 
(BI, on swards of five grass species 
[ Deschampsia flexuosa, Anthoxanthum 
odoratum, Festuca ovina, Holcus lanatus and 

An F H Ag Agrostis capillaris). Data of Illius et a]. (1995). 
Species 

contents. The cell contents include starch, proteins, lipids and water 
solubles such as sugars and amino acids. Among the wall components cel- 
lulose and hemicellulose can be digested by most ungulates, but more 
slowly than the cell contents, whereas lignin and cutin are almost indi- 
gestible (Duncan 1992). How easily plant material can be dlgested depends 
on the relative abundance in it of these major components. Secondary 
chemicals such as tannins and terpenes also reduce digestibility. It is often 
suggested that grazing animals choose their diet in line with optimal for- 
aging theory. According to this, if their primary requirement is energy they 
should choose their food so as to maximize their net energy gain [energy 
intake minus energy costs); energy intake will depend on how much food 
is ingested and how digestible it is, and the costs will be energy expended 
in finding the food, eating it and digesting it. Digestibility should therefore 
be one of the factors influencing food choice, but others could also be 
involved, such as distance to walk between the most digestible plants, and 
how much energy is required to bite them. Optimal foraging can also be 
applied to other requirements, e.g. protein. It is still uncertain how fargraz- 
ing animals do in fact obey optimal foraging theory. They may not always 
recognize different plant species or know their nutritive value. They may 
be constrained by other requirements, such as drinlung water [see Chapter 
3); and wild animals may need to avoid predators. And in the more product- 
ive grazing lands, intake by the animal is determined by how fast it 
can dlgest its food, rather than how fast it can find digestible plants to eat. 
The application of optimal foraging theory to grazing animals is discussed 
further by Hanley [ 1997) and Hodgson and Illius (1996). 

Optimal foraging 
theory 

Choice of plant species 

Grazing animals do not necessarily confine their feeding to one, preferred 
plant species, even if it is in ample supply. This was shown by Parsons 

Choice between two 
plant species 
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et al.  (1994), in an experiment in which sheep could move freely about in 
a plot containing equal-sized patches of pure ryegrass and pure white 
clover. The amount of time they spent grazing on each was monitored; 
time spent doing other things was not included in the calculations. They 
grazed both species, but spent more time on the clover. For example, on 
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Fig. 6.7 Amount of heather eaten by sheep or 
deer, measured as a percentage of current 
year's growth removed, at different distances 
from edge of nearest grass patch, in moorland 
in Scotland. A sheep only; I7 deer only; 
0 deer and sheep together. From Hester & 

Distance from edge of grass (m) Baillie (1998). 

their sixth day in the plot they spent 71 Yo of their grazing time on clover 
and only 29% on the grass. So they did not walk about and bite at random, 
they were selective; but they did not confine themselves to eating clover. 

Figure 6.6 shows diet selection by cattle and sheep which were ranging 
freely over moorland in northern Scotland, from spring through until 
autumn. Throughout the year, Calluna (heather) was much more than 
half of the plant matter present. However, in summer the animals 
selected strongly against it, eating more of the soft-leaved bilberry and 
the grasses, sedges and rushes. The grasses and sedges were so closely 
grazed that their vegetation mass is not visible on the graph, but they 
formed a substantial contribution to the diet of the sheep. In spring and 
autumn the animals were less selective. 

What animals eat depends not only on what species are present but how 
they are arranged. Feeding by sheep and deer was studied in moorland in 
eastern Scotland. Heather was the most abundant plant species, but there 
were patches of grassland of various sizes, forming a natural mosaic. The 
animals spent a lot of time on the grass patches, and when they ate 
heather it was usually close to a grass patch. Figure 6.7 shows how the 
amount of heather eaten declined sharply within a few metres of the edge 
of thegrass patch. One might expect from this that sheep and deer will eat 
more heather if the moorland has many small or narrow strips of grass- 
land, so that all the heather is close to some grass. This was confirmed for 
sheep by Clarke et al. (19951 in an experiment in Scottish moorland, 
where they created patches of grass of different sizes among the heather. 
Sheep spent more of their grazing time on heather if there were many 
small grass patches; however, deer spent about the same amount of time 
eating heather whether the grass patches were small or large. 

This section has summarized only a little of the extensive research that 
has been carried out on diet selection by grazing animals. However, it is 

Choice amongmany 
species 
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Potential digestibility (proportion digestible) 

Fig. 6.8 Predictions, for grazing animals of bodyweight 1 tonne, of (a} food ingestion 
rate; (b) proportion of food digested; (c) energy acquired from food (as a proportion of 
energy used in maintenance). - ruminant, - - - hindgut fermenter. From a model 
of Illius &. Gordon (1992). 

enough to show that the animals are selective, and that the basis of their 
selection can be complex. It can include the tallness and canopy structure 
of the vegetation, its chemical composition and its arrangement within 
an area; and selection between species can vary throughout the year. Dis- 
tance from drinking water can also affect what animals eat (see Chapter 
3). This complex behaviour by grazing animals provides a challenge in 
managing both them and the vegetation, so as to maintain vegetation that 
continues to be productive and has a structure, chemical composition 
and species mixture that is palatable and beneficial to the animals. 

Up to now, all the animals mentioned have been ruminants. These 
have special, large chambers in their stomach, the rumen and reticulum, 
containing bacterial populations that break down cellulose to organic 
acids, much of which can be absorbed by the animal. Rumen bacteria also 
contribute to the animal’s nitrogen balance. Among farm animals, cattle 
and sheep are ruminants but horses and pigs are not. Some wild herbivorous 

Ruminmts and 
non-nuninants 

Box 6.1. Examples of large herbivorous mammals which are ruminant or 
non-ruminant. 

Ruminants Non-ruminants 
Cattle Horse 
Sheep Pig 
Goat 

Deer Zebra 
Antelope Rhinoceros 
Bison, buffalo Hippopotamus 
Camel Elephant 
Giraffe 
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mammals also are ruminants and some are not (see Box 6.1). One 
might perhaps suppose that non-ruminants are less able to digest cellu- 
lose and therefore favour different diets from ruminants, higher in more 
easily digestible materials. In fact, many large non-ruminant herbivores 
are ‘hindgut fermented, which have some ability to obtain energy from 
cellulose with the help of bacteria in their caecum. This is a less efficient 
method but they often make up for that by eating more per day than 
ruminants of the same size, and passing it through their digestive system 
more rapidly (Duncan 1992; Illius & Gordon 1992). Comparison of the 
digestion rates and efficiencies of ruminants and non-ruminants is 
made difficult by the fact that the size of the animal has an important 
influence. Figure 6.8 shows results from a model that used measured 
data but made adjustments for the animals’ size, to give predictions for a 
ruminant and a non-ruminant each of 1 tonne body weight (about the size 
of a rhinoceros). In the graphs the horizontal axis, ‘potential digestibil- 
ity’, depends on food quality, i.e. the proportions of more and less 
digestible material in the food. The vertical axes show the actual amount 
taken in and assimilated by the animal. Ruminants are able to assimilate 
more, but this is offset by their lower intake rate, so the hindgut fer- 
menter is predicted to obtain slightly more energy per day whatever the 
composition of the food. This does, however, assume that enough food is 
available to satisfy the higher requirement of the hindgut fermenter: if 
food is in limited supply, then the ruminant could be at an advantage. 

Effects of the animals on the vegetation 

Effect on plant productivity 

In Fig. 6.2( a), line P, indicates that grazers reduce primary productivity by 
removing part of the photosynthetic apparatus. Figure 6.2(b) provides one 
experimental confirmation of this. Grazing can nevertheless increase the 
growth rate-i.e. the rate of weight increase-of the sward (Fig. 6.3). This 
is partly because there is less death of the young leaves regrowing after 
grazing. 

There has been considerable debate about the circumstances under 
which grazing on an individual plant can increase its growth, partly 
because of confusion about how growth should be measured. Is it merely 
relative growth rate (i.e. relative to the much smaller weight of the 
remaining plant)? Or does the grazed plant grow fast enough to regain the 
size of other, ungrazed plants? Or does it actually grow fast enough to 
exceed them? There is no doubt that the first two do occur. For example, 
in field experiments in native grassland in Argentina, Semmartin and 
Oesterheld (1996) showed that following clipping the relative growth 
rate of the clipped patches was sufficiently increased above that of 
unclipped patches that after 2 months the green biomass was closely 
similar in both clipped and unclipped patches. 

Can grazing 
increase plant 
growth! 
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Table 6.1 Measurements from paddocks at a site in New South Wales in which 
different numbers of sheep were grazed from 1963 onwards 

Sheep per hectare 

10 20 30 Standard error 

Mean dry weight of above-ground 
plant material (g m-z)* 183 160 71 16 

Photosynthesis during 
48 weeks (kg CO, m")* 3.86 4.87 3.77 0.42 

Sheep biomass jkg ha-')t 528 98 1 932 36 

Wool production (kg ha-' yr-')t 52 102 90 5 
_ _ _ _ _ _ _ _ ~  

* Measured 1969-70 
t Measured 1971-74 

Data from Vickery (1972), Hutchinson & King (1980). 

We should consider whether after grazing photosynthesis can be 
increased (e.g. as line P, of Fig. 6.2(a) ), as well as leaf death being reduced. 
Other questions to consider are: Can grazing cause change in plant 
species composition? If so, does this alter the productivity of the vegeta- 
tion, its palatability and digestibility? Does grazing ever cause irre- 
versible changes in the vegetation, i.e. that cannot be reversed by 
reducing the grazing intensity? 

Milchunas and Lauenroth ( 1993) drew together from the literature 276 
cases where grazed and ungrazed areas had been compared. Most were in 
temperate regions and were grazed by domestic animals. On average the 
above-ground net primary productivity was 23% lower in the grazed than 
in the ungrazed areas. However, there was a wide variation among sites, 
ranging from the grazed areas having less than half the productivity of the 
ungrazed, to a substantial number where grazed and ungrazed differed by 
less than lo%, and a few where grazed had higher productivity by 
10-30%. At 22 sites root mass was measured: on average grazed areas had 
higher root mass than ungrazed. 

This last analysis of results did not take into account which differences 
were statistically significant. However, there are some cases where graz- 
ing has definitely increased productivity. Table 6.1 shows results from an 
experiment in New South Wales, where pastures of perennial grass + 
clover had carried different densities of sheep for 6 years before the first 
measurements were made. Photosynthesis was measured, by gas 
exchange, every few weeks over a year. It was the plots with intermedi- 
ate stocking density-20 sheep per hectare-that gave the highest total 
photosynthesis over the year, carried the greatest weight of sheep per 
hectare and produced the most wool. The cause of this higher productiv- 
ity was not discovered. 

There are several possible ways in which grazing could increase 
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photosynthesis. Caldwell et al. (1981) and Nowak and Caldwell(l984) 
investigated how clipping affects two Agropyron spp., bunchgrasses that 
are important in semi-arid grazing lands of the American Intermountain 
West. Following clipping, photosynthesis by the remaining leaves, per 
unit leaf area, was increased up to twofold. This was associated with 
increased soluble protein in the leaves. It has been found for leaves of 
other species that higher protein concentration and higher rates of photo- 
synthesis tend to go together. This is at least partly because some of 
the protein is enzymes involved in photosynthesis. Increased protein 
concentration also raises the nutritive value to the grazing animal. We 
can ask where the nitrogen for the extra protein came from: from the soil, 
or from other parts of the plant? If from other parts of the plant, the 
increased photosynthesis may be at the expense of their growth. So, 
short-term growth responses do not necessarily show how long-term 
grazing will influence the plants. 

As mentioned earlier, in only a minority of cases does grazing increase 
primary productivity. If the removal of foliage is sufficiently severe, the 
sward photosynthesis must inevitably be reduced. In Fig. 6.2(a), line P, is 
shown bulging up, but it still curves down to the right as stocking density 
increases further. 

Effect on  species composition 

As we have seen, grazing animals can be very selective (e.g. Figure 6.6). 
This could alter the species composition of the vegetation. If the species 
favoured by the animals are more nutritious, for example because they 
have more protein, less fibrous material or less tannin, continual selec- 
tion could, by reducing the abundance of these species, reduce the over- 
all nutritive value of the pasture. In tropical savanna regions cattle eat 
grasses but rarely eat the leaves of shrubs and trees. At high stocking den- 
sities this can lead to vegetation more strongly dominated by woody 
plants, with much less grass and hence less valuable for cattle grazing 
(Walker et al. 1981). However, domestic grazers sometimes have the 
opposite effect, reducing the abundance of some woody species. In South 
Australia sheep prevent the survival of seedlings of some tree species, 
and the reduced abundance of some tree species in the 1990s can be 
related to the abundance of sheep in 1860-1900 (Tiver &Andrew 1997). 
Deer can also reduce the abundance of some tree species (see Fig. 10.1). 

In Britain grazing can change the abundance of grass species in upland 
pasture. Nardus stricta is a grass abundant on acid soils, whose leaves are 
very fibrous. Sheep favour softer-leaved grasses, leading to the danger that 
over some years grazing will reduce their abundance relative to 
Nardus. Figure 6.9 shows results from long-term experiments in two 
upland areas which had been grazed by sheep for many years, in which 
plots were then fenced off to exclude the sheep. After 24 years Nardus had 
almost disappeared from the ungrazed plot, showing that its abundance 

Tree/grass balance 
in savanna 

Species balance in 
British uplands 
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Fig. 6.9 Abundance of species at two sites in upland Britain. 0 grazed by sheep; 
sheep excluded from year 0 onwards. (a)-(c) Three grass species, Nardus stricta (a), 

Festuca ovina (b) and Agrostis vinealis (c), in Snowdonia, North Wales. From Hill, 
Evans &Bell (1992). (d) heather (Calluna vulgaris) in northern England. From Marrs, 
Bravington & Rawes (1988). Reproduced with kind permission from Kluwer 
Academic Publishers. Note difference in scale between upper and lower graphs. 

in the heavily grazed pasture outside was dependent on grazing. In con- 
trast, the very palatable Agrostis vinealis was sparser in the grazed area 
and increased when grazing was excluded, to become the most abundant 
species. However, Festuca ovina, which is also favoured by sheep, was 
abundant in the grazed area and declined somewhat in the exclosure, i.e. 
it behaved more like Nardus than like Agrostis. This shows that palata- 
bility to the grazers is not the only factor that determines how a plant 
species will respond to grazing. Two other factors likely to be involved 
are: (1) the stature of the plant, since species that can grow tall in the 
ungrazed pasture will be successful competitors for light; and (2) where 
the meristems are, as plants with apical meristems will be more damaged 
by grazers than those with basal meristems. Both of these are likely to be 
important in the way grazing affects the balance between heather and 
herbaceous species. Figure 6.9( d) gives results from another exclosure 
experiment, in northern England, where heather was extremeIy sparse on 
the grazed hillside but increased steadily once grazers were excluded. 
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Fig. 6.10 Data on vegetation of three adjacent areas of prairie in western Kansas, 
USA, subject to no grazing, moderate or heavy grazing by cattle. Data of Tomanek & 
Albertson (1957). (a) Percentage of total vegetation provided by the four most abun- 
dant grass species. As, Andropogon scoparius (little bluestem); Bc, Boutelouu cur- 
tipendula (side-oats grarna); Bd, Buchloe dactyloides (buffalo grass); Bg, Bolrteloua 
grucilis (blue grama). (bj Above-ground dry weight production (P) and total ground 
cover (C] by all species combined. 

This may seem surprising, since sheep strongly prefer grasses and other 
herbaceous species to heather (Fig. 6.6). In the absence of grazing heather 
can outcompete most grasses, but when sheep are present even light graz- 
ing destroys the apical meristems of heather, thereby reducing its growth 
and abundance. In contrast, grasses, sedges and rushes have a meristem at 
the base of each leaf, so growth can continue even if most of a leaf is eaten. 

The morphology of the plants was also important in the response of 
American prairie grasses to cattle grazing. Before the introduction of 
cattle the prairies had been only lightly grazed by native large herbivores 
such as bison. This allowed dominance in many areas by bunchgrasses, 
tall species whose apical meristems are high above the ground and so eas- 
ily damaged. The effect of grazing on the prairie vegetation was much 
studied in the first half of the 20th century. The techniques were crude by 
modem standards, but the principal results were so clear that few people 
would wish to dispute them. Figure 6.10 shows results comparing differ- 
ent grazing regimes which, as in most of these older studies, were not 
instigated by the researchers: there is no information on how long they 
had been happening. The example given is from unreplicated adjacent 
areas, but the paper also gives similar results from five other sites in west- 
ern Kansas. Each of the four most abundant grasses responded differently 
to grazing (Fig. 6.10(a)). The two dominant species in the ungrazed 
prairie, Andropogon scoparius and Bouteloua curtipendula, were fairly 
tall and there was much ground between them that was bare or covered 
by dead plant material. These two were almost completely replaced in 

Changes in US 
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the heavily grazed area by lower-growing, more spreading grasses, and 
the percentage of the ground covered by vegetation increased substan- 
tially under grazing (Fig. 6.10(b)). Perhaps as a result of this increased 
cover, shoot production was higher on the moderately grazed area than 
on the ungrazed; however, this was not true at most of the other five 
experimental sites elsewhere in Kansas. 

This leads on to the question of whether grazing can lead to changes 
that are irreversible. In Fig. 6.10 heavy grazing led to the virtual dis- 
appearance of one of the original dominant grasses, Andropogon scopar- 
ius, which would make its natural regeneration difficult if grazing were 
later reduced. Further west in the USA vegetation changes were com- 
pounded by the invasion of annual species, mostly natives of Eurasia. 
Much of the Intermountain West (parts of Utah, Nevada, Idaho, Oregon 
and Washington) had before the 19th century been dominated by peren- 
nial bunchgrasses or by shrubs + bunchgrasses. There were few large 
herbivores. Between 1880 and 1900 annual species spread rapidly, later 
taking over as the dominant vegetation in large areas. Cheatgrass 
(Brornus tectorum) became particularly prevalent. Its spread and estab- 
lishment have been described by Mack (1981, 1986), Stewart and Hull 
(1949) and JSlemmedson and Smith (1964). The question here is how far 
the conversion from dominance by bunchgrasses to dominance by annu- 
als was due to overgrazing. During the key period, 1880-1930, relevant 
changes were: 
1 increased opportunity for seeds of aliens to be introduced, e.g. due to 
building of railways, and import of crop seeds probably contaminated 
with weed seeds; 
2 ploughing of land for arable, which was then suitable for invading 
annuals, growing as weeds; 
3 much increased numbers of cattle, which not only damaged the tall 
bunchgrasses by grazing, but eroded with their hooves the poorly pro- 
tected soil between the tussocks. 

Probably all of these changes contributed to the spread and establish- 
ment of annuals. In order to decide how important cattle were, we would 
need long-term records in areas with and without cattle. These are not 
available. Daubenmire (1 940) described a prairie site in southeastern 
Washington that had been long protected from cattle by a railway cut- 
ting. In it the annual cheatgrass was very abundant, showing that it can 
survive in competition with bunchgrass in the absence of cattle. 

As food for grazers cheatgrass is not a total disaster since it is eaten by 
cattle, who thrive on it. At a site in Idaho, in some years cheatgrass had 
greater productivity than the perennial crested wheatgrass (Agropyron 
cristatum), but it fluctuated much more from year to year than did the 
perennial (Stewart &Hull 1949). Another disadvantage is that cheatgrass 
provides good grazing only in spring, and dies off by early summer. The 
dead parts are prone to burn in summer, and summer fires make it diffi- 
cult for perennials to reinvade. This is an example of how a change in 
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Year 

Fig. 6.11 Vegetation in an area of the Peak District, Derbyshire, England, following 
reduction of sheep density. W Deschampsia flexuosa (a grass, pictured], 0 bilberry 
(Vacciniurn myrtillus], A heather (Calluna vulgaris), 0 bare ground. Data from 
Anderson & Radford (1994). Reprinted with permission from Elsevier Science. 

species composition can alter the environment in a way that makes the 
change almost irreversible. Even in the absence of fire it has been found 
difficult to reintroduce perennial grasses by seeding (Stewart & Hull 
1949). 

An example where grazing caused a marked change which had almost 
reached a point of no return is provided by the Peak District in England. 
This upland area lies between Manchester and Sheffield and is much 
used for weekend open-air recreation. In the part described here much of 
the surface soil is peat, and so prone to erosion. In a vegetation survey in 
1913 it was described as heathland dominated by heather and bilberry. By 
1982 there was much bare peat, and most of the remaining vegetation 
was grasses: the heather and bilberry had virtually disappeared (Anderson 
& Radford 1994). Possible contributory causes to this change were tramp- 
ling by people, fire, and large numbers of sheep. As described earlier 
(Fig. 6.9(d) ), sheep grazing can cause the virtual disappearance of heather. 
It was decided to substantially reduce the number of sheep in the area 
from 1983 onwards. One question was whether heather had become so 
sparse that it could not re-establish. Figure 6.1 1 shows changes in vege- 
tation cover that occurred over the next 7 years. Although there was no 
control plot in which grazing continued, there can be no serious doubt 
that these large changes were the result of reduced sheep density. By 1990 
the amount of bare peat, and hence the risk of erosion, had been greatly 
reduced. This was due primarily to a great increase in the grass 
Deschampsia flexuosa. However, heather and bilberry were also increas- 
ing, and may in due course return to their former dominance. Heather’s 
re-establishment was mainly by seedlings: it has small, wind-hspersed 
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seeds, and seeds may have blown in from areas some distance away, 
where heather had remained more abundant. 

In trying to determine the effects of grazing animals on vegetation, a 
recurring problem is lack of adequate data. As these examples have 
shown, vegetation may change slowly, over decades. What is required, 
then, are sites known to be initially similar in vegetation, soil and other 
environmental factors, in which contrasting grazing regimes are main- 
tained over decades and in which records of the vegetation are made at 
the start and at intervals thereafter. Figure 6.9 gives results that come 
close to this, though it is unfortunate that records were not made until a 
year after sheep had begun to be excluded. But such long-term records are 
rare and we have to make do with less satisfactory substitutes. The sec- 
tion on the Sahel in Chapter 3 has already shown how difficult it can be 
to determine what changes in vegetation have occurred, and whether the 
cause is grazing, other human activities or something else such as cli- 
mate change. Another problem when interpreting vegetation change is 
lack of information on how this changes the digestibility and nutrient 
value to the animals. 

In spite of these limitations in the available evidence, this section has 
shown that grazing at a moderate intensity can sometimes lead to 
increased primary productivity by the vegetation and to changes in the 
species composition that are beneficial to animals. However, moderate 
grazing has in other places had harmful effects on the vegetation, and if 
grazing intensity continues to increase it is certain to become harmful 
sooner or later. 

Several ungulate species together 

So far we have considered one animal species at a time. Would it be pos- 
sible to increase total meat production by having a mixture of ungulates? 
This could be sheep plus cattle; or one of those plus native species; or 
would it be better to have game ranching with a mixture of native 
species? 

Arguments in favour of mixtures mostly centre on differences in diet. 
If each animal species eats different plant species, we might expect them 
together to make more efficient use of the vegetation than would any one 
of them on its own. There has been much research on the diet of coexist- 
ing ungulate species, especially in African savanna where many species 
coexist. Lamprey (1963) made an early and influential study in Tanzania. 
In the Tarangire Game Reserve 14 species of large herbivore coexisted. 
Table 6.2 summarizes the diets of four species, all of which spent much 
of their time in open woodland. They each have a diet with a different 
composition, though with substantial overlap. The diet is not related to 
whether the species is a ruminant: buffalo and giraffe are ruminants, 
warthog and elephant are not. As explained earlier, there is no consistent 
difference in diet between ruminants and non-ruminants. 

Diet ofAfricmlurge 
mammals 
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Table 6.2 Diet of four large herbivore species in Tarangire Game Reserve, Tanzania 

% of diet 

Other 
herbaceous 

Species Grasses species Shrubs Trees 
~~ ~ 

Buffalo 94 1 5 0 
Warthog' 82 15 1 1 
Elephantt 12 1 30 56 
Giraffe 1 1 12 86 

~~ 

* also ate roots and bulbs 
t also ate fruit and bark 

Data from Lamprey (1963). 

Although there were differences between all the four species in 
Table 6.2, it is sometimes useful to classify large herbivores as grazers 
(which eat mainly grasses and other herbaceous plants) and browsers 
(which eat mainly leaves and other parts of woody plants). Buffalo and 
warthog are grazers; elephant and giraffe are browsers. The physiological 
and anatomical differences between grazers and browsers relating to this 
difference in diet are still being investigated (Gordon & Illius 1994). Per- 
haps the most obvious expectation is that browsers would be larger, to 
enable them to reach up to taller trees. In fact the reverse is true among 
African species: many browsers have body mass below 50 kg, e.g. bush- 
buck, springbok, whereas many grazers are larger than 50 kg, e.g. wilde- 
beest, buffalo [Gordon & Illius 19941. However, giraffe and elephant are 
clear exceptions, being large browsers. There are consistent trends 
among ungulates relating body size to diet and digestion (Hodgson & 
Illius 1996; Hanley 1997). The smaller the animal, the more energy it 
requires per unit body mass. This is one reason why smaller species tend 
to be browsers, because browse tends to have a higher percentage of the 
easily digestible cell solubles (though also of lignin), whereas the grasses 
are higher in cellulose. Smaller animals, because they have smaller 
mouths, are better able to select their food on a smaller scale and may 
therefore be able to choose a more nutritious diet. 

Domestic cattle and sheep sometimes have markedly different diets 
from the most abundant wild species. In Zimbabwe cattle were grazed in 
savanna woodland where impala and kudu were the most abundant wild 
ungulates. The cattle were eating almost entirely grasses and herbaceous 
species, whereas the impala and kudu were mostly browsing on the 
woodyvegetation (Fritz et al. 1996). To take a temperate example, a study 
was made in prairie in northeastern Colorado of the diet of cattle, sheep 
and two native ungulates, bison and pronghorn antelope. The vegetation 
was classified as grasses, forbs or shrubs, and the grasses and forbs were 
further divided into warm season (which grow mainly in summer) and 

Four grazers in 
prairie 
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Fig. 6.12 Botanical composition, from March to October, of diet of four ungulate 
species in prairie in Colorado. CSG = cool-season grasses, WSG = warm-season 
grasses, CSF = cool-season forbs, WSF = warm-season forbs, S = shrubs. From 
Schwartz &Ellis (1981 J. 

cool season (which grow substantially in spring and autumn). Figure 6.12 
shows that bison ate predominantly grasses and scarcely any forbs. In 
contrast, during the summer pronghorn ate predominantly forbs, and 
never ate much of the warm-season grasses. So there was a marked dif- 
ference in diet between these two species. Cattle and sheep differed little 
from each other in food choice. Unlike the two native species they ate 
some shrubs in spring, but in other respects their food choice was inter- 
mediate between the two natives. 

This example suggests that there would be little advantage in grazing 
sheep and cattle together. However, more detailed studies have shown 
differences between them in what they eat. At the site featured in Fig. 6.6 
sheep were able to eat far more of the fine-leaved grasses than cattle, but 
cattle ate more moss and dead plant material. This relates to the size and 
shape of their mouths: sheep are able to bite closer to the ground and 
obtain food from a short turf, whereas the larger mouth of a cow takes in 
a more mixed sample, which can include less nutritious dead material. 
Figure 6.9 shows how sheep, by selective grazing, can lead to an increase 
of the wiry grass Nurdus at the expense of the softer-leaved Agrostis. 
Research at another site (Grant et ul. 1985) showed that sheep selected 
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Do mixtures of 
animals have higber 
productivityt 

African pastoralists 
who keep five 
species 

Domestic or wild 
species! 

strongly against Nardus and in favour of softer-leaved grasses, but cattle 
ate each group approximately in proportion to its abundance in the 
sward. Nardus forms small tussocks, and the small-mouthed sheep can 
select the other grasses in between, whereas the larger-mouthed cattle 
tend to take a mixture in each mouthful. 

There is thus plenty of evidence that ungulate species living together 
can have diets that differ, at least in the proportion of the different com- 
ponents, though there is often considerable overlap. However, this does 
not prove that the overall growth rate of animals is higher if there is a 
mixture of species. Evidence on this is more limited. The Turkana people 
of northern Kenya provide an example of the use of several animal species 
(Coughenour et al. 1985; Coppock et A]. 1986). They live in an area of low 
seasonal rainfall; the vegetation is open savanna woodland. They are 
almost entirely dependent on their animals for food, so milk is an essen- 
tial source of daily energy. The grasses die down in the dry season, leav- 
ing little fodder for grazers. Traditionally part of the Turkana’s solution to 
this was to migrate with their herds, following the movement of the 
rains. Such migration is practised by fewer people in Africa nowadays, 
although in Australia there is an increase in the practice of trucking 
cattle from one part to another to follow the rains (Hodgson & Illius 
1996). The other part of the Turkana’s solution has been to keep a mix- 
ture of animals. Their cattle eat almost entirely grasses plus some forbs; 
the camels eat mainly woody plants; and the sheep, goats and donkeys 
have a more varied diet, eating a mixture of woody and herbaceous 
species. The cows give a lot of milk in the rainy season, but when grass 
growth stops in the dry season they stop lactating. The camels, however, 
continue to give milk, which is a crucial food source for the people at that 
time. The combination of strongly seasonal climate and very varied 
vegetation makes this a situation where the advantage of having more 
than one animal species is clear. 

Fritz and Duncan (1994) drew together data from numerous sites in 
eastern and southern Africa and used an analysis of covariance to find out 
whether the biomass of ungulates per hectare was related to rainfall, soil 
fertility, number of species, and to whether the animals were predom- 
inantly wild or domestic species. They excluded high-input animal 
farming, e.g. involving irrigation or supplementary feed. There was no 
significant difference in biomass domestic versus wild animals, and 
much of the variation was accounted for by rainfall and soil fertility. In 
addition, there was a smaller but significant relation of higher biomass to 
the presence of more ungulate species. This was not just a concealed com- 
parison of wild species versus (fewer) domestic species, since the species- 
richness relation still showed up when wild species were analysed on 
their own. These results could suggest that having more animal species 
leads to more animal biomass; on the other hand, more biomass could 
allow more species. The results do not indicate that, overall, more meat 
can be obtained in Africa by game ranching than by grazing cattle. 
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In a similar comparison in grasslands of southern South America, herbi- 
vore biomass, at a particular rainfall level, was about 10 times higher if 
there were cattle or sheep than if there were only wild animals (Oester- 
held et al. 1992). This relates to South America's having a low abundance 
of native ungulates. At the end of the Ice Age many large mammal species 
became extinct there (Stuart 1991), and so there are fewer species of large 
ungulate in South America than in Africa. What restricts the abundance 
of the remaining South American species is uncertain. 

These studies in Africa and South America used animal biomass data, 
not growth rate or production. Animal biomass per hectare is an indica- 
tor of production, but species do differ in their growth rates. 

In temperate regions meat production by mixtures of sheep and cattle 
has sometimes been compared with that by sheep or cattle alone. Con- 
nolly and Nolan (1976) reported results from an experiment in which 
cattle and sheep grazed separately or together, in various densities and 
proportions, on grass-clover pasture in Ireland. The weight gain by the 
animals was measured, and from the results it was calculated that in 
1974 the greatest total weight gain per hectare during the season302 kg 
ha-'-would be achieved by having 16.6 sheep per hectare with 4.2 cattle 
per hectare. For cattle alone the highest gain was 275 kg ha-', and for 
sheep alone 235 kg ha-'. However, in 1973 sheep performed poorly, and 
cattle alone gave a higher weight gain than any sheep + cattle combin- 
ation. In a later, similar experiment on well-fertilized ryegrass pasture, 
averaged over 4 years, the greatest weight gains were by mixtures of 
sheep + cattle (Nolan & Connolly 1989). The authors suggested this was 
because the sheep graze the taller vegetation close around cow dung, 
which cattle avoid. In contrast to these results, Abaye et al. ( 1994) in Vir- 
ginia found a greater weight increase by sheep than by cattle or by the two 
together. These experiments showed that a sheep + cattle mixture can 
sometimes give a higher meat yield than either species separately; but 
this is not always true, and reasons for the differences in results are not 
clear. 

Sheep and cattle 
togetber 

Grazing management and biodiversity 

This chapter has so far assumed that the sole aim of grazing management 
is the production of food for people. However, grazing lands are also home 
to wild species. The previous section considered wild ungulates and their 
differing food requirements. Here I discuss how grazing can affect the 
diversity of plant species and of insects. 

Table 6.3 shows results from experiments in grassland in various parts 
of the world, in which fencing allowed neighbouring areas to be with and 
without grazing for some years. At most sites the grazed grassland had 
higher plant diversity, whether assessed by number of species or by the 
Shannon Index. One likely reason for this is that, by keeping the sward 
short, grazing allows low-growing species to survive, whereas in tall, 

Grazing can 
increase plant 
species diversity 
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Table 6.3 Plant species diversity in field experiments in which grassland areas with and without 
grazing have been compared 

Plant species diversity 

Number of species Shannon Index t 
Duration 

Location Features Grazers ( Y 4 '  Ungrazed Grazed Ungrazed Grazed 

( 1  ) N. England One hay cut 
per year 

(2) N. England Upland 
pH 5.4 
pH 4.1 
pH 4.0 

(3) Netherlands On chalk 

(4) East-central 
Argentina Wet pampas 

(5) Serengeti, Savanna 
Tanzania short-grass 

mid-grass 

Cattle + 4 
sheep 

Sheep 
24 
23 
23 

Sheep 11 

Cattle 7 

Nativespp. 5 

15.6 20.9 

24 31 
5 7 

10 10 

14.5 41.6 0.71 3.10 

15.2 24.5 0.82 0.98 

1.04 1.97 
0.79 1.43 

~~~~~~~ ~~ 

* How long the contrast of grazed and ungrazed was maintained. 
tSeeBox10.6,p.311. 

Sources: (1) Smith & Rushton (1994); (2) Rawes (1981); (3) During & Willems (1984); (4) Rusch & Oesterheld 
(1997); (5) Belsky (1992). 

ungrazed grassland they are shaded out. As an example of this, 
Table 6.4 gives more information from the most species-rich of the three 
upland English sites (pH 5.41 of Table 6.3. After grazing was excluded 
most of the bryophytes and lichens decreased; among the angiosperms 
that decreased many were of low stature. Species that increased were 
predominantly tall or straggling grasses. 

Grazing animals can have other effects besides keeping the vegetation 
short: they deposit urine and faeces in patches; they also create gaps in 

Table 6.4 Effect of preventing grazing in an area of grassland in the Pennine Hills, 
northern England number of plant species that changed significantly in  cover 
percentage during 22 years inside a fenced area from which sheep were excluded. 
Based on records from 1000 point quadrants 

Other 
Effect of no grazing Grasses angiosperms Bryophytes Lichens Total 

Significant increase in cover 5 3 0 0 8 
Significant decrease, but still 

Decreased to zero 0 4 7 3 14 

Data of Rawes (1981). 

present at end 2 6 12 2 22 
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the sward by trampling, in which seedlings establish, and this can alter 
the plant species composition (Williams & Ashton 1987; Silvertown & 
Smith 1988; Williams 1992; Bullock et al. 1995). 

Tall grassland is not always species poor: old hay-meadows cut only 
once or twice a year can be rich in plant species (see Fig. 10.13(b) ). That 
graph also shows that there can be a conflict between productivity and 
diversity. In that long-lasting experiment the addition of fertilizers 
increased productivity but reduced the number of plant species. 

If vegetation is managed to promote increased plant species diversity, 
will this also achieve high animal diversity? The answer for insects is 
often yes, because many species of herbivorous insects eat only one or a 
few species of plant (see Chapter 10). However, it may be less true of 
grassland than other vegetation types, because grasses contain few of the 
secondary chemicals that are responsible for much of the specificity in 
insect-plant relations (Harborne 1993). Species diversity in animals is 
often also promoted by structural diversity in vegetation. Figure 7.6 gives 
an example of this for birds in forests. If this applies also to invertebrates 
in grassland, one might expect that taller grassland, even if less rich in 
plant species, would contain more species of invertebrates that live 
above ground. This is certainly sometimes true, and Fig. 6.13 shows an 
example. Among more than 100 English grassland sites, whose vegeta- 
tion tallness ranged from 2 cm to about 40 cm, there was a clear and sta- 
tistically significant tendency to have more species of leaf-hopper in 
taller vegetation. This was true also for two other groups, Heteroptera 
(plant bugs) and weevils. Experiments comparing grazed and ungrazed 
plots confirmed that for these invertebrate groups grazing is 
unfavourable to diversity (Morris 1969,1971b). However, this is not true 
for all invertebrates in all grassland. In northern Colorado, large prairie 
plots have since 1939 received heavy, moderate or light grazing from 
cattle, or no grazing at all. In the early 1970s the diversity of macro- 
arthropods (above- and below-ground) was highest in the moderate- 

But grazing may 
reduce insect 
diversity 
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Table 6.5 Abundance of three bird species that nest in prairie, in plots in Colorado 
that had received different intensities of cattle grazing for about 30 years. Figures are 
breeding pairs per hectare 

Grazing intensity 

Species Light Medium Heavy 

Horned lark 0.3 0.6 0.9 
Mountain plover 0 0 0.2 
Lark bunting 0.7 0.4 0 

Data from Milchunas et al. (1998) 

grazing plots, lower if there was heavy grazing or none [Milchunas 
et al. 1998). 

Grazed and ungrazed grassland provide different habitats: it is there- 
fore unlikely that any management will be best for all species. Grazed 
areas provide habitat for dung feeders, ungrazed are good for decomposers 
of dead plant material. Thomas [ 1991) described the requirements of six 
butterfly species that occur in grassland in southern England. Two of 
them, both small and brown, illustrate different responses to grazing. 
The larvae of the silver-spotted skipper (Hesperia c o m m a )  will eat only 
one plant species, the grass Festuca ovina, and only if it is 1-5 cm tall 
and preferably next to bare ground. That is where the adults lay their 
eggs. The Lulworth skipper [ Thymelicus acteon) larvae eat a different 
grass, Brachypodium p inna tum,  which must be at least 10 cm tall and 
preferably30 cm. Chapter 10 gives more information about how the food 
requirements of the silver-spotted skipper influence its distribution. 

Grazing management also affects birds. In the long-term grazing plots 
in Colorado, some species of birds that nest in prairie were favoured by 
light grazing, some by heavy grazing (Table 6.5). 

When managing grassland to promote wildlife we need to define our 
aims: do we want maximum a-diversity, maximum P-diversity, or to pro- 
mote a few particular species? If we want maximum species richness in 
every square metre we may have to decide whether plant or invertebrate 
diversity is more important. But if we favour diversity at the landscape 
scale, we can provide habitats for more species by a mixture of manage- 
ments-some areas heavily grazed, some lightly grazed, some as hay- 
meadows. 

Different species 
are favoured by  
different grazing 
regimes 

Conclusions 

+ Grazing animals can sometimes promote plant growth, but most 
often they reduce it by removing foliage. However, in fertile grass- 
lands there are stocking densities of animals that allow productive 
swards as well as high consumption by the animals. 
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+ How much the animals eat is influenced by the tallness, structure 
and chemical composition of the vegetation. 

+ Animals are selective among plant species. Grazing can affect the 
species composition of the vegetation, sometimes in ways that 
reduce its future grazing value, but not always. 

+ When several grazing mammal species inhabit the same area they 
often have different diets. However, there is only limited evidence 
that a mixture of animals can achieve higher total productivity than a 
single species. 

ungrazed, but may have a lower diversity of insects. However, species 
differ in their response to grazing, and conservation of all wild species 
of grazing lands requires contrasting management in different areas. 

+ Shorter, grazed grassland often has a higher diversity of plants than 

Further reading 

Grazing mammals: physiology, behaviour, diet selection: 
Church (1988) 
Duncan ( 1992) 

Vegetation and grazing mammals: ecology and management: 
Hodgson & Illius (1996) 
Hudson, Drew & Baskin (1989) 

Management in relation to conservation of wild species: 
Hillier, Walton &Wells (1990) 
Curry (1994, Chapter 5) 
Sutherland &Hill (1995, Chapter 8) 



Chapter 7: Management of Forests 

Questions 

Can the world's present forests supply our timber needs on a sustain- 
able basis? Or is loss of forests inevitable? 
Is forest area decreasing? Why? How fast? . Can we obtain our timber needs from forests without undue harm to 
wildlife? Or should we aim to obtain most of our timber from 
plantations, and conserve forests elsewhere for wildlife? 

by small gaps? Or were large areas even-aged? 

individual trees to leave small gaps? How do wild species respond to 
these two felling methods? 

felling? Or do we always need to replant? 

Before human interference, were all forests mixed-age, regenerating 

Is it satisfactory to clear-fell large areas? Or is it better to remove 

. Can natural regeneration re-establish forests satisfactorily after 

Background science 

Amounts of wood used per year worldwide. 
Timber yields that can be obtained from plantations of different 

Population dynamics of trees. How this affects forest structure. 
Influence of gaps on tree regeneration and on animals. 
Forest fires in the past: where they occurred, how frequently, their 

species. The best age to harvest them. 

effects on forest structure and on animals. 

Forests have many functions; Box 7.1 lists nine. The list is not intended 
to be in order of importance: different people will have different views on 
that. For people who live in forests, carrying out shifting cultivation and 
hunting, functions 1-4 may be essential. However, many readers of this 
book will no doubt give high priority to function 5, preservation of the 
high diversity of wild species in forests. As Box 7.1 notes, some of the 
functions of forests are dealt with in other chapters. This chapter con- 
siders only two functions, timber production and wildlife. The key ques- 
tions for this chapter are: can an adequate amount of timber be obtained 
in a sustainable manner? And if so, how? Is this sustainable timber pro- 
duction compatible with wildlife conservation? 

172 
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Box 7.1. Major function of forests. 

1 They provide wood, which can be used for 
(a) making things, or 
(b) fuel (see Chapter 2). 

2 They can provide other useful products, including fruits, tanning 
materials, latex. 
3 Domestic animals can graze in them. 
4 Some mammals and birds living in forests can he hunted for food. 
5 Forests are a habitat for many wild species of plant and animal, whose 
continued existence may he important in its own right. 
6 They influence the environment, e.g. conversion of forest to another 
type of vegetation can increase soil erosion (see Chapter 4) and alter water 
balance (see Chapter 3). 
7 They are involved in carbon cycling and storage. Clearance of forests 
can alter the world’s carbon balance (see Chapter 2). 
8 They provide areas for recreation. 
9 They contrihute to the appearance of the landscape. 

The meaning of ‘sustainable’ can range from narrow to broad interpret- 
ations (see Chapter 1). The most limited meaning would be that, at  least 
when viewed over a large area, wood can continue to  be extracted at  the 
same rate year after year, always leaving enough growing trees to  produce 
the wood for the future. This is a definition in terms of yield alone. Box 
7.2 sets out more extensive requirements for sustainable production. A 
still more extensive definition would take into account maintenance of 
all the functions in Box 7.1 : people and wild species living in or depend- 
ent on the forest would therefore be considered, as well as wider envir- 
onmental effects such as continental climate and global carbon balance. 
Like all the other chapters in this book this chapter is selective: it con- 
centrates on requirements 1 and 2 of Box 7.2-timber yield and tree 
species composition-and on whether these can be compatible with pre- 
serving wildlife. Requirements 3-5 of Box 7.2 are covered in other chap- 
ters. In Box 7.2 maintenance of production is the expressed aim; but 
sometimes we may consider whether improvements are possible, e.g. 
increasing the abundance of desired species. 

Box 7.2. Requirements for sustainable timber production. 

1 Adequate growth rate of harvestable timber, providing a steady supply. 
2 The quality of timber is maintained. In mixed-species forests this 
involves maintaining a suitahle complement of tree species. 
3 Maintaining soil fertility (see Chapter 4). 
4 Maintaining satisfactory water balance (see Chapter 3). 
5 Damage by pests and diseases maintained at an acceptable level (see 
Chapter 8). 
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HQS timberproduc- 
tion in the post been 
sustainable) 

Continuing timber production requires that after trees are harvested 
new trees replace them; and by having trees of different ages growing up 
there will always be some approaching a suitable age for felling. This is not 
a new idea: the Romans had forest management systems that probably 
succeeded in achieving sustainable production. There have been continu- 
ous traditions of sustainable forestry in parts of Europe since the Middle 
Ages, e.g. in parts of Germany (Heske 1938), but in other parts of the world 
at other times standing forests have been treated as a non-renewable 
resource: people or organizations have extracted timber and then moved 
on. Williams (1989) provides maps that show how timber felling moved 
across the United States. During the early part of the 19th century it 
was concentrated in the northeast, but as those forests became worked out 
felling spread to the Lake States, the southeast and, by the early 20th cen- 
tury, to the Pacific Northwest. Clear-felling as a one-off activity happened 
in other countries too, for example in Australia. Some people assume that 
once the trees have been cut down that is the end of forest on that site for 
ever. But new trees can establish and grow. We should not assume that 
because the timber extractors took no interest in what happened to the 
cleared-felled areas after they left, those areas were never forests again. 
Forest regeneration is considered in detail later in this chapter. 

Management systems 

When we consider the whole world, a wide variety of management sys- 
tems for forests has been used; others have been tried out experimentally. 

Box 7.3. Systems of forest felling and regeneration. 

1 Selection systems. Fell and remove individual trees, selected by 
species, large size or both. 
2 Shelterwood systems. Fell strips or areas, leaving other strips or areas in 
between uncut. 
3 Cleur-felling systenis. Fell large areas. 

Regeneration 
1 Vegetative regrowth (‘sprouting’), from remaining stumps (’coppicing’) 
ar roots. 
2 Advance regeneration, Seedlings and young trees that had already 
established under the large trees are left to grow on after the large trees are 
felled. 
3 Fromseed 

F*g 

(a) already in the sail (‘seed bank’); 
(bJ {seed rain’ from living trees nearby; these can be in patches, strips or 

as individual ‘mother’ trees; 
(c) orsown. 

4 Young trees grown in nurseries nnd planted out. 
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Particularly important features are how trees are selected for felling and 
how the establishment of new trees (regeneration) is brought about. Box 
7.3 lists the main alternatives. The system that most closely emulates 
farm crops involves clear-felling and then replanting with seeds or 
seedlings. This gives considerable control, for example over the genetic 
complement of the new trees, and over their spacing. But even in selec- 
tion systems there are things the foresters can do to influence how the 
forest develops in future. Desired species may be encouraged by, for 
example, leaving gaps of particular size (discussed more later) or remov- 
ing undesired species by cutting or poisoning. Such aspects of manage- 
ment are components of silviculture. This chapter discusses the systems 
listed in Box 7.3, and considers which of them is the most appropriate for 
forests of different types in different parts of the world. 

Plantations 

In a plantation many young trees are planted in the same year, so that an 
even-aged stand grows up, usually all of one species. After some years 
they are clear-felled, i.e. a large area is felled in one year. The area is then 
replanted. If this system is to provide a continuous supply of timber there 
will need to be a rotation, in which different parts of the whole forest are 
planted in different years and so become ready for felling in different 
years. The rotation length-the time required for growth between plant- 
ing and felling-is clearly crucial in the planning of such rotations. How 
is this rotation length decided? 

After a plantation is established, during the early years growth is slow, 
primarily because much of the solar radiation falling on each hectare is 
not intercepted by the foliage of the small and widely spaced young trees. 
The rate of wood production per hectare per year-called the current 
annual increment (CAI)-at first increases year by year (Fig. 7.1). How- 
ever, in due course the plantation reaches an age when the current annual 
increment peaks and then starts to fall. You might think that this is the 
best moment to harvest the trees, but not so. If the aim is to grow a 
sequence of tree crops on the site, and to maximize the timber yield over 
several rotations, then the mean annual increment (MAI) is the crucial 
thing to measure. 

Mean annual increment = volume of timber in stand/age of stand 

This is what determines the timber yield per 1000 years if there is a con- 
tinuous series of rotations on a site. As Fig. 7.1 shows, when CAI peaks 
and starts to fall it is still above MAI, and current growth is therefore still 
pulling MA1 upwards. Where the two lines cross is the maximum MAI, 
and that is the time to harvest if the aim is to maximize long-term timber 
yield. 

Table 7.1 gives examples of the ages at which plantations of various 
species, in various parts of the world, have been found to reach the 

Annual growth in 
plan tations 

When to harvest 
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plantation age. CAI, current annual 
increment; MAI, mean annual increment. Age of trees 

maximum mean annual increment, and what that MAI is. For each species 
a range is given, because even within the same geographical area the MAI 
of a species can vary greatly, depending how favourable the indlvidual site 
is. These figures exclude very low yields caused by major catastrophes such 
as fire or pest epidemic. The figures in Table 7.1 show that there are big 
differences between species in the time to harvest and the MAI achieved. 
In general, species with lower MAI require longer until harvest; slow grow- 
ers take a long time to reach the peaks of the curves in Fig. 7.1. 

In Table 7.1 the time from planting to harvest ranges from 4 to 130 
years. The attitude of a landowner to a crop will be markedly influenced 

How delay affects 
the econom'cs of 
forestry 

Table 7.1 Timber yields of some tree species in plantations in various parts of the world 

Mean annual increment 
Age at harvest 

Species Location m3 ha-' yr-' t ha-' yr-' (yrs)' 

Fagus sylvatica (beech) Britain 4-10 (3-7) 120-75 
Picea sitchensis (sitka spruce) Britain 6-24 (2-10) 70-45 
Pinus sylvestris (Scots pine) Central Spain 5-10 (2-4) 100-80 
Pseudotsuga menziesii (Douglas fir] Northwest USA 2-18 (1-7) 130-60 
Pinus radiata (Monterey pine) Chile (1838) (7-15 30-25 
Eucalyptus globulus Portugal 5-40 (3-26) 20-12 
Eucalyptus camaldulensis Morocco 3-1 1 (2-9) 16-9 
Eucalyptus grandis Transvaal 13-46 (7-25) 12-9 

Uganda 24-52 (14-29) 7-4 
Gmehna arborea Tropics 19-39 10-20 17-7 
Albizia falcata South-east Asia 20-60 8-23 2 
Tectona grandis (teak) Tropics 6-18 3-12 61-14 

Coppice: 
Populus rrichocarpa (poplar] Britain 15 7 5 

* Age to give maximum mean annual increment (except for coppice, where MAI was still increasing at 
final harvest]. 

Figures in parentheses are approximate. Sources of data: Hamilton &I Christie (19711, FA0 11979)' 
Cannell(1980), Curtis et al. (19821, Golley (19831, Whitmore (19841, Stage et al. (1988). 
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by such differences: it requires a special attitude of mind to take the 
trouble to plant trees which will not provide timber until after the person 
planting them is dead. Time delays are common in life: there is a delay in 
many activities between starting to invest effort and finally reaping the 
reward, whether it is growing a wheat crop, training for a job or building 
a dam for hydroelectricity. In plantation forestry delay is serious, because 
much of the investment is near the start (obtaining the land, fencing it 
off, making roads, preparing the ground, growing the seedlings and plant- 
ing them), followed by a long period when there is little or no reward until 
the final harvest. Economists have given much attention to time delays. 
They generally assume that money has to be borrowed to finance an 
activity and that interest has to be paid while the money is on loan. One 
way of applying this to forest plantations is discounting. This says, for 
example: if that forest will be worth 651000 in 10 years’ time, how much 
is it worth now (what is its net present value)! To calculate the net pres- 
ent value an interest rate is assumed. For example, if the interest rate is 
5% and the value in 10 years’ time will be 21000, the net present value is 
65614. In other words, if instead of setting up the plantation you invested 
the 65614 in some other way at 5% compound interest, after 10 years you 
would have 651000. Discounting is one way to measure the ‘cost’ of rota- 
tion length. Sticking with the example of a final value of 21000 and inter- 
est at 5’30, the net present value is: for harvest in 5 years’ time, 2784; 
10 years, 2614; 40 years, 5142; and 100 years, 57.60. The greater financial 
rewards of fast-growing trees arise not only from their greater timber pro- 
duction per year, but also from their being ready for harvest sooner. For 
example, in Table 7.1 compare beech with sitka spruce, or Gmelina with 
Tectona. 

The economics of long delays has a strong influence on what is con- 
sidered worth doing to a plantation, and therefore on how it is managed. 
We might ask, for example, is it worth applying fertilizer to a young plan- 
tation? If the rotation length is 100 years and the interest rate 5%, the fig- 
ure given above shows that spending 57.60 on buying and applying 
fertilizer when the trees are young will only be worthwhile financially if 
it increases the final value of the harvested trees by 21000. Other pos- 
sible sources of yield increase, such as genetic improvement, are discour- 
aged for the same reason. 

Table 7.1 gives one example of wood production from coppice, in other 
words allowing stumps to resprout and harvesting the regrowth shoots 
when they are still quite young and narrow. This is not a new system: a 
prehistoric trackway several thousand years old, found preserved in peat 
in Somerset, England, was evidently made from poles from coppice 
growth (Clapham & Godwin 1948). The example of coppice in Table 7.1 
has an MAI no higher than can be achieved from spruce in the same geo- 
graphical area, but the rotation length is much shorter. Economics sug- 
gests that where narrow stems are acceptable, e.g. for making paper, 
coppice may have a future. 
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Can worldwide tree growth supply world timber needs? 

If timber is being produced sustainably, trees are cut down this year but 
next year the total area of forest, and the total volume of timber standing 
on it, must remain just as high. Therefore, a basic requirement for sus- 
tainable timber production is that the amount of new wood produced 
each year by growth of tree trunks in the world's forests must be at least 
as great as the amount of wood harvested. Is this so? 

Table 7.2 shows that in 1995 the amount of wood harvested through- 
out the world totalled more than 3 km3, an imposing volume if it had 
been a single cube. More than half of this was used for fuel; for many 
people, especially in large parts of the tropics, fossil fuels have not 
replaced wood as their primary fuel (see Table 2.5). The remainder of the 
wood harvested is classed as 'industrial roundwood': some of it is made 
into paper, some into chipboard and other composites, and some is used 
as intact wood for making furniture, wood-framed houses and many 
other things. Some people have suggested that the use of wood will in 
future decrease, as it is replaced by other materials such as concrete, met- 
als or plastics, but so far there is no sign of that happening. Table 7.2 
shows that worldwide use of wood increased by about 1.5% per year 
between 1975 and 1995. You may think that the use of paper will 
decrease, because the printed word will be made obsolete by electron- 
ics-telephones, compact discs, the Internet and so on, but again so far 
that has not happened: world paper production increased by nearly 50% 
over the 10 years from 1983-85 to 1993-95 (World Resources 1998/9). 
The fact that you are reading this book at this moment shows that little 
black marks on pieces of paper are not yet entirely outmoded as a way of 
conveying information. 

To decide whether annual wood growth in the world's forests exceeds 
annual harvest, we need to know the total area of forest and its product- 
ivity. The area of forest and woodland given in Table 1.1 is not quite the 
figure we need, because it includes substantial areas of open woodland 
which are not useful as timber sources. What we want to know is the area 
of closed-canopy forest; Table 7.3 gives figures for that. 

Table 7.2 suggests that world wood requirements will quite soon reach 
4 billion m3 year'. Supposing we planned to get all that fromplantations. 
Table 7.1 suggests that it should be realistically possible to grow and 

Theamount ofwood 
we use 

Could we get all our 
timber from 
plan tationsl 

Table 7.2 Wood harvested in 1975 and 1995, in the whole world. In billion m3 

Use 
% increase 

1975 1995 1975-95 

Fuel wood and charcoal 1.28 1.92 50 
Industrial (i.e. for making things) 1.30 1.54 18 
Total 2.58 3.46 34 

Data from Brown, Renner & Flavin (1997). 
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Table 7.3 Total area of forest in 1995 

Location million km2 

Tropics 17.3 
Non-tropics 17.2 
World total 34.5 

Data from World Resources 1998/9. 

harvest an average of 10 m3 had year' on a continuing rotational basis. 
To produce 4 billion m3 each year would then require a total of 4 million 
km2 of plantation; that is, about 12% of the world's present forested area, 
some of which is already plantations. So it is not a ridiculous suggestion 
that we should plan to grow all our timber needs in plantations, and 
reserve the remaining 88% or so of forests for other things, including 
wildlife. 

Up to now much of our wood harvest has been from existing, natural or 
seminatural forests, not plantations. If we rely entirely on them, can they 
provide all our requirements sustainably? If the whole world's forested 
area of about 35 million km2 could be used, the average wood growth 
required to produce 4 x lo9 m3 year' would be 1.2 m3 ha-' year'. We do 
not have sufficient information to estimate reliably what is the average 
wood growth rate of the unplanted forests of the world. Bowen and 
Nambiar (1984) reported rates from 0.5 to 17 m3 ha-' year' from various 
sites in the tropics. Among the temperate deciduous forests of the Great 
Smoky Mountains (North Carolina and Tennessee, USA) wood growth 
rate ranges from 1.2 to 14 m3 ha-' year' (Whittaker 1966). These and 
other data suggest that there is sufficient growth in the world's unplanted 
forests to supply our present timber needs. Another way to look at it is 
that there are large areas of forest that are not being exploited at all for 
timber at the moment, for example in remote parts of Siberia and Congo, 
where all the trees die naturally and the wood rots; so there is much wood 
production that is not being used by people. All this does not prove that 
it is possible to exploit natural and seminatural forests for timber in a 
sustainable way-this raises other problems that we have not yet dis- 
cussed-but it does at least suggest that it may be a realistic possibility. 

We should now consider the question, if forests can be exploited sus- 
tainably, why is deforestation occurring? 

. . . or from existing 
unplnnredforestsl 

Deforestation 

Among the figures published for rates of deforestation there are some 
wide disagreements, especially for the tropics. One reason for this is dif- 
ferent meanings attached to the word 'deforestation'. It is sometimes 
assumed that if forest is cut down, that is the end of forest on that site. 
However, if the site is left alone after the trees have been cut and 
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removed, often new forest will regenerate and grow there. The eastern 
USA provides clear examples of this: much of the extensive present-day 
forest is regeneration after clear-felling during the last 200 years. This 
includes parts of the Shenandoah and Great Smoky Mountains National 
Parks (see Chapter 11). Whether all the wild species survive in regrowth 
forests is an important question to be considered later. For the moment I 
concentrate on the presence of forest, and define deforestation as mean- 
ing that the vegetation cover of an area changes from forest to something 
else. So, changing from one sort of forest to another is not considered here 
to be deforestation: if, after felling, trees of any sort are planted or allowed 
to re-establish naturally, that is not deforestation. 

In many tropical countries wood is the main source of domestic fuel for 
cooking, and there is concern that as human populations increase tree 
growth will not keep up with demand; this will cause the disappearance of 
forest and open woodland (Leach & Meams 1988). In some areas the col- 
lection of fuel wood is regulated by local rules and customs, which have so 
far resulted in the supply of wood being sustainable; Shackleton (1993) 
gives an example for an area in Transvaal, South Africa. There is concern 
that if people retum more frequently to cut wood, this will prevent tree 
regeneration and so kill the trees. Whether or not the trees are killed 
depends on whether they regenerate vegetatively or by seed, and how they 
respond to cutting. Trees that regenerate well from the base can give a high 
yield if cut every 5 years (Table 7.1). This was the basis of long-term fuel 
wood production in Europe in the past: in medieval England coppice rota- 
tions of 4-8 years provided a supply of fuel year after year (Rackham 1990). 
So it is not clear how far the disappearance of fuel wood sources in parts of 
the tropics are due to increased collection, and how far to clearance of the 
forests for farming and to increased grazing preventing tree regrowth. 

Table 7.4 part (a) provides information, for four areas, of how much 
deforestation has occurred since people first began cutting down trees. It 
is, however, expressed as area of forest remaining, not area removed. Eng- 
land today has little forest cover, and of that only about one quarter is 
classed as ancient semi-natural; most of the rest is plantations. The great 
Domesday Survey carried out across England in AD 1086, on the orders of 
King William I (William the Conqueror), gives us a basis for calculating 
how much of the country was forest-covered then. Rackham (1986) has 
calculated that only 15% of the land area was forest + woodland, and 
some of that was fairly open. So most of the original forest had already 
gone. In the other three example areas deforestation started more 
recently, and more of the forest remains. The figures for the two tropical 
areas are already substantially out of date because of continued defor- 
estation. They serve to make the point that the percentage of forest still 
remaining varies greatly between different parts of the tropics. A major 
influence on this is access. In spite of the widespread publicity about 
deforestation in the Amazon Basin, most of the forest is totally inacces- 
sible and still remains. 

Does collection of 
fuel wood destroy 
forests8 

How much forest 
hove w e  lost! 
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Table 7.4 Estimates of forested area remaining, and current rates of deforestation, 
in several areas of the world 

(a) Present forested area, expressed as percentage of original area of forest. 'Present 
forest' based on assessments during 1980s. 

Present forest Main period 
Location area (7') of deforestation Notes 

England 8 (2 )  Before 1086 1 
USA 60 Last few centuries 2 
Peninsular Malaysia 52 20th century 3 
Brazilian Amazonia 94 Last few decades 4 

(b) Recent rates of change in forest area (percentage of area per year). 

Location YO per year Period Notes 

UK t 0.5 1990-95 
USA t 0.3 1990-95 
Peninsular Malaysia -1.4 1980-85 
Brazilian Amazonia 4 . 4  1978-88 

Notes: (1) Figure in parentheses is ancient seminatural forest only. Assumes England 
originally 90% forested. Present forest area from Spencer &Kirby (1992). (2) From 
World Resources 1998/9. (3) From Collins, Sayer & Whitmore (1991 ). (4) From Skole 
&Tucker (1993). 

Present rates of 
deforestation 

There has been great concern about the rates at which deforestation is 
occurring at the moment, and various figures have been published. There 
are difficulties in making such estimates, which are discussed by 
Grainger (1993). If we are comparing forests only a few years apart, when 
changes are likely to be relatively small, there is the opportunity for 
errors in measurement to have a large influence on the calculated rate of 
loss. Remote sensing from satellites has been a valuable source of infor- 
mation on changes in forest area but can be subject to error, for example 
if there have been changes in technique (e.g. in the resolution), or if dif- 
ferent parts of the area were obscured by cloud on different occasions. 
Table 7.4 part (b) shows rates of change in four regions that featured in 
part (a). These are expressed as a percentage of the remaining forest, not 
of the original forest. In both the temperate countries the forested area 
increased, whereas in the two tropical regions it decreased. In recent 
decades loss of forest has been widespread in the tropics. Between 1980 
and 1990 the loss over the whole tropics averaged 0.8% per year, with 
losses in tropical Asia, Africa and America all contributing (Whitmore 
1997). If such rates continue for decades into the future, they represent 
substantial losses. 

In temperate regions changes in forested area have been more variable. 
Between 1970 and 1995 forested area decreased in the USA, Canada and 
Japan, but increased in Australia, New Zealand and much of Europe 
(OECD 1997, Table 5.1B). That publication does not give data for Russia 
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or other countries of the former USSR, but almost all other European 
countries had a larger area of forest in 1995 than in 1970. This includes 
the four major timber producers of western Europe-France, West Ger- 
many, Sweden and Finland-where there is a long tradition of sustain- 
able timber production. So it is certainly possible to harvest substantial 
amounts of timber without reducing the amount of forest remaining long 
term. 

So why is the area of forest decreasing in some countries? The primary 
reason is because the land is wanted for other uses. In each of the four 
areas in Table 7.4ja) much of the cleared forest has been converted to food 
production-arable land or grazing. However, even if after felling the area 
is not used for farming, forest regeneration sometimes fails to occur. 
There are two major causes of this. 
1 Browsing by domestic or wild animals may kill young seedling trees or 
vegetative regrowth. This was a common cause of forest changing to 
heathland or rough grassland in medieval England (Rackham 1990). 
Browsing by deer has affected forest regeneration in parts of the USA (see 
Chapter 10). 
2 Soil erosion is likely to be greater after felling (see Chapter 4), and 
soil loss can sometimes be severe enough to prevent any new forest estab- 
lishing. 

Why is forest being 
lost8 

Tree population dynamics and forest structure 

The previous section made clear that the ability of new trees to establish 
after old ones are felled is crucial for sustainable forestry. Different pat- 
terns of felling and subsequent regeneration will lead to different struc- 
tures of forest-for example, are all the trees about the same age and size, 
or very varied in age and size? This will have important implications for 
future timber production and for wildlife, so we now need to consider it 
in more detail. 

Imagine a large area of forest dominated by a single species of tree, then 
suddenly all the trees are killed by some major event, for example a 
hurricane, or clear-felling. Suppose there are many viable seeds in the 
soil, which germinate and soon give rise to a dense stand of seedlings of 
the dominant tree species. What will happen during the succeeding 
years? You might perhaps think that the trees will all grow up together as 
an even-aged stand until they all reach the end of their normal lifespan; 
then they all die approximately simultaneously and are replaced by 
another even-aged stand. In reality this is not what happens. One 
reason for this is that very often the number of seedlings that establish 
after a major disturbance is far greater than the number of mature trees 
that can survive in the area. As the young trees grow larger, competition 
between them intensifies and some of them die. However, even after that 
the remaining trees do not have a ’normal lifespan’. We take the idea of a 
normal lifespan for granted, because in a loose sense humans, along with 

Even-agedforests 
can become 
mixed-age 

Trees donot have a 
‘normallifespan’ 
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Fig. 7.2 Records of survival of marked trees in a 0.1 -ha plot in old deciduous forest in 
North Carolina, USA. Individuals were marked in 1935; the graph shows the number 
still alive over a subsequent 42-year period. Dogwood (shrub, upper picture) = Cornus 
florida; hickories (tree) = Carya spp.; oaks (tree) = Quercus spp.; red cedar (shrub, 
lower picture) = juniper = Iuniperus virginiana. From Peet & Christensen (1980). 
Reproduced with kind permission from Kluwer Academic Publishers. 

many other mammal species, have one. In reality we do not all drop dead 
on our 75th birthday; but our mortality risk is related to our age. If you are 
aged about 20 and you have a grandmother who is still alive, you know 
that you have a better chance than she does of still being alive in 10 years’ 
time. Your granny knows it too. But in tree species that have been inves- 
tigated, after the seedling stage mortality risk is not much related to their 
age. Figure 7.2 shows an example of this: survivorship data for trees and 
shrubs in a mixed-age, mixed-species temperate deciduous forest. The 
lines show some wiggles, as one would expect with real data, but the 
slopes do not become consistently steeper or shallower with time. 
Because the vertical axis is on a log scale, the steepness of a line shows the 
proportion of the remaining trees that die per year. For example, the total 
number of trees in 1935 was 144; by 1945 32 (22%) of them had died. In 
the next 10 years a further 20 died, which is 18 % of the number present 
in 1945 (so not much different from 22%). So although there is no normal 
age of death, each species has a half-life. Of the red cedars present in 1935, 
about half had died by 1955: it had a half-life of about 20 years. For dog- 
wood and oak the half-lives were about 30 years, and for hickory about 



184 C H A P T E R 7  

L c 
+ 
* 3 -  tJ n 

I 1900 

1940 

I n n n n  m 

1920 

3 -  

3 -  

0, II I n nnn m 
I 1980 

Age (years) 

Fig. 7.3 Ages of trees alive in particular years in a conifer forest in the Rocky Moun- 
tains in Canada, where the previous forest had been killed by a fire in 1760. Black 
bars: Engelmann's spruce (= Picea engelmannii); open bars: lodgepole pine (= Pinus 
contorta). From Johnson et al. [ 1994). 

40 years. Studies of tree mortality in tropical rainforest have found 
mortalities within the range 1-3% per year, corresponding to half-lives in 
the range 25-70 years (Lieberman et al. 1985; Manokaran & LaFrankie 
1990; Korning & Balshev 1994; Phillips 1997). 

This lack of relation of mortality to age results in an even-aged forest 
developing, with time, into a mixed-age forest. Because the trees die at 
different times, gaps are formed, by the death of a single tree or of several 
neighbours that die at about the same time. If a single small tree dies the 
neighbours can grow to fill the gap, but larger gaps will require new indi- 
viduals to colonize them. Because these gaps do not all appear at once, the 
new stand that develops will be mixed-age. Seeds are not the only means 
by which trees can regenerate. If most of the above-ground parts have 
died but the stump or roots remain alive, new vegetative growth (coppice 
growth) may occur from them. Many angiosperm trees have this ability, 
but few conifers do. 

Figure 7.3 shows a forest changing from approximately even-aged to 
mixed-age. This is in the Canadian Rocky Mountains, in an area where 
all the trees were killed by a large fire in about 1760, and a new forest 
dominated by spruce and pine then developed naturally. The ages of trees 
that were alive in 1900 and afterwards were determined by examining the 
rings of those still alive, standing dead and fallen dead. Figure 7.3 shows 

How long it takes a 
forest to become 
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Fig. 7.4 Abundance of trees in 5-cm girth 
classes, in tropical rainforest in Sabah, 
Malaysia. The forest had been little disturbed 
by people. Based on measurements of all trees 
of girth at breast height (gbh) 10 cm or larger 
in two 4-ha plots. There were 63 trees ha-’ 
with gbh >lo0 cm. Data of Newbery et al. 
(19921, replotted from figures supplied by 
D. M. Newbery. 

that in 1900 most of the trees were aged 70-140, so they established 
during the 70 years after the fire. There were very few younger than that. 
Some of this cohort continued through to 1980, but many of them died 
during the period, and younger trees were establishing. So by 1980, 220 
years after the fire, the forest had become substantially mixed-age. 

To call the forest of Fig. 7.3 in 1900 ‘even-aged’ may seem to stretch the 
meaning of the term a little. However, we can contrast that age structure 
with the forest shown in Fig. 7.4, a tropical forest that has probably never 
been subject to any large-scale disturbance. The age of the trees cannot be 
determined, but girth is an indicator. The concave shape of the curve is 
similar to what the near-straight lines in Fig. 7.2 would look like if they 
were plotted on an arithmetic (not log) scale: it is what we expect in a 
long-undisturbed forest if mortality risk is unrelated to age. It is clearly 
very different from the age distributions of Fig. 7.3. 

From studies such as that of Fig. 7.3, and knowledge of natural tree 
mortality rates (mentioned earlier), we can conclude that the develop- 
ment of a forest from even-aged to mixed-age will take of the order of one 
to several centuries. Therefore, if large-scale disturbance, killing all the 
trees, occurs more frequently than that, there will be a series of even-aged 
stands. If, on the other hand, large-scale disturbances are much less fre- 
quent than that, mixed-age stands will be the norm. This raises import- 
ant questions for management. Are mixed-age stands the natural state of 
all forests? If so, would it be best, for wildlife and for sustainable timber 
production, to extract timber in a way that maintains mixed-age stands? 
Is it in fact practicable to extract timber in this way sustainably? On the 
other hand, if even-aged stands are natural in some types of forest, is this 
an argument for clear-felling there? 

On a world scale the primary cause of death of large areas of 
forest-apart from felling by people-is fire. The next section provides 
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information on the frequency of fire in different types of forest and its 
effects on the forests. 

Fire in forests 

Forest fires can be started naturally, by lightning. But in most parts of the 
world people have used fire for tens of thousands of years, and in some 
parts for over 100 000 (Russell 1967). In the recent past, and probably for 
much longer, hunters have used fire to manage vegetation, to keep it 
more open in order to make hunting easier. It is therefore very difficult to 
tell whether or not past fires were caused by people. For our purposes it 
may not matter: the main point is that fire has been influencing vegeta- 
tion so long that it has not only affected the distribution of species but 
given time for some of them to evolve fire-tolerance characteristics. 

Some large fires have occurred in recent decades in North American 
conifer forest. A dramatic example was the Yellowstone fires of 1988. 
Yellowstone National Park is an area of forests (mostly coniferous), 
rivers and lakes, about 80 x 100 km in size, in the northwest corner of 
Wyoming. It was the world's first national park. In 1988 much of the USA 
had an unusually dry summer. Several fires that started in or near Yel- 
lowstone burnt with such ferocity and spread so rapidly that they proved 
impossible to control, and by the time the first snows of autumn finally 
quenched them, about 40% of the national park area had been burnt. 
Large areas were left entirely black, thousands of charred dead trees still 
standing above the blackened ground. The fires and their immediate 
effects were described in more detail by Romme and Despain (1989). 
Turner et al. (1997) described the beginnings of vegetation recovery. 

The Yellowstone fires were not unique in modern times. There were, 
for example, severe fires in Boise National Forest, Idaho, in 1994 (Macil- 
wain 1994). These modern fires raise the question, how often have fires 
occurred in the past? Evidence on past fires can sometimes be obtained 
from written records. Two other sources of evidence are fire scars on trees 
and charcoal in lake mud. If a fire is severe enough to damage the bark on 
one side of the trunk but not to kill the tree, the tree will continue to grow 
but the fire scar will remain in the trunk and can be dated by counting 
annual rings in thexylem. Deposition of mud at the bottom of lakes often 
varies through the year, so that annual layers can be recognized. If there 
is a fire nearby, charcoal will be incorporated into that year's layer of 
mud, so it can be dated. 

One of the most extensive studies of past fires was carried out by Hein- 
selman (1973) in the Boundary Waters Canoe Area, 4170 km2 of forests 
and lakes in northeastern Minnesota. The forests are mostly coniferous 
(pine, spruce, fir and larch), and about half the area has never been logged. 
Fire has occurred there for at least 10 000 years, as shown by charcoal in 
the mud of one small lake (Swain 1973). Heinselman (1973) determined 
the dates of fires since 1610 over the whole unlogged area. His paper pro- 
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Fig. 7.5 Extent of fires (black on maps) in conifer forest of Boundary Waters Canoe 
Area, Minnesota in two major fire years, 1863-64 (upper) and 1894 (lower). From 
Heinselman (1973). 

vided maps of the major fires from 1610 onwards; Fig. 7.5 shows two of 
them. It is evident that in each of these years fires must have started at 
more than one place. Of the unlogged forest standing in 1973, 65% was 
even-aged stands that had established after fires in 1863-64, 1875 or 
1894; and most of the rest of the forest was made up of smaller even-aged 
stands attributable to fires in other years. After 1910 the US Forest Ser- 
vice operated a fire control programme and there were no very large fires. 

Were these fires started by people or by lightning? There were people in 
the area during this time, first Chippewa and Sioux, and later fur trappers. 
However, fires can start naturally in the Boundary Waters Canoe Area: 
during the 15 years 1956-70, 113 fires caused by lightning were reported 
within the area. 
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Table 7.5 Mean time between recurrences of forest fires 
~ 

Predominant Mean interval 
Location tree species between fires (yr) Methods Source 

Alberta Pine 
Spruce 
Aspen 

Alberta Spruce 

Canada and Alaska Pine 
Spruce 
Aspen 

Sweden Pine t spruce 

Michigan Pine 
Pine t oak 
Hemlock t pine 
t beech t maple 

New York State Spruce or 
spruce t pine 
Hardwoods 

40 s, w 1 

40 

70 C 2 

30-160 ? 1 

60 

80 S 3 

80-260 W 4 

80-100 

100-170 

170440' 

1400-2800' 

90 C 5 
no major fires 

' Estimated fire interval within this range. 

Methods: C, charcoal in lake mud; S, fire scars on trees; W, written historical records. 
Sources: (1) Larsen (1997); (2) Larsen & MacDonald [ 1998); (3) Zackrisson (1977); 
(4) Whitney (1986); (5) Clark et al.  (1996). 

It is likely that in the past many of the fires in conifer forests were 
much smaller in extent than those shown in Fig. 7.5. Clark (1990) made a 
detailed study of 1 x 1 km of unlogged forest, mainly pines, in another 
part of northern Minnesota, and was able to map the extent of fire in each 
year from 1650 onwards. Most fires burned only part of the square, their 
distribution was patchy, and some fires were less than 100 m across. 

Table 7.5 summarizes available data on fire return times, obtained 
by different methods. For spruce, pine and aspen the return times are usu- 
ally too soon for a mixed-age forest to have developed, and so most of the 
forest would be even-aged stands of various ages that regenerated after 
the last fire. Information on fire return time in temperate deciduous 
forests is sparser. Whitney (1986) used records made by survey teams in 
the mid-19th century, in an area of Michigan where some of the forest 
was dominated by pines but in other parts there was a strong admixture 
of deciduous species ('hardwoods'). Where the hardwood species were 
mixed with pine, the fire return times were longer than in pure pine for- 
est; and where the commonest hardwoods were beech and maple the 
return times were clearly long enough to allow mixed-age stands to pre- 
dominate (Table 7.5). Clark et al. (1996) used charcoal layers in mud in a 
lake in northern New York to determine fire frequency over the last 
10 000 years. During that time the vegetation changed from conifer to 

How frequent were 
fires rl 
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hardwoods; their method detected nearby fires during the conifer phase 
but none in the subsequent hardwood forest. In contrast, a 13 000-year 
record from mud in two lakes in southern Switzerland showed charcoal 
input remaining as high or even increasing when oak and alder replaced 
fir as the predominant trees (Tinner et al. 1999). Most of these Swiss fires 
were probably started by people. On balance, it is likely that in the past 
most temperate deciduous forests suffered large-scale disturbance infre- 
quently enough to be mixed-age. This conclusion is based more on stud- 
ies of the age structure of present forests than on information about past 
fire frequencies, which is inadequate. 

The message is that fire was formerly frequent enough in most north- 
ern conifer forests to maintain even-aged stands, but in temperate decidu- 
ous forests it was normally infrequent enough to allow mixed-age stands 
to predominate. 

What about tropical forests? It is not possible to generalize about them. 
They range from rainforests in regions where rainfall is normally substan- 
tial in every month of the year, to others where there is a dry season several 
months long and which may border on savanna where fire is frequent. Fire 
risk in tropical forests today has been increased by human activities: 
selective felling leaves gaps of various sizes, some much larger than most 
natural gaps, where unwanted tree remains may be left to dry after felling. 
Patches of pasture created within forest areas pose further fire risks. But 
there is evidence that fires occurred in tropical rainforest in the past. For 
example, the tropical rainforest of the Gogol Valley, Papua New Guinea, 
was extensively burnt in 1890 and again in 1930 (Saulei & Swaine 1988). 
At those times there were no roads into the area: the only inhabitants were 
living in small, widely separated villages and practising shifting cultiva- 
tion (Lamb 1990). Sanford et al. (1985) collected soil cores from 96 loca- 
tions near San Carlos, Venezuela, in tropical rainforest, and examined 
them for charcoal. They found charcoal in 63 [two-thirds) of them. The 
oldest known evidence of people living in the area is pottery remains dated 
3750 BP. Of 10 charcoal samples that were radiocarbon dated, nine had 
dates ranging from 3080 to 250 BP, and so could be the result of slash-and- 
bum farming. The tenth, however, dated from 6260 BP. Overall, the evi- 
dence points to most fire in tropical forests in the past being associated 
with shifting agriculture, probably often localized, but perhaps in occa- 
sional dry years spreading substantially. However, there is no doubt that in 
spite of these fires, and also the destruction of other areas of forest by hurri- 
canes from time to time (see Nelson et al. 1994), most of the area of unex- 
ploited tropical forest has been and remains mixed-age and mixed-species. 

Which past forests 
were even-aged! 

Implications for forest management 

The previous section presented evidence that the natural state of much 
northern conifer forest is large even-aged stands, but that most temperate 
deciduous and tropical forest is naturally mixed-age. Is this a basis for 
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arguing that most tropical and temperate deciduous forest should be 
exploited by selection felling, leaving gaps the size of one or a few trees, 
but that in conifer forest it is better to clear-fell large areas? Would these 
practices be best for sustainable timber production? Would they be best 
for wildlife ? 

Selection felling 

In this system the trees are normally of mixed age and size, and only trees 
above a certain size are selected for felling. If there is a mixture of species, 
often only those with more desirable timber are chosen. There are prac- 
tical problems (described later); but selection systems have been used 
over long periods in single-species and mixed-species forests in Europe, 
removing the largest trees at intervals. The system is still practised in 
conifer forests in some steep, mountainous areas in France and Switzer- 
land, where clear-felling is not favoured because of concerns about soil 
erosion (Peterken 1993). An example of selection harvesting over more 
than a century is provided by the jarrah (Eucalyptus marginata) forest of 
Western Australia (Abbott & Loneragan 1986). Features that have 
favoured the success of the system there include: 
1 Most of the forest is dominated by that one species. 
2 The open forest structure makes it easier to remove large trees without 
damaging smaller ones. 
3 Because of the stony, infertile soil there has been little pressure to clear 
forest for other uses. 

Most tropical forests comprise a large number of tree species, whose 
wood is likely to differ in features such as density, strength, colour and 
amount of resin, which all affect the value of the wood. This is one 
major reason why extraction has been selective. Another is size: large- 
diameter tree trunks are much more valuable than thinner ones. As we 
have already seen, a forest that is left undisturbed for a long time is likely 
to develop a 'reverse-J' size distribution, as seen in Fig. 7.4. If the forester 
requires boards or posts at least 20 cm across, this means trunks of about 
70 cm girth or more. In the forest of Fig. 7.4, and most other tropical 
forests, the vast majority of the trees are narrower than that. So, timber 
extractors have been looking for a few valuable species, and only the 
largest specimens, and so have taken few trees per hectare. 

This system sounds as though it should cause only limited damage to 
the forest and therefore be sustainable. However, there are potential 
problems. One is that by removing the most valuable trees we may in the 
long term make that species less frequent. The hope is that by leaving 
smaller trees of the species there will be enough individuals to grow up 
and to provide adequate seed source; but this does not always happen. In 
a study by Verissimo et al. (1995) of mahogany extraction in Brazil, 
although only 0.3-2.1 mahogany trees per hectare were extracted, the 
number of smaller ones left at each site was less than the number that 

Selection felling in 
tropical forests 

Damage caused by 
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had been extracted. Allowing for subsequent natural mortality, this does 
not sound promising for maintaining the abundance of the species in the 
future. Mahogany evidently has special requirements for regeneration: 
its population structure did not conform to the reverse-J of Fig. 7.4. 

Another problem is that the damage to the forest is usually much more 
than just a gap where the valuable tree was: many other trees are also 
killed or injured. Johns (1992) gave figures from five sites, in three contin- 
ents, at which the percentage of trees extracted for timber ranged from 0.6 
to 10%; the other trees killed during loggingranged from 25 to 60%. This 
damage is caused by making roads and access tracks, manoeuvring heavy 
machinery, the fall of the cut tree on to others, and then its being dragged 
through the forest. As well as trees killed at the time, there is the danger 
of longer-term harm through soil compaction, erosion and impeded 
drainage. It has been shown in several areas that this damage can be 
reduced, given the will (Johns 1992; Whitmore 1998). Procedures that help 
include careful planning of access tracks, felling trees in a direction that 
minimizes damage to others, moving logs to the road by cable rather than 
tractor, and extracting uphill rather than downhill to reduce soil erosion. 

After the timber extractors have finished, they leave roads into the for- 
est. These provide access for hunters of large mammals and birds, and 
also for people to move in to clear the forest for farming. Chatelain, Gau- 
tier and Spichinger (1996) used satellite photographs to show how this led 
to deforestation in southwestern CBte d’Ivoire. The area was formerly 
tropical forest, sparsely inhabited by people, who were carrying out shift- 
ing cultivation, and was virtually inaccessible to outsiders until a road 
was built through it in 1968. However, it was not until two sawmills 
were built in 1977-80 and extensive timber felling started that there was 
a major influx of people. They used the side roads left by the timber 
extractors, and much clearance of the forest for farming-clearly visible 
on the satellite photographs-took place. 

There is widespread concern about whether selective extraction from 
tropical forests can be made sustainable, and, if so, how to do it. Gomez- 
Pompa et al. (1991) describe some management systems that have been 
tried. So far, none has been operated long enough to show clearly that it 
would be sustainable. 

Is selection felling favourable for wildlife? If selection felling causes so 
much damage in tropical forest, does it simulate natural tree fall ad- 
equately, or is it very harmful to wildlife? An early indication of the 
importance of maintaining a complex forest structure was provided by 
MacArthur andMacArthur (1961), who compared 13 forest sites, including 
northern coderous, temperate deciduous and tropical. ‘Foliage height 
diversity’ was calculated from the way the foliage was distributed vert- 
ically: the lowest lversity occurs when all the vegetation forms one layer, 
the highest when about equal amounts of foliage occur in low vegetation, 
shrubs and in the tree canopy. Figure 7.6 shows that there was a strong cor- 
relation between bird diversity and the structural diversity of the forest. 

Selection felling and 
wildlife 
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Fig. 7.6 Relationship between bird species 
diversity and forest structural complexity at 
sites in eastern USA and Panama. Shannon 
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Taking into account plant species dlversity did not help to account for 
the remaining scatter on the graph. This and other, more recent papers (e.g. 
Julliens &Thiollay 1996) have shown the need for concern, that if selection 
felling alters the structure of forests this may influence wild species. 

Table 7.6 summarizes results from two studies of the effects of select- 
ive logging in tropical rainforest on bird species diversity. In the Guianan 

Table 7.6 Bird species in tropical forest: comparison of unlogged areas with areas 
selectively logged 

(a) French Guiana 

(i) Total number of bird species 

Unlogged 
Logged 1-2 years before 
Logged 8-12 years before 

24 1 
166 
173 

(ii) Number of species showing substantial difference in abundance 

Logged > unlogged 
Logged < unlogged 

41 
131 

Data from Thiollay (1992); based on 336 sample plots each site, 20 min recording 
per plot. 

(b) Sabah, Malaysia 

(i) Total number of bird species 

Unlogged 103 
Logged 6 years before 133 
Logged 12 years before 132 
Logged twice, 14 and 9 years before 129 

(ii) Number of species showing substantial difference in abundance 

Logged > unlogged 
Logged c unlogged 

46 
15 

Data from Johns (1996); from transect surveys, mean number of species per 75 h 
recording 
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Table 7.7 Mean number of primate individuals (per km2) in selectively logged 
and unlogged forest in Uganda 

Statistical 
Primate unlogged Logged significance 

_____ 

Blue monkey 15.6 58.2 
Redtail monkey 8.3 46.4 
Colobus monkey 27.0 44.2 
Baboon 14.0 11.0 ns 
Chimpanzee 3.2 2.8 ns 

* Difference between unlogged and logged significant ( P  < 0.001 ); ns, difference not 
significant. 

From Plumptre & Reynolds (1994). 

study logging led to a reduction in bird species diversity, whereas in Sabah 
diversity increased. At neither site was there any clear sign of recovery 
within 12 years. The reason for the different results between the two 
regions is not known, but an important factor is likely to be the effects of 
felling on forest structure, and the nature of the resulting gaps. Bird 
species diversity tends to be higher in natural gaps than in neighbouring 
forest (e.g. in Panama; Schemske & Brokaw 1981). At both sites some 
species decreased in abundance or disappeared following logging, whereas 
other species increased or appeared for the first time (Table 7.6). So, count- 
ing the number of species present is not on its own an adequate assess- 
ment of the effects of logging: some species characteristic of undisturbed 
forest are sensitive to logging, even though other species may be favoured. 

Plumptre and Reynolds (1994) studied primates in a forest in Uganda 
where different parts had been selectively logged at various times since 
1935, but some had never been logged. The abundance of the five main 
species was assessed by observations along transects. Table 7.7 shows 
that the three monkey species were all more abundant in the logged 
areas, whereas chimpanzees and baboons showed no significant differ- 
ence in abundance between logged and unlogged areas. 

These examples show that selective logging is not always harmful to 
all wild species, and can in fact be beneficial to some. This may be a 
response to felling providing increased habitat diversity, with plant 
species that colonize gaps perhaps providing favourable food for some 
animals. However, some species are harmed by selective logging, so if we 
want to ensure the survival of all forest species it will probably be neces- 
sary to preserve some unlogged forest. 

Influence of gap size 

If different tree species have different optimum gap sizes for regeneration 
this could give an opportunity in selection felling, by choosing the sizes 
of the gaps formed, to influence subsequent tree species composition, 
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either to favour diversity or to select for desired species. It has been trad- 
itional in forest ecology to distinguish two groups of species: (1) pioneers 
or secondary forest species which can establish only in large cleared 
areas; and (2) non-pioneers or primary forest species, which can establish 
in small gaps formed, for example, by the death of a single tree. The 
seedlings of many primary forest species can survive for a long time 
under the canopy of undisturbed forest, though with little growth; this 
constitutes the advance regeneration-young trees that are already pres- 
ent when a gap forms and thus have an advantage over pioneers, which 
could only then germinate. It has further been proposed that there are 
species which establish best in gaps of intermediate size, e.g. in eastern 
North America (Bormann &Likens 1979). 

There has been much research on the responses of young trees to gap 
size (see Coates &Burton 1997). However, the results tend to be difficult 
to interpret because most of the research has involved observations on 
naturally occurring gaps; these are likely to differ in age as well as size, 
and perhaps also in topographical position and causal mechanism. 
Repeated recording in a 50-ha forest plot on Barro Colorado Island, 
Panama, allowed Dalling, Hubbell and Silvera (1998) to identify gaps of 
varying size and light regimes, but all formed within a 2-year period. 
They recorded the abundance and height growth of seedlings of 24 pion- 
eer species and one shade-tolerant species. The shade-tolerant species 
occurred more often in small gaps with low light, but among the pioneers 
there was no significant difference in the way their abundance or growth 
responded to light in the gaps. 

An alternative approach is to create gaps of different sizes experiment- 
ally. Gaps of different sizes were cut in tropical rainforest at a site in 
Sabah, and the subsequent establishment and growth of tree seedlings 
was studied over 6 years (Kennedy & Swaine 1992; Brown & Whitmore 
1992; Whitmore & Brown 1996). There was no consistent difference 
between gap sizes in germination or subsequent mortality. All the 
three main species grew faster in gaps than in closed forest (Fig. 7.7). 

Response of young 
trees to gap size 
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Fig. 7.8 Regeneration of principal tree species in artificially created gaps of four sizes 
in mixed-species deciduous forest in North Carolina, USA. The abundance of each 
species is expressed as a percentage of the total biomass. 0 Mean value before cutting; 
0 second year after cutting. Data of Phillips &. Shure (1990). 

One species grew much faster in large gaps than small; the other two 
showed less difference between gap sizes. These responses did not 
differ in the way one would expect from the species’ categorization by 
foresters as ‘shade tolerant’ or ‘light demanding’ (see legend to Fig. 7.7). 
In this experiment no species showed a clear ‘preference’ for smaller 
gaps, whether assessed by germination, survival or height growth. 

In mixed-species deciduous forest in the southern Appalachians in 
North Carolina, USA, Phillips and Shure (1990) felled areas of four differ- 
ent sizes, from 160 m2 to 2 ha, and measured the regrowth over the first 
2 years after the cutting. In all gap sizes most of the regeneration was by 
sprouts from stumps and roots that had survived from the previous trees; 
only a small proportion came from advance regeneration and newly ger- 
minated seeds. Figure 7.8 shows results for the six species that formed 
most of the tree biomass before cutting or after 2 years of regrowth. The 
original forest was dominated by two oak species (Quercus spp.), hick- 
ories (Carya spp.) and yellow poplar (Liriodendron tulipifera). Of these, 
chestnut oak and hickory regrew poorly in all gaps; red oak regrew only 
in smaller gaps, but yellow poplar regrew fairly well in all sizes of gap. 
Among species rare in the previous forest, black locust and red maple 
grew well in large gaps. Thus the gap size influenced the composition of 
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the forest that developed: in the smallest gaps red oak and yellow poplar 
predominated, but in large gaps it was black locust, maple and yellow 
poplar. Not all of these early colonizers would be expected to dominate 
indefinitely: black locust in particular is a successional species which 
would in due course be replaced by others (see Fig. 1 1.1). 

Control of future tree species composition by the size of gaps created 
during selection felling is an attractive idea, but so far there is inadequate 
information on the response of individual species. 

Felling strips 

Compared with single-tree felling, felling of a patch or strip containing 
many trees has the advantage of greatly reducing damage to unharvested 
trees. The subsequent forest will have a patchy structure very different 
from that of a mixed-age unexploited forest, but the surrounding forest 
may still provide some protection against soil erosion, and against wind 
damage to the new young trees. It may also act as a seed source for the 
establishment of new trees, and a place for animals to survive which can 
later reinvade the felled area. Shelterwood systems have been operated for 
centuries in parts of Europe (Peterken 19931. These ‘high forests’ rely on 
natural regeneration from seed but aim to produce even-aged stands. In 
parts of France and Germany there are forests of beech and oak still being 
managed in this way, some involving rotations as long as 220 years. In 
some, strips or wedges are felled and then left to natural regeneration. In 
other areas the system involves an initial thinning of the forest, allowing 
seedlings to establish under a more open canopy, which provides seeds and 
shelter; the remaininglarge trees are removed later, perhaps in several cuts. 

Table 7.8 Data from an experiment in Peru, where a strip of rain forest 30 m wide 
was cut down. The felled trees were removed 

~~ ~ 

(a) Mean number of young trees per m2 in the strip, recorded 14 months after 
felling of the previous forest. 

Surviving from forest 0.23 
Sprouts from tree stumps 0.46 
New seedlings 1.79 

Total 2.48 

(b) Mean number of species among seeds caught in seed traps (each totalling 4 m2, 
cleared twice a month]. 

Distance from Number of 
forest (ml species 
12.5 4.3 

7.5 5.8 
2.5 12.2 

Within forest 20.0 

Data of Gorchov et al. (1993). 



197 MANAGEMENT OF FORESTS 

Another alternative is that trees are first felled in small patches, creating 
gaps in which seedlings can establish; the gaps are gradually enlarged. So 
there is a variety of shelterwood systems practised within Europe. 

It has been suggested that felling strips of tropical forest could retain 
some of the advantages of selection felling while reducing damage to 
unharvested trees. Experimental strips have been felled in two areas of 
rainforest in Peru, but so far only early regeneration has been reported 
(Hartshorn 1989; Gorchov et al. 1993). Table 7.8 shows that in one of 
these studies, just over a year after the felling the average abundance of 
young trees exceeded 2 per m2, more than enough to form a new forest. 
Some of these were from small trees that had survived the felling oper- 
ations, and some were sprouts from remaining tree stumps, but the 
majority were from seeds that germinated after the felling. Table 7.8 part 
(b) shows that the number of species in the seed rain decreased rapidly 
with increasing distance from the forest. So the width of the strip may 
have an important influence on the species diversity of the new forest 
that develops. However, Hartshorn (1989) found more than 200 species of 
young tree in two strips (20 and 50 m wide) cut in another area of Peru, 
2-2.5 years after they had been cut. 

Clear-felling large areas 

In plantation timber production, following clear-felling of an area new 
trees are planted for the next rotation. This planting is time-consuming 
and therefore expensive, so why not leave it to natural regeneration? Fig- 
ure 7.3 gives a clue to the answer. Although the forest is classed as even- 
aged, regeneration after the fire, and hence tree age, was spread over 
70 years. Not all natural regeneration in conifer forests is as uneven as 
that. Among North American conifer forests which regenerated natu- 
rally after fire 50-100 years ago, some have canopy trees that are mostly 
within a 20-year age span (Day 1972; Johnson et al. 1994). To obtain 
forests more uniformly aged than that is likely to require planting, and 
foresters often consider it to be worthwhile. If, however, they decide to 
rely on natural regeneration, careful silvicultural management, requiring 
a high degree of skill, is often necessary to obtain sufficiently rapid and 
uniform establishment of young trees (Peterken 1993). 

Conifer forests usually have only one or a few predominant species, 
and so management of the species composition should be straightfor- 
ward. In temperate deciduous forests and tropical forests there are 
usually many more species; so, if we rely on natural regeneration after 
clear felling, will we get the right species composition? So far we have 
considered what happens after the felling of patches up to 2 ha (Fig. 7.8), 
and of strips (Table 7.8). At both these sites many new trees established 
rapidly, but the species composition was markedly different from that in 
the previous forest. We now consider what happens after even larger 
areas are clear-felled, asking whether it is still true that many new trees 

After clear-felling, 
what tree species 
colonize! 
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Before Years after Before Years after 
felling felling felling felling 

Fig. 7.9 Abundance of six species of tree in deciduous forest in North Carolina, before 
clear-felling of a large area and during subsequent natural regeneration. For meaning 
of basal area see text. 0 Hickory spp.; 
0 yellow poplar; A black locust. Data from Elliott et al. (19971. 

red oak: 0 chestnut oak; A red maple; 

will quickly establish, but not of the same species composition as 
before; and if so, how long would it take to regain the original forest 
composition? We are here concerned with what happens if trees are 
allowed to regenerate immediately after felling. The ability of forest to 
re-establish after a period of arable farming or grazing is considered in 
Chapter 11. 

In 1974 a 59-ha watershed in the Appalachian Mountains in North 
Carolina, covered with mixed deciduous forest, was clear-felled. The vege- 
tation was recorded before felling and on subsequent occasions. 
Abundance of each species was measured as basal area, which is the sum 
of the cross-sectional area of the trunks. By 16 years after felling the com- 
bined basal area of all woody species had recovered to near its prefelling 
value. However, the relative abundance the species was still very differ- 
ent from the preceding forest (Fig. 7.9). Yellow poplar and black locust 
were much more abundant than previously, and still increasing, whereas 
the oaks and hickories were still far below their original abundance. We 
do not have sufficiently long studies of regeneration following clear- 
felling of mixed deciduous forest to know how long it will take to return 
to its original composition and structure, but it is evidently substantially 
longer than 16 years. 

In the tropics clear-felling usually happens because the area is wanted 
for some other use: it is rare to clear-fell for timber and then allow re- 
generation immediately. This is primarily because the timber of many of 
the tree species is not commercially attractive. However, increasing 
ability to use these less attractive species, e.g. for paper pulp, may make 
tropical clear-felling commoner in future. One large felling operation 

Clear-felling a 
tropical forest 
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started in 1973 in the Gogol Valley in Papua New Guinea. Before logging 
started the 880 km2 valley was almost entirely covered by tropical rain- 
forest. About 5000 people, who among them had 21 languages, lived in 
small isolated communities and practised shifting cultivation. Some 
rules were made about where strips and patches of forest were to be left 
by the logging company; felled areas were up to 3 km across, though most 
less than 1 km. 

After removal of the timber the land was left to natural regeneration, 
and this was monitored (Saulei 1984, 1985; Saulei & Swaine 1988; Lamb 
1990; see also Newman 1993, Table 5.5). Soon after the forest had been 
felled and the timber removed there were vast numbers of seeds of tree 
species in the soil, but most of them were of pioneer (i.e. early succes- 
sional) species: only about 1 % were from the non-pioneer primary forest 
species that had predominated in the forest that was felled. This is prob- 
ably because seeds of pioneer species can remain dormant in soil for some 
time, whereas the seeds of non-pioneer species of the primary forest lose 
their viability within a few weeks (Ng 1978). The wide bands of felling 
may have prevented seed rain from the remaining forest reaching most of 
the felled area. 

A year after felling there were on average more than two young trees 
per m2, but few of them were primary forest species, and of those the 
majority were not from seed but were trees that had escaped felling or 
were coppice growth from remaining stumps. About 10 years after 
felling, among the young trees about one-sixth were of non-pioneer 
species, far less than the proportion in the original forest. Two positive 
messages from the results are: 
1 Many young trees established quickly, which would help to prevent 
erosion. 
2 If stumps are left they can be a source of non-pioneer species regeneration. 

However, it seems likely that the large areas felled, and hence the large 
distances from remaining forest, reduced the number of primary forest 
species establishing because of reduced seed rain. 

Clear- f elling and wildlife 

This chapter has suggested that clear-felling may be an appropriate sys- 
tem for conifer forests where previously fire occurred frequently enough 
to maintain large areas of even-aged forest. But does clear-felling simu- 
late the effects of fire from the point of view of wild species? One might 
perhaps suppose that fire would kill more animals: felling operations 
would give them more warning and time to get away. However, animals 
often return to burned sites quite quickly. For example, 2 years after the 
great Yellowstone fires of 1988, browsing of aspen sprouts (mainly by 
moose) was as abundant in burned sites as in unburnt (Romme et al. 
1995). The important question is whether the forests after fire and after 
felling provide similar habitats for wildlife. 
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Table 7.9 Occurrence of bird species in conifer forests in the Rocky Mountains, from Utah northwards. Forest 
sites were less than 10 years (‘early’] or 10-40 years (’mid’) after burning or felling, or had not been burned or 
felled for a long time. Figures are percentage of sites at which the species was present 

After burning After clear-felling 
Forest not burned 

Species Early Mid Early Mid or felled 

1. American robin 
2. Yellow-rumped warbler 
3. Golden-crowned kinglet 
4. Mountain bluebird 
5. House wren 
6. Red-naped sapsucker 
7. Cedar waxwing 
8. Clark‘s nutcracker 
9. Three-toed woodpecker 

10. Black-backed woodpecker 

100 
100 

9 
91 
26 
17 
9 

65 
65 
78 

100 
100 

0 
60 
40 
0 
0 

60 
0 
0 

90 90 
60 100 
0 20 

80 70 
20 50 
30 70 
10 40 
10 0 
10 0 
0 0 

71-90 
70- 100 
0-86 
0-12 
0 4 0  
8 4 3  
0-4 
0-48 
0 4 4  
0-12 

Data from various studies, collated by Hutto (1995). 

Response of birds Table 7.9 shows the occurrence of some bird species in conifer 
andmomma’s to 
felling or burning 

forests in the Rocky Mountains of the northern USA-and Canada. The 
response to burning and felling varies greatly between species. Some 
(species 1 and 2) occur in forests whether they have been burned, felled or 
neither; some (e.8. 3 )  are more abundant in some old forests than after 
burning or felling; whereas species 4 and 5 are more abundant after burn- 
ing or felling than in most old forests. For all these species (1-5) clear- 
felling and burning seem to be approximately equivalent. However, 
species 6 and 7 are more frequently found after felling than after burning, 
whereas 8-10 are more frequent after burning than after felling. Two 
woodpecker species (9 and 10) are almost entirely confined to early 
regrowth after fire. 

Thus for some bird species conditions after fire are evidently not ad- 
equately replicated by felling. After studying birds at forest sites in 
Wyoming and Montana following fires in 1988, Hutto (1995) concluded 
that standing dead trees left after fires are important (1) as a source of 
insects for woodpeckers and other insectivores, (2) for nest sites, and 
( 3 )  as perches for aerial insectivores such as swallows. He also suggested 
that conifer seeds released from cones by the heat are important food for 
some birds. 

Lindenmayer and Franklin (1997) compared the effects of felling and 
fire on native birds and mammals in Eucalyptus regnans forest in south- 
eastern Australia. Many eucalypt species can be considered as Australia’s 
ecological analogues of the conifers of the northern hemisphere: in these 
eucalypt forests commonly only one or two species dominate, and fire 
has occurred for thousands of years. E. regnans normally regenerates after 
fire, and so may form even-aged stands. It grows into a very tall tree, 
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attractive for logging. Lindenmayer and Franklin pointed out the import- 
ance to wild animals of large standing trees which are left after fire (either 
alive but fire-scarred or standing dead), and also of large fallen 
logs. Cavities in trees are important as dens or nesting sites for species of 
marsupials, bats and birds. Because there are no woodpeckers in 
Australia such cavities are formed only by termites and microbes, 
which takes a long time: large cavities are not formed until trees are 
120-200 years old. Old trees are also important because of hanging 
‘streamers’ of bark which provide habitats for invertebrates. Clear-felling 
of E. regnans is therefore not favourable for some animals because it is 
done when the trees are 80 years old or less, and no large trees, dead or 
alive, are left. Lindenmayer and Franklin suggested possible strategies 
more favourable to wildlife. These would need to involve leaving trees to 
grow on to a larger size, in large patches, small clumps, or as spaced indi- 
vidual trees. 

Two other important questions, from the point of view of survival of 
wild species, are: does the size of area felled matter? Does the size of 
remaining patches of forest matter? The answer to both questions is yes. 
Chapter 10 (Conservation) considers in some detail the survival of 
species in patchy environments, where habitat patches suitable for them 
are separated by other, unsuitable habitat types. The species‘ survival is 
likely to depend on how large the habitat patches are, and hence how 
many individuals of the species each can support; and also on how easily 
they can migrate from one patch to another. Here I summarize one ex- 
ample of how it has been proposed that the size and spacing of felled areas 
might be planned to favour a wild species. 

The northern spotted owl inhabits conifer forest in the Pacific 
Northwest of the USA-Washington, Oregon and northern California. 
For its hunting and nesting it requires old-growth forest. This means 
forest more than 80 years old, which is the normal age for felling 
rotational forests in the area. This in practice means forests that have 
never been felled: they contain large trees which are attractive for felling 
in the future. Thus there is a conflict between timber extraction and con- 
servation of the owl. The US Congress set up a Spotted Owl Scientific 
Committee to ’develop a scientifically credible conservation strategy for 
the Northern Spotted Owl’. Its report in 1990 was the basis for a manage- 
ment plan (Lamberson e t  d. 1992; Wilcove 1993; Noon & McKelvey 
1996). 

The basic plan was to leave patches of old-growth forest, separated 
by areas where the forest would be felled and allowed to regrow. The 
difficult questions were: in order to give the owl a good chance of surviv- 
ing long term, how large should the patches of old growth be, and how 
far apart? The home range of a pair of the owls is fairly well established, 
by tracking of radiotagged owls: it is 5-40 km2. However, having patches 
just that size would not necessarily be adequate. As Chapter 10 explains, 
in order for a species to have a high chance of surviving long term in a 

lmportmce ofpatch 
S i z e m d s p a C b  

Conserving the 
~olzhern spotted 
owl 
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habitat patch, that patch needs to support a population (the minimum 
viablepopulation) larger than one pair. The minimum viable population 
varies in size between species and is not easy to determine. For the 
northern spotted owl its size is unknown, and the committee had to 
make the best possible guess using information from other species, sup- 
plemented by modelling. They chose 20 pairs as the required population 
size, and therefore recommended patches of 200 km2 (based on a mean 
home range per pair of 10 km2). The distance between patches needs to be 
low enough to allow the spread of young owls to find new mates and ter- 
ritories. On the basis of rachotagging results this was set at 19 km. 

Thus the committee made precise recommendations about the 
size and spacing of patches of old-growth forest. In reality these had 
to be modified to take account of the size and arrangement of old growth 
that actually remains today, but it was still a precise plan for conserving 
one species. Two major criticisms can be levelled against it. 
1 It is based on inadequate knowledge of the ecology of the owl. For 
example, the requirement of 20 pairs per patch is open to dispute: some 
scientists have suggested that more would be better (Noon & McKelvey 
1996), but a scheme for conserving the Californian subspecies of the 
spotted owl involved only a few pairs per patch (Andersen & Mahato 
199.53. A different type of model has been proposed, using ‘cells’ each 
large enough to support one pair of owls (Hof & Raphael 1997), but it still 
suffers from inadequate information about how survival, fecundity and 
dispersal are influenced by conditions in the cells and the arrangement of 
the cells. 
2 There are many other wild species living in these old-growth forests, 
and this arrangement of patches will not necessarily suit them. There 
are, for example, salmon in the streams, which are affected by what sort 
of vegetation occurs near the streams (Wilcove 1993). A plan for their 
conservation would favour retaining forest strips along streams, not in 
patches 19 km apart. Using terms defined inBox 10.1, the northern spot- 
ted owl may have served well as a flagship species, attracting public 
attention to the need for planned management and conservation of old- 
growth forests, but it is not an effective umbrella species. Management 
plans for the Pacific Northwest are now turning more to considering the 
needs of many species, rather than one or a few flagship species (Noon & 
McKelvey 1996). 

Logging and its related services are economically important activities 
in parts of the Pacific Northwest. It is understandable if people do not 
want to lose their livelihoods, and especially if this happens on the basis 
of management plans which appear not to have a sound scientific basis. 
The northern spotted owl and the forests of the Pacific Northwest 
provide a case study of conflict between timber production and wildlife 
conservation. Such conflicts are a challenge to applied ecologists, to 
devise the best management system in a situation where there is no ideal 
solution. 



203 MANAGEMENT OF FORESTS 

A question posed at the start of this chapter was: Is it possible to 
obtain our timber needs sustainably from seminatual forests while also 
conserving wildlife there? or should we in future get all our timber from 
plantations, and leave semi-natural and undisturbed forests for other 
functions, including wildlife? This chapter has provided scientific infor- 
mation upon which an answer to this can be based, but it has also 
explained why it is difficult to decide on the best answer. The same 
answer may not be best in all types of forest in all parts of the world. So I 
am not going to give a straight answer. What do you think? 

Conclusions 

+ The world timber harvest per year is increasing, but is probably still 
below the total new wood growth per year in the world’s unplanted 
forests. 

many temperate countries, including some major timber producers, 
there has been little change in forested area in recent decades. 

+ Most loss of forest occurs because the land is wanted for other uses, 
not because of timber harvesting. 

+ Following a large-scale disturbance new forest that establishes 
naturally will at first be approximately even-aged, but will gradually 
change to mixed-age. 

+ In the past fire was frequent enough in many northern conifer forests 
to keep large areas even-aged. This was probably not true of most 
temperate deciduous and tropical forests. 

practised in tropical forests. In the process, many unharvested trees 
are also killed. Some wild animal species tolerate such felling, though 
others are not favoured. 

of trees can be rapid in temperate and tropical regions, but a return to 
the original species composition will take many years. 

species. Their survival can be influenced by the size and spacing of 
the remaining forest patches, and whether any large trees are left in 
the cut-over areas. 

+ Loss of forest is occurring in many tropical countries, but in 

+ Selection felling (removal of individual trees) has been widely 

+ Following clear-felling of large areas, natural re-establishment 

+ The response of animals to clear-felling varies greatly between 

Further reading 

Forest ecology and management: 
general: Perry (1994) 
tropical: Whitmore ( 1998); Mabberley ( 1992); Gomez-Pompa, Whitmore 
& Hardley (1991) 
temperate: Peterken (1993) 
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Plantation forestry: 
tropical: Evans (1992) 
temperate: Savill & Evans (1986) 

Economics of forestry: Price ( 1989) 



Chapter 8: Pest Control 

Questions 

Can we prevent pests becoming resistant to pesticide chemicals, or 
delay that? How? 
Do pests and diseases ever have major effects in natural ecosystems? 
Are the host and its attacker always in a stable relationship, or are 
there sometimes outbursts of damage to the host? How does the host 
species manage to survive? 

altering the management? Can study of pests in natural ecosystems 
suggest ways of doing this? 
Can biological control provide effective long-term control of pests? 
Will a species that initially provides good control evolve to become 
less effective? 

agents, before elaborate testing? 

non-target species? 

Can pests in arable crops and forest plantations be controlled by 

Can we decide which species are likely to be effective biocontrol 

Is biological control safe? How can we be sure it will not harm other, 

Basic science 

m Predicting the rate at which resistance to a chemical pesticide will 

The status of insects and fungal pathogens in natural ecosystems: 

Mathematical models of host-parasite population dynamics. 
Predicting a critical host population size or density below which a 

Coevolution of a parasite and its host. 

increase in a pest population. 

invasions, outbreaks, endemics. 

parasite will not survive. 

Apest is a species that we would like to get rid of, or at any rate reduce in 
abundance. This chapter is about microbial pests, which cause diseases 
in plants and animals; about plants which are weeds in cropland or pas- 
tureland; and about animal pests-insects that damage crops or forest 
trees, and also other damaging animals, e.g. rabbits. 

There is no doubting the serious effects pests can have. As well as 
directly reducing food production, they have substantially influenced 

205 
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Box 8.1. Methods that can be used for controlling pests. 

1 Chemical pesticides. Fungicides, insecticides, herbicides, aimed at 
killing the pest. Also chemicals produced by insects which elicit a 
response in other insects can sometimes be used, e.g. sex pheromones can 
be used to disrupt mating or to attract insects to traps. 
2 Immunization of mammals and birds against diseases. 
3 Genetic ulterutions to animals and plants to make them more resistant 
to a disease or more tolerant of it, less palatable to a predator, or (crop) 
more competitive against weeds. 
This can involve: 
(a) selecting individuals with desired characteristics; 
(b) conventional breedingj 
(c) treatments to promote mutation; 
(d) genetic engineering. 
4 Management. Possibilities include: 
(a) shifting cultivation, crop rotation; 
(b) alter timing of soil cultivation, crop sowing, harvest (e.g. in relation to 
weed germination or insect arrival); 
(c) grow mixtures of different plant species or varieties; 
(d) allow other species around field margin. 
5 Biological control. Using another species to control the pest. Principal 
methods: 
(a) Biological pesticides. Release large numbers of a control species fre- 
quently, e.g. every year, not expecting it to persist. Can be either inund- 
aticm, if control species is not native to the area, or uugmentution where 
thc aim is to increase the ahundance of a species already present. 
(b) Classicul biologicul conlrol. Introduce the control species oncc only. It 
is then expccted to multiply and spread. 

how farming has been carried out in the past. Pest control has been a major 
reason for carrying out shifting cultivation or leaving fields fallow, which 
reduces the area available each year for growing food. Cattle have been 
excluded from large parts of Africa because of trypanosomiasis, a disease 
caused by a protozoan which is dispersed by the tsetse fly (Jordan 1986). 

The potential crop yield losses that can be caused by pests are rarely 
measured quantitatively, because it is so rare to grow crops with no pest 
control at all. Forcella, Eradat-Oskoui and Wagner (1993) grew soybean 
on a farm in Minnesota without any form of weed control. The reduction 
in soybean seed yield caused by weeds ranged from 0 to 80%, depending 
on weed density and the date the crop was sown. This is just one year’s 
result, and does not take account of how the weeds’ abundance might 
increase over some years i f  they were left unchecked. 

Box 8.1 summarizes the main methods that have been used for con- 
trolling pests. These need not be seen as alternatives: it is often most 
effective to use two or more of them in combination, sometimes called 
integrated pest  management.  
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Chemical pesticides 

The control of agricultural pests by chemicals can be claimed as a 
great success story of the 20th century which contributed to the rapid 
increase in food production. Kogan (1986, p. 256) gives a list of insect pest 
species that have been virtually eliminated by the use of insecticides. 
Some arable weeds have become so rare that people are now concerned 
about their preservation (Potts 1991). However, not all pests have been 
successfully controlled. For example, there are still no adequate and con- 
sistent chemicals for the control of soilborne fungal pathogens of crops; 
and chemical control of insect pests of forests and grazing lands is in gen- 
era1 not economic. The use of chemical pesticides can have two major 
disadvantages: the chemical may have harmful effects on non-target 
species, and the target pest species may become resistant to it. Chapter 9 
(Pollution) gives examples of pesticides that are harmful to wild species. 
Pesticides can also indirectly increase pests, if a fungicide inhibits a 
mycoparasite, i.e. a fungus that was attacking a fungus pest (Cook & 
Baker 1983), or when an insecticide kills a parasitoid of an insect pest. 
Previously sparse fungi or insects can then increase to pest levels of abun- 
dance. An example of this is given by Waage (1989): when parathion was 
sprayed on apple trees in Pakistan to control a moth pest, one result was 
a marked reduction of two parasitoid species of a scale insect and a 20- 
50-fold increase in abundance of the scale. However, insecticide can also 
enhance the effect of a parasitoid: if the insecticide reduces the insect 
population before the time for parasitoid attack, then the number of para- 
sitoids per host individual can be greater and the percentage mortality 
increased (Waage 1989). 

Chemiculpesticides 
can be very 
successfui 

. . . but they can have 
disadvantages, too 

Evolution of resistance to chemical pesticides 

After a chemical has been in use for some years individuals resistant to it 
may appear in the target species; in other words, some genetically differ- 
ent individuals can survive the chemical at a concentration that would 
previously have killed all of them. The proportion of resistants in the 
population may then increase. Resistance to pesticides began to appear 
substantially among arthropods during the 1940~-50s, among plant 
pathogens during the 1950~-60s, and among weeds not until the 
1970s-80s (Cousens & Mortimer 1995). The number of resistant species 
has increased greatly in each group since then, and resistance to some 
types of pesticide is very widespread (Shaner 1995). This section 
describes some examples of pesticide resistance, and considers whether 
there are ways of preventing its appearance or slowing its spread. The 
rest of this chapter is about possible alternatives to chemicals for pest 
control. 

Resistance to some pesticides has appeared more frequently than to 
others. For example, the oldest major type of selective herbicides, the 
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phenoxyacetic acids (which include 2,4-D) have been in use since the 
1940s, yet resistance to them is quite rare: Holt et al. (1993) reported that 
resistance to them was known in only six weed species. In contrast, resist- 
ance to the triazine herbicides is known from more than 1000 sites, in 
at least 57 species. If the causes of such differences were known, it could 
help in the development of pesticides to which resistance would evolve 
only slowly. 

This has led to much research on the mechanisms of resistance to 
pesticides (Holt et al. 1993; Lemon 1994; McKenzie & Batterham 1994). 
One relevant question is whether the resistance arises by a single point 
mutation or by amplification (i.e. producing many copies] of an existing 
gene. There is evidence, for example, that gene amplification has led to 
increased esterase activity in the aphid Myzus persicae, which leads to 
increased ability to break down some insecticides (Devonshire & Field 
1991). Such gene amplification may give only gradual increase in pesticide 
resistance, slower than from a single point mutation (Cousens & Mor- 
timer 1995). An example of resistance due to a single point mutation is 
resistance to triazine herbicides, which is most often due to a single base 
change in the DNA of the chloroplast gene which codes for a binding site 
protein in the thylakoid membrane (Warwick 199 1). Ths mutation occurs 
more frequently than many other mutations. However, because it occurs 
in the chloroplast DNA it is inherited only from the female parent, not car- 
ried by pollen, and one might expect this to slow down the rate of spread. 

Where resistance is caused by a single point mutation it is important 
how common the resistant gene is in the population before the pesticide 
is first applied. This will in turn depend on how frequently the mutation 
occurs, and on whether there is selection against the resistant strain in 
the absence of the pesticide, and, if so, how strongly. Quantitative infor- 
mation about these is unfortunately very sparse, and this places a serious 
limitation on modelling the appearance of resistance and predicting how 
best to prevent it. 

The rate at which resistant individuals increase in frequency can be 
predicted by mathematical models (Cousens & Mortimer 1995). Here I 
describe simple predictions for resistance conferred by a single point 
genetic difference. If the resistance gene is initially very rare in the popu- 
lation, the frequency of homozygous resistants will probably be negli- 
gibly small. So a resistance gene is only likely to be selected for, and 
become a problem, if it confers some resistance in the heterozygote, i.e. 
it is a dominant or partially dominant character. The proportion of indi- 
viduals in the population that are resistant will be approximately equal 
to the proportional frequency of the gene. Let the fitness of the homo- 
zygous susceptibles and the heterozygous resistants be Wss and W r ,  
respectively. Then, if rt is the frequency (proportion) of individuals that 
are resistant in year t, the next year its frequency will be approximately 

MechMisms of 
resistance to 
pesticides 

Rate at which 
resistance increases 
in the population 
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and starting from time 0, after n generations (assuming continued 
pesticide application) it will be 

How long it will take for resistants to reach a significant frequency 
clearly depends on the frequency at the start (Io),  information which is 
not available. However, the ratio (W,/W,J is likely to be large, because 
pesticides are designed to kill the pest, and therefore even a modest abil- 
ity to survive the pesticide is likely to give the mutant a substantial fit- 
ness advantage. If, for example, the fitness ratio (Wrs / W,,) was only a 
modest 10, and the frequency of the mutant initially (r,) was only 1 in 
10l2, Equation 8.2 predcts that the resistants will reach significant abund- 
ance within 12 generations, which for many pests (e.g. annual weeds) is 
12 years. This helps to emphasize the problem: even if there is only one 
individual insect or weed in a field that has the resistance gene, its 
increased ability to survive wilI soon make its progeny abundant. 
Figure 8.1, line (a) shows the time course of this 10-fold increase per year. 
It illustrates another problem: because the existence of resistants will 
not be noticed until they are a significant proportion of the total, say 1 % 
or more, most of the increase in their abundance goes on unnoticed and 
unstudied, until finally they seem suddenly to burst into prominence. 

The prediction that resistance can become serious within a matter of 
years or a few decades is supported by experience. In vineyards in north- 
em France, after benzimidazole fungicides had been used for only three or 
four seasons they ceased to give effective control of important fungal 
pathogens such as Botrytis cinerea (Russell 1995). Cousens and Mor- 
timer (1995, Table 83) give figures for herbicides where resistance has 
been detected after periods ranging from 3 to 25 years. 
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Table 8.1 Relative fitness of herbicide-resistant and susceptible strains of two weed 
species, assessed by reproductive capacity when the two strains were grown either 
separately or in competition in 50 : 50 mixture, in the absence of herbicide. Figures are 
ratio, for measured variable (see notes below), of resistant/susceptible 

Species 
Grown Grown in 
separately mixture Notes 

Senecio vulgaris 0.57 0.20 1 
Amaranthus hybridus 0.90 0.18 2 

Notes. ( I )  Dry weight of reproductive parts. Data from Holt (1988). 
(2) Weight of seed per plant. Data from Ahrens & Stoller (1983). 

Delaying build-up 
of resis tance 

One approach to preventing resistance appearing in the pest popu- 
lation is to have fewer individuals of the pest within the whole treated 
area at the time the pesticide is first applied, in the hope that there will be 
no individual with a resistance gene. This requires the use of other con- 
trol measures as well as the chemical, in other words integrated pest 
management. Because the frequency of resistants in the absence of pesti- 
cide application is not known, we have no sound basis for deciding 
whether this approach could be effective. 

One way to slow down or stop the development of resistance is not to 
apply the pesticide every year. Some resistant strains are less fit than sus- 
ceptibles when growing in the absence of the pesticide-their adaptation 
to survive the pesticide has been accompanied by some loss of ability to 
grow and reproduce in normal conltions. So, if the pesticide is applied 
only in some years, we should expect the resistants to decline in abun- 
dance in the 'off' years. However, if this is actually to prevent resistance 
developing, rather than just slow its development, the fitness advantage 
of susceptibles in 'off' years will need to be substantial, to counterbalance 
the substantial selective advantage of resistants in 'on' years. The relative 
fitness of resistants and susceptibles in the absence of pesticide is in gen- 
eral not known with any confidence. It is likely to depend on the condi- 
tions in the field situation. This can be illustrated by the experimental 
results in Table 8.1. In these two species of weed, strains were isolated 
that were susceptible or resistant to triazine herbicides but in other 
respects closely similar genetically. They were grown from seed in a 
greenhouse or an experimental plot, without herbicide application, the 
two strains either separate or in a mixture so they competed. Table 8.1 
shows that when they competed the resistant strain had only about one- 
fifth the seed production of the susceptible, but when they grew separ- 
ately the difference was much less: indeed, for A. hybridus the strains &d 
not differ significantly. On a farm the weed would probably compete pri- 
marily with the crop plant, perhaps little with others of its own species. 

Figure 8.1 illustrates the effect of having one year with a pesticide then 
two without it, comparing the situation where the resistants and 
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susceptibles are equally fit in the 'off' years or where the susceptibles are 
twice as fit. It shows that a substantial component of the delay in resist- 
ance build-up (compared with pesticide applied every year) is simply due to 
there being no selection for resistance in the 'off' years (line b). However, if 
the susceptibles are more fit than the resistants in 'off' years this can further 
slow the build-up (line c); in the example given the time taken for resist- 
ance to become abundant is 76 years, which is longer than selective pesti- 
cides have been in existence. Graphs similar to Fig. 8.1 but based on more 
sophisticated models have been published (e.g. Gressel & Segell990). 

If there is a pool of susceptibles that escape the pesticide treatment this 
can delay resistance build-up. For weeds this can be a bank of remaining 
seeds in the soil. For insects or microbial pathogens it could be a residual 
population in unsprayed field margins. It has also been suggested that the 
farmer might accept less control of the pest in order to leave some sus- 
ceptibles. There is unfortunately little experimental evidence on how 
much effect these strategies can have in delaying the build-up of resist- 
ance. If there are several alternative pesticides these could be rotated, 
with each being used only once every few years. Provided the pesticides 
have different modes of action, one might expect that resistance to one of 
them would not increase resistance to another. Unfortunately, this has 
not always proved to be true: cross-resistance has been reported, meaning 
that individuals becoming resistant to one pesticide also become resist- 
ant to another, even though it is chemically unrelated (Holt et al. 1993). 

Another suggestion is to use mixtures of pesticides which are all effec- 
tive on the same pest. Then an individual which has resistance to one 
chemical would probably be killed by another, and so the probability of 
resistance being selected could be greatly reduced. However, if there is 
cross-resistance this does not work. 

This section has outlined some of the problems with the development 
of pesticide resistance and suggestions for what to do about it. Most of the 
proposals are based mainly on models, but there is a shortage of key infor- 
mation to feed into the models. The main message is that there are ways 
of slowing down the development of resistance, thereby reducing the 
time before it becomes serious, but for many pesticides there is no clear 
way to ensure that resistance never develops. 

Diseases and pest insects in natural ecosystems 

If we aim to control pests and diseases on farms and in commercial 
forests, by means other than chemical pesticides, one approach is to ask 
whether we can learn by studying more natural ecosystems. Fungi and 
insects do not wipe out all the other species in those systems, so in some 
sense they must be under control. Maybe this can give us ideas on how to 
control them in our more artificial systems. This section describes some 
examples of insects and diseases that attack wild plants and animals, and 
considers whether there are any useful messages for pest control. 
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Chestnut blight The first message is that epidemics can occur in near-natural ecosys- 
tems, even when they are quite species rich. An example is chestnut 
blight in North America, which is caused by the fungus Cryphonectria 
parasitica (Van Alfen 1982; Buck 1988; Newhouse 1990; Anagnostakis 
1995). This spreads in the bark of stems, and once it has formed a girdle 
right round a stem all the branches above that point die. The fungus prob- 
ably reached the United States in young chestnut trees imported from 
Asia. It was first noticed in 1904 in New York, and within the next 50 years 
had spread through the whole natural range of the native chestnut 
(Castanea dentata) in the eastern USA. Once a major tree of mixed decidu- 
ous forests in the Appalachians, the chestnut now occurs there only as 
regrowth coppice shoots from surviving stumps. These shoots rarely live 
long enough to set seed, so whether the species will survive indefinitely 
in the area is uncertain. The fungus also reached Mediterranean Europe, 
where it killed many of the native Castanea sativa. There, however, after 
about 15 years less damaging 'hypovirulent' strains of the fungus began 
to appear, which caused some symptoms but did not kill the tree. The 
character for hypovirulence is carried by a virus, which can transfer to 
virulent strains, reducing their virulence. This suggests an opportunity 
for biological control, which will be discussed later. 

Chestnut blight provides an example of a disease caused by a parasite 
which can attack plants only within a single genus (Castanea). In con- 
trast, some other plant pathogens have a wide host range: one example is 
Phytophthora cinnarnomi. This fungus infects the roots of many woody 
plant species, causing root rot, which can be followed by die-back of 
branches and ultimately the death of the whole plant. The fungus is con- 
fined to soil and roots and has no airborne spores, so it normally spreads 
slowly, in water or with eroding soil. Yet it occurs in every continent 

Phytophthora 
cinnamomi in 
Australia 

Table 8.2 Records from a permanent plot in Eucalyptus woodland in the Brisbane 
Ranges, Victoria, Australia, in 1975 and 1985. Phytophthora cinnarnomi was present 
from 1975 onwards. From Weste (1986) 

1975 1985 

Bare ground 1%) 10 40 
Number of plant species' 18 24 

Number of individuals in plot: 
Eucalyptus, all species' 75 41 
Isopogon ceratophyllus (PJt  327 0 
Xanthorrhoea australis (L)t 162 9 

Hakea sericea (PJt  4 20 
Lomandra fliforrnis ( L J t  0 53 

Banksia rnarginata (PJ t  70 64 

in 630 m2 
t in 360 m2 
Plant family: L = Liliaceae, P = Proteaceae. 
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except Antarctica (Zentmyer 1985). It attacks commercially important 
plantation and orchard trees as well as species of natural forest. It has 
caused conspicuous die-back in eucalypt forests in several parts of Aus- 
tralia (Weste & Marks 1987). Table 8.2 shows changes in abundance of 
some of the plant species at a woodland site in Victoria, southeastern Aus- 
tralia. At the time of the first recording in 1975 Phytophthora cinnarnorni 
had only recently invaded this area. Although bare ground increased sub- 
stantially during the following 10 years, the number of species did not 
decrease. Some species that were very susceptible to the fungus decreased 
markedly in abundance, but other, less susceptible species increased. In a 
‘control’ area where the disease had not yet reached, none of these species 
changed markedly in abundance between 1975 and 1985. So, the fungus 
caused major changes in the vegetation composition, as it has also in 
species-rich shrubland in Western Australia (Wills 1993). However, in the 
Victoria site some of the very susceptible species did not disappear alto- 
gether from study plots: even after 20 years a few individuals remained. 
These might be genetically different individuals with higher resistance to 
the fungus. Their survival could be aided by a decrease in abundance of the 
fungus, which happened in some areas after the main epidemic had 
passed. The cause of this decline could have messages for pest control. It 
could be aresponse to a reduced abundance of susceptible plants; but there 
is also evidence that in soils in some parts of Australia microbial popu- 
lations build up which suppress P. cinnamomi (Malajczuk 1979). This 
same fungus is found in apparently undisturbed forests, including tropical 
rainforest, where it is presumably endemic. So far we have no evidence on 
whether it is having much effect on the vegetation there. 

The previous examples involved invasions, which were started or at 
least aided by people transporting the fungus. However, there are native 
herbivorous insects and pathogens that show periodic outbursts: after 
remaining low in abundance for some time the population increases 
rapidly to a high and damaging density, then after a while decreases again 
to a low level. An example is the spruce budworm, Choristoneura 
fumiferana in eastern North America and C. occidentalis in the west. 
The larva feeds on the leaves and buds of spruce, fir and Douglas fir. When 
it is at its most abundant the insect causes severe defoliation over large 
areas of forest, leading to substantially reduced stem growth and, if the 
outbreak persists for several years, to the death of trees (Crawley 1983; 
Speight & Wainhouse 1989; MacLean et af. 1996). Figure 8.2 shows that 
in an area of New Brunswick budworm larvae were abundant during the 
1950s, then sparse (though never completely absent) for a decade, but 
then increased again in the 1970s. That outbreak ended about 1987. 
There are written descriptions of two earlier outbreaks, about 1880 and 
1912-20. Other outbreaks before that are indicated by changes in tree- 
ring width. Figure 8.2 shows that according to these estimates outbursts 
of the insect have occurred at fairly regular intervals of about 35 years. 
The western spruce budworm has also shown periodic outbreaks in 

Outbreaks ofspruce 
budworm in N. 
America 
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Pig. 8.2 Abundance of eastern spruce budworm (Choristoneura fumiferana) in 
conifer forest in New Brunswick. (a) 1945-80; 0 third- to fourth-instar larvae, 0 eggs. 
(b) 1750-1980; - - -estimated from xylem ring widths in trees; -based on written 
records; 1945 onwards data frornpart (a). From Royama (1984). 

Colorado and New Mexico (Swetnam & Lynch 1993; Weber & Schwein- 
gruber 1995). 

These outbreaks are of great practical importance, as these forests are 
commercial timber sources, but an understanding of their cause (or 
causes) would also have a wider significance, since it is highly desirable 
when instituting pest control, for example by biological means, to be able 
to predict whether it will be effective long term or whether it will allow 
periodic outbreaks of the pest. In spite of extensive research, the cause of 
the cycles in spruce budworm remain uncertain. Contributory factors 
that have been proposed include: 
1 weather; 
2 food abundance and quality, influenced by the frequency and age of 
different tree species and their nutrient status; 
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3 predation by birds; 
4 parasitoids and microbial diseases (Crawley 1983; Royama 1984; 
Swetnam &Lynch 1993). 

Speight and Wainhouse (1989) give information on six other species of 
forest insect that have undergone major outbreaks. Like spruce bud- 
worm, these species live in temperate or boreal forests where there are 
only one or a few abundant tree species. However, outbreaks can also 
occur in much more species-rich communities, including tropical forest. 
Wong et al. (1990) described conspicuous defoliation in 1985 of one tree 
species, Quararibea asterolepis, in Barro Colorado forest, Panama, by the 
larvae of two moth species, Eulepidotis spp. Among 460 Q. asterolepis 
trees in a 50-ha plot defoliation ranged from 0 to loo%, with about 100 of 
them suffering more than 90% defoliation. Eulepidotis larvae had not 
been abundant in the previous year, nor were they abundant in several 
years following the outbreak. 

In the examples given so far the disease or insect suddenly became 
much more abundant, and so its effects were conspicuous. However, we 
are just as interested in endemic pests. Are there insects and diseases 
whose abundance in natural systems is approximately constant from 
year to year? Do they have much or little effect on their hosts? What con- 
trols them? Could a pathogen or insect species be quite rare, yet have a 
major effect on the composition of the community? Study of the Phyto- 
phthora cinnamomi epidemic in Victoria, described earlier, suggests 
some answers. At a site where the fungus had invaded about 20years earl- 
ier and had caused the local extinction of some plant species, it was no 
longer possible to isolate the fungus from the soil, yet plant species sus- 
ceptible to the fungus remained absent or rare (Weste 1986). If the fungal 
invasion and its effects on the vegetation had not previously been 
observed, it would be very difficult to discover its continuing important 
influence. 

The importance of an endemic insect or parasite can sometimes be 
inferred from field observations. An example in North America is a 
nematode worm Parelaphostrongylus tenuis, which infects some deer 
and a few related ungulates, including moose (Davidson et al. 1981; 
Nudds 1990). The worm has a complex lifecycle involving slugs or snails 
as an alternate host; it eventually ends up in the spinal cord or brain of 
the mammal. In moose the worm causes serious symptoms, including 
paralysis, usually leading to death. In contrast, in white-tailed deer it 
causes no harmful symptoms, and in many populations 50% or more of 
the deer are infected; so white-tailed deer act as carriers. Since the early 
20th century the range of white-tailed deer has extended. When the deer 
extend into the range of moose, the moose usually become infected with 
the parasite and their population declines. This decline is probably due 
mainly to the parasite, though direct competition between deer and 
moose for food might also be involved (Price et al. 1988; Nudds 1990). 
Price et al. (1988) summarized several other examples where a parasite 

Endemic pests 

A nematodein deer 
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Pig. 8.3 Number of bugs per nestling in relation to colony size (number of active 
nests) for cliff swallows in Nebraska. Vertical bars are standard errors. From 
Brown &Brown (1986). 

carried by one mammal is passed to another species, and is probably 
responsible for greatly reducing it. They also list several fungal diseases 
of plants, caused by rusts, which behave in a similar way. 

Sometimes the abundance of a disease organism can be altered experi- 
mentally, in order to find out whether it is having much effect on the host 
population. An example, investigating myxomatosis in rabbits, is 
described later (see Fig. 8.12). Another example is a bug, Oeciacus vicar- 
ius, which feeds on the blood of nestlings and adults of the cliff swallow. 
This swallow, which is widespread in North America, builds nests out of 
mud under overhanging cliffs, ledges of buildings, or bridges. Usually 
there are several or many nests close together, forming a colony. Brown 
and Brown (1986) found that in Nebraska many nests and nestlings had 
the bugs; the mean number of bugs per nest and per nestling increased 
with increasing colony size (Fig. 8.3). To find out whether the bugs affect 
the nestlings they fumigated some nests: the fumigant killed the bugs 
but did not directly affect the birds. In fumigated nests the number of 
nestlings surviving to 10 days was usually higher, often substantially; 
they were also slightly larger (Table 8.3). 

It is clear from these and many other examples that parasites and their 
hosts, and herbivorous insects and their food plants, can coexist long 
term (Grenfell & Dobson 1995). Whether or not the populations vary 
from year to year or are fairly constant, some sort of balance has been 
achieved which allows both species to continue to survive in the area. 
Box 8.2 summarizes the mechanisms that can be involved. In some of the 
examples we can see which of these is likely to be important. An ex- 
ample of mechanism (2) is the reduced virulence of chestnut blight in 
Europe owing to the fungus being attacked by a virus. The greater abun- 
dance of blood-sucking bugs in swallow colonies with more nests (Fig. 8.3) 

A blood-sucking bug 
of swallows 
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Table 8.3 Effect of fumigation, to kill insects, on survival and growth of nestlings of 
cliff swallow in a colony in Nebraska. From Brown & Brown (1986) 

~~ 

Nest Nest not 
fumigated fumigated 

Number of nestlings per nest 
surviving to 10 days 3.1 1.4' 

Mean body weight per nestling (8) 23.7 20.3 
~ _ _ _ _ _ _ _ _  

Difference statistically significant (P < 0.001) 

suggests that more widely spaced nests provide some control (mech- 
anism 3). The decline of Phytophthora cinnamomi after invading Aus- 
tralian forests, and the survival of a few individuals of susceptible 
species, could be due to mechanisms (l), (2) or (3), or a combination: genet- 
ically more resistant individuals; an increase of microbial populations in 
the soil which are suppressive to the fungus; or the wide spacing of the 
few remaining susceptibles. 

These examples can provide suggestions when we are considering how 
to control pests and diseases of useful plants and animals. Here I point 
out some questions that still remain. 
1 Why do outbreaks of disease or insects occur in some ecosystems but 
not others? What prevents them in many ecosystems? 
2 After an epidemic or outbreak the causal organism often declines to a 
low level, where it is much less damaging (e.g. Phytophthora cinna- 
momi, spruce budworm). What causes this decline? 
3 Why do populations of some species fail to carry a parasite, even 
though it can infect them (e.g. moose and the nematode worm)? 

An answer to any of these questions could be very helpful in planning 
control of pests or pathogens. 

Box 8.2. Mechanisms by which a host species can coexist with a pest 
species in natural ecosystems. 

1 Resistance characters in the host. 
(a) Immune systems in vertebrates. 
(b) Toxic chemicals in plants and invertebrates. 
(c] Physical barriers, e.g. insect cuticle. 
(d) Low resource quality, e.g. low protein concentration. 
2 The pest species is itself attacked by a parasite or predator, which 
controls its abundance. 
3 Low abundance and hence wide spacing of the host species interferes 
with spread of the pest, sufficiently to keep its abund,ance low. This only 
works if the pest is specific to the host, so there are no alternative hosts to 
support it. 



218 C H A P T E R 8  

Mathematical models of host-parasite population dynamics 

These examples of parasites and herbivorous insects in quasi-natural 
ecosystems have led to useful questions and suggestions, but they have 
also indicated how difficult it is to understand fully what is going on. One 
way forward is to apply mathematical modelling. I start by outlining 
briefly a model which has substantially advanced our understanding of 
the relationship between animals and their parasites (Box 8.3). This can 

Box 8.3. Simple models of the population biology of parasites and diseases 
and their hosts, and of herbivorous insects. 

Rased on Anderson & May (1979,1986); Crawley (1983); Swinton & 
Anderson (1995). The letters are defined below. 

(I) Diseases of animals) causal parasite transmitted from &ai to 
animal by contact. 
The rate of increase in the number of infected individual animals is 

a l / d t  - PSI-cl - I(PS-C) (8.3) 
If animals can become immune to the disease 

otherwise 

c - b + 0  (8.51 
The disease will maintain itself in the population when 
d l l d t  i? 0 
1.e. when pS 2 c, 
i.e. wtieii S a c/o 
Therefore, the critical number of susceptible host individuals above 
which disease will establish, is 

C P ~ + ~ + Y  (8.41 

S , -  c/(j - ( b +  e)/p or ( b +  e +v)/p (8.41 

(2) Parasite orinsect can survive outside the host, and can in this way 
hfect new hosts. 
s, WP1 x (flhl (8.71 

Meaning of letters: 
&death  rate of host individuals from non-disease causes 
c-rate at which infected indwiduals cease to be infected, by recovery or 
death 
f-death rate of propagules 
I-number of infected host individuals 
S-number of uninfected, susceptible host individuals 
$,-critical number of susceptible individuals, below which the disease 
fails to persist 
t-time 
&transmission coefficient of dwease in the population 
&death rate of infected individuals caused by disease ( - virulence) 
v-rate at which infected individuals recover and become immune 
h-rate at which propagules produced 
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be applied, after some modifications, to diseases of plants and to insects 
eating plants. 

In the model, at any time the total population of host individuals con- 
sists of S uninfected susceptibles, Z infected, and, in some species [e.g. 
mammals), also some immune. The rate of transmission of the infection 
through the population depends on how many infected individuals there 
are, to provide a source of infection, and also on how many susceptibles 
there are ready to become infected. This rate of transmission thus equals 
pSZ. The number of infected individuals increases by spread of the para- 
site to new individuals, but it decreases by the death of infected individu- 
als and perhaps by the recovery of others; it is the balance between these 
increases and decreases that determines whether the parasite survives in 
the population. Equations 8.3-8.6 in Box 8.3 set this out, showing, by 
simple algebra, that there is a critical population size of uninfected sus- 
ceptible individuals, s,, below which the parasite will not survive and 
above which it will survive; this is defined by Equation 8.6. S ,  can alter- 
natively be expressed as a critical population density, if I and S in the pre- 
ceding equations are densities, i.e. numbers of individuals per unit area. 

Up to now we have considered diseases of animals which require con- 
tact between individuals for their transmission. Rabies is an example, 
considered later. Many diseases, however, have a stage that survives free 
of the host and is involved in transfer. For example, many fungal diseases 
of plants disperse by spores; viruses that attack insects may survive on 
plant surfaces until another host insect comes along; insects that attack 
other insects or plants may have a motile adult stage. Equation 8.7 modi- 
fies Equation 8.6 to take account of the formation and death of the 
propagule stage. This would be different, however, if the propagule is car- 
ried by a vector or alternate host. 

The equations in Box 8.3 are very simple, but they can give us some 
important messages. The idea of a critical host population density, below 
which the disease will die out, is a very important one. Equations 8.6 and 
8.7 show that a parasite can maintain itself in a sparser population if it is 
more effective at spreading (larger p), which is perhaps not surprising. 
Less obvious is that a disease that kills its host more quickly (higher viru- 
lence, larger 0) needs a denser population to survive. The quicker the 
animals die, the fewer infectives there are to spread the disease; or the 
more rapidly a herbivorous insect kills its host plants, the less chance 
that there will be other, live plants waiting for it to move on to. Earlier I 
described a nematode worm that can infect moose, and which usually 
kills them. Yet the worm is absent from most moose populations: only 
when white-tailed deer carry it into moose areas are the moose infected 
and killed. The explanation is probably that the worm kills moose too 
rapidly, so that in the absence of deer as a carrier there are soon few sus- 
ceptibles left. In terms of Equation 8.6 8 is high so S,is high, i.e. the worm 
can only maintain itself in a moose population if the density of animals 
is high. In deer, because e = 0, S, is probably much lower. 

Can the disease 
persist in the 
population! 
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Fig. 8.4 Predictions of abundance of plants (V) and herbivorous insects (PI. In graph 
(b) insect multiplication abilityg 10 times as high as in (a). From Crawley [ 1983). 

The models can be extended to predict how much the parasite or herbi- 
vore reduces its host’s abundance, and also whether this abundance is 
stable or subject to cycles; but I do not present the equations here. Craw- 
ley (1983) presented predictions, from a whole family of models of this 
type, of the abundance of insect herbivores and their host plants. Figure 
8.4 shows two examples. In the absence of the insects plant abundance 
would stabilize at 1000. The graphs show the predicted time-course of 
abundance of the insect and the plant, for two different values of g, which 
controls the rate of insect multiplication: 

dPldt = gPV - f P  W) 
where P is the number of insects, Vis the abundance of plants (measured 
as numbers or biomass), and f is death rate of the insects. 

In Fig. 8.4(a), with the lower value of g, plant abundance is reduced to a 
stable level, but only slightly below the level of 1000 attained in the 
absence of insects. If the insects have higher multiplication ability, g 
(part [b) ), not surprisingly they increase in abundance compared with [a), 
and the plants are reduced more. However, the prediction is that both 
cycle in abundance. The insects increase so fast that they kill almost all 
the plants; many insects cannot then find a live plant to feed on, and so 
the insect population crashes; then the remaining few plants increase; 
and so on. This insect would probably not be considered an effective bio- 
logical control agent. This has interesting similarities to real insect out- 
breaks, e.g. the spruce budworm (Fig. 8.2). However, in real cycles of 
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Pig. 8.5 Predictions by model of Anderson et 01. (1981) of population dynamics of 
foxes and rabies. (a) Abundance of foxes when rabies present; (b) percentage reduction 
in fox abundance caused by rabies; (c) percentage of foxes infected at any time. S, is 
the critical fox density below which rabies does not persist. Reprinted with 
permission; copyright Macmillan Magazines Limited. 

herbivorous insects that have been investigated, the causes always seem 
to be more complex. 

A similar model has been applied to rabies in foxes in Europe (Ander- 
son et al. 1981; Anderson 1982). The disease is caused by a virus, which 
spreads between animals by direct contact. It occurs in fox populations in 
much of central Europe and the USA and can be spread to humans, usu- 
ally via domestic dogs and cats. In humans the disease has very unpleas- 
ant symptoms and is usually fatal. From research on foxes and rabies it is 
possible to derive values for the key variables in the model. Figure 8.5 
shows predictions by the model of the percentage of foxes infected and 
the effect of the disease on fox numbers, for a range of initial (pre-rabies) 
fox densities. The model predicts that for any initial (disease-free) fox 
density within the range 1-9 per km2, rabies will maintain the popula- 
tion near the critical density [ST), which is predicted to be about 1 per 
km2. Above a disease-free density of about 9 per km2 the model predicts 
cycles, rather like those in Fig. 8.4(b). Outbreaks of rabies and consequent 
cycles of fox abundance, with peaks every 3-5 years, have been recorded 
in various parts of Europe and North America. Within the range where 
rabies and fox densities are stable, the percentage of foxes infected at any 
one time is predicted to be usually only 2 4 %  (Fig. 8.5(c)), which is in 
reasonable agreement with field observations that have shown the figure 
to be usually 3-7% where the disease is stable and endemic. In spite of 
this, the reduction in the fox population can be large (Fig. 8.5jb)). Rabies 
shows that a disease can be the most important single factor controlling 
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the population density of its host, even if only a few per cent of the popu- 
lation are infected at any time. 

Many more complex variants of these models have been presented and 
their predictions explored (Crawley 1983; Briggs et al. 1995). A principal 
aim has been to predict situations in which the host’s abundance will be 
greatly reduced but in a stable manner. Although more complex models 
aim for greater realism, it is often difficult to know whether the predic- 
tions are in fact realistic. 

Making species less prone to attack by pests 

Paragraph 1 of Box 8.2 lists the main ways in which characteristics of 
wild animals and plants make them more resistant to attack by pests. Do 
these provide any suggestions for pest control? 

Immunization can be used on domestic animals, and has sometimes 
proved practicable for wild mammals. For example, an oral vaccine 
against rabies has been fed to foxes in many European countries. This 
started on a large scale in 1990, and was followed by a substantial decline 
in the number of cases of rabies in those countries (Stohr & Meslin 1996; 
MacKenzie 1997). Models have been used to predict whether immuniza- 
tion or culling would be the more effective way to control a disease in a 
wild species, e.g. bovine tuberculosis in badgers and possums (Barlow 
1996; Roberts 1996). The basic aim is to reduce the number of suscep- 
tible animals below the critical density (Equation 8.6); however, the pro- 
portion that would need to be culled may not be the same as the 
proportion that would need to be vaccinated, because the vaccinated ani- 
mals will for a while remain alive, so the level of competition between 
animals is different. It will be more difficult to make culling effective if 
the species has the potential to reproduce rapidly to replace the culled 
animals. 

Unlike vertebrate animals, plants do not have an immune system to 
protect them against diseases, but they produce secondary chemicals 
which are often poisonous to animals and microorganisms. There is an 
enormous diversity of these chemicals within the plant kingdom; major 
groups include phenolics, terpenes, alkaloids and non-protein amino 
acids (Harborne 1993; Bennett & Wallsgrove 1994; see also Chapter 10). 
They are one of the methods by which plants prevent animals eating all 
of them. However, these chemicals often taste nasty to humans, and 
some are poisonous to us. So, rather than breeding crops for increased sec- 
ondary chemicals, to protect them against pests, breeding has often, in 
contrast, been aiming to reduce them. Many members of the cabbage 
family (Brassicaceae) contain glucosinolates (mustard oils). In vegetables 
such as cabbage and Brussels sprouts we value the glucosinolate for pro- 
viding the characteristic flavour, but in the seed of oilseed rape the 
glucosinolate is not welcome to us. Oilseed rape was therefore selected 
for low glucosinolate concentration in all the tissues; however, these 
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varieties we.re then found to be very susceptible to fungal infection 
(Bennett & Wallsgrove 1994). More recently varieties have been bred 
with glucosinolate concentration high in the vegetative tissues but low 
in the seeds. Another example is alkaloids in grasses (produced by fungi 
within the grass tissue), which provide protection against leaf-eating 
insects but harm cattle and sheep that eat the grass. It has been found that 
low-alkaloid perennial ryegrass will not persist in many parts of New 
Zealand, primarily because it is severely attacked by a weevil (Prestidge 
&Ball 1997). Research is aiming to produce grass varieties with alkaloids 
that are harmful to insects but not to cattle and sheep. Although such 
specificity has not yet been achieved for grass alkaloids, it is a feature of 
Bacillus thuringiensis toxins, as explained later. 

Box 8.2 also lists two other sorts of mechanism by which a species can 
reduce the severity of attack by a pest: physical barriers and low resource 
quality. Both of these are likely to be associated with reduced value of 
plants as food for us and our domestic animals. Also, lower protein concen- 
tration in leaves is correlated with slower photosynthesis (see Chapter 2). 

Management for control of diseases, weeds and insect pests 

Management means the way a farm or forestry plantation is laid out and 
run. Can this help in the control of pests? Can the study of natural ecosys- 
tems provide any suggestions about this? Box 8.1, paragraph 4, lists some 
possibilities. 

Viewed over a period of some years, a small change in the degree of con- 
trol achieved can have a major effect on pest abundance. This can be illus- 
trated by the corncockle (Agrostemma githago), a weed of cereal crops 
which originated in Mediterranean Europe but is now widespread in tem- 
perate regions. Its seeds are similar in size to those of the cereals and it is 
dispersed mainly as a seed contaminant. Improved seed cleaning during 
the 20th century greatly reduced its abundance. Firbank and Watkinson 
(1986) measured the growth and seed production of corncockle and 
wheat, grown separately and together at different sowing densities. They 
used the results as the basis of a model to predict the effect of different 
efficiencies of removal of corncockle seed from contaminated wheat 
seed. In the model, some of the seed harvested was resown the next year, 
with different proportions of the weed seed removed. The model pre- 
dicted that if there was no removal at all of the weed seed the weed 
increased greatly within a few years, then levelled off to a stable abun- 
dance (top line of Fig. 8.6), which reduced the yield of wheat per hectare 
to only one-fifth of that in weed-free plots. Figure 8.6 shows that if about 
80% or less of the corncockle seed was removed each year, the effect on 
its abundance was modest. The model predicts a critical efficiency of 
seed cleaning-removing about 90% of the weed seed-above which the 
weed declines over time to a very low abundance. The precise value of 
this critical cleaning efficiency would depend on the growing conditions, 
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Pig. 8.6 Abundance of comcockle growing among wheat, predicted by model of 
Firhank and Watkinson (1986). Seeds sown per m2 the first year: wheat 500, com- 
cockle 10. After that part of the harvested wheat + comcockle seed was resown, 
500 m-2 of wheat, with a proportion of the comcockle seed removed as shown by 
figures at right. Note that abundance is on a log scale. 

but this model illustrates how it is important to think of pest control over 
a long timescale, not just 1 year. 

Shifting cultivation and rotation have already featured in Chapters 2 
and 4. Among their functions is the control of weeds, pests and crop 
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diseases. If shifting cultivation is being practised in a forested area, in the 
patch where crops are grown weeds, diseases and insect pests of the crop 
plants are likely to colonize and increase. This is one of the reasons why 
after a few years the patch is left for natural forest regeneration to occur, 
and the farmers clear another patch of forest. During the forest ‘fallow’ 
most crop pests decrease or disappear. The major disadvantage of shifting 
cultivation is that only a small proportion of the area is growing crops in 
any one year, and hence it can support only low densities of people (see 
Table 2.3). In Europe for many centuries the most common farming sys- 
tem involved a rotation, in which each field was left fallow every second 
or third year. During the fallow the field could be ploughed several times 
to reduce weeds; it also helped to control soilborne diseases and animal 
pests. But this system did result in only one-half to two-thirds of the 
potential arable land being under crops in any year, so the total food pro- 
duction of the farm was reduced (see Table 2.3). 

Nowadays if rotations are used they more commonly have no bare 
fallow but rotate among different crops. However, a single year’s break 
before a particular crop species returns is not necessarily enough to 
reduce its pests to acceptably low levels. In northern Germany at least 
2 years of cereal are needed between each year of sugarbeet to control beet 
nematodes (Heitefuss 1989); Baker and Cook (1974) gave examples where 
an even longer break is recommended. In contrast, continued growth of 
the same crop year after year can lead to a decrease in some diseases 
(Campbell 1989; Whipps 1997): an example is take-all decline. Take-all 
disease of wheat is caused by the soilborne fungus Gaeumannomyces 
graminis. It has been observed in many countries that if wheat is grown 
every year on the same field take-all increases in severity for about 
3 years, then declines again. This decline appears to be caused at least 
partly by living species in the soil, since fumigation, irradiation or heat 
treatment of the soil results in the disease increasing again (Baker & 
Cook 1974). Other examples of disease decline are shown by potato scab 
(Streptomyces scabies), Fusarium oxysporum wilt of melon and Phyma- 
totrichum in cotton (Whipps 1997). 

It is often suggested that pest problems in modern farming and forestry 
are due partly to growing large areas of a single species, especially if it is a 
genetically uniform variety. How far could pests be controlled by increas- 
ing the species diversity? One message from the study of natural com- 
munities is that diversity is not a guarantee against major effects of pests. 
The drastic effects of the invading pathogenic fungi Cryphonectria para- 
sitica and Phytophthora cinnarnomi in species-rich forests showed this. 
Nevertheless, one mechanism by which pest species can be maintained 
at low abundance (Box 8.2) is by the host plant or animal being widely 
spaced. The model in Box 8.3 helps to explain how this works. Whether 
this could be relevant to farming and forestry depends on the critical den- 
sity of the host. Figure 8.5 gives one example for an animal: fox density 
needs to be near 1 per km2 for mortality from rabies to be low. A 
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Table 8.4 Summary of experiments in which the abundance of herbivorous insects 
was compared in 'more diverse' crops (i.e. mixed species, alternating rows of different 
species or crops + weeds], and less diverse crops. Data from 198 species of insect in 
all. The columns do not add up to 100% because some species had varying responses 
and have been omitted 

Percentage of insect 
species that were: 

Monophagous' Polyphagous All 
species species species 

More abundant in more diverse crops 10 44 18 
Little difference 11 4 9 
Less abundant in more diverse crops 61 27 53 

* i.e. insect ate only one of the plant species present. 

Data of Risch, Andow & Altieri (1983). 

plant-insect example is provided by the successful control of prickly pear 
in Australia (Munro 1967; Debach & Rosen 1991). These two introduced 
cactus species, Opuntia stricta and 0. inermis, had in places become so 
abundant that the rangeland was made unusable. After the prickly pear 
had been greatly reduced in abundance by the introduced moth Cacto- 
blastis cactorum, the plant and insect species appeared to be approxi- 
mately in balance and the mean distance between surviving prickly pear 
plants ranged from 5 to 20 m. Study of the spread of rust fungus in cereal 
fields, from a single infected plant, showed that a plant needed to be 
somewhere between 0.2 and 1 m from the infection source in order to 
have only a low infection rate (Mundt & Leonard 1985). These and other 
examples indicate that to reduce the pest to an acceptably low level the 
distance between host individuals needs to be so large that this on its 
own is of little practical use for crops. 

Nevertheless, growing plants in two-species mixtures has quite often 
been found to reduce pests. Risch et al. (1983) drew together results from 
a large number of investigations of abundance of herbivorous insects in 
crops, in which there was a comparison between pure stands of crops and 
mixtures of species. Table 8.4 shows that 53% of the insect species were 
less abundant in the mixed-species plots and only 18% were more abun- 
dant. The difference 18% vs. 53% is statistically significant (P(< 0.001). 
However, it was only the monophagous insects that showed this differ- 
ence. This suggests that insect abundance was reduced if they had diffi- 
culty in spreading from one food plant to another, because their food 
plants were more widely spaced or were obscured by other plants. Burdon 
and Chilvers (1982) reviewed research on plant diseases in relation to 
host density. Results on fungal diseases mostly showed more disease 
infection when the host plant density was greater. In contrast, the 
amount of infection of crops by aphid-borne virus diseases was often 
greater at lower crop densities; this could be either because the number 
of aphids per hectare was unchanged so that there were more aphids per 
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Table 8.5 Abundance of eggs of stem-borer insect Chilo partellus on maize and 
cassava, grown separately or in mixture, in Kenya. The eggs are laid in groups 
(masses). Figures are number of egg masses per 100 plants, counted 8 weeks after 
plant emergence. Data of Ampong-Nyarko, Seshu Reddy & Saxena (1994) 

~~ 

Species Monoculture Mixed crop 

Maize 38.7 28.0 
Cassava 0 11.0 

plant, or because aphids are actually attracted when bare ground is vis- 
ible between the plants. 
In a two-species mixture the distance between each individual and its 

nearest conspecific neighbour will not be greatly increased, compared 
with monoculturej so we need to look for other possible mechanisms of 
reducing pest attack. One is that spores may be 'wasted' by landing on the 
wrong species, on which the fungus cannot develop, or an insect may lay 
its eggs on the wrong species. Table 8.5 shows an example. Chilogartellus, 
a stem-boring insect, is a serious pest of maize and some other cereals in 
Asia and Africa, but it does not attack cassava. In an experiment near the 
coast of Kenya, maize and cassava were grown in separate (monoculture) 
plots and also together in mixture. The plots were open to natural attack 
by the stem borer. Table 8.5 shows that if cassava grew on its own no eggs 
were laid on it, but if it was in the mixture some eggs were laid on it and 
the number laid on maize was reduced. Evidently the adults laid some on 
cassava 'by mistake'. The percentage of maize plants showing damage by 
the borer was substantially lower in the mixed crop than in monoculture. 

Another possibility is that the second plant species provides a habitat 
for a species that can attack the pest. Dempster (1969) determined the 
mortality of Cabbage White butterfly caterpillars on Brussels sprouts 
plants grown at 90-cm spacing. If weeds were allowed to grow unchecked 
between the sprouts caterpillar mortality was twice as high as in plots 
where the weeds were removed (Table 8.6). This was probably caused 
mainly by a ground-living predatory beetle that climbed up the sprout 
plants at night. This was abundant among the weeds (Table 8.6), which 
provided a habitat for it to shelter in by day. However, in spite of the 

Table 8.6 Results from an experiment in which plots of Brussels sprouts were 
either kept weed-free by hoeing or were left unweeded 

~ 

Unweeded Weed-free 
~~ ~ 

Percentage mortality of Cabbage White caterpillars 70.3 34.8 
Number of Harpalus rufipes (beetles)' 69 13 
Weight of Brussels sprouts produced (kg plant-') 0.41 0.64 

* Caught in pit-fall traps 

From Dempster [ 1969). 
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reduced caterpillar attack the Brussels sprouts plants were smaller in the 
weedy plots, no doubt owing to direct competition with the weeds. Pos- 
sibly some other plant species, or a non-living ground cover, could 
encourage the beetles without competing against the crop plants. 

It is also possible that crops can benefit from diversity around the field 
rather than in it, for example beneficial species in strips of rough grass- 
land or in hedges. For example, nettles can harbour a nettle aphid which 
in turn can support a parasitoid, Aphidius ervi, which also attacks the 
grain aphid Sitobion avenue (Wratten & Powell 1991). Thus patches of 
nettles in field margins might lead to reduced abundance of the grain 
aphid in cereal crops, though as far as I know this has not yet been demon- 
strated. However, hedges can also be a source of pests. For example, in 
northern Europe the disease fireblight, caused by the bacterium Erwinia 
amylovora, can spread from the common hedge shrub hawthorn to apple 
and pear trees (Billing 1981). As well as harbouring control species, weeds 
can also increase disease in crops. Cucumber mosaic virus infects lettuce 
and can cause discoloration of the leaves that makes the lettuces unmar- 
ketable. The virus is also carried by some British weed species, though 
without causing symptoms. The virus can be carried over from one year 
to the next in weeds that survive the winter, for example in the field mar- 
gin. It can be transmitted from weeds to lettuce by aphids, and infected 
weeds are thus a potential source of infection (Tomlinson & Carter 1970, 
Tomlinson et al. 1970). 

Thus there are various ways in which management can help to control 
pests. However, decisions need to be based on a knowledge of the particular 
crop and pest involved there is little scope for general recommendations. 

Influence of field 
margins 

Biological control 

Biological control involves using another species to control the pest. Box 
8.1 defines the main biological control systems. In classical biological 
control the control species, once introduced, maintains itself and gives 
control of the pest long term. This can only happen if the control species 
was not previously present in the area: i f  it had already been present it 
would presumably already have been providing control. A biopesticide, 
on the other hand, is a species that provides short-term control of a pest 
but cannot maintain its abundance long term, and so has to be repeatedly 
applied in large numbers. It may have already been present in the area in 
low numbers, or be introduced from elsewhere. I now describe briefly a 
few successes of each type, before going on to consider how new biocon- 
trol agents may be discovered and tested. 

Case studies: biopesticides 

Much research has been applied to biological control of soil-borne plant 
pathogens (Whipps 1997). These pathogens, mostly fungi, attack the root 
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systems of crop plants and can cause severe reductions in yield. Chem- 
ical fungicides have generally been ineffective in controlling them. It was 
explained earlier that in some areas, some of these diseases will decline if 
the same crop is grown in a field for many years, and that this seems to be 
due, at least in part, to living species antagonistic to the pathogen. There 
are in addition areas where the soil is suppressive to certain diseases, i.e. 
the severity of the disease is low even if many propagules of the fungus 
are present. Many microbial species have been isolated from suppressive 
and decline soils and tested for ability to reduce pathogen attack on the 
plants. Whipps (1997), in tables covering 17 pages, listed bacteria and 
fungi which have shown potential to provide biological control of various 
soilborne pathogens. Some were applied to seeds before planting, some to 
the soil, a few to cuttings or roots. He went on to list seven bacterial and 
15 fungal species (or mixtures of species) which, at the time of writing, 
were available commercially or in the process of registration for com- 
mercial use. 

The mechanism by which the soilborne pathogen is controlled varies 
between the control species. Some probably operate by competition, for 
example Phialophora spp. used to control the very similar fungus Gaeu- 
mannomyces graminis, cause of take-all disease in wheat. Other control 
species produce antibiotics. It is possible by genetic engineering to derive 
a bacterium or fungus that lacks a single gene for the production of a par- 
ticular antibiotic, and to then show that this removes the ability of the 
species for biological control. For example, the biological control ability 
of some strains of the bacterium Pseudomonas fluorescens against sev- 
eral fungal pathogens has been shown to be particularly associated with 
the production of 2,4-diacetyl-phloroglucinol, whereas in another strain 
control ability is dependent on phenazine-1 -carboxylic acid (Hokkanen 
&Lynch 1995, Chapters 12 and 13). 

The most widely used bioinsecticide is the bacterium Bacillus 
thuringiensis. This produces a protein which, when ingested by insects, 
is broken down in their guts to toxic polypeptides. Only insects are 
killed. Many strains of the bacterium are known, some of which kill only 
a limited range of insect species (Payne 1988). The bacterium is very 
widespread in soil but is a slow multiplier and spreader under field con- 
ditions. It is easy to grow in artificial media, and is marketed commer- 
cially as the bacterial spores or as the toxin itself in crystalline form, to be 
sprayed on crops or forests. It is widely used against two major North 
American forest pests, spruce budworm and Gypsy moth (Hokkanen & 
Lynch 1995, Chapter 17). Products are also available for the control of 
Colorado beetle and various lepidopteran larvae. Limitations to this 
application method are that (1 ) the toxin remains active on plant surfaces 
for only a few days, and (2) that as the insects have to ingest the spores or 
crystals the toxin is effective only against those that feed on the outside 
of the above-ground parts of plants. The protein toxin is controlled by a 
single gene, which has been successfully transferred to other species, 
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where it is expressed. It has been transferred into soil bacteria, which can 
be effective in the control of root-attacking insects (Lindow et al. 1989), 
and has also been inserted into crop plants. Corn and cotton capable of 
producing the B.  thuringiensis toxin were first planted commercially in 
1996 (Wadman 1997). This gives them resistance against the corn borer 
and cotton boll worm. The gene has been inserted experimentally into 
many other plant species. 

Case studies: classical biological control 

Klamath-weed (St John’s wort, Hypericum perforatum) is a small herb- 
aceous plant, a native of Europe, where it is not considered a problem. 
When introduced into the western USA and Australia it became a serious 
weed in pastureland. Cattle and sheep will not eat it, and nor will most 
invertebrates, probably because of a polyphenolic, hypericin, which it 
contains. The species was successfully controlled in California: three 
beetle species known to feed on it in Europe were introduced, but most of 
the reduction was caused by one of them, Chrysolina quadrigemina. 
Soon after the beetles arrived in an area the Klamath-weed population 
was almost wiped out, followed by a rapid decline in beetle numbers 
(Fig. 8.71, but in most areas both species persisted at low abundance. The 
beetles rarely lay eggs in shade, and Klamath-weed is now more common 
in shaded habitats than in the open. For further information see Huffaker 
& Kennett (1959); Harper (1977); Debach &Rosen (1991). 

Some weeds have been successfully controlled by introduced fungi. An 
example is the control of skeleton weed, Chondrilla juncea, in Australia 
and western USA, by a rust fungus (Te Beest et al. 1992). 

The spread of the European rabbit and its subsequent control by the 
myxoma virus is described by Thompson and King (1994) and 
Williamson ( 1996). This rabbit (Oryctolagus cuniculus) was originally a 
native of Spain, where it has never been a pest. It has now spread across 
much of Europe. It was introduced into Britain in the 12th century and 
into Australia in the 19th century. Both these introductions aimed to 
provide a source of meat, but in both countries rabbits later became a 
pest, eating crops and pastureland. The myxoma virus occurred ori- 
ginally in forest rabbits (Silvilagus brasiliensis) in South America, where 
it has only slight effects, but in the European rabbit it causes the severe 
and often lethal disease myxomatosis. The virus was introduced into 
Australia in 1950-51 and began to spread rapidly. It reached Britain in 
1953. In both countries the disease initially killed more than 99% of the 
rabbits, but it did not wipe them out completely. Subsequently the rabbit 
population has partially recovered; this recovery will be considered later. 

A practical difference between biopesticides and classical biological 
control lies in the economics. As with chemical pesticides, the costs of 
development and testing have to be set against the likely income from 
sales before it can be decided whether the product is worth developing and 
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producing commercially. Biopesticides can, like chemical pesticides, go 
on being sold year after year, so they can be commercially attractive. But 
a classical biological control agent should need to be released only once in 
each area, so the opportunities for sales are much less. Their development 
has therefore usually been publicly funded. However, there has been eco- 
nomic assessment of the costs and benefits of some classical biological 
control programmes, and for some the benefits have greatly exceeded the 
costs (Hokkanen &Lynch 1995, Chapters 5 and 26).  For example, the con- 
trol of skeleton weed in Australia by a rust fungus was estimated to 
have cost US$3.1 million to develop, but the subsequent benefit was 
$13.9 million per year through increased rangeland production. 

Finding and developing new biocontrol agents 

These case studies were all success stories. This should not, however, 
blind us to the fact that many attempts at biological control have failed. 
Waage and Greathead (1988) summarized the success rate of insect 
species that were introduced for biological control of insect pests and 
weeds. Of the species that became established, only 40% of those aimed 
at insect contaol and 31 % of those aimed at weed control were ‘substan- 
tially successful’. This does not take account of species that were intro- 
duced but did not establish, for which records may not always be kept. 

When assessing whether a species might be suitable as an agent of clas- 
sical biological control, we need to answer three questions: 
1 Will it establish and persist in the new area? 
2 Will it sufficiently reduce the abundance of the pest? 
3 Will it have undesired effects on non-target species? 

those questions. 
The remainder of this chapter considers how we can obtain answers to 

Will the control species establish in the new areal 

This question leads us to ask: are there consistent characteristics of 
invader species, features that make a species good at establishing in a 
new area? There have been numerous published suggestions of such key 
characteristics, but these are usually followed by other writers pointing 
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out exceptions where successful invaders do not have those characteris- 
tics. Williamson ( 1996) discussed five suggestions that have frequently 
been made: his discussion concerned all sorts of species, not just poten- 
tial biological control agents. The suggested characteristics of invaders 
were: 
1 ability to multiply rapidly; 
2 genetic characteristics such as inbreeding; 
3 a wide native range and high abundance in that range; 
4 ecologically or taxonomically distinct from species in the area to be 
invaded; 
5 native range has a similar climate to the area to be invaded. 

Williamson concluded that none of these characteristics has been 
shown consistently to be a predictor of ability to invade. 

A basic fact is that all species must have the ability to invade. All 
species vary in abundance through time, so a species that becomes rare 
must be able to subsequently increase in abundance. Metapopulation 
theory (see Chapter 10) shows that in any small area any species is at risk 
of becoming extinct sooner or later, and it therefore needs an ability to 
reinvade. It also follows that all communities must be invadable: because 
they are likely to lose species they must also be able to gain them, other- 
wise they will finally end up with none. This does not deny that some 
species may be better at invading than others, and some communities 
more easily invaded than others. Rather, it says that the search for con- 
sistent characters indicating species that can establish in new commun- 
ities has proved unfruitful, probably for this fundamental reason; so this 
is not a good starting point to choose promising species for biological 
control. Whether a certain species can establish is likely to depend on 
particular features of that species and its relation to its host and to the 
habitat; there are no easy rules of thumb. 

Sometimes a control agent has failed to establish at the first attempt, 
yet later it has succeeded in establishing and has provided effective pest 
control. An example is myxomatosis in rabbits (Thompson &King 1994). 
In the late 1930s there were several unsuccessful attempts to introduce 
myxomatosis in parts of Europe; and test releases in Australia in the 
1930s and 1940s were considered a failure because the disease did not 
spread. Yet in the 1950s further attempts resulted in widespread estab- 
lishment of the disease in both Europe and Australia. 

One message from this is that if a new biocontrol agent fails to estab- 
lish it may be worth making a second try. It also raises the question 
whether the number of individuals released may be important. As 
explained in Chapter 10 (Conservation), a small population is at greater 
risk of becoming extinct, both because of chance fluctuations in numbers 
and for genetic reasons. This will also apply to a small initial population 
of a species introduced intentionally (Williamson 1996). Figure 8.8 shows 
experimental evidence that initial inoculum size can be important for 
biological control agents. Thrips are being tested as a possible biocontrol 
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Fig. 8.8 Results of two experiments in which 
different numbers of insects for biocontrol 
were released per tree or per bush, and num- 
ber of trees or bushes on which the biocontrol 
insect had persisted were later determined. 0 
Parasitoid of red scale released on to citrus 
trees in orchards in South Australia; data of 
Campbell (1976). 0 thrips (pictured) released 
on to gorse bushes in New Zealand; data of 
Memmott, Fowler and Hill (1998). 
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agent against gorse, which was introduced into New Zealand from 
Europe and has reached pest abundance in places. Figure 8.8 shows the 
percentage of bushes on which thrips were still present a year after being 
introduced. If thrips survive the first year on gorse they usually increase 
thereafter. The other example, the parasitoid Aphytis melinus, was 
introduced into Australia to control the Californian red scale (Aonidiella 
aurantii), which was infesting citrus trees. In this experiment the per- 
centage occurrence of the parasite was recorded after 1 and 3 months. In 
both experiments a larger inoculum evidently increased the chance of 
the insect's establishing on that tree. It does not follow, however, that the 
larger the inoculum the better. If the total number of insects available to 
inoculate is fixed, set by our ability to catch or breed large numbers, then 
larger inoculum per tree means fewer trees inoculated. On the basis of 
their results (Fig. 8.8), Memmott et al. (1998), calculated that if a set total 
number of thrips was available for release, releasing about 90 insects per 
bush would result in the largest number of bushes with an established 
population. 

Will the species control the pest! 

If the potential biocontrol species establishes on the pest, the next 
requirement is that it reduces the pest to an acceptably low level. A key 
decision to be made is whether it is better to aim for complete extinction 
of the pest or to reduce it to a low abundance. It might at first sight seem 
obvious that extinction is better, but whether this is the case will depend 
partly on whether the control organism is host specific, a major advan- 
tage of which is that this removes the danger of its attacking non-target 
species. A disadvantage is that if the pest species becomes extinct, so too 
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will the control species. Then if the pest survives somewhere else there 
is no control against its reinvading later. Aiming for extinction can in 
practice result in subsequent periodic outbreaks of the pest. 

If it is decided to aim for a stable pest abundance, clearly we want this 
abundance to be very low, so a key question is how much the control 
agent will reduce the pest. As explained earlier, models have been de- 
veloped, following on from those of Box 8.3, which prelct  the stable 
abundance of the pest in the presence of a control agent, in relation to 
characteristics of the control agent. Figure 8.4 gives predictions from one 
such model, where the plant is the pest (i.e. a weed). The stable abun- 
dance of the pest cannot be below S ,  of Equations 8.6 and 8.7, as the con- 
trol species would then die out; it may be slightly above S ,  or 
substantially above it. As explained earlier, models predict that a control 
species will maintain a low stable pest abundance if it has a high ability 
to spread (p) but intermediate virulence (e); if 0 is too high the control 
species kills the pest so rapidly that it hampers its own spread and sur- 
vival. A rule of thumb that emerges from this type of model is: choose the 
control species that needs the lowest density of the host (pest) to just 
maintain itself to the next generation (Murdoch & Briggs 1996). A pre- 
diction for parasitoids is that if the pest insect suffers significant mortal- 
ity from another cause besides the parasitoid, then a parasitoid that 
attacks the pest at an earlier stage of its life history will be more effective. 
This is because the density of the pest will be higher at that stage 
(Murdoch & Briggs 1996). 

Parasitoids are promising for the biological control of insect pests, for 
example because of their high host specificity and hence low danger of 
harming beneficial species. Beddington et al. (1978) discussed various 
host-parasitoid models and how much reduction in host (pest) abun- 
dance they predict. For the simplest model, and several variants of it that 
they tried, the parasitoid could not reduce the host population by more 
than 70% if it was to maintain that level stably (compare Fig. 8.4). The 
basic reason for this is that in these models stability of the host popula- 
tion was dependent on interactions between host individuals, such as 
competition for food; if the host population became very sparse this den- 
sity-dependent control became very weak. Host-parasitoid interaction 
does not involve a density-dependent control of this sort: if the host popu- 
lation grows rapidly it can outstrip its parasitoid population so that the 
control becomes less effective (at least for a time) just when a more effect- 
ive control is needed. In four laboratory experiments parasitoids did, as 
predicted, reduce the host population by about two-thirds, but in six field 
studies cited by Beddington et al. (1978) the reduction was much greater, 
by one or two orders of magnitude. A family of models that predict a 
much greater, but stable, reduction in the host are those that introduce 
patchiness. For example, there may be a ‘refuge’ within the habitat where 
the host can escape attack by the parasitoid. An analogous situation may 
occur with Klamath-weed and Chrysoha  beetles (see earlier): the ability 
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of some Klamath-weed plants to escape the beetles by growing in shade 
may be crucial for allowing the two species to coexist at low abundance. 
Another possible type of patchiness is if the parasitoid searches for new 
host individuals in a non-random way, for example searching preferen- 
tially in patches of high host density. These and later models of host- 
parasitoid population dynamics have strongly suggested that the choice 
of a parasitoid as an effective biological control agent will need to take 
into account ‘patchy’ behaviour of the host and the parasitoid. However, 
there are differences between models in their stability properties and the 
way that stability can be built in (Murdoch & Briggs 1996), so these 
predictions need more confirmation from observation and experiment. 

These models have suggested various characteristics that we can 
expect an effective control species to possess. However, in real life we 
need to narrow down the list of species that we consider testing. Many 
species become pests only when they are introduced to a new area out- 
side their native range. Their ability to reach pest-level abundance in 
their new home may be because they have left some of their natural 
control species behind. So a promising source of species for biological 
control is to look at what is attacking the pest species back in its original 
native area. This has been the basis of many of the success stories of 
classic biological control. An example already described is Klamath- 
weed, a native plant of Europe which was introduced into California and 
later controlled by introducing a beetle that feeds on it in Europe. 
Another example was the cottony-cushion scale insect (Icerya purchasi), 
which was accidentally introduced from Australia into California in 
about 1868 and became a serious pest of citrus. It was successfully con- 
trolled by two insects, a predatory ladybird (beetle) and a parasitic fly, 
introduced from Australia in 1888 (Thorarinsson 1990, Debach & Rosen 
1991). 

T h s  last example illustrates how choosing the control species may not 
in practice be straightforward. When American scientists went to Aus- 
tralia to look for a species controlling cottony-cushion scale, they found 
that neither the scale nor any attackers were at all common there. When 
a species is providing effective control in its native range it may well be 
quite rare and so difficult to observe; this is illustrated by fox and rabies 
(see Fig. 8.5). 

On the other hand, a species which is clearly providing control in one 
area may not work in another. As mentioned earlier, the cactus Opuntia 
stricta was very successfully controlled in Australia by introducing the 
moth Cactoblastis cactorum. Yet in South Africa the same insect was far 
less effective in controlling the same cactus, perhaps because many of its 
eggs were eaten by ants (Hoffmann et al. 1998). Another example is the 
virus, mentioned earlier, that reduces the virulence of the chestnut 
blight fungus, Cryphonectria parasitica. Hypovirulent strains of the fun- 
gus appeared in Italy, and when introduced into France the virus spread 
and provided effective control of the pathogenic fungus. However, in the 
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USA there has been little success with the virus as a control agent 
(Anagnostakis 1995). Native hypovirulent strains of the fungus occur in 
a few areas, e.g. in Michigan and Tennessee. When these or European 
strains were inserted into chestnut trees near a canker, the canker 
stopped growing. But the hypovirulence virus failed to spread from tree to 
tree, so it provided no large-scale control. The reason for this difference 
between Europe and the USA is still not known. 

It can alternatively be argued that if the pest species and its attacker 
have been together in the native area for a long time they may have co- 
evolved, resulting in the attacker’s being less damaging; and that it will 
therefore be more promising to look for a control species in an area where 
the pest species does not occur. Some successful biocontrol organisms 
have originated from other hosts. One example, described earlier, is myx- 
oma virus, which occurs naturally in forest rabbits (Silvilagus brasilien- 
sis) in South America but has been used to control European rabbits 
(Oryctolagus cuniculus). Another example is that the prickly pear cacti 
(Opuntia spp. which became a serious pest in grazing land in Australia 
originated from the Gulf of Mexico, whereas the control insect Cacto- 
blastis cactorum is native in South America, where it feeds on other 
species of cactus. Waage and Greathead (1988) analysed data from 441 
introductions of insects (parasitoids or predators) aimed at the control of 
pest insects. Their data excluded introductions that failed to establish. 
The percentage of cases classed as giving completely or partially success- 
ful control of the pest were: if the pest and control species had been asso- 
ciated before elsewhere, 40%; if they had not, 34%. These two 
percentages were not significantly different statistically. So it is evident 
that either old or new associations can result in successful biological con- 
trol, and there is no strong reason to think that one is more likely to prove 
successful than the other. 

. . . or where thepest 
species is absent! 

Will the biocontrol species evolve to become less effective! 

As we have seen, a major problem with some chemical pesticides is 
genetic change in the pest which makes it less susceptible to the chem- 
ical. With biological control this could also happen, and there are known 
examples. The caterpillars of the diamondback moth, Plutella xylostella, 
are an important pest on oilseed crucifers in Canada. They have been 
effectively controlled by sprays of Bacillus thuringiensis, but in some 
areas resistance has now developed (Hokkanen & Lynch 1995, Chapter 
23). On the other hand, resistance has sometimes failed to emerge when 
it might be expected. For example, the parasitoid Aphidius ervi was intro- 
duced into the United States in the 1960s to control the pea aphid 
Acyrthosiphon pisum. In a study in New York state, Henter and Via 
(1995) found a large amount of genetic variation among the aphids in sus- 
ceptibility to the parasitoid, ranging from some clones where scarcely any 
of the parasitoid eggs that were laid developed further, to others where a 
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parasite developed in about 80% of the aphids. Yet Henter and Via found 
no evidence that the frequency of resistant clones was increasing. 

With biological control we have the additional complexity that the 
control agent also can (unlike a chemical) evolve. Selection might favour 
a parasite or predator evolving to become less damaging to its host, 
because this might increase the number of hosts available for it. In Fig. 
8.4 the insect with the lower multiplication ability (part a) reaches a sta- 
ble abundance (P), whereas a higher multiplication ability (part b) is pre- 
dicted to result in wide fluctuations in the abundance of insect and plant, 
with the risk that the plant, and hence the insect, may become extinct in 
this area. So there are reasons for arguing that the controlbpecies will in 
time evolve to be less effective. But in reality things are not so simple. We 
observe that parasites vary greatly in their virulence, some being almost 
always fatal, e.g. many parasitoids. Evidently their evolutionary strat- 
egies vary. 

Holt and Hochberg (1997) pointed out that, whereas the evolution of 
resistance to chemical pesticides has occurred often, there are only a few 
known examples of pests evolving resistance to biological control. They 
considered whether this apparent difference could be due simply to fail- 
ure to report cases where biological control has become less effective. 
However, after careful consideration of the literature they concluded 
that the difference is real: resistance to biological control agents seems to 
evolve less frequently or less rapidly than to chemical pesticides. They 
suggest several possible reasons for this: 
1 There may be trade-offs or costs: increased resistance by the pest may 
carry other, disadvantageous characters with it. 
2 Selection pressure for increased resistance may be weak, e.g. because 
the pest has refuge habitats where it can escape the control agent. 
Whether this can happen at the same time as effective control of the pest 
is not clear. 
3 Increased resistance in the pest may be counterbalanced by the evolu- 
tion of increased effectiveness in the control species. 

Genetic changes in a pest and its control agent over several decades 
have been studied in rabbits and myxoma virus. As described earlier, the 
virus was introduced into Australia and Britain in the early 1 9 5 0 ~ ~  and 
initially the resultant disease, myxomatosis, killed more than 99% of the 
rabbits. However, a few survived, and the rabbit population in both coun- 
tries has subsequently increased again. Precise data on rabbit numbers 
before myxomatosis and how they have changed since are unfortunately 
not available, but there are various indicators of the changes. Figure 8.9 
shows how the numbers of rabbits shot on British game estates changed 
between 1961 and 1989. The main increase was from 1968 to 1977, with 
no consistent time trend after that. Of course the number of rabbits killed 
may reflect the number of person-hours devoted to shooting them, as 
well as the number of rabbits, but the trends in numbers are backed up by 
other surveys, e.g. signs of rabbit activity on farms (Trout et al. 1986). 
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Fig. 8.9 Mean number of rabbits killed per km2 each year on game estates in Britain. 
From Thompson &. King (1994). 

This recovery in rabbit numbers could be because they became more 
resistant to myxomatosis or because the virus became less virulent, or 
both. Figure 8.10 shows results from tests that were carried out on wild 
rabbits in an area of Australia over several years soon after the arrival of 
myxomatosis. Although they were all inoculated with a virus strain 
of the same virulence, the severity of the disease decreased with time; so 
the rabbits were becoming more resistant. The virus was changing, too. 
The virus was classified into strains of five virulence grades, assessed by 
the percentage of infected rabbits that died in laboratory tests and how 
long it took them to die. The most virulent grade, I, caused more than 
99% mortality, whereas the least virulent, V, caused less than 50% mor- 
tality. It is likely that the strain originally introduced into Australia was 
the highly virulent grade I. Figure 8.1 1 shows that this quickly became 
less abundant, as less virulent strains increased. Within a few years 
strains 111 and IV, of intermediate virulence, became predominant, and 
remained so for at least 25 years. In Britain, also, the most virulent strain 
rapidly became sparser, and by 1962 strains 11, I11 and IV predominated 
(Thompson &King 1994, Table 7.4). 

Thus within a decade of the arrival of the myxoma virus in Australia 
and Britain it had changed to become less virulent, and the rabbits had 
also become less susceptible. If we extrapolate this onwards we might 
predict that within a few decades the virus would cease to control the rab- 
hits at all. Is that likely? In Australia the change in the rabbits’ resistance 
to myxomatosis shown in Fig. 8.10 subsequently became much slower: 
in two other areas of Australia rabbits were inoculated with standard 
strains of the virus from 1961 to 1981, hut the percentage mortality 
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Fig. 8.10 Response of wild rabbits from Lake 
Urana area of Australia to inoculation with 
myxoma virus of virulence grade LII. The rab- 
bits were collected after various numbers of 
myxomatosis epizootics had occurred in the 
area. 0 Rabbits developed moderate to severe 
symptoms, 0 rabbits died. Data from Fenner 
(1983). 
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Fig. 8.11' Relative abundance of five strains of myxoma virus in rabbits in Australia. 
Strains graded from I (most virulent, i.e. highest percentage mortality and most rapid 
death] to V [least virulent]. Data from Fenner (1983). 

decreased only slightly (Thompson & King 1994, Table 7.6). Figure 8.1 1 
shows that the virus did not evolve towards eventual dominance by the 
least virulent strain, V; indeed, that strain decreased in percentage abun- 
dance after 1958. In Britain, also, the proportion of strain I1 increased 
somewhat from 1962 to 1981, whereas the proportion of strain V 
remained minute (Thompson & King 1994, Table 7.4). 

This stabilizing of the host-parasite relationship happened because 
virulence, recovery and transmission interact in ways that tend to be bal- 
ancing. The less virulent virus takes longer to lull its host, which favours 
the virus by giving it more time to spread; but more of the rabbits recover 
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and April of each year on standard transect 
routes on a farm in southern England. During 
periods A and A myxomatosis was reduced, 
during B and B it increased again. From Trout 
et al. (1992). 
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and become immune, which slows the spread of the virus. Spread of the 
virus is by fleas and mosquitoes, which requires open lesions in the rab- 
bit; these lesions are fewer if the virus is less virulent. Dwyer et al. (1990) 
developed a complex model to explore how these interactions would 
affect the coexistence of rabbits and myxomatosis in Australia. Their 
model was able to predict correctly that the rabbit-virus interaction 
would become dominated by grade 111 virus (Fig. 8.1 1). Their fundamen- 
tal prediction is that if  the rabbits evolve greater resistance, then the 
virus will evolve greater virulence. This is because a certain intermediate 
level of response in the rabbits (in terms of survival time, recovery per- 
centage and lesion formation) is most favourable for the virus, and if the 
rabbit evolves to change this, selection will favour the virus changing to 
restore it. Dwyer et al. therefore predicted that the virus will remain 
effective in controlling the rabbits for some time to come. 

Although it is not known for sure whether rabbits have returned to pre- 
myxomatosis numbers in parts of Australia or Britain, there is clear evi- 
dence from one site in Britain that myxomatosis was still reducing rabbit 
numbers 30 years after the virus first arrived. On a farm in southern Eng- 
land Trout et al. (1992) reduced myxomatosis experimentally over two 
2-year periods (A in Fig. 8.12) by pumping an insecticide down rabbit 
burrows to kill fleas, the main transmitter of the myxoma virus in 
Britain. After the treatment stopped (periods marked B) flea numbers and 
myxoma infection increased again. Figure 8.12 shows that the abundance 
of rabbits in spring increased substantially when myxomatosis was 
reduced, but fell again when it increased. 

I have described the relationship between rabbits and myxomatosis in 
some detail, because it is the example of a pest and its control agent 
where we know most about genetic changes over time. The coevolution 
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of other pests and their control agents may well be different. Neverthe- 
less, this example helps us to understand basic mechanisms that can 
allow biological control to remain effective for decades or longer. 

Will the biocontrol agent have undesirable side-effects{ 

Before a species can be released for widespread use in biological control, 
we need to know not only that it will work, but also that it will not have 
harmful effects on non-target species. Clearly, if we want to kill weeds it 
is no use if we kill the crop as well. The use of some mycoherbicides has 
to be restricted for this reason. For example, one commercially available 
mycoherbicide contains a fungus that can control a leguminous weed, but 
it also attacks some legume crops (Hokkanen &Lynch 1995, Chapter 9). 

A more widespread problem is that the biocontrol species might harm 
wild species of animal or plant. Species for biocontrol, and especially 
classical biocontrol, are potentially more dangerous in this respect than 
chemical pesticides, because they can spread and multiply. There have 
been some biocontrol disasters in the past. One that is often quoted con- 
cerns snails on Pacific islands (Williamson 1996). The giant African snail, 
Achatina fulica, has been introduced on to many Pacific islands and has 
become a pest in crops and gardens. To control it another snail, Eugland- 
ina rosea, a predator, was introduced. This attacks not only the giant 
African snail but many of the native snails, and has had very harmful 
effects on them, including the extinction of some endemic species. 
Another example of a generalist predator is the Indian mongoose, which 
was introduced into the West Indies and some Pacific islands to control 
rats, but has had a serious effect on some native birds (Simberloff & 
Stiling 1996). 

The same examples of bad side-effects of biocontrol are cited in many 
books and reviews, which might suggest that the total list is short. One 
worry is that species may have been made extinct without our noticing, 
or without the cause being realized. There can also be indirect effects 
which are likely to be difficult to predict in advance. The great reduction 
in rabbits in Britain in 1953-55, following the introduction of myxo- 
matosis, had many knock-on effects (Sumption & Flowerdew 1985). 
Predators for which rabbits had been a major item of diet, such as foxes 
and stoats, survived by altering their diet. The main effects were through 
changes in vegetation: grassland kept short by rabbits became tall 
grassland, shrubland or (in due course) forest. Tables 6.3 and 6.4 show 
how the cessation of grazing by sheep or cattle can result in the disap- 
pearance of some plant species; this was also true following the decline of 
rabbits. Some invertebrates are favoured by taller grassland (Fig. 6.13) but 
others disappear. The rarity of rabbits led to the disappearance from 
Britain of the large blue butterfly (Maculinea arion), because it is depend- 
ent on an ant which in turn requires short turf (Sumption & Flowerdew 
1985). 

Biocontrol agents 
can h-non-target 
species 



242 C H A P T E R 8  

The ‘tens rule’ states that about 10% of species that are introduced to 
a new region become established, and of those that establish about 10% 
become pests. Provided ‘about 10%’ is allowed to mean 5-20%, this rule 
has been found to apply to vertebrates, insects and flowering plants in 
various parts of the world, though there are also exceptions (Williamson 
1996). This gives some indication of the risk of a new biocontrol agent 
establishing in a natural community and having undesirable effects. 
However, when a species does establish and have undesirable effects, 
they may be very undesirable, as the above examples show. So we cannot 
simply ignore this risk. Our aim should be to reduce the risk to a low 
level. 

Whereas a new chemical can sometimes be tested in a limited area out- 
doors, it is rarely safe to perform a test introduction of a new species out- 
doors, since if it establishes it may be impossible subsequently to 
eradicate it. So, information has to come mainly from two sources: study 
of the species in its existing habitat, and tests in contained environ- 
ments. In the existing habitat the main question of interest is how wide 
a host range the proposed control species has. If it has a wide range, this 
suggests a high risk that it would attack non-target species if introduced 
into a new area. Nowadays there is a reluctance to use generalist preda- 
tors for control (mongoose and a snail were mentioned earlier), especially 
vertebrates; arthropod predators and herbivores need to be shown to have 
a narrow host range. Parasitoids often have a restricted host range. 

A narrow host range in its home territory does not tell us definitely 
that there are no wild species the biocontrol agent could attack in its new 
range. So it is also useful to carry out tests, offering potential non-target 
hosts to the biocontrol agent (Hokkanen & Lynch 1995, Chapter 5). This 
is most often done in contained conditions, though an alternative is to 
introduce species to the home range of the biocontrol agent. It will not be 
practicable to test the response of the biocontrol agent to every wild 
species it might possibly come into contact with, so how do we choose 
which species to test it on? In the commonly used procedure for testing 
weed control agents, species closely related to the weed or other known 
hosts of the biocontrol species are considered most at risk; plants in the 
same genus are offered first in tests, and sometimes later plants from 
other genera in the same family. An alternative would be to test plants 
with similar secondary chemistry, i.e. similar protection systems. 

There have been some cases where the biocontrol species did attack a 
non-target species in its new area, even though tests had indicated that it 
would not. Williamson (1996) cites the case of a gall wasp imported from 
Australia to South Africa to control an Australian wattle, Acacia longi- 
folia. Acacia rnelanoxylon (blackwood) also occurs in Australia and 
South Africa; in Australia the gall wasp does not attack it in the field, nor 
did it in tests in South Africa, yet after its release in South Africa the wasp 
did attack blackwood. It is not clear whether this was due to different 
conditions in South Africa or to genetic changes in the wasp. The damage 
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to blackwood was not serious, but this is nevertheless a warning of the 
difficulty of carrying out adequate tests to alert us to possible damage to 
non-target species. 

It is thus clear that we can never state with complete confidence that 
the introduction of a species for biological control poses absolutely no 
risk to any non-target species. We cannot test the biocontrol agent on all 
species, in natural conditions, and we cannot wait to see if it evolves the 
ability to attack new species. So, decisions about biological control have 
to balance the benefits against the risks. This may involve comparing 
biological control of the pest with no control, or with some other control 
method, e.g. a chemical, which may well have its own risks of harmful 
side-effects. Agreeing how large the benefits and the risks are, and how to 
balance one against the other, can be difficult, as the published argu- 
ment between Frank (1998) and Simberloff and Stiling (1998) illustrates. 
Chapter 10 discusses whether we can place a value on a wild species, and 
how much we should be prepared to sacrifice to prevent its extinction. 

Integrated pest management 

This chapter has considered most of the methods for pest control listed in 
Box 8.1, but it considered them one at a time. Integrated pest manage- 
ment was mentioned early in the chapter. To some people this seems to 
mean any way of reducing the amounts of chemical pesticides used; for 
example, it might include using the pesticide at the most effective time 
of year, and just enough for economically acceptable control of the pest. 
A more straightforward meaning for integrated pest management is that 
we use several of the available methods (Box 8.1), and in such a way that 
they complement and reinforce each other. Integrated pest management 
systems have been developed for some crops in some areas. Metcalf and 
Luckman (1994) provide chapters on its application to control of insect 
pests of cotton and apple. Cussans (1995) discusses its application to 
weed control. 

Conclusions 

+ Resistance to chemical pesticides has become widespread among 
insects, plant pathogens and weeds. Techniques such as not using the 
chemical every year can slow down the build-up of resistance, but can 
rarely prevent it indefinitely. 

+ In natural ecosystems insects and fungal pathogens that attack plants 
and animals are widespread, but without wiping out their host 
species. Host survival may involve its having low abundance, its 
having the ability to resist attack, or the attacker being controlled 
by its own parasite or predator. 

its host’s abundance, and whether the abundance will be stable or 
+ Models can predict how much a parasite or herbivore will reduce 
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subject to cycles. Biological control often aims for low, stable levels 
of pest abundance. 

4 A parasite that at any one time infects only a small percentage of 
the host population can nevertheless be a major controller of its 
abundance. 

4 Biopesticides involve the frequent release of large numbers of the 
control agent. They have been successful against some insects and 
soilborne fungal pathogens. 

4 Classical biological control requires the control agent to establish and 
multiply after its initial introduction. Models predict that parasites or 
predators of intermediate virulence will be most effective at 
maintaining a low, stable pest abundance. 

4 As an example of coevolution of host and parasite, the effectiveness 
of the myxoma virus in controlling rabbits has declined over several 
decades but has not ceased altogether. 

4 We can never be absolutely certain that a species introduced into a 
new area will not have undesirable side-effects. When species are 
introduced for biological control, the potential benefits and risks have 
to be weighed against each other. 

Further reading 

Biological control (general): 
Hokkanen &Lynch (1995) 

Invasions: 
Williamson { 1996) 

Management and control: 
Insects: Metcalf & Luckman (1994) 
Pathogens: Grenfell & Dobson (1995); Whipps (1997) 
Weeds: Cousens & Mortimer (1995); Te Beest, Yang & Cisar (1992) 



Chapter 9: Pollution 

Questions 

Are there simple, quick tests that can indicate whether a chemical 

What response of the organism should a test measure? . How can short-term tests be used to predict the effects of long-term 
exposure to a chemical? . Can one chemical enhance the harmful effect of another? 
If a chemical is to be released where there are many species, which of 
them should we test it on? 
Can tests on individual species adequately predict how the chemical 
will affect a whole community? 
What controls the concentration of pollutants in the tissues of 
living things? 
Do pollutants always increase in concentration as they pass up 
a food chain? 
Can measuring the concentration of a chemical in a plant or animal 
indicate whether the chemical has reached a toxic level? . Can living things help us to get rid of pollutants? How can we 
promote this? 
Can we predict whether the breakdown of a new chemical by 
microbes will be slow or rapid? 

will be harmful? 

Background science 

rn LC,,, LD,,, EC,, tests. 
rn Variations among species in response to pollutants. 
rn Methods of measuring the effects of exposure to a pollutant over 

rn Changes in composition of multispecies communities exposed 

rn Uptake of inorganic and organic pollutants by plants and animals, 

rn Concentrations of pollutants in tissues of animals in relation to 

rn What factors limit the activity of pollutant-degrading microbes. 
Biochemical pathways by whlch complex organic chemicals 

many years. 

to a pollutant. 

aquatic and terrestrial. 

concentrations in their surroundings and their food. 

are broken down. 

245 
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Whatis apollutantJ A pollutant is a substance that is potentially harmful, at least if it is in 
the wrong place at the wrong concentration. It may get into the environ- 
ment by various means. It may have been made with the express aim of 
releasing it, for example a pesticide or an aerosol propellant. It may be an 
unwanted waste product dumped into the environment, for example, 
mine waste, partly treated sewage released into a river or sea, or gases 
from the burning of fossil fuel which are released into the atmosphere. Or 
the release may be unintended, e.g. CFCs leaking from an old refrigerator, 
nitrate leaching from farmland, oil from a damaged tanker. 

Like the rest of this book, this chapter concentrates on biological 
aspects. Therefore it says only a little about sources of pollution and how 
pollutants are spread. The basic questions are how to determine whether 
a chemical is likely to be harmful, and if so what to do about it. The chap- 
ter is mainly about the effects of pollutants on wild species and commu- 
nities: it says little about effects on people or domestic animals. So it 
covers what is often called ecotoxicology. 

The chapter is not organized chemical by chemical, but in each section 
chooses whichever pollutant best illustrates the topic being considered. 
Box 9.1 lists pollutants that are mentioned in the chapter and gives a 
little information about each. Some topics relating to pollution are cov- 
ered in other chapters: greenhouse gases in Chapter 2 (Energy), nitrate 
loss from farmland in Chapter 4 (Soil) and toxic materials in mine waste 
in Chapter 11 (Restoration). 

Box 9.1. Pollutants mentioned in this chapter, with their principal 
sources. 

Gases 
Halocarbons, including CFCs (chlorofluorocarbons). Manufactured for use 
as refrigerants and aerosol propellants. See Chapter 2. 
Nitrogen oxides. NO froin burning fossil fuels and plant materialsj 
subsequently oxidized to NO,; see Box 9 4. N,O: see Box 2.2. 
Ozone. In the lower atmosphere produced principally by interaction of 0, 
and NO, in sunlight. 
Peroxyacyl nitrates (PANS). Formed hy reactions involving ozone, NO, 
and hydrocarbon vapour in sunlight. 
Sulphur dioxide. Mainly from burning fossil fuels; see Box 4.4. 

Inorganic elements 
Arsenic (As) 
Cadmium (Cd)' In P fertilizer. 
Copper (Cut' 
Lead (Pb). mills. Mine waste. 
Mercury (Hg)' 
Zinc (Zn) * sludge 
'Heavy metals 

Waste and contamination 
from sinel ters, foundries, 

Industrial waste in sewage 
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Radioactive isotopes 
' S ~ ~ C S  half-life = 2 years 
13'Cs half-life = 30 years 
From accidents at nuclear power stations (e.g. at Chemobyl, Ukraine, in 
1986) and at nuclear waste processing works. From former atmospheric 
testing of nuclear weapons, 

Organochlorine compounds 
Insecticides, including DDT, lindane, aldrin, dieldrin, endrin. Production 
and use severely restricted in many countries. 
Herbicides, including 2,4-D, 2,4,S-T, atrazine, dichlobenil, quintozene. 
Polychlorinated biphenyls (PCBs). Examples in Fig. 9.10. Used for 
insulating materials, paints lubricants. Production restricted, but they 
are still abundant. 
Chlorinated aliphatic compounds, including dichloroethene (H,C.CCl,) 
and carbon tetrachloride (CCl,,) are used as solvents. 
Preservatives, e.g. pentachlorophenol. 

Organophosphorus compounds 
Insecticides, e.g. malathion 
Herbicides, e.g. glyphosate. 

Other organic pollutants 
Natural pesticides, e.g. rotenone (Derris), a complex aromatic used as an 
insecticide. Pyrethroids are synthetic analogues of natural pyrethrin 
insecticides. 
Polynuclear (polycyclic) aromatic hydrocarbons (PAH). Produced by 
burning fossil fuels or wood. 
Crude oil. From oil wells, tankers, industrial waste. Most of the total 
release IS from many small, unpublicized events. 

Hellawcll(1986, Table 7.22) and Freedman (1989, Table 8.1) give much 
longer lists of synthetic pesticides, with their full chcmical names. 

Measuring how toxic a chemical is 

It is rarely possible to  state simply that a chemical is harmful or harm- 
less. Even apparently innocuous substances such as carbon dioxide or 
common salt (NaC1) can be harmful in high enough amounts. Usually 
the key question is: above what concentration or amount is it harmful? 
If the chemical is to be released where there are wild animals and plants, 
the question becomes: what concentrationor amount can we be sure will 
not harm any of the species there? There are many new chemicals syn- 
thesized every year whose safety we need to  assess. For example, in  the 
USA more than 2000 chemicals are submitted each year to  the Environ- 
mental Protection Agency for safety assessment (Alexander 1994). Do we 
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test each of these in many concentrations? And do we test it on every 
species with which it might possibly come into contact? 

Some of these problems are elaborated later. The key point here is that 
to perform every possible test with every chemical that might be released 
would be quite unrealistic. Nor is it realistic to say that the release of any 
possibly harmful chemical should be banned: that would, for example, 
mean stopping the burning of any fuel, wood-based or fossil. Human ex- 
creta can be harmful, too, in the wrong place. This section discusses how 
we can make the best assessment of the risk of using and releasing a 
chemical without unrealistic demands on time and expense. First I 
describe simple tests that can be carried out in a laboratory in one or a few 
days, and then go on to consider various steps that can be involved to scal- 
ing up from there to predict a safe concentration for the chemical in real 
ecosystems outdoors. Boxes 9.2 and 9.3 list methods that will be 
described and discussed in the text, and some problems that need to be 
addressed. 

Simple, quick tests of toxicity 

Almost always a chemical has to get into the tissue of an animal or plant 
before it can affect it. The route by which this happens can have an 
important influence on how the organism responds to a pollutant in its 
environment. The pollutant may enter the organism from a surrounding 
solution through wet membranes. For example, pollutants often enter 
algae, earthworms and aquatic amphibia through their whole external 
surface, or plants through their roots, fish through their gills. For such 
species, the concentration of pollutant in the external solution is likely 
to be important. On the other hand, many terrestrial animals (vertebrate 
and invertebrate) acquire most of the pollutant through their food; this is 
also true of marine mammals and birds that eat fish (Walker et al. 1996). 
For these species the dose they eat, rather than the concentration in it, 
may be a more useful measure. There is more about how pollutants enter 
and leave organisms later in the chapter. 

A very common procedure for measuring the toxicity of a chemical is 
to determine what dose or concentration of it is required to kill individ- 
uals of a test species. Figure 9.1 shows an example in which five sets of 
aphids were sprayed with a solution of an insecticide, each at a different 
concentration. From the graph it is possible to determine the concentra- 
tion that would kill 50% of the individuals: it is 4.9 mg 1-'. This is termed 
the LC,, (LC standing for lethal concentration). If the chemical is fed by 
mouth, e.g. to rats, the dose (amount per animal) sufficient to kill 50% of 
the animals is the LD,, (LD = lethal dose). 

The LC,, and LD,, can be very useful for comparing both chemicals and 
species. If populations of the same test species are treated with several 
chemicals, an LC,, or LD,, value will be obtained for each chemical 
which can show which are the more toxic ones and give some indication 

Concentration or 
dose 
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of how much more toxic one is than another (e.g. see Fig. 9.4). If many 
species are treated with the same chemical this can show their relative 
sensitivity (e.g. Table 9.1). However, the LC,, is clearly not a safe con- 
centration to have outdoors in the real world. We would not, for example, 
wish to have in a lake a concentration of pollutant that killed half the 
fish. We now consider possible ways of moving on from an LC,, to 
being able to predict a safe concentration or amount to release into a field 
situation. 

One suggestion would be to use an experiment similar to that of 
Fig. 9.1, but to extend the range of concentrations downwards to find out 
what concentration would kill no animals. The difficulty is that the line 
is likely to curve (e.g. as shown in Fig. 9.1, bottom left) and to reach the 
bottom axis only gradually; so the highest concentration causing no 
deaths is difficult to determine precisely. Nevertheless, provided we can 
accept some margin of uncertainty, such ‘no observable effect’ measure- 

We may reasonably ask whether death is the best measure of response 
to a chemical. One could argue that harm may be done to an animal or 
plant without it being killed, and that we should be measuring other 
responses which are more sensitive indicators that a species has been 
affected. An indicator commonly used for land plants is growth. Figure 
9.2 shows the shoot weight of barley plants grown for 11 weeks in differ- 
ent concentrations of SO, under near-natural conditions in open-topped 
chambers. At 270 nl 1-I SO, reduced growth by half. This is the EC,,, 
where EC means ‘effective concentration’; EC is analogous to LC, but 
something other than death is the response measured. The results show 
that under these conditions barley growth begins to be reduced when SO, 

‘No observable 
effect’ ments can be made. 

Effect on growth 



250 CHAPTER9 

+ 

L 
0 0 

* 5 -  
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plants grown for 79 days in an atmosphere 
containing different concentrations of SO,. 
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significantly different at P = 0.05. Dashed d 
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SO2 concentration (nl 1-1) (1990). 

is above about 100 nl 1-l, and this is likely to be more useful information 
than the EC,, for planning controls on SO, emissions. 

In Fig. 9.2 there is a suggestion of a slight promotion of growth by SO, 
at 50 nl 1-'. It was not statistically significant in that experiment. How- 
ever, when Ashenden [ 1993) treated 43 plant species with SO, at 50 nl l-' 
for 8 weeks, 10 of them showed significant growth enhancement. Sul- 
phur is in fact an essential element for all living things. Zinc and copper 
are two other examples of substances that are beneficial at low concen- 
trations but harmful at higher concentrations. This serves to emphasize 
the importance of not simply labelling a chemical as toxic, but studying 
how different concentrations and doses affect living things. 

Box 9.2 lists other test species responses that can be measured. All can 
be measured within hours or days in some species, but the choice of what 
to measure will clearly be affected by what test organisms are being used. 
Changes in animal respiration rates are difficult to interpret: the initial 
response to a harmful chemical is sometimes an increase in respiration 
rate. A decline in high-energy compounds, in RNA/DNA ratio or in pro- 
tein synthesis is a more reliable indicator of a harmful effect on metab- 
olism. Respiration is, however, often used to assess whether a pollutant 
is having a harmful effect on soil (e.g. Somerville & Greaves 1987). 
Provided the pollutant is allowed to act over several days, this can pro- 
vide an indication of its effects on population size and the overall meta- 
bolic activity of the soil community. However, large changes in the 
species composition in soil could go undetected: if some species died and 
were replaced by other (pollutant-tolerant] species, the respiration rate 
might remain the same. That is why other, more specific measurements, 
such as rate of N fixation and nitrification, can be useful. 

These tests are kept as short as possible, so that many species and chem- 
icals can be tested and results obtained quickly. In real situations the 
organisms may be subjected to the pollutant for much longer. The toxic 
effect may increase with time, for example if the chemical is taken up 

Otherresponses that 
Can bemasured 

Length ofthe test 
affects the results 
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Box 9.2 Measuring how toxic a Chemical is. 

Sbort-term tests on indlvidual species in artificial conditions: responses 
b y  the species that are cammonly measured. 
1 Death. 
2 Growth rate. Measured by weight increase or linear extension (e.g. by 
plant roots). 
3 Population increase. Can be measured within hours or a few days on 
bacteria, unicellular algae and some small invertebrates (e.g. Duphnin, 
collembolans). 
4 Measures of metabolic state or activity: 
(a) Respiration rate, by CO, production or oxygen uptake. Useful to 
measure microbial activity, e.g. i.n soil or decomposing litter; less useful 
for animals (see text). 
(h) Other fairly simple ineasures of metabolic activity in microbes 
include nitrate production, acetylene reduction as a measure of N, 
fixation, activity of some common enzymes such as dehydrogenases. 
(c) Photosynthesis by plants. 
(d) RNA:L)NA ratio. 
(el Amounts of higli-energy compounds, e.g. lipids, glycogen. 
( f )  ‘T-aminoacid incorporation into proteins. 
(6) The Microtox test. Uses the natural luminescence of the marine 
bacterium Photobacterium phosphorrum. 

Further information: Walker et al. (1996) 

slowly, so its concentration within the test individuals increases slowly. 
Figure 9.3 shows an example of how the measured LC,, can vary depenlng 
on how long the animals are subjected to the chemical. The organophos- 
phorus compound diazinon was mixed into three soils at various concen- 
trations. Earthworms were put in the soil, and at  various times up to 3 
weeks the proportion dead was recorded. Figure 9.3 shows the results 
expressed as 1/LC,,; a higher 1/LC,, indicates greater toxicity. In the clay 
soil the measured l/LC,, stabilized after 48 hours, but in the sand it was 
still increasing after 21 days. If the measurements had been made at 24 
hours only, a quite different conclusion would have been reached about the 
toxicity of diazinon in the loam and sandy soils. Why the three soils gave 
such different results was not investigated. It maybe that most of the diazi- 
non was quickly adsorbed by the clay soil, and so uptake by the worms 
stopped, but in the other soils it remained available for uptake longer. 

The question now arises whether responses to  ‘acute’ (i.e. short) expos- 
ure to a chemical can predict the effect of ‘chronic’ (i.e. long-term) expos- 
ure to the same chemical. Figure 9.4 compares the acute and chronic 
toxicities of 50 substances, including organic pesticides and also salts of 
heavy metals such as lead, copper and mercury. Each chemical was tested 
on a fish species (either fathead minnow or rainbow trout) and on the 
crustacean Daphnia rnagna, and the results used from whichever species 

Relationship 
between short-term 
and long-term 
effects 



252 CHAPTER9 

0.035 - 

0.025 - 

.- 
N 

+ 

C 0 

I 

0 50 100 150 200 250 300 350 400 450 500 550 

Time (hours) 

Fig. 9.3 Concentration of diazinon in soil that killed 50% of earthworms (Lumbricus 
terrestris) when they were in the soil for various lengths of time. Concentration 
expressed as l/LC,,, i.e. kg soil per mg diazinon. 0 clay soil, + loam, sandy soil. 
From Lanno, Stephenson &Wren (1997). Reprinted with permission from Elsevier 
Science. 

proved to be the more sensitive. The horizontal axis (’acute’] in Fig. 9.4 is 
the 96 h LC,,; the vertical axis (‘chronic’) gives the concentration to 
which the species could be exposed ‘indefinitely’ without suffering any 
observable adverse effect on survival, growth or reproduction. (Some 
chemicals affect egg and sperm production by fish even at concentrations 
too low to have a detectable effect on growth or mortality (Kime 1999).) 
As we should expect, the chronic concentration is always lower than the 
acute concentration: if a concentration is just low enough not to affect 
any of the fish when acting over a long time, it will not kill half of them 
in 96 hours. In Fig. 9.4 there is clearly a strong correlation between the 
two measures of toxicity: the correlation coefficient is 0.919 ( P  << 0.001). 
The regression line fits closely to: chronic level = (acute leve1]/14.8. 

This suggests that a measurement of LC,, made in 4 days can be used 
to predict a safe concentration to which the species can be exposed long 
term, simply by dividing by 14.8. Notice, however, that some individual 
points diverge widely from the regression line. The equation above pre- 
dicts that if the 96 h LC,, is 414 pg 1-l, any concentration below about 
28 pg I-’ should have no observable effect long term. Yet one point on the 
graph [circled) shows that cadmium, which gave a 96 h LC,, value of 
414 pg 1-l, can have long-term effects at a concentration as low as 2.4 pg 
1-l; the prediction was wrong by more than a factor of 10. So, LC,, values 
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determined over a few days are by no means worthless in providing an 
indication of the long-term toxicity of chemicals, but there could be a 
wide margin of error in particular cases. Relationships between acute and 
chronic toxicities have been determined for other chemicals and other 
species; the equation above is not intended to be definitive, only an 
example. There has been a tendency to divide the measured LC,, or EC,, 
by an arbitrary number, most often 10, 100 or 1000, which is intended to 
incorporate a safety margin (Calow 1992). 

Which species to  test! 

If a chemical is to be released into the environment it will probably come 
into contact with many species of animal, plant and microorganism. It is 
not feasible to test the response of every one of these. So, how many 
species do we need to use to obtain a reliable indication of toxicity, and 
which should we choose? There is a tendency for the test species to be 
chosen at least partly for convenience, because they are easy to breed and 
grow in laboratory conditions. This has been a major reason why, among 
invertebrates, Daphnia (freshwater) and Arternia (marine) have been so 
widely used. There is a danger that species robust enough to be cultured 
easily may tend to be less susceptible than average to toxic chemicals. 
Obviously there are differences between species in their response to 
at least some chemicals: herbicides such as atrazine that inhibit photo- 
synthesis have little direct effect on animals, though they can kill non- 
target plants such as algae. Hellawell (1986) provided tables of LC,, 
values for many organic and inorganic chemicals on freshwater fish and 
invertebrates. Table 9.1 summarizes a few of the results. Even though 
only a few species have been tested, the toxicity of a chemical to fish can 

V a r i d o n b ~ t w m ~  
species in their 
sensitivity 
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Table 9.1 Range of response among species of fish and aquatic invertebrates to 

four potential pollutants 

Number of species tested 96 h LC,,[ pg 1-'1 

Substance Fish Invertebrates Fish Invertebrates 

Cu2+ in hard water 10 300-10200 

Endrin (organochlorine 

Malathion (organophosphorus 

Dichlobenil [herbicide) 4 3 420CMOOO 8500-13000 

insecticide] 6 4 0.27-1.96 0.25-5.0 

insecticide] 7 3 120-20000 0.76-50 

Data collated by Hellawell [ 1986). 

vary 10-fold or even 100-fold, and to invertebrates nearly as much. Inver- 
tebrates are not consistently more sensitive or less sensitive than fish, 
and the range of sensitivities within the two groups is at least as large as 
the differences between them. A common practice for potential pollu- 
tants of fresh water has been to test them on three species, of which one 
is a fish, one an invertebrate and one an alga; but Table 9.1 shows that this 
may be no more informative than testing, for example, two fish species. 

One possibility is to choose for the tests species that play a key role in 
the ecosystem that will receive the chemical (see keystone species in 
Chapter 10). Another is to choose particularly sensitive species. In prac- 
tice it is difficult to decide which species fulfil either of these criteria 
(Calow 1992). The species that is most sensitive to one chemical is not 
necessarily the most sensitive to another. This was shown by measuring 
the LC,, of 12 aquatic macroinvertebrate species in solutions of 15 differ- 
ent chemicals (two inorganic and 13 organic). Table 9.2 shows a small 
selection of the results. For each of the three chemicals a different species 
was the most sensitive, i.e. had the lowest LC,,. 

It may be that if species are classified by their ecological strategies 
rather than taxonomically, this can indicate species that are likely to be 
more sensitive to pollutants. Grime (1977) proposed that plants can use- 
fully be classified according to their tolerance of disturbance and of 
stress. The stress-tolerators tend to have slower growth rates, even in 
favourable conditions. When 41 herbaceous species were assessed for 
their sensitivity to SO,, it was found that slower-growing species that 
had previously been rated as more stress-tolerant 1e.g. towards drought 
and nutrient deficiency) were also more tolerant of SO,, as measured by 
percentage growth reduction (Ashenden et al. 1996). In another piece of 
research slower-growing herbaceous species were also found to be the 
ones least harmed by ozone (Reiling & Davison 1993). Whether these 
stress-tolerator plants are also less sensitive to non-gaseous pollutants 
has not yet been investigated. 

Instead of asking which species to test our new chemical on, another 
approach is to test it on a representative selection and to use the results 

Can w e  predict 
which species will 
be most sensitive^ 

Testing on 'repre- 
sentative'species 
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Table 9.2 48 h LC,, values (mg 1-I) for three invertebrate species exposed to 
three different chemicals 

Species 
Penta- 

H a ,  chlorophenol Benzene 

Chironomus (midge) 0.55 0.11 100 
Cloeon dipterum (mayfly] 0.05 5.9 34 
lschnuru eleguns (damselfly) 10.3 42 10 

From Sloof [ 1983). 

to estimate the range of responses likely to occur among all the species 
present, including those not tested. Kooijman (1987) proposed a method 
for calculating the concentration of a chemical that would be harmless to 
most of the species in a community, when the only information we have 
is the short-term LC,, values for a sample of the species. There are three 
basic steps to arriving at his formula. 
1 The LC,,s were measured over a short time; they would be lower if the 
test had gone on for longer (see Figs 9.3 and 9.4). This is allowed for by 
assuming that the change in LC,, with length of exposure to the chem- 
ical occurs because the chemical is still being taken up into the organism, 
and Kooijman made assumptions about the time-course of this uptake. 
2 The concentration causing no harm to an individual species is lower 
than the LC,,. Kooijman made assumptions about the shape of the curve 
(e.8. Fig. 9.1) relating harm to the organism and concentration of the 
chemical. 
3 LC,, was measured on only some of the species, but we want to use a 
concentration that harms no species. In fact, Kooijman requires us to 
choose some probability (or risk) that the most sensitive species will be 
harmed, and uses this combined with the variability among the LC,,s of 
the measured species as a basis for the calculation. 

Using these steps, Kooijman proposed a way to calculate HCS, a 
’hazardous concentration for sensitive species’: 

H C S = X m / T  

where Xm is the geometric mean of the LC,, values of the measured 
species, and Tis an ‘application factor’ calculated from the standard devi- 
ation of the measured LC,,s (i.e. the amount of variation in sensitivity 
between the species), and other parameters which take into account the 
number of species measured, the total number of species in the commu- 
nity and the acceptable risk (decided by the user) that some species will 
in fact be harmed. 

Kooijman applied these calculations to real data for the response of an 
aquatic community to seven chemicals. The calculated value of 
the application factor, T, varied among the chemicals by a factor of 
1 000 000, from 60 to 7 x 10’. The number of species was the same in all 
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cases, so the variation in T was due solely to variation between chemicals 
in the standard deviation of the LC,,s. 

This method assumes that each species acquires the chemical from its 
environment, not through its food. The model could therefore be applied 
to many aquatic communities. It has also been used to estimate the min- 
imum concentration of SO, in the atmosphere that will harm heathland 
plants in the Netherlands (Dueck et al. 1992). The calculation is based on 
a number of assumptions, and the predictions have not, so far as I know, 
been rigorously tested. Nevertheless, it has a more scientific basis than 
simply dividing the LC,, value by some arbitrary safety factor such as 
1000. 

Effects of pollutants in the environment 

The aim of all the tests described so far is to predict the responses of indi- 
vidual species and whole ecosystems to pollution in the real world out- 
doors. This presents several sorts of difficulty (Box 9.3, section 2). One is 

Box 9.3 Scaling up from short-term LC,, measurements to predicting safe 
Concentration in real ecosystems. 
For further explanation, see text. 

Measure responses other than death (see Box 9.2) 

Measure ‘no observable effect‘ rather than effect on 50% of the population 

Relate concentration producing response in short test (‘acute’) to that 
producing response when treatment prolongcd (‘chronic’), e.g. Fig. 9.4. 

Use tests on a few species to predict safe concentration for may species. 
Test: ecologically most important species? 

species most sensitive to the chemical? 
a representative range of species? 

Problems with scaling up 
If environmental conditions during test different from field conditions, 
may affect toxicity. 

Effects on animal behaviour may he difficult to detect with captive 
animals. 

In a mixture, chemicals may enhance each other’s toxicity. 

Observations and experiments in tbe real world 
Long-term records, e.g. of growth, showing when a response first occurred, 
can help to indi:ate a pollutant responsible. 

Conduct tests on multispecies microcosms or mesocosms. 

Use species composition at a site as an indicator of amount of pollution 
there. 

Measure concentration of pollutant within the organism. 
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that environmental conditions may affect the toxicity of particular 
chemicals. For example, Table 9.1 shows the LC,, of copper to fish 
species in hard water, meaning for those experiments CaCO, 220-360 
mg 1-'. Two of the species were also tested in softer water (CaCO, 3 1 and 
42 mg l-l]; their LC,, was lower by a factor of more than 10: in other 
words, copper was then much more toxic to them. 

Another type of problem in scaling up from a laboratory test to the field 
is that some chemicals, notably organochlorine and organophosphorus 
insecticides, can affect the behaviour of mammals and birds at concentra- 
tions that do not affect their growth or survival, and it may be impossible 
to detect this on animals in cages. One example was provided by Grue et al. 
(1982), who carried out an experiment on starlings that were nesting out- 
doors. Some adults were given a single dose of an organophosphorus in- 
secticide; others were undosed as controls. During the next 24 hours the 
weight change of the dosed and control birds did not differ significantly. 
However, at the end of the 24 hours the dosed birds had only half the con- 
centration of cholinesterase in their brain tissue that the control birds had; 
thts could have resulted in impaired functioning of the nervous system, 
which might reduce their ability to find food. During the 24 hours after 
being treated the dosed birds visited their nestlings to feed them less fre- 
quently than before, and the nestlings lost weight. If such behaviour con- 
tinued for some days it would probably result in the death of nestlings. 
Thus this change in behaviour, which could not have been detected in 
birds in a cage, could influence the abundance of the species in future years. 

Industrial waste often contains several harmful chemicals, so we have 
the additional problem of predicting how a plant or animal will respond 
to such a mixture. Some research has found the effects of several pollu- 
tants to be approximately additive. Alabaster et al. (1972) studied the 
relationship between industrial pollution and occurrence of fish at 73 
points on rivers in central England: the amount of pollution varied 
greatly between the points. They calculated a single toxicity value for 
each point, from the measured concentrations of ammonia, cyanide and 
heavy metals. The method of calculation took into account the individ- 
ual toxicity of each chemical, as shown by its LC,, to trout, but otherwise 
the effects were assumed to be additive. The method was quite success- 
ful: fish were found to be absent from most of the rivers where the calcu- 
lated toxicity was above a critical value. 

Sometimes, however, one chemical can greatly increase the toxicity of 
another. This can happen if the organism has a system for rapidly detoxi- 
fying one chemical, but this system is inhibited by another chemical. 
For example, some insects can detoxify pyrethroid insecticides by 
monooxygenase enzymes. Any chemical that inhibits monooxygenases 
will thus increase the toxicity of pyrethroids to these insects. This is 
thought to be how EBI fungicides (ergesterol biosynthesis inhibitors) 
increase the toxicity of pyrethroids to bees by a factor of 10 or more 
(Walker et al. 1996). 

Effects on behaviour 

Effects ofmixtures of 
chemicals 
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Box 9.4. Summary of reactions leading to formation of sulphuric and 
nitric acids in cloud water and rainwater. 

Combustion S’ + 0, 4 so* 
In solution so, + H,O 4 HS0,-+H+ 

+ 0,3 4 HSO;+O2 In solution HSO; 
* In fossil hele 

Heat from 
combustion N, + 0, 4 2 N 0  
Gas Phase NO + 0, .-, NO,+O, 

In solution NIO, + H,O 4 2NO;+2H’ 

Further information: Wellburn (1994) 

Gas phase 2N0, + 0, + N,O,+O, 

Mixtures of gaseous 
pollutants 

There are important interactions between gaseous pollutants which 
increase their harmful effect. SO, and NO are products of combustion 
which dissolve in cloud droplets and rain. In this form they are of limited 
toxicity, but if they are oxidized they can form sulphuric and nitric acids, 
the principal constituents of acid rain, which can be very damaging. This 
oxidation is brought about by other pollutants, for example ozone, hydro- 
gen peroxide or peroxyacyl nitrates (PANS). Box 9.4 summarizes the 
main reaction steps involved. 

Nitrogen oxides, SO, and acid rain also provide an example of how the 
toxicity of chemicals can be influenced by environmental conditions. 
There has been concern since the 1960s about ‘die-back’ of red spruce, a 
tree which is widespread in the mountains of the northeastern USA. Nee- 
dles become mottled or completely brown; later the terminal bud and 
then the whole branch dies, and many trees have died. Commonly 
browning of needles was first seen in early spring. The symptoms are less 
common further south in the Appalachians. This led to the suggestion 
that cold weather, including being covered with mist (clouds) for long 
periods, was the cause; but this I d  not explain why the problem appar- 
ently started in the 1960s. Experimental research has provided strong evi- 
dence that sulphate dissolved in cloud water makes the foliage more 
susceptible to damage by low temperature (Cape et al. 1991; Johnson 
1992; Sheppard 1994). So the damage evidently originates from SO, blow- 
ing in from industry elsewhere. But a test of SO, effects, such as in 
Fig. 9.2, which did not take into account the cloud and low temperatures 
that occur in the spruce’s natural habitat, would have failed to show this. 

Trees can provide a long-term record of growth rate, in the annual rings 
in their trunks, which can be important for pinning down the effect of 
pollutants. The previous example, red spruce, also illustrates this. Figure 
9.5(a) shows annual xylem radial growth in spruce at a stand in the 
Adirondacks where many trees have died since the 1960s. There was a 
steady increase in growth rate until the early 1960s, then a steady and 

Long- term 
responses: trees 
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Pig. 9.5 Two examples of long-term records, 
where sudden changes helped to indicate 
involvement of a pollutant. (a) Annual radial 
xylem growth in trunks of red spruce trees at 
1100 m altitude on Whiteface Mountain, 
Adirondacks, New York state. From 
McLaughlin et al. (1987). (b) Mean shell 
thickness, with 95% confidence limits, of 
eggs of peregrine falcon collected in 
Califomiafrom 1891 to 1952. From Hickey & 
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substantial decline. Many of the trees were young in 1850, and the sub- 
sequent increase in growth rate was probably age related. However, the 
later decline in growth cannot have been due to the trees reaching a crit- 
ical age, because many other stands of spruce, of various ages, all showed 
a decline starting at about the same time. A detailed study of how spruce 
growth related to weather conditions over the period 1900-60 gave strong 
evidence that the decline in growth after 1960 was not simply a response 
to unfavourable weather. These measurements thus directed attention 
to whether pollutants might be involved. 

Figure 9.5jb) provides another, unrelated example of how a time-course 
can provide crucial evidence for pinpointing a pollutant effect. During 
the late 1950s and the 1960s there was concern about declines in the 
numbers of birds of prey, including peregrine falcon, in North America 
and western Europe. Various possible causes were considered. An 
important step forward was the discovery that many eggs were breaking 
in the nests, resulting in fewer young being successfully reared. It was 
possible to show that eggshells had become thinner, and to show when 
this had started, by measuring eggs collected at various dates and kept in 
museums and private collections. Figure 9.5(b) shows that the eggs of 
peregrines in California had maintained a nearly constant mean shell 

birds of prey 
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Microcosms 

Mesocosms 

thickness from 1891 to 1946, but that the mean for 1947-52 was signifi- 
cantly lower. Other species suffered eggshell thinning at about the same 
time: bald eagle and osprey in the USA, golden eagle, merlin, spar- 
rowhawk and shag in Britain (Hickey & Anderson 1968; Ratcliffe 1970). 
These findings, along with other research, helped to direct attention to 
DDT and other organochlorine insecticides as the likely cause: they had 
come into widespread use during the late 1940s and the 1950s. After the 
use of organochlorine insecticides was reduced, peregrine eggshells got 
thicker and population size recovered (Ratcliffe 1980; Newton et al. 
1989; Newman 1993, pp 217-221 ). 

Multispecies systems 

So far we have been considering one species at a time, and how a pollu- 
tant affects it. We should now consider more complex systems where 
many species, perhaps at several trophic levels, interact with each other. 
It may be possible to simulate these in microcosms. A simple example of 
a microcosm is a soil sample. Even 1 g of soil will contain many species, 
some competing with others, some eating others. To measure an 'ecosys- 
tem process' such as the overall respiration rate of the soil sample, with- 
out any information on individual species or even groups, is by no means 
useless but far from ideal. A more useful example of an ecosystem 
process to measure is rate of litter breakdown, as this will affect rates of 
nutrient cycling and the development of soil organic matter. It can be 
measured by putting weighed litter samples in mesh bags, which can be 
placed at test sites outdoors, and weighing them again later. Berg et af. 
(1991 ) used this method to study the rate of decomposition of Scots pine 
needles at different distances from a mill and a smelter in Sweden that 
were sources of heavy metal pollution. At positions less than 1 km from 
the source decomposition was markedly retarded; beyond that distance 
the effect was small. Unfortunately the results do not show in detail how 
decomposition rate related to the heavy metal content of the needles. 

Lampert et al. (1989) compared the effect of the herbicide atrazine on 
the freshwater crustacean Daphnia in a simple laboratory microcosm 
and in a 'mesocosm', an enclosed volume of water in a lake in northern 
Germany. Table 9.3 summarizes the results. The top two lines show the 
concentration of atrazine needed to affect the population growth and 
mortality of the Daphnia if the atrazine was in the water containing the 
Daphnia, but its food, the alga Scenedesmus, was grown elsewhere with 
no atrazine. If instead (line 3), atrazine was added to the water in which 
the alga was growing, and then standard volumes of algal suspension 
were supplied to the Daphnia's container, atrazine affected the Daphnia 
at a much lower concentration, by reducing its food supply. As atrazine 
is an inhibitor of photosynthesis this is perhaps not surprising. More sur- 
prising is the fact that when Daphnia was in the mesocosm, in the nat- 
ural environmental conditions and among the full plankton species 
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Table 9.3 Response of Daphnia to the herbicide atrazine in its surrounding water. 
'Effective concentration' is the lowest concentration at which an effect was observed. 

Effective 
Where experiment Species treated concentration 
was conducted with atrazine What was measured* of atrazine (pg 1-l) 

Laboratory Daphnia Death (48 h LC,,) 10 000 
Laboratory Daphnia Growth and reproduction 2000 
Laboratory Scenedesmus 

(green alga) Population biomass 50-100 
Lake, enclosure Phytoplankton + Population numbers 0.1-1 

zooplankton, 
including Daphnia 

'All measurements were on Daphnia. 
From Lampert et al. (1989). 

complement of a lake (although fish were excluded), it was more sensi- 
tive still: its population was reduced by atrazine two orders of magnitude 
more dilute than was effective in the laboratory microcosm. The reason 
for this marked difference between microcosm and lake is unknown, but 
this is a clear indication of the difficulties of making predictions of safe 
concentrations outdoors based solely on tests in simple systems in the 
laboratory. 

Figure 9.6 gives results from an experiment in Ohio which provided 
information on the response of the normal insect population of a stream 
to one pollutant. Over a period of 3 years copper salt was added at one 
point, at a rate which maintained an approximately constant Cu concen- 
tration near that point. The concentration declined with distance down- 
stream, but after 2.6 km was still about twice that in the unpolluted 
stream above the contamination point (Fig. 9.6(a) ). The abundance of 
bottom-living insects decreased greatly where the copper concentration 
was highest, and recovery in abundance downstream closely mirrored 
the decline in copper. The insect species composition also changed 
(Fig. 9.6(b)). In particular, mayfly larvae almost disappeared from the 
most Cu-rich sites, whereas the larvae of chironomids (midges) 
increased. The results show that a mean Cu concentration of 40 pg 1-' 
was sufficient to have a marked effect on the insects. Although this is a 
useful result, it would be unwise to assume that 40 pg 1-' would be the 
critical concentration in other streams, where species and conditions 
might be different. For example, as already mentioned, the CaCO, con- 
centration in the water can have a marked effect on copper toxicity. 

The change in species composition in response to copper shown in 
Fig. 9.6 raises the question whether the abundance of particular species or 
groups of organisms can be an effective way of monitoring for pollution. 
This has been the basis of methods for monitoring water quality, espe- 
cially of streams and rivers (Metcalfe 1989; Mason 1996). Living things 

Insects in a stream 

Invertebrates as 
indicators of 
pollution 
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Fig. 9.6 Results from an experiment in a 
stream in Ohio, in which copper was added at 
one point. (a) Mean Cu concentration in water 
and number of insect individuals in stream 
bottom. (bf  Percentage of total insects that 
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can, if fairly long-lived, provide an indication of the environmental con- 
ditions integrated over time. This is an advantage over measurements of 
a chemical: if it is discharged intermittently, regular sampling may miss 
the periods of highest concentration. Collecting river species usually 
requires only simple equipment, but sorting and identification can 
require a lot of time, as well as taxonomic skills. Identification has been 
simplified in the widely used Biological Monitoring Working Party 
(BMWP) system. Benthic (i.e. bottom-living) large invertebrates are col- 
lected by a standard procedure and are identified to family only. The 
number of individuals need not be counted. Each family represented con- 
tributes a score, from 1 to 10, depending on the sensitivity to pollution of 
that family. The least tolerant score 10, the very tolerant score low. The 
site’s pollution rating can be expressed either as the total score for all the 
families present, or as that score divided by the number of families present, 
i.e. the mean score per family. The lower the score, the more polluted the 
site. The scoring system is based on the sensitivity of each family to a 
high input of organic matter, causing high activity of saprophytic 
microbes, which use oxygen and hence create low-oxygen or anaerobic 
conditions; so that is the type of pollution the system aims to measure. It 
is unlikely that each family would rate the same score for sensitivity to 
every other pollutant. Table 9.2 shows some differences between species 
of different invertebrate families in sensitivity to different chemicals; 
this is a small part of a data set for more species and chemicals 
(Sloof 1983). We can note that chironomids score 2 on the BMWP 
scale, i.e. very tolerant of organic pollution, and many mayfly families 
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score 10 (very intolerant); so the tolerance of these two groups to organic 
pollution parallels their response to copper shown in Fig. 9.6 and to HgC1, 
in Table 9.2, but not their relative response to pentachlorophenol. 

Overall species diversity of invertebrates has also been used as an indi- 
cator of pollution of fresh waters (Metcalfe 1989). This is based on the 
assumption that the least polluted sites will have the highest diversity, 
because pollution will kill off some species and there will be fewer new 
species tolerant of the pollutant. This assumption has not been rigor- 
ously tested, but seems reasonable. A practical objection to this alter- 
native method of biological monitoring is that it requires more detailed 
identification, and commonly used diversity indices also require counts 
of the number of individuals of each taxon. So it requires more samples 
and more identification work than does the BMWP system. 

Pollutant concentrations within living organisms 

So far this chapter has been mostly about the responses of living things to 
chemicals outside them or in their food. But it is the amount that gets 
into their tissues that is critical in determining the effects. The concen- 
tration in plant and animal tissues can, as we shall see, be either higher or 
lower than the concentration in their surroundings or their food. As well 
as determining whether there is a harmful effect on that indlvidual, the 
concentration in it will determine how much is passed on to an animal 
that eats it. This section presents information on what controls the con- 
centration of pollutants in organisms, and whether this helps us to pre- 
dict the toxicity to the species. 

Aquatic species 

Aquatic species all have surfaces across which they exchange respiratory 
gases with the surrounding water-gills in fishes, other respiratory sur- 
faces in many invertebrates, the whole outer surface in microscopic 
species. These surfaces allow many chemicals to enter the tissues, but 
they can also be the site of losses, depending on concentration differences 
between inside and outside. We should expect that if a chemical can 
enter and leave the individual only by this route, then an equilibrium 
concentration should in due course establish within its tissues. Figure 
9.7 shows an example of this, for three species placed in a dilute solution 
of the insecticide dieldrin. The experiment was so designed that the two 
animal species could not obtain any dieldrin through food eaten. In all 
three species the internal concentration reached a plateau. However, this 
took longer the larger the organism. Also, the equilibrium concentration 
was not the same among the three species, and not the same as in the 
external solution, which was only 0.003-0.005 pg g-' water. 

The concentration of the pollutant in the organism does not necessar- 
ily reach a plateau: it is possible for uptake to be so slow that its 

rf uptake and loss 
me through external 
surfaces 
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Fig. 9.7 Concentration of dieldrin in an alga 
Scenedesmus obliquus (A), a cladoceran 
Duphnia magna (D) and guppy (G) (a small 
fish). The species were immersed, separately, 
in dieldrin at 3-5 pg 1-’. The Duphnin were 
not fed during the test, the fish were fed on 
uncontaminated Duphnia. Data of Reinert 
(1972). 

concentration in the tissues goes on increasing throughout the life of the 
individual. This happened, for example, with DDT and dieldrin uptake 
by lake trout in Lake Michigan in the early 1970s (Kogan 1986, Table 
10.10). 

One reason why the equilibrium concentration of a chemical may be 
higher in the organism than in its surrounding water is that the organism 
contains a lot of fat. If oil, water and a small amount of a chemical are 
shaken together, many organic chemicals will end up more concentrated 
in the oil than in the water, because they have a higher solubility in oil 
than in water (Clark et al. 1988). A very simplified ‘model’ for an aquatic 
animal would be to consider it as a lump of fat, surrounded by water, with 
a solute capable of diffusing from one to the other. Given enough time for 
equilibration, the solute should reach a steady concentration in the ani- 
mal which depends on the relative solubility of the solute in fat and 
water. This relative solubility is usually measured by the octano1:water 
partition coefficient. Octanol, water and the chemical are shaken up 
together, left for the octanol and water to separate into two layers, and 
the concentration of the chemical in each layer then determined. Figure 
9.8 shows that the octano1:water partition coefficient can sometimes be 
a good predictor of the concentration of a chemical that will build up in a 
fish. This in turn has led to the use of the octano1:water partition coeffi- 
cient as a predictor of the toxicity of chemicals, on the grounds that, 
other things being equal, the more concentrated the chemical becomes in 
the animal’s tissues the more toxic it will be. This may sound an exces- 
sive oversimplification, but Table 9.4 shows that it can work quite 
well. The toxicity of chemicals was measured on five quite unrelated 
species. The first four listed could acquire the pollutants from the sur- 
rounding water through membranes. For these species the octano1:water 
partition coefficient correlated strongly with the measured toxicity. (The 
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correlations are negative because chemicals that are more soluble in 
octanol give lower EC,,, LD,, and LC,, values, i.e. they are more toxic.) 
However, the correlation coefficients were far enough from 1 to show 
that the prediction of toxicity may not be fully precise or reliable. In con- 
trast to these species, rats obtain most pollutants through their food, and 
for them the method was very poor at predicting toxicity. 

Considering an animal as just a lump of fat is clearly a drastic simplifi- 
cation. More complex and sophisticated models of pollutant entry into 
fish have been proposed which take into account food as a source, as well 
as the surrounding water. The model of Clark et al. (1990) showed that if 

Table 9.4 Correlation coefficients between log (octano1:water partition coefficient) of 54 or 59 organic 
pollutants and their toxicity to various species 

Species 
Correlation 

How chemical applied What measured Period coefficient 

Lettuce In solution culture, Growth, EC,, 16-21 days - 0.76' 
roots immersed 

Fathead minnow Animals immersed Death, LC,, 96 h - 0.66' 
Daphnia magna Animals immersed Death, LC,, 24h  - 0.59' 
Photobacterium Bacteria immersed Luminenscence, 30 min - 0.71' 

phosphoreum EC,, 
Rat Fed by mouth Death, LD,, 96h - 0.23 NS 

Statistical significance: *P<O.OOI; NS, not significant (P>0.05). From Hulzebos et al. (1991) and 
Kaiser & Esterby (1991 ). 



266 CHAPTER9 

an uncontaminated fish is placed in polluted water and starts to eat 
polluted food, it will initially gain pollutant from both sources. But later, 
as its internal concentration nears a steady state, it may be gaining pollu- 
tant through its food but losing it through its gills. So the concentration 
in the food would be expected to have an effect on the concentration in 
the fish. However, most experimental studies with aquatic animals have 
found that food is a minor source of pollutant intake compared to absorp- 
tion from surrounding water (Moriarty 1988). In one experiment guppy 
(small fish) were kept in water containing dieldrin at 0.8-2.3 pg 1-I and 
fed with uncontaminated Daphnia. Other Daphnia were kept in water 
with a similar concentration of dieldrin, and were then fed to guppy that 
were in uncontaminated water. After the concentration of heldrin had 
reached a plateau in both sets of fish, the concentration was about 10 
times as high in those that had received dieldrin from the surrounding 
water as in those that had received it via their food (Reinert 1972). 

Terrestrial species 

Although land plants can have pollutants deposited on their leaf surfaces, 
most of their uptake is through their roots. The uptake of organic sub- 
stances is influenced by their relative solubilities in fat and water (e.g. 
lettuce in Table 9.4). However, the uptake of many inorganic ions is 
active and selective: in other words, metabolic energy is used to achieve 
a much higher concentration of the element inside than outside, but this 
applies only to certain elements. Some ions which are essential to the 
plant in small amounts and are taken up actively can reach toxic concen- 
trations in the plant if the concentration outside is high. Examples are 
zinc and copper (see Fig. 9.9). Other toxic elements are chemically simi- 
lar to essential elements and are taken up by the same carriers. For ex- 
ample, arsenic is taken up by the same mechanism as phosphorus. 
Caesium and potassium are another similar pair. The radioisotopes 134Cs 
and 137Cs were released into the atmosphere by a serious accident at a 
nuclear power station at Chernobyl in the Ukraine in 1986, and were 
deposited on various parts of Europe. Some of this has subsequently been 
taken up by plants. The half-life of 137Cs is 30 years, and as Cs is leached 
only slowly from most soils (Szerbin et  al. 1999), plants in these areas will 
be able to take up radioactive Cs throughout much of the 21st century. 

Uptake of essential elements from soil by plants has been the subject 
of research for more than a century. One practical aim has been to predict 
whether growth rates of crops on a particular soil would be restricted by 
the deficiency of a particular nutrient element, and, if so, how much fer- 
tilizer should be added. In soil most elements are in a variety of chemical 
forms which differ in their availability to the plant. Uptake will also be 
affected by features of the plant, such as root depth and morphology, 
mycorrhizal associates, and ability to excrete acids. More information on 
this is given by Wild (1988) and Marschner (1995). In spite of these 

Uptake ofinorganic 
ions byplantsfrom 
soil 
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complexities, some useful prediction of likely uptake of cations can be 
made by measuring the amount of the ion extracted from the soil by a 
fairly strong salt or acid (e.g. 1 M (molar) ammonium nitrate). This has 
led to ‘rules of thumb’ used by agricultural advisers in Britain, quoted by 
MacNicol and Beckett (1985), e.g. if 0.5 M acetic acid extracts 100 or 
more pg zinc per g of soil, Zn is likely to be toxic to plants. 

Moist-skinned animals living in soil can take in chemicals through 
their skin; for example earthworms (see Fig. 9.3). However, most land 
animals take in pollutants mainly from their food. This adds to the com- 
plexity of predicting a safe concentration of a pollutant, since these ani- 
mals are not responding directly to the pollutant in the physical 
environment, but rather to the pollutant in their food. 

There has been great interest in biornagnification, or increase in con- 
centration along food chains. In other words, is it true that the concen- 
tration of a pollutant chemical is higher in the tissues of herbivores than 
in plants, higher in carnivores than in herbivores, and higher still in top 
carnivores? Some older ecology textbooks treat this as a universal truth. 
For example Collier et al. (1973) state: ‘This process of biological concen- 
tration or magnification of materials is a general property of food chains’. 
Subsequent research has shown that things are not so simple. 

If all the species in a food chain get their pollutant mainly from the 
external medium through their outer surfaces, there is no basic reason 
why species higher up the food chain should have higher concentrations. 
In Fig. 9.7 in fact there was such an increase up the food chain, which in 
that experiment was nothing to do with pollutant in food. However, the 
opposite can also happen in aquatic systems. For example, Moriarty 
(1988, Table 6.8) gives data from samples taken from the Mediterranean 
in which the concentration of PCBs in the phytoplankton and herbivor- 
ous zooplankton was about 10 times higher than in carnivorous shrimps. 

If an animal gets the pollutant mainly from its food the situation is 
more complex; but it is certainly not true that biomagnification is univer- 
sal, for organic or inorganic pollutants. When hens were fed diets ranging 
1000-fold in their DDT concentration, the concentration in their eggs was 
always very close to that in their food (Moriarty 1988, Fig. 5.15). Examples 
involving inorganics are given later. Much of the food eaten by any animal 
is made of C, H and 0, and most of the C, H and 0 that passes into the 
animal’s mouth will not remain long term in its body: some will pass out 
in faeces, some in urine and some as CO, and water vapour. The key deter- 
minant of whether biomagnification of a pollutant occurs is whether the 
animal is more or less effective at getting rid of the pollutant than the 
other materials in its food. To be more precise, we have to consider what 
proportion of the pollutant in the food is retained in the animal’s body and 
what proportion of the other constituents of its food are retained. 

Thus a key determinant of whether biomagnification occurs is the abil- 
ity of the animal to get rid of the pollutant. This loss may occur as dis- 
solved substances in urine, or in bile which passes into the gut. In either 
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case the excreted chemical needs to be water soluble, and the metabolic 
ability of the animal to convert a fat-soluble toxic compound into a water- 
soluble compound may be the limiting step in its ability to excrete it. 

Table 9.5 shows an example where excretion of a pollutant was fast 
enough to have a major effect on the concentration of pollutant in the 
animal. Alfalfa grown in northern Italy in 1986 became contaminated 
with 137Cs from the Chernobyl explosion. Some of this alfalfa was made 
into meal and used to feed rabbits during a 6-week experiment. The 137Cs 
content of whole animals was determined, so that average whole-body 
concentrations can be calculated. Table 9.5 shows that if rabbits were fed 
a diet high in 137Cs, within 3 weeks the concentration had reached a 
plateau: it increased little more after 3 further weeks of feeding the high- 
137Cs diet. If the animals were switched back to low-contamination food, 
within 3 weeks their 137Cs concentration was back to normal. These 
rapid adjustments were possible because large proportions of the ingested 
137Cs were lost in faeces and urine (Table 9 4 b ) ) .  However, 2.4% was 
retained in rabbit tissue during weeks 4-6. Because the animals were 
growing quite rapidly, there was about enough new tissue to accommo- 
date the extra isotope without increasing the whole-body concentration. 
In contrast, when rainbow trout ate food contaminated with 137Cs they 
eliminated only about 1 % of the body content per day, too slow to have 
much effect on the total body content (Cocchio et al. 1995). 

An alternative strategy is that the animal retains the toxic chemical, 
but in a part of its body where it can do little harm. For example, woodlice 
feeding on litter contaminated with the heavy metals copper (Cu), 
cadmium (Cd), zinc (Zn) and lead (Pb) sequester much of it in their 
hepatopancreas, blind-ending tubes off the main digestive system. Table 
9.6 shows results from an experiment in which woodlice and dead leaves 
were collected from a wood in southern England; it borders on a busy 

137Cs in rabbits 
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Table 9.5 137Cs concentration and balance of rabbits fed with alfalfa that had been 
contaminated during growth by fallout from the Chernobyl explosion 

(a) Whole-body concentration of 137Cs in rabbits (Bq kg-’) 

Day 

Feeding regime 1 21 42 

food days 1-42 27 76 81 
High-I3’Cs food days 1-21, then 10w-’~’Cs 27 20 
Low-’~’CS food days 1-42 27 16 

(b) 13’Cs balance, days 21-42, for rabbits fed throughout 

Bq per animal % of total 

Lost in faeces 2060 78.4 
Lost in urine 507 19.3 
Retained in tissue 62 2.4 

Data from Battiston et al. (1991). 
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Table 9.6 Concentrations (Kg g' dry weight) of heavy metals in leaves of a tree 
species (Acer campestre) collected from the litter layer of a polluted wood in England, 
and in woodlice (Porcellio scaber) that were fed on the leaves for 20 weeks in 
controlled conditions 

c u  Cd Zn Pb 

Leaves 52 26 1430 908 
Woodlice main tissues 66 3.7 135 11.3 

whole body 1130 73 1370 132 
% in hepatopancreas 92 93 85 52 

Main tissues = whole body except gut and hepatopancreas. 
% in hepatopancreas = (wt of element in hepatopancreas/wt in whole body) x 100 

From Hopkin (1990). 

motorway, and is 3 km downwind from a large smelting works. The 
woodlice were fed on the leaves (and nothing else) for 20 weeks. Although 
the hepatopancreas was only 5% of the dry weight of the animals, it con- 
tained half the total body Pb and an even higher proportion of the other 
heavy metals. These heavy metals in the hepatopancreas are kept away 
from the metabolic machinery of the woodlouse, but are ingested by any- 
thing that eats it. 

Table 9.6 compares the concentrations of the heavy metals in the 
woodlice with those in their food, all on a dry weight basis. Using the 
whole-body concentration (which is what a carnivore eating them would 
ingest), Cu and Cd were more concentrated in the woodlice than in their 
food, Zn was about equal and Pb was less concentrated in woodlice than 
in food. So the generalization that pollutants become more concentrated 
up the food chain is not consistently supported here. From the point of 
view of the woodlice, sequestering much of the heavy metal in the 
hepatopancreas allows the concentrations in the rest of the tissues, 
where the main metabolism takes place, to be kept well below the food 
concentration for three of the elements. 

A detailed study of amounts of Cu and Cd in soil, plants and animals, 
involving many samples through a 12-month period, was made by 
Hunter et al. (1987a, b, c). Their samples were from three areas of rough 
grassland in Merseyside, England, at sites which differed greatly in heavy 
metal pollution: one close to a copper refinery, another 1 km away and a 
third in a much less polluted area. Table 9.7 shows results for the only 
carnivorous mammal, the common shrew. At all three sites the concen- 
tration of Cu in the shrew's tissue was lower than in its food. The Cu con- 
centration in its diet increased more than 10-fold between the least 
polluted and the most polluted site, but its body concentration increased 
only twofold. In contrast, the Cd concentration in the shrew was slightly 
higher than in its food, rising as the food Cd rose. There were also two 
herbivorous small mammals at the sites, which had diets lower in Cu and 
Cd but, like the shrew, they were able to maintain their internal Cu 
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Table 9.7 Copper and cadmium concentrations (pg g’ dry wt) in common shrew (Sorex araneus, a carnivore) 
and in its food, at three sites in northern England associated with a refinery 

c u  Cd 

Least 1 kmfrom Near Least 1 kmfrom Near 
polluted refinery refinery polluted refinery refinery 

Concentration in food 52 104 652 2 16 55 
Concentration in shrew 13 17 29 4 19 71 

From Hunter et al. (1987~). 

Organochlorines in 
food chains 

concentration nearly constant as Cu in their food increased, whereas 
their body Cd concentration was always close to that of their food. These 
results show a strong ability of these mammals to control their body Cu 
even in heavily polluted areas, but not to control their Cd. Cu is an essen- 
tial element for mammals, since it is a constituent of the enzyme 
cytochrome oxidase, whereas Cd is not beneficial even at low concentra- 
tions. The better ability of these mammals to adjust their body Cu con- 
centrations than their Cd concentrations may relate to this. 

Table 9.8 shows an example of the transfer of some organic pollutants in 
a food chain-a carnivorous bird and two fish species that it eats. Each 
chemical was more concentrated in the gull than in its food, but the con- 
centration factor 1i.e. concentration in gull/concentration in fish) varied 
greatly between chemicals. DDT and dieldrin had almost identical concen- 
trations in the fish, but were substantially different in the gull. Another 
example of organochlorine insecticides r e a c h g  birds through fish they eat 
relates back to the eggshell thinning in the 1950s (Fig. 94b)) .  One bird that 
suffered serious thLnning was the shag, and its eggs contained substantial 
concentrations of organochlorine residues (Ratcliffe 1970; Newman 1993, 
Fig. 7.10). The shag’s diet is ocean fish. This illustrates the important 
dlscovery that pollutants washed into fresh waters or even the oceans 
cannot be assumed to be safely lost, in spite of being greatly dduted. 

The conclusion, on both organic and inorganic pollutants, must be that 
they are not consistently more concentrated as they pass up food chains. 

Table 9.8 Concentrations (pg g’) of some organochlorine chemicals in whole bodies 
of herring gulls and two fish species in Lake Ontario 

DDT Dieldrin DDE PCBs 

Gull 0.029-0.15 0.18-0.53 14-30 100-200 
Fish 
alewife 0.015 0.017 0.16 0.90 
smelt 0.014 0.016 0.12 0.46 
Concentration in gull/ 
concentration in fish 2-1 1 11-33 88-250 11 1435  

Data from Clark et al. (1988). 
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Sometimes animals contain higher concentrations in their bodies than 
was in their food, but other animals do not. Clearly, this makes it more 
difficult to predict what concentration there will be in a particular 
species, and hence how it is likely to respond to a particular chemical 
released into the environment. 

Concentrations in animals and plants as indicators of pollution 

The previous section showed that we now have some ability to predict 
the concentrations of toxic chemicals that will build up in plants and ani- 
mals living on land and in water; but it also pointed out the difficulties 
and limitations. An alternative approach would be to measure concen- 
trations within plants or animals in the field and to use these as indica- 
tors of whether amounts of particular pollutants have reached harmful 
levels at the site. One problem is that any chemical is likely to vary in 
concentration between different parts of an individual plant or different 
organs of an animal, and different parts are likely to have different sensi- 
tivities. Beckett and Davis (1977) minimized such variation by growing 
plants of a single species, barley, to the five-leaf stage and then analysing 
the shoot material, which would be mainly young leaf tissue. They grew 
the plants with various amounts of Cu, nickel (Ni), Zn or Cd in the nutri- 
ent solution, and found that for each element the shape of the relation- 
ship between growth rate (as measured by final dry weight) and heavy 
metal concentration in the shoot was like that shown in Fig. 9.9. There 
was a range of concentrations that gave a plateau weight, but above a crit- 
ical concentration the weight decreased. If they plotted the concentra- 
tion on a log scale (as in Fig. 9.9) the right-hand, declining region formed 
a straight line, and it was possible to decide the position of the comer 
fairly precisely. 

Can this method be applied to a range of species growing under a range 
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of conditions outdoors? MacNicol and Beckett (1985) collected together 
data from a variety of crop species grown in soil, peat or solution culture. 
There were 28 sets of results that allowed determination of the critical 
concentration for Cu, in other words the corner in Fig. 9.9 where Cu 
begins to cause a reduction in growth. These 28 values of critical concen- 
tration varied by more than an order of magnitude, from 5 to > 64 pg g-’ 
dry weight. The results for other elements were more variable: among 46 
data sets, critical concentrations for Cd ranged from 4 to 200 pg g-’. 

Graphs similar to Fig. 9.9 have been obtained for animals, provided a 
single species is treated with a single chemical. For example, in Fig. 8.11 
of Walker et al. (1996) the log of tributyltin concentration in mussel vs. 
its ‘scope for growth’ (i.e. energy available for growth) showed a sharp cor- 
ner similar to that in Fig. 9.9. But with animals, as with plants, once we 
move away from single-species, single-chemical situations the critical 
concentration becomes much less precise. McCarty and Mackay (1993) 
summarized the toxic concentrations in fish of major categories of chem- 
icals, for example respiratory uncouplers and acetylcholinesterase 
inhibitors. For some types of chemical the critical body concentrations 
ranged over more than two orders of magnitude, though for others they 
varied only about fivefold. 

It seems that, with our present knowledge, we cannot specify a precise 
concentration of a pollutant, or group of pollutants, in tissues of organ- 
isms and say that above that is toxic, below it is not. We may, however, 
be able to suggest a concentration below which harm is unlikely, pro- 
vided we include a safety margin. For example, for Cu in plant tissues (see 
earlier) it would lie somewhere below 5 pg g-’. Part of the problem is that 
many pollutants act only in certain organs, tissues or ‘target sites’; their 
concentration elsewhere in the animal may not be important. For ex- 
ample, the concentration of a heavy metal in the whole woodlice of Table 
9.6 is of little significance in assessing the toxicity to the woodlice, 
because much of it is sequestered in the hepatopancreas. 

. . . in animals! 

Removing or degrading pollutants 

We have covered in some detail how to decide whether a chemical is pres- 
ent in large enough amounts or concentrations to be dangerous. If a 
chemical is considered to present a danger, then something needs to be 
done about it. Some common methods of dealing with toxic pollutants 
include: 
1 Discharge it into a river or ocean, where it will (hopefully) be dilute 
enough to be harmless. 
2 Discharge it as gas into the atmosphere, e.g. by heating polluted mater- 
ial or blowing air through it. 
3 Burn it. 
4 Put it in a large hole in the ground and cover it with topsoil. 
5 Enclose it, e.g. in cement. 
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Of these, burning can convert a pollutant containing only C, H and 0 to 
pure CO, and H,O, provided the temperature is high enough and the 
burning gases are adequately mixed; but if the pollutant contains other 
elements such as N, S or a halogen the resulting gases may still include 
pollutants. The other methods do not get rid of the pollutant, merely put 
it somewhere where people hope it will not be harmful. To be sure that it 
will really remain harmless in the long term may be difficult. One ex- 
ample is the difficulty of deciding how to dispose of radioactive wastes 
with half-lives of thousands of years. Another problem is that some 
organic pollutants ( e g  organochlorines from insecticides) that are very 
dilute in the sea can nevertheless be much concentrated in the bodies of 
fish, which are in turn eaten by birds. 

Sometimes living things can help with disposing of pollutants or mak- 
ing them harmless. This is called bioremediation, and is the subject of 
this section. 

Sewage from towns contains a large amount of organic matter inter- 
mingled with a variety of toxic chemicals. A primary aim of sewage treat- 
ment is to reduce the amount of suspended organic matter. If it were 
discharged raw into a river it would support large populations of het- 
erotrophic microorganisms, whose respiration could produce a severe 
biological oxygen deficit. Sewage treatment has first to remove large sus- 
pended and floating objects, and grit. Then the primary sedimentation 
stage removes organic particles by allowing them to settle out. The sec- 
ondary treatment could be classed as bioremediation. The liquid sewage 
trickles down through gravel filters or is put into actively aerated tanks, 
where complex mixtures of bacteria, fungi and protozoa (also algae on fil- 
ters, rotifers in tanks) oxidize much of the remaining organic matter. The 
primary and secondary treatments both produce sludge, which can be 
further treated by microorganisms anaerobically, to form a dried sludge 
which may be suitable for use as an organic manure (see Chapter 4). 

This standard sewage treatment is not good at coping with large 
amounts of toxic inorganics, such as heavy metals, which may occur in 
modern sewage. Some methods of removing these involve microorgan- 
isms. If a dissolved metal can be precipitated out, the precipitate can then 
be removed. Under anaerobic conditions, bacteria which reduce sulphate 
to sulphide can form insoluble precipitates of metal sulphides, for ex- 
ample CuS, PbS, ZnS. Another option is to use microbial material-algae, 
fungi or bacteria-to absorb the metals. Since much of this removal is 
adsorption by extracellular wall material, the cells can be either dead or 
alive, or a mixture. This allows waste biomass, produced cheaply in large 
quantities, to be used, e.g. yeast waste from breweries, Penicillium from 
antibiotic production, sludge from sewage farms. When the biomass is 
fully charged with the metals, it is either treated as waste to be dumped in 
a hole in the ground, or it may be possible to elute the metals with an acid 
solution and use them again. For more information on sewage treatment 
and heavy metal removal see McEldowney et al. (1993), Harrison (1996). 

Bioremediation 

Sewage treatment 

Removing heavy 
metals 
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When we turn to considering organic pollutants, there is also the pos- 
sibility that they can be converted to less toxic chemicals. Higher plants 
can take up a variety of organic chemicals from soil, which may then be 
(1) translocated to the upper parts and lost as vapour, (2) sequestered in 
vacuoles or as insoluble compounds, or (3) converted to non-toxic chem- 
icals (Salt et al. 1998). However, compared to microorganisms plants 
appear to have a much less extensive range of chemicals that they can 
degrade to simple, non-toxic compounds; so more research has been 
devoted to biodegradation by microorganisms and how to promote it. 

Biodegradation by microbes may happen naturally and rapidly, in fresh 
water, oceans and soil. However, some synthetic organic chemicals 
break down only very slowly under natural conditions, and may take 
years to disappear. After sewage sludge containing polynuclear aromatic 
hydrocarbons was mixed into soil at a site in England, 20 years later sub- 
stantial proportions of some of them were still there (Wild et al. 1991). 
This section considers ways of promoting the decomposition of organic 
chemicals, especially those that normally decompose very slowly. 

The ability of microorganisms to break down organic chemicals under 
laboratory conditions has been much investigated, and some generaliza- 
tions can be made about which sorts of chemicals are more easily 
degraded. So it is possible, just from the formula and structure of a chem- 
ical, to give some indication as to how rapidly it will be broken down, 
which in turn is one indicator of how harmful it will be in the environ- 
ment. Howard et al. (1991) classified 235 organic chemicals as degrading 
quickly or slowly under aerobic conditions. From this they were able to 
allot a score to each component of the molecule, indicating whether it 
tended to slow down or speed up breakdown. Table 9.9 gives as examples 
the score allotted to a few of the components. A larger positive score 
means a faster degrader; a larger negative means slower. The presence of 
C1 instead of OH makes the chemical more likely to be a slow degrader, 
but for NH, this is true only for aromatic compounds. In this way it can 
be predicted, for other organic chemicals, whether they will be fast or 
slow degraders. 

A limitation of Howard et al.’s model is that it does not take into 

Organic pollutants: 
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Table 9.9 Influence of some chemical characteristics on biodegradability, 
according to model of Howard et al. (1991 1. The more negative the number 
the stronger the prediction that the chemical will degrade slowly 

Carbon skeleton 

Straight chain Ring 
Attached [aliphatic) [aromatic) 

OH 

c 1  
NH, 

+ 0.08 
+ 0.09 
- 0.18 

+ 0.06 
- 0.26 
- 0.21 
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(a) (C) 8:: (;;$;; 
0:: (:looH 

Ortho-d i hyd roxybenzene Para-d i h yd roxybenzene 

Two PCBs 

0 (= catechol) (= hydroquinone) 

Pig. 9.10 Examples of aromatic chemicals. [b) is more difficult to degrade than 
(a), (d) more difficult than [c); ‘difficult’ here means that fewer species can accomplish 
it, and it takes longer. PCB = polychlorinated biphenyl. 

account how many atoms of C1 (for example) are in the molecule or 
where they are positioned. In the breakdown of aromatic compounds the 
splitting of the benzene ring is often the limiting step. Whether a particu- 
lar enzyme or a particular bacterial species can accomplish this depends 
on what side groups are attached to the ring and in what positions (Betts 
1991). For example, more species can split a ring if there are two OH 
groups ortho to each other than if they are para (Fig. 9.10). If C1 is present, 
the position it occupies is important. Chapter 2 of Betts (1991) considers 
in detail the degradation of chlorine-containing aromatic compounds. 
Some enzymes can remove a C1 from a ring, replacing it with OH or with 
H, but others can split the ring before the C1 is removed. PCBs have the 
two-ring biphenyl framework shown in Fig. 9.10(c,d), with various num- 
bers of C1 attached in various positions. What is used in industry is 
always a mixture of several different PCB compounds. In general the 
more C1 atoms in the molecule the slower the breakdown, and molecules 
with more than five are extremely resistant to breakdown. Degradation 
is faster if one of the two rings has no C1, or failing that at least the ortho 
and meta positions of one of the rings are free. Figure 9.10 shows an ex- 
ample of a more-easily and a less-easily degraded PCB. However, the rate 
of breakdown of different organochlorines can respond differently to 
environmental conditions. Among aliphatics, compounds with a few 
chlorines per molecule, e.g. H,C:CCl,, are more readily degraded by 
aerobic organisms than by anaerobes; but those with more chlorines, e.g. 
Cl,C:CCl,, are degraded more rapidly under anaerobic conditions by 
reductive dechlorination (Lee et al. 1998). 

Ways of promotingpollutant breakdown 

If a toxic chemical released into the environment breaks down only very 
slowly or not at all, this may be due to either of two basic limitations. 
1 It may be that there are no microbial species present that can 
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metabolize the chemical. If so, we need to find a suitable species and 
inoculate with it. 
2 Suitable species may be present, but in low numbers and activity 
because of unsuitable environmental conditions or lack of some require- 
ment. This requirement might be oxygen, water, mineral nutrients or an 
organic substrate. If we can supply the requirement or modify the phys- 
ical conditions, microbial breakdown of the chemical may become rapid 
without need for inoculation. 

An example of how breakdown can be speeded up by supplying a 
requirement for the microorganisms is in the treatment of crude oil 
spills. Oil pollution receives increased publicity after a major spill from a 
tanker accident, but much more oil is released each year from many 
small individual sources, such as leaks, industrial waste and natural 
seeps. Crude oil is a mixture of various aliphatic and aromatic hydrocar- 
bons, some of which can be rapidly lost by evaporation. The less volatile 
components are attacked by a range of microbial species, including bac- 
teria, streptomycetes, yeasts and fungi. These can be found sparsely in 
water of the open oceans and in coastal mud, so if there is an oil spill a 
natural inoculum of suitable microbes is normally present, which can 
then multiply. Ward et al. (1980) reported on the abundance of bacteria 
that could use hydrocarbons as substrate, in coastal muds in Brittany a 
year after the wreck of the tanker Amoco Cadiz in 1978 caused a very 
large oil spill there. At unoiled control sites there were a few hundred of 
these bacteria per gram of mud, but at heavily oil-polluted sites numbers 
ranged from tens of thousands to tens of millions per gram. Chaineau 
et al. (1999) found that soil from agricultural land in France that had not 
been contaminated with oil contained 12 species of bacteria and seven 
species of fungi that could break down hydrocarbons. After oil waste was 
spread on the soil the number of oil-degrader bacteria increased greatly, 
though the number of species did not. Inoculation with oil-degrader 
species has sometimes been carried out at oil-polluted sites, but there is 
little evidence that it does speed up oil breakdown (Prince 1992). More 
useful is to try to promote the multiplication and metabolic activity of 
suitable microbial species already present. 

Two common limitations to oil breakdown are the availability of 
water and oxygen, as microbial breakdown of the hydrocarbons under 
anaerobic conditions is very slow (Ward et al. 1980). Much of the oil may 
be out of contact with water and oxygen if it is forming a thick layer on 
the ocean surface, or is filling the pores in mud. Breakdown of thick oil 
films can be speeded up by promoting fairly stable emulsions of oil and 
aerated water (Hughes & McKenzie 1975). Mineral nutrient supply is 
another possible limiting factor. Following the large EXXOR Valdez spill 
in 1989, oil spread over the shoreline in southern Alaska. Because the 
shores were coarse gravel and shingle, and were wetted by tides and 
waves, it was thought that water and oxygen would not be limiting; so 
remediation efforts concentrated on adding N + P fertilizer. To prevent it 
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being quickly washed away it was applied as an oil-soluble liquid plus 
slow-release granules. Bragg et  al. (1994) describe tests in 1990, a year 
after the spill, at three sites which had not been treated previously. It was 
estimated that 38-67% of the oil originally deposited had been lost dur- 
ing the year (without any treatment to speed up loss). This was partly by 
vaporization and washing away; the natural biodegradation rate was esti- 
mated to have been 446% per year. The NP fertilizers were then added 
to part of each site. At the site where breakdown had previously been 
slow, it was 6-9 times faster in the section where the fertilizer was added. 

Sometimes a bacterium can degrade a synthetic chemical but does not 
obtain metabolic energy in the process. Therefore it may be necessary to 
add another organic chemical that it can use as an energy source. Some- 
times this needs to be a chemical related to the pollutant. An example is 
the addition of biphenyl to soil, which can greatly enhance the break- 
down of PCBs. (Biphenyl is the two-ring framework without any C1 
attached; see Fig. 9.1 1.) Brunner et al. (1985) found that if a PCB was 
added to a soil only 2% was broken down in 10 weeks, but if biphenyl was 
added as well about 17% of the PCB was broken down. There was a lag of 
about 3 weeks before PCB breakdown became rapid, presumably while 
the degrader bacterial population multiplied. 

In other situations an organic chemical unrelated to the pollutant may 
promote its breakdown. As mentioned earlier, some microorganisms can 
carry out reductive dehalogenation of organohalogens under anaerobic 
conditions. For this they require an electron donor substance, which can 
be a simple organic substrate such as lactate, acetate or ethanol (Lee et  al. 
1998). In one example (Semprini et al. 1992), carbon tetrachloride and 
some other chlorinated aliphatics were being injected down a well into a 
layer of sand and gravel 5 m down. Conditions there were anaerobic and 
little or no biodegradation was occurring. As an experiment, pulses of 
acetate were also put down the well. After several weeks the amounts of 
carbon tetrachloride and some of the other chlorinated compounds began 
to decline, and by 2 months had reached very low concentrations. The 
breakdown did not occur at the bottom of the well where acetate was 
being injected, but some distance from it. It may be that another micro- 
bial species was converting the acetate to another compound, which was 
then the actual substrate for the dechlorinator species. 

In these examples, microorganisms capable of degrading the pollutant 
must have already been present, at least in small numbers, so that once 
their requirements were supplied they could multiply and speed up the 
degradation. In other situations this is evidently not the case, and deg- 
radation can only occur if a suitable species can be introduced. An ex- 
ample of this operating on a field scale is described by Lamar et al. (1994). 
At a site where wood had been treated with preservative over a period of 
40 years, soil had become mixed with a ‘sludge’ of creosote and penta- 
chlorophenol. A lignin-degrading fungus, Phanerochaete sordida, was 
grown on a grain-sawdust mixture to which nutrient medium had been 
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added, and this inoculum was mixed into the contaminated soil at the 
site. During 20 weeks following the inoculation pentachlorophenol 
decreased by 64%, whereas in uninoculated control areas there was 
little decrease. So the inoculation was evidently effective. Nevertheless, 
the decrease in pentachlorophenol was slower than had been obtained 
with the same fungus in earlier small-scale trials. This was probably due 
to much of the fungus being killed during the inoculation in the field, 
which involved mixing with the large volume of soil. It is quite common 
for a system for biodegradation of a particular chemical to be developed 
in the laboratory and to work well there, but to fail when tried in the real 
situation outdoors. Alexander ( 1994) discusses possible reasons for this. 
They include: the physical conditions are different (e.g. temperature 
lower); inadequate ability of the inoculated species to spread through the 
large volume of contaminated soil or water; predators (e.g. protozoa) 
which attack the inoculum. 

If inoculation is required, clearly we first need to find and culture a 
microorganism capable of degrading the pollutant. This often involves 
inoculating soil or water, collected from a large number of sites, into a 
culture medium favourable for microbial growth but containing the pol- 
lutant chemical, and then measuring whether the chemical has been 
degraded. Sometimes a suitable species can be found at the polluted site. 
For example, a site in northern England where gas had formerly been 
made from coal was left heavily contaminated with coal tar (which con- 
sists mainly of polynuclear aromatic hydrocarbons) plus phenols; these 
were disappearing only very slowly (Bewley et al. 1989). It was thought 
that suitable degrader microbes might be present, but in small numbers. 
A medium consisting of coal tar from the site, mineral nutrients and sur- 
factants was inoculated with soil from the site. Using this method sev- 
eral microorganisms were isolated and multiplied, some of which were 
more effective than others at breaking down the constituents of the tar. 
In a small-scale field trial it was found that when one of these was mixed 
into contaminated soil, with mineral nutrients and surfactant, coal tar 
constituents decreased over 8 weeks, whereas when only mineral nutri- 
ents and surfactant were mixed in there was no decrease. Finally, this 
species plus nutrients plus surfactant were used to treat the whole site, 
which was then virtually cleared of coal tar and phenols in 15 months. It 
may seem surprising that this was effective using a species that had been 
originally found on the site. Presumably multiplication of the degrader 
microbes from their initial population was extremely slow, unless this 
was carried out under favourable culture conditions. 

Inoculation with a single degrader species may not fully solve the prob- 
lem, because it may convert the pollutant chemical to another chemical 
which is still toxic. In the example described earlier of carbon tetrachlo- 
ride in a sandy layer, as the CC1, decreased chloroform (CHC1,) increased. 
Evidently microbes capable of breaking down chloroform were not pres- 
ent, or were not able to degrade it as fast as it was formed. One solution to 
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such a problem involves inoculating with several microbial species, each 
of which degrades the product of the previous one in the chain, until 
harmless substances are produced. Alternatively, it may be possible to 
produce a new strain that incorporates two or more degradation steps 
within it, which previously only existed in different species. This may be 
achieved by natural genetic exchange, or by genetic engineering. As men- 
tioned earlier, polychlorinated biphenyls (PCBs) are particularly slowly 
degraded if they have one or more Cls at the ortho (2-) position (see 
Fig. 9.10). Some bacteria can break the bond between the two benzene 
rings, to form chlorobenzoic acid or chlorobenzoates (Fig. 9.1 l), but these 
are still toxic and need to be further degraded. Have1 and Reineke (1991) 
were able to combine genes for three stages of the degradation process 
into a single Pseudomonas species, by encouraging natural conjugation 
between strains in mixed cultures. Genes for chlorocatechol degradation 
were first combined with benzoate oxidation capabilities to give a strain 
that could degrade chlorobenzoate, and this was then combined with 
ability to use biphenyl as a carbon source. The result was a bacterium 
able to degrade C1-biphenyls with the C1 in any position, to produce 
solely CO,, H,O and C1-. 

Producing new, 
more effective 
microbes 

Conclusions 

+ Various rapid, simple tests of whether a chemical is harmful to a 

+ Using these tests to predict whether a chemical can be safely released 
species have been widely used. 
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into the environment presents difficulties, which have so far been 
only partially overcome. 

+ These difficulties include: 
the relationship between short-term and long-term response varies 
between pollutants; 
species may differ substantially in their response to a chemical, and 
in practice only a few species can be tested; 
chemicals may interact; 
interactions between species may affect their response. 

factors, including: 
whether the chemical enters from the external solution or from food; 
its solubilities in water and fat; 
what mechanisms the organism has for getting rid of the chemical. 

concentrated at higher levels of food chains. 

whether or not an organic chemical will be readily broken down by 
microorganisms. 

+ Breakdown of organic pollutants can sometimes be speeded up by 
supplying a requirement, e.g. inorganic nutrients or an organic 
substrate, for existing microbes. In other situations the inoculation 
of a microbial species from elsewhere has led to breakdown. 

+ The concentration of a pollutant in an organism depends on several 

+ Pollutants, organic or inorganic, are not consistently more 

+ We have some ability to predict, from its chemical structure, 

Further reading 

Pollution, general: 
Walker et al. [ 1996) 
Harrison (1996) 
McEldowney et al. (1993) 

Air pollution: 
Wellburn (1994) 

Freshwater pollution: 
Mason (1996) 

Bioremediation: 
Alexander (1994) 



Chapter 10: Conservation and 
Management of Wild Species 

Questions 

What should be our aims in conservation? 
Can we realistically aim that no species should ever become extinct? 
If not, how do we decide which species should have hgher priority in 
conservation? 

fragments, how will this affect the plant and animal species living 
in i t? 
Why can particular species not survive in habitat patches smaller 
than a certain size? 
Is ability to migrate between patches important? Can corridors 
promote it? What features make a corridor effective? 
Which will preserve more species, a few large habitat patches or 
many small ones? 
Can we alter conditions to promote high biodiversity? How? 

If a large area of natural vegetation is reduced to small, separated 

Background science 

Keystone species in communities. 
rn Minimum viable population. How to predict it. Population viability 

analysis. 
Risks to small populations: genetic problems; fluctuations in 
population size. 

rn Metapopulations. 
Species-area relationships. Why do there tend to be more species the 
larger the area? 

rn Mechanisms that allow many species to coexist. What prevents a few 
species ousting all the others? 

what does ‘wild’ 
mead 

The title of this chapter may seem to contain a contradiction: if we 
manage a species, how can it be wild? In this chapter I adopt a broad mean- 
ing for ‘wild‘, to cover any species that we are not deliberately growing or 
keeping. So a species is not wild if we grow it on a farm to provide food or 
in a plantation for timber, if we plant it to decorate our gardens or keep it 
as a pet. However, birds and butterflies in suburban gardens are considered 
as wild, and so are plants and animals in a roadside verge or hedge. 

28 1 
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Aims for 
conservation: 
preserve ecos ys tern 
processes. . . 

. . . maintain genetic 
diversity. . . 

'Semi-natural' is the term used to include areas of vegetation that have 
been much influenced by people. Examples are rough, unsown pasture- 
land, even if grazed by domestic animals; and mixed-species forests, even 
if cut down in the past and then left to regrow. Arable crops, sown single- 
species grassland and single-species tree plantations are not considered 
natural or semi-natural, though they may have wild species within them. 

How to decide aims in conservation 

'Conservation, implies trying to keep things the way they are. This chap- 
ter is about how to preserve landscapes, ecosystems, communities and 
species. The next chapter (Restoration) considers ways of re-establishing 
ecosystems in areas where they have been lost, and of reintroducing 
species. 

Arecurring theme of this book is that things cannot remain unchanged 
everywhere, because there is an increasing human population in a world 
of fixed size (Chapter 1). This is generating strong pressures to convert 
some areas of natural vegetation to other uses, such as farmland, forestry 
plantations, roads or towns. There are pressures to change the manage- 
ment of cropland, pasture and forest in ways that can increase production 
but may harm wild species (see Chapters 6,  7 and 8). And other by- 
products of human activity-such as climate change and pollution-will 
also influence wild species (see Chapters 2 and 9). It is therefore 
inevitable that there will be conflicts between wildlife conservation and 
other demands and desires of people. So we need to consider carefully 
what should be the aims and priorities for conservation. 

Box 10.1 lists some aims that have been suggested for conservation. 
The first-preserve ecosystem processes-often has high priority. For 
example, cutting down forest and converting it to other vegetation can 
alter climate (see Chapter 3) and increase soil erosion (see Chapter 4), 
changes that we usually want to avoid. However, the ecosystem 
processes listed in Box 10.1 are likely to be primarily influenced by char- 
acteristics of the most abundant plant species, and much less by sparser 
plants and by animals (Grime 1998). Reduction of biodiversity is not 
always harmful to ecosystem processes. For example, the replacement of 
a mixed-species hardwood forest in North Carolina by a pine plantation 
reduced water run-off, and so presumably reduced the risk of serious soil 
erosion (Swank & Douglass 1974). Plantations of mahogany or pine in 
Puerto Rico had higher above-ground net primary productivity than 
nearby mixed-species regrowth forests of about the same age (Lug0 1992). 
Many people consider that preserving ecosystem processes is not in itself 
a sufficient aim for conservation (Simberloff 1998). 

The second aim, maintaining genetic diversity, is also highly desirable. 
Within each species and population there is genetic diversity which is 
important to the species, as an insurance against future environmental 
chanee 1e.e. climate chaneel and aeainst sudden catastroDhes 1e.e. disease 

" 1 "  " I  " I Y  
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Box 10.1. Some possible aims for conservation. 

1 Preserve ecosystem processes 
e.g. primary productivity, water balance, energy balance, nutrient cycling, 
slow soil erosion. 
2 Maintain all the genetic diversity within living things. 
3 Prevent any species from going extinct. 
4 Preserve particular species. 
(a) Flagship species. Species with strong public appeal. 
(b) Umbrella species. PreRerving one of these is likely to result in 
preservation of many others as well. 
(c) Keystone species. It plays a key role in the community, so if it becomes 
extinct many others will too. 
Id) Endangered species. Species considered to be in danger of becoming 
extinct soon, c.g. because they are rare or declining. 

Further information: Simbetloff (1998). 

epidemic). It may also be important for people: a gene may carry a useful 
character which we can later insert into a farm crop or animal, or the abil- 
ity to produce a useful chemical such as an antibiotic. However, it is not 
realistic to say that we must never destroy any genetic diversity. When 
you boil some water in a kettle you kill bacteria, one of which might, for 
all you know, contain a unique form of a gene. So the maintenance of 
genetic diversity should be one of our aims, but it cannot be the sole 
decider of what we conserve. 

The third aim-prevent any species from becoming extinct-has been 
supported by many people. According to this view, for people to make a 
species extinct is wrong, full stop. The preservation of any species is an 
absolute, which must take priority over anything else. This is approxi- 
mately the attitude of the US Endangered Species Act 1973 (see Caughley 
& Gunn 1996; Schemske et al. 1994). A species is classed as endangered 
if it is in imminent danger of extinction throughout all or part of its range. 
The act requires that federal government agencies ensure that none of 
their activities, or activities they authorize or fund, threatens any endan- 
gered species. It also requires that a recovery plan be developed for each 
endangered species, setting out how to ensure its recovery. The basic 
argument for preserving every species is that each species is unique, and 
once it is lost it has gone for ever. However, there are practical difficul- 
ties, arising from the large number of species in the world. Table 10.1 
shows figures for the number of known species in the world, in various 
groups of living things and in total. The figures for mammals and birds 
are probably not far from complete (to the nearest thousand), but for most 
invertebrate groups and for microorganisms there must be many more 
species yet to be discovered. The total number of insect species probably 
lies between 2 and 10 million (Gaston &Hudson 1994). The world total 

. . . prevent species 
from going extinct 
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Table 10.1 Approximate number of known species in major groups 

Group Thousands 

Mammals 
Birds 
Reptiles 
Amphibians 
Teleost fishes 
Insects 
Molluscs 
Nematodes 

Angiosperms 
Gymnosperms 
Bryophytes 

Fungi 
Bacteria 

Total' 

4 
9 
6 
4 

19 
900 

50 
15 

2 70 
1 

17 

70 
4 

1.5-1.8 million 

* Includes other groups not listed above. 

Figures from Holdgate [ 1991), May (1992). 

of all species has been variously estimated to be between 3 and 30 million 
(May 1992). There are many habitats in which most of the species are still 
unknown. To take one example, a detailed study by Fenchel(l992) of the 
sandy sediment in a bay on the coast of Denmark enabled him to state 
that in a single core 10 cm deep x 1 cm2 cross-sectional area there are 
typically 30 species of ciliates. In addition there are numerous species of 
flagellates, algae, bacteria and cyanobacteria, but many of them are not 
yet described and named. So how can we make a rule that no species must 
be made extinct when the existence of most of them is unknown to us, 
and we do not even know, to within a factor of 10, how many there are in 
the world? 

Giving priority to particular species 

This leads to the idea that we should give some species priority in con- 
servation. Box 10.1 lists four possible criteria. The first suggests that we 
should concentrate on conserving species that have strong and wide- 
spread public appeal-flagship species. Because there will be widespread 
support for conserving areas where they live, many other wild species 
will also be saved. Examples of flagship species are the Florida panther, 
the northern spotted owl (see Chapter 7), the giant panda, the African ele- 
phant, and in New Zealand the takahe (a flightless bird). It seems that the 
species which command high concern among many people are, like us, 
warm-blooded and care for their young. People are concerned about dol- 
phins but not about herring. In addition, butterflies are often actively 
conserved but most other insects are not. Among plants there is concern 

Flags& species 
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for large trees and for plants with pretty flowers, but much less for other 
species. At the other end of the scale the extinction of the smallpox virus 
was considered an event to celebrate: there were, as far as I know, no 
protests from conservation organizations. 

I can cite no references to back up the statements made in the previous 
paragraph. Is there any more rigorous basis for discovering what people 
value among wild species and natural communities? There have been 
numerous attempts to express this in monetary terms, and Box 10.2 sum- 
marizes the most-used methods. None is ideal. One conclusion is that 
many people attach value even to some species they have never seen 
(except perhaps on television), and would be willing to make some mon- 
etary sacrifice to ensure their continued existence. For example, Ameri- 
cans who were questioned said they would be willing to pay, on average, 
$40-64 for the continued existence of humpback whales, but only $27 for 
the continued existence of the Grand Canyon (Pearce & Moran 1994). 

When deciding how to manage the countryside, one difficulty is that 
timescales are long-decisions taken now may affect what is there in a 
century’s time-and that opinions change. Gardens provide visible evi- 
dence of changing attitudes. Famous formal gardens of Europe-such as 
Versailles (near Paris), the Generalife at Granada and the Boboli Garden 

Finding out wbat 
people value 

Box 10.2. Ways of putting a monetary value on wild species, natural 
communities, countryside. 

1 Potential future value of products, e.g. medicines. Can be estimated 
from number of new products discovered per year x mean value per 
product. See Brown (1994.). 
2 How much people are willing to pay to hunt or fish. 
3 Entry charges to national parks, country parks. 
Limitation: entry to most countryside is free. 
4 How much people pay to support conservation organizations. 
5 Travel cost method. Find out how far people have travelled to reach the 
site, calculate their travel costs and value of their time spent travelling. 
Limitations include: they may enjoy the journey, and it may enable them 
to visit more than one site. 
6 House price method. Compare prices of similar houses close to and far 
from countryside. 
Limitation: it may be difficult to exclude effects of other differences, e.g. 
cost of travel to work. 
7 Willingness to pay, willingness to accept. Ask people how much they 
would be willing to pay to preserve a particular species or a piece of 
countryside; or how much they would require to he paid to allow it to be 
destroyed. 
Limitation: the people know the payment will not really happen. 

Further information: Turner (1 993)) Pearce (k Moran 11994)) Simberloff 
j i m j .  
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in Florence-with their straight lines, enclosed spaces and vistas towards 
the palace, indicate owners who saw the garden as a safe haven from the 
dangers beyond, as an extension of the palace. This contrasts strongly 
with 18th-century English landscape gardens and parks-such as 
Blenheim Palace and Stourhead-whose designers saw the garden as an 
extension of the countryside. In AD 2100 what will people value most? 

A serious limitation of using flagship species as the centre of conserva- 
tion planning is that there is no guarantee that preserving them will pre- 
serve many other species. An example of this is the northern spotted owl 
in the forests of the US Pacific Northwest (Chapter 7). The plan for pre- 
serving forest patches was specifically geared to the needs of the owl, and 
was clearly not suited to other species, for example some fish and 
amphibians. This has led to the suggestion of giving priority to the preser- 
vation of umbrella species, which are chosen because in order to preserve 
them we shall also preserve suitable habitat for many other species. The 
difficulty is that we know too little about the ecology of most of the 
species in any community to have a sound basis for choosing umbrella 
species (Simberloff 1998). If we want to preserve a whole community it 
would be better to concentrate on that; or if we want to preserve as many 
species as possible, there are guidelines about how to manage for high 
biodiversity (see later). 

A third suggestion is to identify and conserve keystone species. A key- 
stone is at the top of an arch: if it is removed the whole arch will fall 
down. If a keystone species disappears many other species will be 
affected and will perhaps disappear too. ?’he converse is redundant 
species, whose disappearance has little or no effect on the remaining 
species. It has been suggested that keystone species should have high pri- 
ority in conservation and redundant species low priority. One definition 
of a keystone species is ‘a species whose impacts on its community or 
ecosystem are large, and much larger than would be expected from its 
abundance’ (Power & Mills 1995). This distinguishes between keystones 
and dominants. The sudden disappearance of a dominant plant species, 
e.g. the principal tree species in a boreal conifer forest or the principal 
grass in a savanna, would probably have a major effect on many other 
species. However, the loss of such dominant species is unlikely and need 
not concern us here. 

Early studies of keystone species particularly emphasized aquatic 
habitats. Pimm (1980) summarized 19 studies of communities of rocky 
shores and freshwater ponds in which one animal species, either herbi- 
vore or carnivore, had been removed experimentally or by a natural 
event. In 15 of these studies at least one other species disappeared; in 
some cases removal of the animal allowed a species it had formerly eaten 
to increase greatly and many other species disappeared. For example, in 
several experiments a sea urchin species was removed. A large alga it had 
fed on then increased greatly, and so did some species associated with it, 
whereas other algal species were outcompeted and disappeared. 

Umbrella species 

Keystone species 

Aquatic keystone 
species 
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Grazers as keystone 
species 

On land the disappearance of a mammalian grazer species can have a 
major effect on the vegetation. Chapter 6 provides examples where the 
exclusion of cattle or sheep had a marked effect on the abundance of plant 
species, and led to the disappearance of some (see Tables 6.3,6.4, Figs 6.9, 
6.10). An example of the near-extinction of a naturalized grazer is the 
sudden killing of most rabbits in Britain by myxomatosis in the mid- 
1950s (see Chapter 8). Rabbits had been abundant in many lowland grass- 
lands; after their near-disappearance many of these areas became 
colonized by shrubs and trees, and some of them are now forests. So, the 
loss of one species caused a major change in the species composition, 
plant and animal. 

The elephant is an example of a species that is sometimes endangered 
and which can have a major effect on savanna vegetation: by destroying 
trees elephants can influence the balance between trees and grassland 
(Owen-Smith 1989). Elephant could certainly be classed as a keystone 
species, and a flagship species too. 

The influence of a keystone species need not be through what it eats: 
for example, beavers influence many other species by building dams and 
so creating ponds. 

Invertebrate grazers may also be keystone species. An example from 
biological control is the Klamath-weed/Chrysolina beetle story (see 
Chapter 8). Klamath-weed and Chrysolina are both sparse in California 
at present. If the beetle becomes extinct there Klamath-weed will pre- 
sumably return to its previous status, extremely abundant in rangeland, 
reducing many other plant species and presumably their associated 
invertebrates. Chapter 8 gives more information on how a pathogen or 
herbivorous insect can control the abundance of its host. There may be 
many such associations in natural ecosystems, where inconspicuous 
species, perhaps of low abundance, are having major effects on more vis- 
ible species. 

The disappearance of a carnivore species may be expected to lead to an 
increase in the herbivores it ate. This could in turn have a knock-on effect 
on the abundance of plant species. An example of this in North America 
concerns white-tailed deer, whose predators, includmg wolf and lynx, 
have disappeared from much of the deer’s range. White-tailed deer have 
become much more abundant and widespread in North America during 
the last 100 years. We have no basis for accurate estimates of deer popu- 
lation numbers several thousand years ago, but it does seem likely that 
their present abundance in many forested areas of the northeastern USA 
is higher thanit was then (Alversonet al. 1988; Whitney 1990). If the deer 
become too abundant their browsing on tree seedlings and saplings can 
be intense enough to prevent the regeneration of important tree species. 
Tilghman (1989) set up large fenced areas 113 or 26 ha) in four hardwood 
forests in northern Pennsylvania and placed white-tailed deer in them to 
give a range of densities. Figure 10.1 shows that after 5 years deer had 
reduced the number of tree seedlings, but had not eliminated them. 

Disappearance of 
carnivores 
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Fig. 10.1 Abundance of tree seedlings in 
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However, most of these seedlings were very small: if only seedlings more 
than 30 cm tall are counted, deer were reducing the numbers to a point 
where regeneration of trees could be affected. More important than the 
total numbers may be the species composition: in the highest deer den- 
sity some major forest tree species, including two of the dominants in the 
canopy, sugar maple and red maple, had no seedlings at all more than 
30 cm tall. In that treatment about half the sample plots were dominated by 
a single species, black cherry. So this experiment indicates that although 
deer over this range of density would not prevent tree regeneration alto- 
gether, they would probably prevent some species from regenerating and 
so alter the composition of the forest. Exclosures set up in other forests to 
keep out deer and other large grazers have confirmed this (Alverson et al. 
1988). The highest deer density used by Tilghman is probably rare, but 
densities of 10-15 per km2 are common. 

Although we now know of many examples of herbivorous and camiv- 
orous animals that are keystone species, there are no convincing ex- 
amples among plants. Some insects are specific to individual plant species 
(more on this later), but interactions between plants appear not to be spe- 
cific: an entire complement of plant species does not need to be present 
for the ecosystem to function. When the North American chestnut vir- 
tually disappeared from the Appalachian forests during the f i s t  half of 
the 20th century (see Chapter 8), this did not result in the disappearance 
of any other plant species, as far as is known. As the world warmed at the 
end of the Ice Age, plant species did not migrate at the same rate nor even 
always in the same direction; so plant communities did not migrate as 
units but changed (see Chapter 2). This and other evidence indicates sub- 
stantial redundancy in plant communities. 

These examples show that there are keystone species among animals, 
vertebrate and invertebrate, herbivore and carnivore. This could be one of 
the criteria in deciding conservation priorities. However, it has not indi- 
cated priorities in the conservation of plants. 

Are anyplants 
keystone species$ 
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Species that are 
specially at risk 

Another approach to setting priorities for conservation is to decide 
which species are in danger of becoming extinct soon and to concentrate 
our conservation activities on these, arguing that the remaining species 
can look after themselves. Lists of species at risk have been drawn up, 
notably the Red Lists and Red Data Books of the International Union for 
the Conservation of Nature (IUCN), now called the World Conservation 
Union. Species have been variously categorized as ‘critical’, ‘threatened’, 
‘endangered’, ‘vulnerable’ and ’susceptible’. Often this is based on the 
species being rare, which can include how restricted its geographical 
range is, how many populations remain, and how large they are. Decline 
in abundance is another indicator of a species at risk (Mace 1994). The fol- 
lowing section considers in some detail how we can decide whether a 
species is at risk of extinction because individual populations are too 
small, or there are too few populations, and what we can do to promote 
the survival of such rare species. 

Conserving wild species in fragmented landscapes 

How animals and plants respond to fragmentation of their habitat 

Most landscapes contain much natural diversity and so appear patchy. 
There are many natural causes of vegetation being patchy, including 
hills and valleys, rivers and lakes, windthrow, fire, and many more, at 
various scales. This diversity may seem to us a valued feature of the land- 
scape and it may well increase the number of species it can support, but 
for an individual species it may create problems, by dividing its habitat 
into fragments. Species have presumably adapted to natural fragmenta- 
tion, but humans have greatly increased the fragmentation of habitats in 
some parts of the world. Over much of western Europe during many cen- 
turies the formerly extensive forest has beer, reduced to fragments set 
among farmland, roads and towns. Deforestation, leaving only frag- 
ments, has also occurred in parts of North America, India, New Zealand, 
West Africa, Malaysia and elsewhere (see Chapter 7). Grassland and other 
vegetation types have also been reduced to fragments in various parts of 
the tropical and temperate regions. Two key questions apply to any 
species inhabiting some of these fragments: are the remaining fragments 
sufficient to support it long term, and if not, is there anything we can do 
about it! 

There are also very large areas of near-natural and semi-natural com- 
munities that remain unfragmented, for example boreal forest in Russia, 
tropical forest in Amazonia and Congo (Zaire), savanna woodland and 
grassland in Africa, semi-desert in Africa and Australia. For these a key 
question is: if they have to be partially destroyed in the future, what size 
of patches should we aim to leave, to be sure of conserving desired wild 
species? The ideal way to answer this question would be by experiment, 
and in 1979 a group of scientists set out to do just that for Amazonian 

Fragmentation of 
forests 
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tropical rainforest, by creating isolated fragments of different sizes and 
monitoring what happened to the wild species in them. Box 10.3 sum- 
marizes the experiment. Although it was not completed quite as origin- 
ally planned, it has provided much interesting and useful information, 
some of which will be described later. 

Interest in species in habitat fragments evolved from interest in 
islands. It has been widely observed that there tend to be more species on 
larger islands than on smaller ones. This applies to various groups of ani- 
mal, vertebrate and invertebrate, and to plants (MacArthur & Wilson 
1967; Connor & McCoy 1979). It also applies to habitat islands on land, 
in other words any region suitable for some species surrounded by area 
inhospitable to them. Figure 10.1 1 shows examples: birds and herb- 
aceous plant species in woods surrounded by farmland. Later in this 
chapter I shall consider species diversity more directly; here I consider 
individual species in patches. The clear implication of Fig. 10.1 1 is that 
as a fragment is made smaller species are lost. So some species do not sur- 
vive in small fragments. I first provide some examples of this, and then 
consider what the cause might be. 

Moore and Hooper ( 1975) and Hinsley et al. (1996) analysed records, 
from numerous British woods (i.e. fragments of forest surrounded by 
arable and grassland), of which bird species were present during the 
breeding season. They found that some species were found even in small 
woods, others only in larger ones. Figure 10.2 shows fitted curves sum- 
marizing the relationship of five species to wood area. Blackbird and 
robin were present in many woods of less than 1 hectare; Moore and 
Hooper (1975) reported blackbird present even in woods less than 0.01 
hectare (100 m2), though robin needed at least 0.01 hectare. In contrast, 
marsh tit was absent from most woods less than 5 ha in size, an observa- 
tion confirmed by Moore and Hooper (1975) and by Opdam et al. (1985) 
for woods in the Netherlands. The differences between the five species 
can be related to their foraging habits. Blackbird and robin often search 
for food on the ground: they eat earthworms, among other things, and 
blackbirds also eat slugs and snails. Great tits eat insects and seeds; they 
forage in hedges as well as woodland, but rarely on the ground. 
Treecreeper and marsh tit also eat insects and seeds, but confine their for- 
aging much more to woodland. So blackbird, robin and great tit are mak- 
ing positive use of the open country around their nest area to provide 
alternative sources of food. However, small woods may not be ideal even 
for blackbirds. Meller (1991) studied nesting by birds in 32 woods, rang- 
ing from 0.07 to 3.6 ha, in farmland in Denmark. Blackbird suffered 
greater loss of eggs to predators the smaller the wood: the number of 
young successfully fledged ranged from less than one per nest in very 
small woods to about three in woods over 1 ha. Great tit also suffered 
some reduction in fledgling numbers in smaller woods. The other three 
species of Fig. 10.2 were not recorded by Meller. 

These European studies are for areas where the landscape has for 

Birds in small woods 
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Fig. 10.2 Percentage of English woods in 
which five bird species occurred during the 
breeding season, in relation to wood area. B, 
blackbird (upper picture), R, robin, Gt, great 
tit, Tc, treecreeper, Mt, marsh tit (lower 
picture). From Hinsley et al. (1996) 

centuries been fragments of forest within open land, and the distribution 
of birds we see today is a response to that. If, instead, we have an enormous 
extent of forest, broken only by natural hsturbances, and then much of it 
is cut down, how do the birds respond? Bierregaard and Lovejoy (1989) and 
Stouffer and Bierregaard 11995) described what happened to birds when 
Amazonian rainforest was cut down and only fragments left, in the frag- 
ment experiment (Box 10.3). They studied 1-ha and 10-ha fragments, 
before, during and after isolation, catching birds in mist nets stretching 
2 m above the ground. Birds of the tree canopy were not, therefore, recorded. 
While tree felling was going on the number of birds caught in the remain- 
ing forest increased, presumably because birds were displaced from the 
felled areas. Soon after isolation was completed overall numbers in 1-ha 
and 10-ha fragments fell below those in undisturbed forest. However, not 
all species responded in the same way: some disappeared altogether, some 
declined in abundance, some were little affected. Before felling there were 
mixed-species flocks, members of 10-20 insectivorous species foraging 
together. Each flock foraged over about 8-12 ha. One might therefore 
expect that they could not survive in a 1 -ha fragment, but might survive 
in 10 ha. In fact, these flocks disintegrated in fragments of hoth sizes, 
many of the species disappearing altogether, although a few retained their 
abundance, foraging alone. In two 10-ha fragments around which forest 
was allowed to regrow, after 6 years flocks reassembled; by this time the 
regrowth forest was tall enough for them to make some use of it. 

In this forest before the felling there were army ants. These ants swarm 
along the ground in a column up to several metres wide, catching and 
eating other insects. Several species of bird follow them, eating insects 
that fly up to escape the ants, or dead bits of insect that the ants discard. 

Birds left in 
rdnforestfragments 



292 CHAPTER 10 

Box 10.3. The Amazonis Forest Fragments Experiment, offlcially called 
the Biological Dynamics of Forest Fragments Project. 

The experiment was set up in central, lowland Amazonia, about 70 km 
north of Manaus, Brazil, where tropical rainforest was being cleared for 
cattle ranching. The original aim was to leave replicate patches of forest 
1,10,100 and 1000 ha in area, surrounded by pastureland. Tlle table gives 
information on fragments that were actually created. 

Mmimum 
Area Number of When first distance to 
(ha) fragments isolated other forest (m) 

1 5 1980-84 70400 
10 4 1980-84 70-650 

100 2 1983,1990 1 so 

7-10 years after isolation, some fragments were surrounded by pasture, 
others by regrowth forest. Sites within remaming extensive forest were 
also monitored. 

Groups recorded include: 
Trees (saplings and mature) 
Mammals 
Birds 
Amphibians 
Butterflies 
Bees 
Beetles 

Further information: Laurance & Bierregaard (1997); Lovejoy et d. (1986). 

Army ant colonies are found about 1 per 30 ha, and when one colony 
becomes inactive army ant birds have to move between colonies. It is 
therefore not surprising that after the 1-ha and 10-ha fragments were iso- 
lated, the army ants quickly disappeared, together with their bird follower 
species. After the complete isolation of the first 100-ha fragment the ant- 
following birds declined and then disappeared (Lovejoy et  al. 1986)) so 
even this may not be enough to support them. This illustrates that frag- 
mentation can have knock-on effects of from one species to another. 

In the Amazonia fragment experiment the abundance of some bee 
species was measured by the number visiting chemical baits. Figure 10.3 
shows that two of the species were much affected by the size of the forest 
fragment, and were extremely sparse in 1-ha fragments. In contrast, two 
other species were equally abundant in all fragment sizes. 

Why can some species not survive in a small  habitat  fragment! 

One reason why a species may no longer survive in a smaller patch is that 
its required microhabitat is not there. One possible explanation for there 
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Edge effects 

Pig. 10.3 Abundance of bees of named species in tropical rainforest area near 
Manaus, Brazil, assessed by number visiting baits. F, in large area of continuous 
forest; 100, 10, 1, areas (ha) of forest fragments; C, cleared area, recently deforested. 
From Lovejoy et al. (1986). 

being fewer species in smaller fragments leg. Figure 10.11) is that there is 
probably a smaller range of habitat conditions, and fewer niches. We 
return to this topic later. Here we consider other possible reasons why a 
species cannot survive in a fragment smaller than a certain size. Box 10.4 
summarizes three sorts of reason. 

An example of the first category, edge effects, is provided by the 
response of tree species to the creation of the fragments in the Amazonia 
experiment (Box 10.3). Deaths of trees in the large family Myrtaceae were 
recorded during 7 years after the fragments were isolated. Figure 10.4(a) 

Box 10.4. Some reasons why a species may require 8 certain minimum 
area of suitable habitat. 

1 Edge effects. The species cannot survive near the edge of the fragment, 
e.g. because of different microclimate or because of species invading from 
other habitats. A small fragment may in effect be all edge. 
2 The species needs mare than one site. 
(a) The species needs to migrate between different areas during each year, 
c.g. because food or water supply are not avdable in one area throughout 
the year. 
(b) The species needs to inhabit different sites in different years, e.g. to 
survive different weather conditions. 
3 Each individual, pair or family group needs an adequate home range, 
e.g. in which to obtain food. The fragment will need to provide enough 
area to support a mininium viablepopulation of the species. If the 
population falls below that number, the risks to it may he: 
genetic, from inbreedmg and genetic drift; and/or 
demographic, from fluctuations in population size whxh could in due 
course take it to extinction. 
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Fig. 10.4 Tree mortality and recruitment at different distances from edge of tropical 
forest. Results from the Amazonia Forest Fragment Experiment. (a) Deaths and 
injuries: 0 percentage of trees standing dead; 0 percentage of trees fallen or damaged; 
(bJ recruitment, i.e. young trees that reach 10 cm diameter during the year. 
Mortality data for members of one family (Myrtaceae), recruitment for nine families. 
Data from Ferreira & Laurance [ 19971, Laurance et d. (199SJ. 

shows that deaths were much more frequent within 100 m of an edge 
than further in. Once this was allowed for, there was little additional 
effect of fragment size on mortality. The extra deaths were probably 
related to wind and lower air humidity. Because of the deaths there were 
more canopy gaps near edges: even 180 m from an edge gaps were more 
abundant than they were 500 m from an edge (Laurance & Bierregaard 
1997, Chapter 3 ) .  This is probably the main reason why recruitment of 
saplings to adult trees was faster near edges (Fig. 10.4(b) ). However, a high 
proportion of the young saplings near edges were pioneer or successional 
species, characteristic of disturbed sites; there were fewer saplings of pri- 
mary rainforest species (Laurance et al. 1998; Benitez-Malvido 1998). So 
the tree species composition within 100 m of an edge would change, with 
species of the primary rainforest being replaced by species more charac- 
teristic of disturbed sites. All of a 1-ha fragment, whatever its shape, is 
within 100 m of an edge; and a square 10-ha fragment will have only a 
square of 1.35 ha in the middle that is more than 100 m from an edge. 

Another sort of edge effect in forests is loss of birds' eggs from nests by 
predation. In Michigan, Illinois and Sweden the losses were all found to 
be higher near the edge of a forest than further in (Gates & Gysel 1978; 
Andren & Angelstam 1988; Marini et al. 1995). This is most likely due to 
predatory mammals or birds coming in from the surrounding open 
land. The greater loss of blackbird eggs in smaller woods in Denmark (see 
earlier) may have been an edge effect. 
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Forest edges provide a sudden contrast in community structure and 
species composition, where edge effects are likely to be strong. Edge 
effects in other community types have been less studied, but do occur. 
An example was mentioned in Chapter 6: heather was more heavily 
grazed by sheep and deer if it was within a few metres of a grass patch. 
Hedges are a long, narrow habitat for some birds. Some bird species are 
more often found in broader hedges (Green et al. 1994), which could be a 
response to distance from the edge. 

A second reason why some species need a large area is that they need 
access to different sites at different times. An example is provided by 
Serengeti National Park in Tanzania, and the adjoining Masai Mara 
reserve in Kenya, which between them form an area of about 200 x 250 
km (Sinclair & Norton-Griffiths 1979; Hodgson &Illius 1996, Chapter 9). 
In the north and west, where the rainfall is higher, there are open savanna 
woodlands, but in the south and east the lower rainfall supports mainly 
grassland. There are many herbivorous mammals resident in the 
moister, wooded region, including giraffe, waterbuck and hippopotamus. 
However, wildebeest, zebra and Thomson’s gazelle migrate from there 
each year to spend the rainy season in the southeast. In this way they 
can obtain forage not used by the non-migrants, and also avoid predators 
such as lion and cheetah for part of the year, as these do not migrate. One 
reason why wildebeest, zebra and Thomson’s gazelle have to migrate 
back northwestwards at the start of the dry season is that the south- 
east has no permanent rivers, only temporary pools. If the Serengeti were 
to be broken up into small fragments, with no opportunity for migra- 
tion between them, it is unlikely that these three species could survive. 
Some other large African wildlife parks may already be too small, in 
the sense that the migration routes of some of their large herbivores 
formerly extended outside the present park boundaries. Examples are 
wildebeest in Kruger National Park and elephant in Tsavo (Jordan et al. 
1987, Chapter 23). 

Another example, on a different scale, is the Bay checkerspot butterfly, 
which occurs only in patches of grassland on outcrops of serpentine rock 
southwest of San Francisco Bay in California (Harrison et al. 1988; Mur- 
phy et al. 1990). In this Mediterranean climate of mild, wet winters and 
hot, dry summers, the checkerspot’s food plants senesce in late spring. 
The larvae of the checkerspot feed actively during spring, and then enter 
diapause. The larvae develop faster on south-facing slopes, and in years 
when the spring weather is cool and wet larvae from these slopes are the 
major contributors to the future population. However, in drier years the 
host plants on these south-facing slopes senesce before the larvae have 
reached diapause, so they die, and continuation of the butterfly popula- 
tion depends on there being north-facing slopes where the soil remains 
moist longer and the host plants senesce more slowly. Thus long-term 
survival of the species requires these contrasting topographical habitats, 
and this may be the reason why during three consecutive dry years, 

Some animals need 
to migrate 
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1975-77, the species became extinct in small patches of serpentine grass- 
land but survived in a larger one. 

Although most land-living animal species do not need to migrate, they 
all need an adequate area in which to obtain food. An example already 
mentioned is army ants in Amazonian rainforest; each colony inhabits 
about 30 ha. Carnivorous mammals and birds can require much more 
than this. The northern spotted owl has a territory per pair of 5-40 km2 
(see Chapter 7). In the United States the density of cougar in suitable 
habitat is 1-2 adults per 100 km2, i.e. 100-200 km2 for each breeding pair 
(Beier 1993). Such territory sizes place considerable demands on conser- 
vation organizations. Simberloff ( 1998) reported that, with some diffi- 
culty, enough money has been obtained to set aside 120 km2 in Florida as 
a Panther National Wildlife Refuge. However, the average home range for 
the Florida panther is 300 km2 for females and 550 km2 for males. 

Area needed for 
foraging 

Minimum viable populations 

If the remaining habitat for the cougar or panther were reduced to one 
fragment just large enough to support one pair plus their young, would 
we feel confident that the species would survive? Today's conservation- 
ists would answer no, the species is probably at serious risk of extinction. 
So how large does a population need to be to have a high chance of sur- 
viving for a very long time? In other words, what is the minimum viable 
population for that species? For example, is the giant panda at risk of 
extinction soon? Fossil remains show that the species was formerly 
widespread in China, but today it is confined to isolated mountainous 
areas, where the habitat is further divided, e.g. by rivers and deforested 
areas. It is thought that some populations have fewer than 20 adults, and 
the largest is probably less than 200 (O'Brien & Knight 1987). Are panda 
populations of this size in danger of dying out just because they are too 
small? There are least 30 species of bird in the world each of which con- 
sists of one localized population of 50 individuals or fewer (Remmert 
1994). Can they survive? 

The most direct way to determine the minimum viable population of a 
species is to count the numbers in many separate populations, and to 
keep records over many years to see whether those populations persist. 
Such data are available for only a few species. One of them is bighorn 
sheep in the southwestern USA. This species lives as isolated popula- 
tions in open vegetation on mountains, so numbers can be counted, at 
least approximately, from a distance. Berger (1990) collated data extend- 
ing up to 70 years for 129 populations. Figure 10.5 shows that all popula- 
tions that had 50 animals or fewer when first recorded had become 
extinct within 50 years. Populations initially 5 1-100 survived better, and 
most populations larger than 100 remained. So the minimum viable popu- 
lation for this species appears to be about 100. 

The number of breeding pairs of each bird species were recorded each 

Direct determination 
o f a m v i a b l e  
population 
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Fig. 10.5 Percentage of bighorn sheep 
populations remaining, in relation to initial 
size of populations: A 1-15 sheep originally; 

- - - data from fewer than four nouulations. 
0 16-30; 0 31-50; A 51-100; W > 100. I ~ 

0 10 20 30 40 50 60 70 _ _  
From Berger (1990). Time (yrs) 

year over several decades on 16 islands off the coast of Britain and Ireland 
(Pimm et al. 1988); there were 100 species in all. Many populations 
smaller than 10 pairs became extinct during the study period, but species 
with a mean number of nesting pairs per island of 18 or more did not 
become extinct on any island. These results could be taken to indicate a 
minimum viable population of about 10-20 pairs for many species. But 
the recording period was too short to demonstrate continued existence 
over centuries. Many of the islands were only a few kilometres from 
other land, and so migration could have helped to maintain populations. 

Often a species whose minimum viable population we wish to know 
has few remaining populations, which may be difficult to count, and we 
want the answer soon. If we spend decades doing the research the species 
may go extinct before we start conservation measures. So determining 
the minimum viable population by direct observation, as used for 
bighorn sheep, is not appropriate. If we are to estimate minimum viable 
population size more rapidly we need a basic understanding of what puts 
small populations at risk. There are two sorts of risk, genetic and demo- 
graphic (Box 10.4). 

Risks to small populations 

Genetic drift 

Genetic risks Genetic diversity in a population is normally an advantage: 
a genetically uniform population is at greater risk of being wiped out, for 
example because it lacks individuals resistant to a disease or tolerant of 
unusual weather conditions. In all populations there is a tendency for 
genetic diversity to be lost by genetic &+in one generation the eggs 
and sperms that happened to meet did not include a particular allele, and 
so it was lost. Such chance losses are more likely in small populations. 
The maintenance of genetic diversity depends on genetic drift being bal- 
anced by mutation creating new alleles and selection spreading them. 
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In breeding 
depression 

But in small populations the faster genetic drift will reduce genetic diver- 
sity. Among 10 studies of plant species that have isolated populations, in 
seven of them genetic variation was greater in large populations than in 
small, although in three species it was not (Ellstrand & Elam 1993). It has 
been estimated that for quantitative polygenic characters a population of 
500 is large enough to maintain high genetic diversity, but for single- 
locus genes the population would need to be several orders of magnitude 
larger (SoulC 1987 Chapter 6; Amos & Hoelzell992). 

Another potential genetic problem for small populations is inbreeding 
depression: if close relatives interbreed their offspring may be less fit. 
Any population is likely to carry harmful recessive alleles, which are 
only expressed in individuals that are homozygous for them. In a small 
population the chance of interbreeding between closely related individ- 
uals is increased and hence so is the chance of expression of these 
harmful characters. There is evidence for the occurrence of inbreedmg 
depression in small populations, of animal and plant species, in the wild 
(Frankham 1995). It has been estimated that most inbreeding depression 
can be avoided if the population size is more than a few dozen (SoulC 
1987, Chapter 6 ) .  

In the two preceding paragraphs ‘population size’ should in fact refer to 
effective population size. One definition of this is ‘the average number of 
individuals with equal reproductive contribution to the succeeding gen- 
eration’. It is clear that the effective population size includes only those 
individuals that are physiologically capable of reproduction: some may 
be too young or too old. However, in some animal species there are often 
individuals which are physiologically capable of reproducing but do not 
do so (in a given year) for social or behavioural reasons (Clemmons & 
Buchholz 1997). For example, in some mammal species in a particular 
year some males mate with several females, whereas others mate with 
none. Examples are elephants and some deer species (Poole 1997; Putman 
1988). Monogamy often results in a smaller effective population size 
than does promiscuity: if the number of males and females is not equal, 
some adults will have no partner. In a small population the proportion of 
lone adults can be substantial. 

If the population declines temporarily this will cause a genetic bottlc- 
neck: the small population will carry little genetic diversity, and after the 
population has recovered in size its genetic diversity will remain low for 
a long time. An example is the lions of the Ngorongoro Crater in Tan- 
zania (Packer et al. 1991). These are effectively isolated from the nearby 
Serengeti: migrations in and out of the crater occur rarely. In 1962 the 
crater population crashed because of an outbreak of biting flies. By the 
late 1970s the population had recovered to about 50 adults, but they were 
all descended from seven females and eight males, and the genetic diver- 
sity was substantially less than among Serengeti lions. 

In very species-rich plant communities such as tropical rainforest, 
individuals of the same plant species can be far apart, which could limit 

Effectivepopdufion 
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Genetic bottleneck 
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their gene exchange. When Hubbell and Foster (1986a) identified every 
woody plant (with stem diameter 1 cm or more) in a 50-ha plot in trop- 
ical forest on Barro Colorado Island in Panama, they found that 21 species 
were present only as one individual. In a 50-ha plot in Malaysian forest, 
also, some tree species were present as a single individual (Condit 1995). 
Clearly, if either of these 50-ha areas of forest became isolated by felling 
of the surrounding forest, there would be a serious genetic risk to these 
rare species. Even in large areas of forest we may wonder what is the 
effective population for such widely spaced trees-how often does pollen 
get from one to another? 

We have, then, three different recommendations for minimum effect- 
ive population size to avoid genetic risks: a few dozen (to avoid inbreed- 
ing depression), a few hundred and a few hundred thousand (to avoid loss 
by genetic drift of polygenic and single-gene characters, respectively). 
These wide differences may explain why conservation biologists, despite 
emphasizing the importance of maintaining genetic Iversity, have 
tended to base estimates of the minimum viable population for particu- 
lar species on demographic risks. 

Demographic risks Demographic risk occurs because the numbers fluc- 
tuate from year to year. Each year (or short period) some individuals die 
and some are born. On average births and deaths may be equal, but this is 
unlikely to be true each year: chance will dictate that in some years 
deaths will exceed births, and the question is, what is the chance that one 
year all the remaining individuals (or all those of one sex) will die? So, we 
are trying to predict the probability that this population will survive 
100 years (or 1000 years). This is population viability analysis, which is 
clearly closely related to the idea of a minimum viable population but is 
answering a more precise question. To answer this question requires a 
stochastic model, one which takes into account chance events and gives 
an answer in terms of probabilities. This is fundamentally different from 
the more familiar deterministic models, which do not allow chance 
events and give a definite answer with no uncertainty. Figure 5.4(b), for 
example, shows predictions by a deterministic model: for a given number 
of fish this year there is a certain amount of increase next year, with no 
uncertainty attached. 

A stochastic model was used to predict how a population of cougar 
(mountain lion) would respond to loss of part of its habitat area (Beier 
1993). An area of 2070 km2 in the Santa Ana Mountains, southeast of Los 
Angeles, is inhabited by a population of cougar, thought to number about 
20 adults. Some of this area is likely to be developed for housing and other 
uses that would exclude cougar. However, 1114 km2 forms a block 
protected from development. We want to know whether, if the suitable 
habitat were reduced to 11 14 km2, would cougar survive there? (Cougar 
is widespread elsewhere in USA, so the species is not at risk.) The model 
presented by Beier 1993) introduced chance variation by treating each 

Population viability 
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Fig. 10.6 Prediction by a stochastic model of the numbers and survival of a cougar 
population in an area of southern California. (a) A single run: predicted numbers of 
male adults (-1, female adults ( -  - - -)  and cubs (--). (b) Upper continuous line: 
extinction risk in habitat of differing total area, if no immigration from outside 
the area. Lower line: same, except immigration of four adults per decade. 
Vertical dashed lines: right, present total area; left, area not at risk of development. 
From Beier (1993). 

individual separately. For example, if the mortality risk for adults is 20% 
per year and the number of female adults is 10, we should expect that on 
average two would die each year. The model in each year considered each 
adult in turn and, using a random number generator, decided whether 
that individual died in that year or not. So although two deaths are the 
most likely, 0 or 1 or 3 are possible, or even all 10. A similar stochastic 
method was used to determine how many juveniles died in each year, 
how many females produced a litter, the size of the litter, and how many 
of the newborn were female, how many male. Figure 10.6(a) shows an 
example run. The model population fluctuated widely in numbers from 
year to year, but survived for 75 years. Then all the males died, so there 
were no more cubs; and inevitably the remaining females died in due 
course. 

Numerous replicate runs, similar to Fig. 10.6(a), were carried out with 
a particular set of input values-adult mortality risk, juvenile mortality 
risk, maximum number of adults that could be supported by 100 km2, 
etc. One can then determine extinction risk by the percentage of repli- 
cate runs that predicts the population becoming extinct within 100 
years. This can then be repeated with alternative input values. The top 
line of Fig. 10.6(b) shows predictions for different areas of remaining habi- 
tat, which determines the maximum size of the population. For the pres- 
ent total area (right-hand dashed line) the risk of extinction within 100 
years is low, but not zero. However, as soon as the area begins to fall 
below 1800 km2 the extinction risk rises sharply, and the model predicts 
that if all land except the protected part were developed the cougar popu- 
lation has about one-third chance of dying out within 100 years. Runs 
using alternative likely values for average mortality and carrying 
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Risk from a 
catastrophe 

capacity reached broadly similar conclusions. So this model produced a 
clear prediction about likely effects of loss of habitat on a particular wild 
species. Whether nearly 1000 km2 should be barred from human use for 
the sake of 20 wild cats is a matter for debate at enquiries and decision by 
planning committees; this model provided relevant evidence. 

Close to the eastern corner of this area there is another large habitat 
area for cougar, separated by a few kilometres of housing and golf course, 
and crossed by highways. Figure 10.6(b), lower line, shows that if this 
intervening area could be modified to allow the occasional immigration 
of cougar the risk of extinction could be greatly reduced. Wildlife corri- 
dors will be discussed later. 

We may need to consider the possibility of some catastrophe (e.g. dis- 
ease epidemic, exceptional weather) greatly increasing the mortality risk 
in one year. The cougar model was also run including a 20% or 40% 
reduction of carrying capacity for 3 years every 25 years, but it had 
little effect on the results. The difficulty is to know what catastrophe is 
realistic-how extreme and how often? The population of Capricorn sil- 
vereye (a bird) on Heron Island, a 17-ha island in the Great Barrier Reef, 
Australia, was recorded over 26 years, and varied between 225 and 445. 
Population viability analysis predicted a 15% chance of the species 
becoming extinct on the island within 100 years. However, if the birds’ 
mortality increased by only 5%, the model predicted a 97% chance of 
extinction within 100 years (Brook & Kikkawa 1998). This suggests that 
the arrival of a new disease or predator on Heron Island could be very seri- 
ous for this species. Armbruster and Lande (1993) presented a model for 
African elephant which included mild, medium and severe droughts; 
these increased elephant mortality to different extents. It predicted that 
if mild, medium or severe droughts occur every 10, 50 or 250 years, 
respectively, the chance of an elephant population in a 500 square mile 
(1294 km2) area of suitable habitat surviving for 1000 years is 99%, 
whereas if the droughts occur every 10,25 or 125 years the survival prob- 
ability is only 57%. Although there is some information about dry 
periods in Africa during the last three centuries (see Chapter 3), there are 
no long-term weather records for tropical Africa that could show how 
often individual dry years occur, on a timescale of 50 or 100 years. This 
illustrates how difficult it can be for conservationists to allow adequately 
for occasional catastrophes. Conservation needs to have a long timescale. 

An alternative type of stochastic demographic model involves provid- 
ing as an input information on how much the existing, real population 
varies from year to year. An example is the model used by Dennis et al. 
(1991) to predict whether the Yellowstone population of grizzly bears is 
at risk of extinction. The population of about 100 adult grizzlies inhabits 
about 20 000 km2 of Yellowstone National Park and surrounding coun- 
tryside, separated by more than 200 km from other grizzly populations 
further north. Figure 10.7 shows the estimated number of adult females 
each year from 1959 to 1987. During the 1960s and 1970s there seemed to 

Grizzly bears in 
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Fig. 10.7 Number of adult female grizzly 
301 I I bears in Yellowstone National Park, 
1958 1963 1968 1973 1978 1983 19B7 1959-87. From Dennis et al. (1991). 

be a downward trend in numbers, and people were worried that this might 
continue. However, during the 1980s numbers rose, which might suggest 
that there is nothmg to worry about. Dennis et al. (1991) presented a model 
which makes use of the fluctuations shown in Fig. 10.7 to predict how 
likely it is that the number of females will one year in the future reach a 
very low level. Their model predicted that there is 100% chance of there 
being only one female at some time during the next 2280 years, with 
median time to that event being 448 years. So their model predicts that the 
population is at serious risk of extinction, though not necessarily soon. 

A limitation of this type of stochastic model is that the information on 
how much the population fluctuates may not be representative. The data 
in Fig. 10.7 are for only 28 years, and may have missed occasional cata- 
strophes. (However, there was no major change in grizzly numbers fol- 
lowing the great Yellowstone fire of 1988 (Mattson 1997) ). Also, any errors 
in the determination of numbers can have a serious effect on the year-to- 
year variability fed into the model. Grizzly bears are not easy to count: they 
are widespread, live mostly in forests, and tend to avoid humans. Some of 
the apparent fluctuations in Fig. 10.7 could be due to differences in search 
efforts, or to chance failure to see some individuals (Mattson 1997). 

Models such as those described here often predict that, over a century 
or more, there is not 100% certainty that the population will survive, i.e. 
there is some risk of its extinction. This leads to the idea that within a 
single island or habitat fragment we should expect species turnover- 
some will disappear, others will arrive. Turnover has been reported for 
various groups of living things, plant and animal; however, it is difficult 
to be sure that it has really happened. If I say 'Species A used to be on this 
island, now it has disappeared', you may reply 'Are you really sure it is 
not there?' For example, Diamond (1969) published figures for turnover 
of bird species on nine islands off the coast of California. These were criti- 
cized by Lynch and Johnson (1974) as being based on inadequate record- 
ing. Jones and Diamond (1976) replied with further records, from which 

Species turnover 
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they concluded that species turnover did occur on all the islands, at rates 
ranging from 0.5 to 5% per year. 

Metapopulations 

If we expect a species to go extinct from a habitat fragment sooner or 
later, then the long-term survival of that species in the world will depend 
on its being present in several or many fragments. After it goes extinct 
from one fragment it will later be able to reinvade from another. So the 
species is a rnetapopulation, meaning a set of local populations which 
interact via individuals moving between them. 

Box 10.5 sets out a very simple model of a metapopulation. It shows 
that the whole metapopulation can be stable even though populations in 
individual patches are from time to time becoming extinct, so that at any 
particular time some of the patches are not inhabited. If each patch is a 
nature reserve, each with a different manager, we can imagine that 

Box 10.5. A simple model of a metapopulation. 

The original model of Levins, as summarized by Husband and Barrett 
(1996). 

Patches of habitat suitable for the species are distributed across a 
landscape; it cannot live in the intervening areas but individuals 
sometimes migrate across from one patch to another. 

p = proportion of patches occupied by the species at a given moment 
e = probability that the species becomes extinct in an occupied patch 
during a year {‘extinction factor’) 
m - probability that the species colonizes a vacant patch (‘mobility 
factor’) 

e is likely to be related to the size of individual populations, hence to 
patch area. 
m is likely to be related to &stances between patches. 

The number of vacant patches colonized in a year will depend on how 
many are vacant, and also on how many are occupied because they 
provide the colonizers. Hence 

dp/dt = my [I-p)-ep (10.1) 

At equilibrium 

dpJdt - 0 

m[ I-pJ = c 

Hence 

[ 10.1) 
p = I-e/m (10.3) 

Extinction of the species throughout the landscape occurs when p 
when e ir m. 

0, i t .  
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manager being upset if a cherished species disappears from his or her 
reserve. Yet this may be part of the normal behaviour of the species, and 
provided there is adequate migration between reserves the species will in 
due course recolonize. The model shows that all the patches, even those 
currently unoccupied, may be important for the species. Suppose a new 
road is proposed which will destroy some of the patches. The planners 
may argue that there are other, similar habitat patches nearby, so the 
species is not at risk. However, removing some patches will presumably 
increase the distance between the remaining patches, thereby reducing 
rn (the mobility factor). This may merely reduce the proportion of the 
remaining patches that are occupied at one time, but if rn falls below e 
(the extinction factor) the species is predicted to become extinct alto- 
gether. This might take a long time to happen, while one by one popu- 
lations disappear from patches and too few recolonizations occur. 

Metapopulation dynamics has a basic similarity to disease spread in 
animals (Box 8.3). Each host animal is like a patch of habitat for the dis- 
ease organism, whose survival depends on how fast it spreads between 
host individuals and how long it can remain in each. Just as the density of 
host animals has a critical threshold below which the disease dies out, so 
the density of habitat patches has a critical threshold below which the 
inhabiting species dies out. 

The model in Box 10.5 assumes that the timing of extinction in each 
patch is independent; it does not allow for a broad-scale catastrophe. Nor 
does it consider genetics. The amount of gene flow between populations 
may be important (Ellstrand & Elam 1993). From the practical point of 
view, for conservation planners, the model is deficient because it does 
not relate e to patch size norm to distance between patches. Models that 
do this have been developed (e.g. Hanski 1994). 

An example of metapopuiation dynamics is provided by a butterfly, the 
silver-spotted skipper, in the North and South Downs, southeast England. 
The species occurs only on close-grazed grassland on chalk soils. These 
nowadays occur on the Downs as many separate patches. This butterfly 
declined following the great decrease in rabbits in Britain in the 1950s, 
when many grassy areas grew tall, but it has subsequently recovered. 
Thomas and Jones (1993) recorded, for numerous patches of apparently 
suitable chalk grassland, whether it was present in 1982 and again in 
1991. In some patches it was present in both years, some in neither year, 
some in 1982 only, and some in 1991 only. So turnover was occurring. 
Figure 10.8 shows which patches were occupied by the skipper in 1991. 
As metapopulation theory predicts, both the size of the patch and its dis- 
tance from other patches are important. The species was rarely found in 
patches less than 0.05 ha in area or more than 1 km from another popu- 
lated patch, but there was some trade-off between area and distance. 

The plans for conserving the northern spotted owl in old-growth 
forests of the Pacific Northwest (see Chapter 7) viewed it as having 
metapopulations, so the fragments of forest left unfelled need to be close 

A metapopulation: 
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Fig. 10.8 Each point refers to a patch of close-grazed chalk grassland in southeast 
England, in 1991. Solid symbols: silver-spotted skipper butterfly present. Open 
symbols: silver-spotted skipper absent. From Thomas &Jones [ 1993). 

enough to allow young birds to spread from one to another. An example 
of a mammal metapopulation is dormice in English woods, described 
later. 

Some species, rather than having a classic metapopulation, have a 
’mainland and islands’ system, that is, a large habitat patch where the 
population is large enough to survive indefinitely, and a number of 
smaller patches where the species becomes extinct from time to time, 
after which it recolonizes from the ‘mainland’. An example is the Bay 
checkerspot butterfly, which, as described earlier, inhabits patches of 
serpentine grassland near San Francisco Bay. Following a drought period 
in 1975-77 the butterfly was still present in Morgan Hill, an area of suit- 
able grassland about 10 km long x 1-2 km wide, but absent from many 
smaller patches nearby. Harrison et al. (1988) identified 59 serpentine 
outcrops within 21 km of Morgan Hill, all of which carried the chief food 
plant of the checkerspot and which seemed suitable for it in other 
respects. In 1987 nine of these sites contained populations of the 
butterfly. These nine varied in size and other characteristics, but all were 
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4.4 km or less from Morgan Hill. This strongly suggests that reinvasion 
from the large Morgan Hill area was the main factor determining how 
many sites it occupied. If it takes about a decade for the species to migrate 
that far, there is serious risk of another major drought before it has 
reached all the sites. 

Migration between patches 

It is thus clear that for many species the ability to move between habitat 
fragments is important. So we may need to know how far a species will 
travel between fragments: what distance would be a complete barrier. 
There has been research on how wide a gap forest birds and mammals are 
willing to cross. Desrochers and Hannon (1997) found that the willing- 
ness of some small forest birds to cross clear-felled areas or fields between 
forests in southern Quebec decreased with increasing gap width until 
scarcely any crossed a 100-m gap. A gap of a few hundred metres can be 
enough to prevent some British butterfly species from colonizing suit- 
able habitat (Thomas 1991). 

Figure 10.9 provides information on the ability of a British herbaceous 
plant species to spread between fragments of deciduous forest (woodland) 
separated by farmland. The species, dog’s mercury, has seeds that are nei- 
ther fleshy nor windborne, so it would not be expected to spread rapidly. 
The graph shows its presence in forest fragments that originated about 
100-150 years earlier. Evidently during that time dog’s mercury can 
spread a few hundred metres across farmland, but rarely achieves as 
much as 1 km. 

Knowing whether objects such as roads provide a barrier to movement 
can also be important. Oxley et a]. (1974) compared eight roads in south- 
ern Ontario, varying in width from 11 to 137 m (forest-to-forest); they 
recorded how often rabbit, hare, squirrel, chipmunk and woodchuck 
were willing to cross. There were many crossings of gravel roads 11 and 
15 m wide, few crossings of roads 27 m wide or more, and none of dual 
carriageways. 

It has frequently been suggested that wildlife corridors connecting 
habitat patches may increase the ability of animals and plants to move 
between them, and hence allow metapopulations to survive. This was 
predicted for the cougar in southern California (Fig. 10.6). If this is so, it 
would be a reason for leaving corridors in the landscape, and also perhaps 
for creating new corridors. Potential corridors already exist in many open 
landscapes, for example hedges, the verges of motorways and railway 
lines, river banks. Where a large expanse of forest is being felled for the 
first time it may be possible to leave unfelled strips as corridors. In some 
parts of Australia strips of forest have been left beside roads. We need to 
know whether corridors can in fact be effective in promoting migration 
and the survival of species, and if so what are the features of effective 
corridors. 

Slow spread o f a  
plant species 
between woods 

Wildlife corridors 
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There have been many studies of which species occur in potential cor- 
ridors. For example, Green et al. (1994) showed how the occurrence of 
various species of bird in English hedges was related to characteristics of 
the hedge, such as height, width, number of trees. However, the presence 
of a species in a long, narrow habitat does not prove it is moving along it: 
it may be living there. We need evidence that long features in the land- 
scape are actually promoting movement. 

A convincing example of migration of a small mammal along corridors 
through farmland involved a vole in rough grassland in road verges. Up to 
1970 the southern limit of Microtus pennsylvanicus in central Illinois 
was about 40 km north of Champaign-Urbana. In the late 1960s and early 
1970s interstate highways (motonvays) were built in the area. Trapping 
in 1976 (Getz et al. 1978) showed that the vole had extended its range 
about 90 km further south. It was found not only in the verges of the 
interstate highways, but up to several kilometres away, in other rough 
grassland, e.g. beside old roads and railways, provided it was connected to 
an interstate. However, voles were not found in similar grassland if it was 
unconnected to the interstate system. Interstate highways do not pass 
through towns, whereas other roads and railways do, which could 
explain why interstates are more effective corridors. 

Corridors could also allow the migration of plants, but I do not know of 
a clear example of this. Dog's mercury, which migrates slowly between 
British forest fragments (Fig. 10.9) sometimes occurs in hedges but seems 
to spread along them only slowly. At one site it had spread only 25 m 
along a hedge that was about 150 years old; two other woodland floor 
species that were present at the end of the hedge had not spread along it 
at all (Pollard 1973). 

If corridors are to be intentionally left in the landscape, or created, we 
want to know what characteristics are needed to make them effective, 
e.g. how wide; what vegetation; would a gap make it ineffective? The 
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answers may differ between species. An experiment to determine the 
optimum width of corridor for a vole, Microtus oeconomus, living in tall 
grassland in Norway, was carried out by Andreasen et al. (1996). They 
killed meadow vegetation with herbicide to leave corridors of tall vege- 
tation 3 10 m long and 0.4, 1 or 3 m wide, connected to larger areas of tall 
vegetation at each end. Radio-collared male voles were released at one 
end. Since 3 10 m is much more than the width of their home range, much 
of the recorded travel was not just foraging but seeking new territory. 
One might suppose that the wider the corridor the better, but in fact the 
mean distance achieved was greatest (205 m) in the 1 m corridor, much 
less in the narrowest and widest corridors. In the widest corridor the 
voles zigzagged a lot and ended up less distance away from the starting 
point. 

Some studies suggest that a corridor may need to be surprisingly wide 
to be used by an animal. Lindenmayer and Nix (1993) recorded whether 
seven arboreal marsupial species occurred in forest corridors 30-264 m 
wide in Victoria, Australia. Some of the species were absent even from 
corridors that were wider than their home range. In north Queensland 
some rainforest insects-some butterfly and dung beetle species-did 
not occur in corridors 100 m wide (Hill 1995). These animals may be 
avoiding forests that have been altered by edge effects. 

A study of chipmunk’s use of fencerows in southern Ontario found, 
however, that width was not an important feature (Bennett et al. 1994). 
A fencerow is a fence of traditional design which allows plants (herb- 
aceous and woody) to grow on either side. Chipmunks were thought to use 
fencerows to move across farmland between patches of forest. Mark and 
recapture was used to distinguish between chipmunks that were resident 
in fencerows and ‘transients’ moving along them. The frequency of tran- 
sients was most strongly correlated (negatively) with the amount of gap 
in the fencerow path from one wood to another. Also significantly cor- 
related (positively) were the abundance of trees and of tall shrubs. Although 
the fencerows plus vegetation varied from 1 to 10 m in width, there was 
no significant correlation between number of transients and width. 

To show that a species moves along a corridor does not automatically 
prove that corridors promote the survival of that species in the habitat 
fragments the corridors connect: maybe it could migrate often enough 
across open land. One case where hedges as corridors do seem to be 
important is dormice in English woods. Dormice live most of the time 
above ground, eating seeds and flowers from trees, and travelling via trees 
and shrubs. They will travel between woods if there is connecting 
hedgerow, but are reluctant to cross open ground (Bright &Morris 1991). 
In a study in Herefordshire, England, Bright et al. (1994) examined 
numerous ancient woods to find out if dormice were present. Figure 10.10 
shows how dormouse presence was related to the area of each wood and 
to whether it was connected to many field boundaries; most of the field 
boundaries were hedges. Most woods larger than 20 ha contained 
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Fig. 10.10 Occurrence of dormice in ancient 
woods in Herefordshire, England. Open bars: 
wood attached to few field boundaries; black 
bars: wood attached to more field boundaries. 
From Bright et al. (1994). 

dormice, but in smaller woods dormice were less frequent and connec- 
tion to hedges became important. This suggests that woods more than 
20 ha can support a minimum viable population, in other words extinc- 
tions are rare so migration between woods is not important. In terms of 
Equation 10.3 in Box 10.5, e is low so p is near 1. Below 20 ha extinction 
in individual woods is more common, so recolonization from other 
woods becomes important; the species is behaving as a metapopulation. 
In Equation 10.3 e is larger and the relative sizes of e and m are important 
in determining p. Anything that increases migration between woods will 
raise m and hence raise p ,  the proportion of woods occupied at one time. 
Even the lowest frequency in Fig. 10.10, about 10% in woods of 2-5 ha 
with few hedges, may be an equilibrium situation, with elm = 0.9 in 
Equation 10.3. But clearly, the fewer woods that are occupied at one time 
the greater the stochastic risk that the species will die out from all of 
them before other woods have been recolonized. 

Alternatives to natural migration 

We still do not know the essential characteristics of an effective corridor 
for most species, but it is likely that a corridor across land used inten- 
sively by people, especially a corridor for a large animal, would demand a 
lot of land and be very expensive. Some corridors are clearly not realist- 
ically possible, e.g. to allow Yellowstone grizzlies to exchange with other 
populations more than 200 km away. So we need to consider alternatives 
that can reduce demographic and genetic risks to small populations. One 
is to transport individuals (either alive or as eggs or seeds) from one site to 
another. Models predict that transferring a few individuals per decade 

Transferring 
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into a small population can greatly reduce the demographic risk of 
extinction. Figure 10.6(b) shows this for the southern Californian cougar 
population. Lubow (1996) reached a similar conclusion with a more gen- 
eral model. A rule of thumb concerning genetic risk is that, whatever the 
population size, one immigrant every second generation will greatly 
reduce diversity loss due to genetic drift (Ellstrand & Elam 1993). So the 
amount of work involved in carrying out such transfers need not be enor- 
mous. However, trying to increase the genetic diversity of a population 
can be harmful ('outbreeding depression'). An extreme example was the 
transport of some individuals of mountain ibex from Turkey and Sinai to 
add to a population in Slovakia. The imports interbred with the local pop- 
ulation, but the young were born in February when it was too cold for 
them to survive. As a result the whole population died out (Amos & 
Hoelzel 1992). 

An insurance against possible extinction of a species is to maintain a 
population in captivity. Plants may be kept as seeds, or, if seed viability 
is short, grown in a garden. Maintaining populations of animals can be 
more difficult (Snyder et al. 1996). Among the problems are: 
1 Some species produce few young in captivity. Examples include giant 
panda and northern white rhino. 
2 The total population of the species in zoos may preserve little genetic 
diversity, so if it is used to re-establish the species in the wild there would 
be a genetic bottleneck. 
3 Individuals bred in zoos may have difficulty surviving in the wild 
because of behaviour they have not learnt. For example, they may be poor 
at avoiding predators. 
So maintaining animals in zoos, although better than allowing the 
species to become extinct, is not an ideal solution. 

Maintaining species 
in captivity 

Managing for high biodiversity 

An alternative aim for conservation is to maintain and promote the 
maximum amount of species diversity. High diversity can be pleasing for 
people, whether it is an area of grassland with many species of wild 
flowers or a varied assemblage of mammals and birds in an African 
wildlife park. This section considers whether ecological research has pro- 
vided any helpful suggestions about how to manage natural commun- 
ities for high biodiversity. Box 10.6 provides some definitions that will be 
useful. 

How is biodiversity possible! 

If we are to promote diversity we first need to understand why it occurs 
at all. Darwin (1859) argued persuasively that species compete and only 
the fittest survive. Thus natural selection provides a strong pressure 
towards loss of species, as the less fit are eliminated. From this has 
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Box 10.6. Biodiversity: some definitions. 

Biodi.versity includes: 
genetic diversity withm species; 
species diversity; 
diversity within landscapes (patchiness). 

Species diversity can be at different scales: 
diversity: number of species coexisting at a site; 
pdversity: difference in species complement between patches; 
y-diversity: number of species in a large area, e.g. a country. 

For example, considering plants in Swiss uplands, the number of species 
in 1 m2 of hay-meadow would be a-diversity; the contrast between hay- 
meadows and forest provides 0-diversity; and the total number of species 
in the flora of Switzerland is its y-diversity. 

Diversity is often assessed by species richness, i.e. the number of species 
present. However, this docs not take into account evenness: 10 species of 
equal ab~mdancc may bc regarded as a community of greater diversity 
than one very abundant species plus nine rare ones. Two indices that take 
into account evenness as well as species richness are the Shannon Index 
and Simpson’s Index. 

Shannon Index, H = - 2 IJ, lnP, (10.4) 

where P, is the abundance of species i, and S is thc total number of species. 

Simpson’s Index, y = 2 P,% (10.5) 

This is an index of dominance. Diversity, D, i s  measured by 

1 3 = 1 - y  (10.6) 

Further information: Krebs (19Y4); Huston (1994) 

S 

i -  1 

arisen the competitive exclusion principle (Hardin 1960), which is based 
on the assumption that no two species can be exactly equally fit. It 
states that if two or more species exist in the same habitat, ultimately all 
but one of them will be excluded. We thus have the paradox of diversity: 
we expect few species but we see many. Why are there so many 

This question has been discussed at great length. The answers pro- 
posed by scientists can be grouped into three categories, which are sum- 
marized in Box 10.7. It is likely that mechanisms (1) and (2) both operate, 
though to  different extents in different ecosystems. It can be argued that 
category (3) is not a separate cause of diversity but may contribute to  
causes (1 ) and (2). The four ‘competition preventem’-disturbance, stress, 
predation and disease-can slow down the exclusion of a less fit species, 
and so contribute to  cause (2), or alternatively they can provide niche sep- 
aration. For example, if two plant species are eaten by different insect 
species, the space near individuals of plant species A may be more 

T h e  paradox of 

diversity species? 
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Box 10.7. What allows species to coexist? 

Mechanisms that may be responsible for preventing loss of species by 
competitive exclusion, and hence for allowing diversity to he maintained. 
1 Each species has a different ecological niche, a set of conditions where it 
is fitter than its competitors. 
2 Balance of species loss and gain. The species are nearly evenly balanced 
in fitness. The slightly less fit species are in the process of being 
eliminated by competitive exclusion, hut so slowly that there will he 
time for other species to arise by evolution or to invade from other 
regions. 
3 Competition i s  reduced or prevented, hecause the main controls on 
abundance are physical disturbance, stresses 1e.g. low temperature, toxic 
substances], predation and/or disease. Hence competitive exclusion does 
not occur. 

suitable for species B than A, because insects that eat A are more likely to 
invade. If species C is more mobile than D, and so quicker to invade habi- 
tat patches made vacant by disturbance, but D, arriving later, is the 
stronger competitor, this provides a sort of niche separation in time 
which can allow both the species to continue to exist (Nee & May 1992; 
Tilman et  al. 1994). 

More species the  larger the area 

It was noticed several decades ago that there tend to be more species on 
larger islands than on smaller ones. This was brought to the attention of 
many ecologists by MacArthur and Wilson (1967). This also applies to 
habitat fragments: Fig. 10.1 1 shows examples. Such correlations to area 
have been reported for other types of habitat and for other groups of ani- 
mal and plant. Possible causes of this relationship were discussed at 
length by MacArthur and Wilson (1967) and by others. There are basic- 
ally two causes: 
1 The larger the area, the greater, on average, will be the variation in 
environment within it, hence the more opportunity for niche separation 
among species. 
2 There will be turnover of species in each island or fragment; the num- 
ber of species in a fragment will depend on a balance between the rate at 
which species become extinct there and the rate at which species colonize 
from elsewhere. For reasons explained earlier, species are more likely to 
go extinct in smaller fragments. It may also be that species are more 
likely to colonize larger fragments, e.g. because a windblown seed has 
more chance of landng, or a migrating bird more chance of seeing it. In 
other words, this explanation says that if each species is behaving as a 
metapopulation the outcome will be more species in larger fragments. 

Why are theremore 
species on larger 
islands! 
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These explanations are essentially the same as the first two in Box 10.7: 
each habitat fragment is a microcosm of the world. 

There is good evidence that both these explanations can apply. For 
example, Kohn and Walsh (1994) showed that both of them contribute to 
there being more dicotyledonous plant species on larger islands: among 
47 islands off the north of Scotland larger islands had more habitat types, 
which was one cause of their having more species. But even when islands 
with the same number of habitat types were compared, larger ones 
tended to have more species. 

Relationships such as those in Fig. 10.11 clearly indicate that if our 
aim is preserve as many species as possible, then the habitat fragments 
we preserve should be as large as possible. But suppose that only a certain 
total area can be spared for nature conservation, is it better to save a 
few large fragments or many small ones? The answer to this question 
hinges on the cause for there being more species in larger areas. If the 
main reason is that larger areas have more habitat variation, then sur- 
vival of the maximum number of species would probably be promoted 
by having a large number of small fragments well spread out, chosen to 
provide examples of as wide a range as possible of environmental con- 
ditions. Figure 10.12 illustrates this by imagining that in the part of 
England where the fragments of ancient forest shown in Fig. 10.1 l(b) 
occurred, it was possible to save only a certain total area of them. The 
straight line in Fig. 10.12 is the regression line from Fig. lO.ll(b) and 
shows the expected number of species in a single wood. So if, for ex- 
ample, only 10 ha could be preserved, and the decision was to use it to 
save a single wood, the number of herbaceous plant species would be 
about 60. The individual points show a different strategy, aiming for as 
many separate woods as possible by saving the smallest preferentially; 
10 ha would allow the seven smallest to be saved, and they contain about 
100 species. Whatever total area is allowed, the strategy of saving many 
small woods would include more species than saving one large one. Part 
of the explanation for this is likely to be that the area of this study 
includes several major soil types, each of which supports certain plant 
species. 

Figures 10.1 l(b) and 10.12 are basedon data from ancient woods, mean- 
ing in this case that the woods were already there in AD 1600, and most 
of them probably much earlier. So the species in them have survived 
several centuries of fragmentation. Suppose, instead, that we are con- 
cerned with an area where clearance and fragmentation are occurring 
now-for example Amazonian rainforest-and we want to decide 
whether it is better to leave few large fragments or more, smaller ones. 
We still need to consider habitat variation: there may be sites or areas 
within the forest that support particular species. But we also need to con- 
sider how species will react to the isolation of small fragments. As 
described earlier, some species of the Amazonian forest disappeared 
when confined to a fragment of 1 or 10 ha. This chapter has explained 
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Fig. 10.1 1 Numbers of species in woods in England, i.e. in fragments of deciduous 
forest surrounded by farmland, in relation to fragment area. (a) Bird species breeding 
in woods in Oxfordshire. From Ford (1987). (b) Herbaceous plant species in ancient 
woods in Lincolnshire. From Game & Peterken (1984); reprinted with permission 
from Elsevier Science. 

in some detail why a particular species may need a habitat patch of a 
certain minimum size to have a good chance of survival, and that the 
distance between patches may be important too. So, planning to leave 
numerous small patches of Amazonian forest (or African savanna, or 
US semi-desert), chosen to give maximum variety of habitat, would not 
necessarily preserve the most species. Although these patches might, 
taken together, have the most species at the time of isolation, some of 
the species will subsequently disappear if the patches are too small for 
them. 
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Fig. 10.12 Further analysis of species richness in Lincolnshire woods. CD is the 
regression line from Fig. 10.1 l(b). Points show total number of herbaceous plant 
species in one or more forest fragments, in relation to their total area, combining the 
smallest first. So the left-hand point refers to the smallest fragment alone, the next 
point to the two smallest combined, the next to the three smallest, and so on. From 
Game & Peterken (1984). 

Conditions that promote high diversity 

Biodiversity varies greatly from site to site, over large distances and small 
(Huston 1994, Chapter 2). Figure 10.13 shows an example of variation 
within a continent, within a field and within a 4-m transect. One might 
perhaps think that species diversity would be greater the more favourable 
the conditions for plants and animals; this is not always the case. Currie 
(1991) collated information on how the numbers of species of tree, mam- 
mal, bird, reptile and amphibian vary across the USA and Canada, in rela- 
tion to environmental conditions, using data for each 'quadrat' 2.5 x 2.5" 
longitude x latitude (5 x 2.5" when north of 50"N). The species richness 
of each of the groups showed a strong positive correlation with tempera- 
ture and incoming solar radiation. Figure 10.13(a) shows the relationship 
to potential evapotranspiration of the species richness of non-flying 
terrestrial vertebrates, i.e. amphibians + reptiles + mammals, excluding 
bats. Potential evapotranspiration is the water vapour formed by 
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Fig. 10.13 Number of species in relation to 
favourableness of site. (a) Terrestrial, non- 
flying vertebrates in North America. Each 
point refers to an area 2.5" x 2.5" or 5" x 2.5" 
latitude x longitude. From Currie (1991 ). 
(b) Number of plant species and hay yield 
[air dry) in plots of the long-term Park Grass 
Experiment, Rothamsted, England. Each plot 
had received yearly farmyard manure, inor- 
ganic fertilizer or no addition. Soil pH was 
within the range 4.5-5.7. Number of species 
recorded in 1948 or 1949; hay yield is mean 
for 1936-49. The correlation coefficient is 
significant at P <0.001. Data from Brenchley 
& Warington (1958). (c) Number of plant 
species in 0.5 x 0.5 m quadrats along a tran- 
sect in Derbyshire, England, from rough pas- 
ture on deep, fairly nutrient-rich soil to a 
limestone outcrop where the soil is shallow 
and drought-prone. The most favourable con- 
ditions for plant growth are to the left. Sim- 
plified from Grime [ 1973). Reprinted with 
permission; copyright Macmillan Magazines 
Limited. 
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evaporation and transpiration if water supply is never limiting; it is 
strongly affected by incoming solar radiation and temperature. In rela- 
tion to these two factors diversity clearly increases with increasing 
f avourableness. 

Figure 10.13(b) shows a contrasting result, where favourableness for 
plant growth varied because of soil nutrient status. These results come 
from the long-term Park Grass Experiment at Rothamsted, England, 
where different fertilizer treatments have been applied to a hay-meadow 
since 1856. No species have been sown or intentionally removed, but the 
species composition has changed in response to the treatments. The 
graph shows results only from plots whose pH stayed within the range 
4.5-5.7, so the effects of altered pH on species composition are largely 
avoided. There was a strong negative correlation between hay yield and 
number of species: the higher the yield-i.e. the more favourable the 
nutrient regime for plant growth-the lower was the diversity. 

Figure 10.13(c) shows a third type of relationship: highest diversity at 
intermediate favourableness. There are also examples where species 
richness appears to have no relationship to favourableness, e.g. plant 
species in forests of southern New Zealand (Wilson et al. 1996). How- 
ever, these are open to the criticism that the relevant measure of 
favourableness may not have been used. 

Grime (1973) proposed that the ‘humpback model’, as in Fig. 10.13(c), 
with the highest diversity at intermehate stress or favourableness, is the 
norm. Although it is possible to argue that parts (a) and (b) of Fig. 10.13 are 
subsets of part (c), with half of the curve missing, this is not helpful in prac- 
tice: we need to consider how diversity varies over the range of conditions 
that actually occurs. It seems therefore that there is no universal relation- 
ship between species diversity and favourableness of the environment. 

As conservation managers can rarely alter the local climate, relation- 
ships between diversity and climate (e.8. Figure 10.13(a)) may be of little 
relevance. However, it is often possible to alter soil conditions. A nega- 
tive relationship between diversity and soil fertility, e.g. as shown in 
Fig. 10.13(b), often holds in grasslands. Janssens et al. (1998) analysed 
data from 281 grassland sites in western Europe, looking for relationships 
between plant species diversity and various soil factors. The number of 
species ranged from 3 to 60, but all the sites whose soil had more than 
50 mg kg-’ of extractable I? had 20 species or fewer; all the more species- 
rich sites had low-P soil. This can lead to conflicts in management where 
both high productivity and species richness are desired, for example in 
Swiss alpine meadows. When arable land that has been heavily fertilized 
is being converted back into grassland for conservation, it may be neces- 
sary to reduce soil fertility before high species diversity can be achieved. 
This is discussed further in the next chapter. The low diversity in high- 
productivity grassland is basically because a few species, mostly grasses, 
grow tall, there is intense competition for light, and lower-growing 
species are eliminated. If the grassland is closely grazed for at least part of 

Reducing soil 
fertility topromote 
plant diversity 



318 CHAPTER 10 

the year, it may be possible to apply fertilizer without losing many 
species (Marrs 1993). 

Disturbance 

One suggestion arising from Box 10.7 paragraph3 is that disturbance may 
help to maintain diversity. Chapter 7 has much to say about how the dis- 
turbance of forests by people-for example felling, fires-affects the sub- 
sequent structure and species composition. Grazing animals in grassland 
can be considered as causing disturbance: they can increase diversity 
(p. 167). Managers have sometimes tried to reduce disturbance, for 
example trying to prevent fires in boreal forests (see Chapter 7). It can be 
difficult to decide whether it will favour wildlife if we allow disturbance, 
or apply artificial disturbance, and if so what disturbance and how much. 
For example, how should we promote continued species richness in trop- 
ical rainforest? According to one school of thought (e.g. Hubbell &Foster 
1986b), this diversity occurs because there are many species that are 
extremely close in their fitness, and the very stable environment results 
in very slow loss of species. According to this view, we should aim to 
leave the forest as undisturbed as possible. On the other hand, much trop- 
ical rainforest has been used for shifting cultivation in the past. The 
diversity could then be in part a response to disturbance in the past, the 
forest of today representing a mosaic of small patches at different stages 
of succession following disturbance. Connell(l979) argued this point of 
view strongly. According to this view some disturbance is essential, as it 
provides niches and contributes to diversity. 

In upland Britain heathland is often burnt in strips or patches-different 
patches in different years-to provide a mosaic of patches dominated by 
heather of different ages. It has been shown that patches of different ages 
since fire have different species of invertebrates, e.g. beetles, spiders (Gim- 
ingham 1985; Usher &Thompson 1993). If heather is left unburnt until it 
becomes mixed-age, the invertebrate diversity can be higher than in any 
one, of the even-aged stands, but less than all the different ages taken 
together. Thus in deciding on the use of disturbance as a management tool 
we may need to choose between a-diversity and P-diversity. We may also 
need to consider what timescale is most important. The 1988 fires in 
Yellowstone National Park (see Chapter 7) left much of the park very 
unsightly in the first few years, but may be beneficial in the long term. 

The basic message is that disturbance can affect diversity, and man- 
agers need to consider carefully what disturbance to allow or introduce. 
But this needs to be decided for each area or community type: a general 
formula is not possible. 

Does disturbance 
promote 
biodiversity! 

Heterogeneity of the environment 

Does environmental heterogeneity increase species diversity? The 
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answer for plants is, 0-diversity yes, a-diversity not much. On a landscape 
scale patches and mosaics of varying vegetation can often be related to 
differences in exposure, steepness, soil depth, drainage and wetness, rock 
type affecting soil properties and other factors of microclimate and soil. 
Each species responds differently to the environmental factors and so the 
proportions of species change. A clear example of this was provided by 
Whittaker (1956), who showed how each woody species in the Great 
Smoky Mountains (on the borders of Tennessee and North Carolina) had 
a different distribution in relation to altitude and exposure (ridge-top to 
valley-bottom). There are many other published examples. So if we want 
to promote 0-diversity we should pay attention to heterogeneity in the 
physical environment. Perhaps there is a slight hillock that should not be 
levelled off, a pond or waterlogged area that can be left undrained, or a 
river margin where erosion should be allowed to continue. Or there may 
be new features that can be exploited, for example a new road embank- 
ment or a disused quarry. 

However, if we are interested in promoting a-diversity of plants, 
heterogeneity of the physical environment can play only a small part. A 
few species may be able to coexist because their uptake roots are at dif- 
ferent depths (Yeaton et al. 1977; Fitter 1986) or because their seeds ger- 
minate best in different microsites in the soil (Harper et al. 1965). But 
more often opportunities for niche separation are provided by plants 
themselves. For example, in some forests the seedlings of some species 
establish mainly on fallen logs, others mainly in litter on the forest floor 
(Lusk 1995). Different species may establish more readily in gaps of dif- 
ferent sizes. This has been found in grassland and heathland (Bullock 
et al. 1995; Miles 1974). Figure 7.8 shows an example in temperate forest. 
These are examples of pattern and process, a term coined by Watt (1947) 
to mean that patterns in plant communities are often caused by processes 
going on within the community. The message to managers is that struc- 
turally complex communities will often be species rich, i.e. have high 
a-diversity for plants. 

If management aims at high plant species diversity, will that automat- 
ically also achieve high animal diversity? For insects the answer is yes, 
probably. This arises primarily because of coevolution between land 
plants and insects, involving secondary chemicals (Harborne 1993). Sec- 
ondary chemicals are so called because they are not involved in primary 
metabolism (respiration, nitrogen metabolism and so on). They belong to 
chemical groups such as alkaloids, terpenoids and flavonoids. Many of 
the secondary chemicals in plants are poisonous and function as deter- 
rents to herbivorous animals and to fungal pathogens (see Chapter 8). 
There is a vast array of known secondary chemicals in plants; many are 
known only from one species. Although most of them are poisonous to 
most animals, there are many instances of one insect species being toler- 
ant to one secondary chemical: it may have the ability to convert it to a 
non-toxic compound, to convert it to a form that can be secreted, or to 
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store it in a part of its body where it is not harmful. This gives the insect 
an ability to eat something that most other insects cannot eat, and it may 
then specialize in eating that one plant species, using its secondary 
chemical as an attractant. 

Thus many herbivorous insects eat only one or a few plant species, 
although in contrast some are generalists (Coley & Barone 1996). Barone 
(1998) collected leaf-eating insects from 10 tree species in tropical forest 
in Panama. Of the 151 insect species, 46 were experimentally offered 
leaves of many plant species. Twenty-six per cent of them would eat only 
one plant species, another 22% ate only within one plant genus. If this 
applies across the full 151 insect species it suggests that each tree species 
supports several insect species that will eat nothing else. And that is only 
the leaf chewers: there may well be specificity in diet among root 
chewers, leaf miners, gall formers, sap suckers and other groups of plant 
attackers. This is a tropical example; it is still uncertain whether specificity 
is equally high among insects in temperate regions (Coley & Barone 1996). 

Herbivores in other animal groups tend to show less specificity in their 
diet. Food selection by herbivorous mammals is considered at length in 
Chapter 6. They do show preferences between plant species, and may 
avoid some species altogether, but they rarely confine their feeding to 
one plant species (see Figs 6.6,6.12, Table 6.2). 

Thus plant species diversity is likely to promote diversity of insects, but 
not necessarily of other animals. For vertebrates the structural complexity 
of the vegetation may be more important than plant species Iversity. 
Figure 7.6 shows how bird diversity in forests can be related to vegetation 
structural complexity. This classic work by MacArthur and MacArthur 
(1961) has been supported by later research encompassing a wider range of 
vegetation types (Recher 1969; Karr & Roth 19711, though Ralph (1985) 
found in southern Argentina that the greatest bird diversity was associated 
with intermediate vegetation complexity. Invertebrate groups are also 
sometimes more species rich in structurally more complex vegetation. 
Figure 6.13 shows an example for grassland. However, taller grassland 
often has fewer plant species, so there can be a conflict between managing 
for plant diversity and managing for animal diversity. Southwood et al. 
(1979) recorded the vegetation and insects during 8 years of succession on 
abandoned bare soil and in a nearby wood. Plant diversity was highest 
about 2 years into the succession, but insect species richness was highest 
in the wood. The authors attributed this to the greater structural complex- 
ity of the wood. So structural complexity as well as plant species diversity 
needs to be considered in management, if a major aim is animal diversity. 

Structural 
complexity of 
Vegetation also 
be important 

Conclusions 

+ Science can help in deciding priorities in conservation, e.g. by 
identifying keystone species. But methods for finding out what 
conservation actions people will support are also important. 
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+ Species differ regarding the size of the smallest habitat patch that can 

+ Habitat fragmentation can affect species through edge effects, 
maintain them. 

blocked migration routes, and inadequate area to support a minimum 
viable population. 

+ Demographic risk to small populations-the chance that random 
fluctuation in population size will lead to extinction-can be 
assessed by stochastic models (population viability analysis). The 
biological information available to feed into such models is often 
inadequate. 

+ A species that inhabits several or many habitat patches may form a 
metapopulation: it goes extinct in some patches, but survives by 
recolonizing from others. 

+ Corridors can help migration between patches. Characteristics that 
make corridors more effective are known for some species, but differ 
between species. 

+ Larger habitat patches and islands tend to support more species; this 
is (1) because they have more habitat variation, and/or (2) to do with 
the balance between extinction and reinvasion. Which of these 
predominates can determine whether more species will be 
supported by few large habitat patches or more smaller ones. 

+ Management to promote biodiversity can include alterations to 
(1) soil fertility, (2) frequency of disturbance and (3) heterogeneity of 
the environment. 

Further reading 

Biodiversity and threats to species: 
Wilson (1992) 

Conservation biology: 
Meffe & Carroll (1994) 
Caughley & Gunn ( 1996) 
Primack (1998) 

Animal behaviour and conservation: 
Clemmons & Buchholz (1997) 

Metapopulations: 
Harrison (1994) 

Population viability analysis: 
Boyce (1992) 

Prioritizing species for conservation: 
Simberloff (1998) 



Chapter 1 1 : Restoration of Communities 

Questions 

If we want to re-establish a semi-natural ecosystem on abandoned 
land, can we leave this to natural processes or is active intervention 
necessary? 

community to become similar to its original state? 

establishment of the restored community? 

what should we be aiming for? The natural state? 

areas where they were formerly native? 

If so, what can we do about it? 

If we do leave it to natural processes, how long will it take for the 

Is inadequate dispersal of species to the site a limitation to 

If we decide to actively promote the development of a community, 

Are there difficulties in reintroducing animal and plant species to 

Is farm soil sometimes unsuitable for re-establishing wild species? 

How can we establish wild species on mine waste? 

Background science 

Long-term records of forest succession after arable or grassland. 
Seed dispersal to restoration sites. 
Reintroductions of plants, invertebrates, vertebrates: what 
happened. 

rn Properties of mine waste, how they affect plants. 
rn Responses of plants to heavy metals. Evolution of tolerance. 

The previous chapter was about preservation-how to prevent species 
from going extinct, how to maintain existing communities and ecosys- 
tems that are under threat. In this chapter we consider how to restore 
semi-natural or near-natural communities on former farmland or on 
industrial wasteland. The emphasis is on the restoration of forests and 
grasslands, though of course other types of community can be the aim of 
restoration. 

The re-establishment of forest and grassland on abandoned farmland is 
not new: it has happened in the past in various parts of the world. Box 
1 1.1 lists some of the periods when arable farming has been abandoned in 
Europe, North America and tropical regions. Much of the farmland 
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Box 11.1. Farmland that has been abandoned in the past. 

Time, AD Region 
(approximate) 

300-500 Western Europe 

500-1000 Western Europe 

1348 onwards Western Europe 

800-1600 Central America 

1200-1 400 Cambodia + 

1300-1 400 South-westem 

1850-1920 EastemUSA 

southern Thailand 

USA 

Reason farmland abandoned 

Population decline at end of 
Roman Empire. 
Light soils no longer cultivated, as 
stronger ploughs allowed heavier 
soils to be cultivated, 
Sudden population decrease caused 
by Black Death (bubonic plague). 
Communities died out, for several 
possible reasons. 
Invasion by other people 

Farming communities left or died out 

Prairieland of Midwest opened up for 
farming. 

Further information: Fussell (1966); Fowler (198 1); Scarre et al. (1988); 
Peterken (199 1 , 1996); Bush & Colinvaux (1994). 

became forest, although following the switch in Europe to cultivating 
heavier soils much of the land on lighter soils became grassland, main- 
tained by grazing. In some of these forests and grasslands the remains of 
field boundaries and buildings provide visual evidence today that it was 
formerly cultivated. Other evidence comes from preserved pollen of crop 
and weed species in what now appears to be pristine forest (e.g. in 
Panama: Bush & Colinvaux 1994). 

Today there is farmland that is no longer required for food production. 
This is primarily in temperate, developed countries, because of increased 
yields per hectare; but there is also pastureland created after the felling of 
tropical forest, which is later abandoned. There is also, in many coun- 
tries, other unwanted land covered with quarry waste, mine spoil or 
other industrial waste. If we want one of these areas to bear a natural, 
semi-natural or species-rich community of plants and animals, what 
should we do? There are two basic alternatives: 
1 Leave it alone, prevent human interference, allow species to colonize 
naturally and succession to proceed towards a climax community. 
2 Take active steps to promote the establishment of a desired commu- 
nity. 
Both of these approaches have been tried, at various times in various 
places, and both will be discussed here. 
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Natural succession on abandoned farmland 

If we leave abandoned farmland alone, what sort of community will 
develop on it? Will it become something like the natural community that 
would have occurred on the site? If so, how long will that take? Various 
sorts of vegetation can develop, including forest, open woodland, grass- 
land and heathland. Here I consider only forest and grassland. 

Forest 

In t h s  chapter we are concerned with the establishment of forest on 
farmland, where trees have been absent for some years. If, on the con- 
trary, after forest is felled and the trees have been removed the area is 
immediately abandoned and regeneration can start, the processes are dif- 
ferent and have already been considered in Chapter 7. Sites in the eastern 
United States provide some of the best evidence for answering the ques- 
tions posed above. Shenandoah National Park, in Virginia, is an example 
of an area where the aim was to recreate near-natural forest. The park, 
which is about 100 km from end to end and several kilometres wide, con- 
sists of a ridge which was presumably once almost entirely covered by 
mixed deciduous (hardwood) forest. Today it is, again, covered by hard- 
wood forest, but none of it is truly natural: when the park was opened in 
1935 there was no undisturbed forest left, with the possible exception of 
a few small patches. At that time some of the park area was being culti- 
vated, mostly as small family farms, and some was used for summer graz- 
ing of cattle and sheep belonging to lowland farms. The remainder was 
regrowth forest on sites which had been clear-felled at least once and left 
to regenerate naturally. Lambert (1989) describes the history of the 
national park in a non-scientific way, and the politics and negotiations 
behind its formation. The inhabitants were offered financial induce- 
ments to move out, and those who refused were compulsorily evicted. 
The Great Smoky Mountains National Park, further southwest in the 
Appalachians, was formed about the same time (Campbell 1969). Much 
of its area had also been farmed or cut over, but unlike Shenandoah it had 
substantial areas of forest that had never been felled, probably totalling 
about one-quarter of the park area (Ambrose & Bratton 1990). 

The policy in both of these national parks was to let natural succession 
take place, with very little help from planting or other active manage- 
ment. Great Smoky Mountains is the better area to assess the success of 
this method, because there is near-natural forest to compare it with. Fig- 
ure 1 1.1 shows the abundance of predominant tree species in two agri- 
cultural fields following the abandonment of farming in about 1920. The 
two fields were adjacent to an area of old forest that had never been 
logged, and all were in a sheltered cove, with similar aspect and slope. 
The two principal early colonizers were black locust and yellow poplar, 
which are also early colonizers of large gaps in forest (see Fig. 7.8) and 
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Fig. 11.1 Abundance (percentage of total) of the five most abundant tree species in 
forest in the Great Smoky Mountains, Tennessee. Measurements in two former 
arable fields, at various times after abandonment, and in old, unlogged forest nearby. 
Abundance was assessed after 15 years by foliage cover, and at other times by stem 
basal area. 0 Yellow poplar (Liriodendron tulipifera), A black locust (Robinia 
pseudoacacia), 0 sugar maple (Acer saccharurn, upper picture), 0 hemlock (Tsuga 
canadensis) [abundance c 1 except in  old forest), A silver-bell (Hnlesia Carolina, 
lower picture). Data of Clebsch & Busing [ 1989). 

after clear-felling (see Fig. 7.9) in this part of the USA. On the abandoned 
farmland of Fig. 1 1.1 black locust had disappeared by 42 years after aban- 
donment, but yellow poplar was still dominant at 63 years. None of the 
three principal trees of the old forest-hemlock, silver-bell and sugar 
maple-had achieved much biomass by 63 years, although silver-bell and 
sugar maple were by then abundant as small saplings. A computer model 
predicted that after 150 years sugar maple would overtake yellow poplar 
in having the largest biomass. Whether the regrowth forests would by 
then be similar in other respects to the old forest is not known. 

A few hundred kilometres to the east of the Great Smoky Mountains a 
detailed study of forest development on abandoned farmland was made 
by Oosting (1942) in Duke Forest, central North Carolina. This 2000-ha 
area was acquired by Duke University in 1931 and had previously been 
used for farming by shifting cultivation. In 1931 it included fields still in 
cultivation and other fields abandoned at various times up to 100 years 
previously. Unlike the Great Smoky Mountains no unfelled forest 
remained for comparison, but it was known that the original forest had 
been mainly hardwoods. During the first few years after the abandon- 
ment of a cultivated field herbaceous species dominated, but within 
5 years pines began to colonize. As the pine stands grew up dicotyledo- 
nous woody species established beneath them. But the oldest stands, 
90-1 10 years from the abandonment of farming, were still dominated by 
pines; the dominant trees of old undisturbed forest in this area, oaks and 
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BOX 11.2. Summary of features of patches of deciduous forest over 
limestone in Derbyshire, England. 

None of them was planted. Secondary forest resulted from natural 
colonization of grassland. 

Ancient forest 

Oak in some of 
the patches 
Ash 
Sycamore 
Elm * 

Tree ages Mixed-age 

Principal trees Lime 

Shrubs More species than 
in secondary 
forest 

Ash = Fraxinus excelsior 
Elm = Ufmus gfabra 

Secondary forest 
(No lime) 
(No oak) 

Ash 
Sycamore 
Elm' 
Mostly even-aged; 
None s 160-year-old 
Much hawthorn and 
hazel 

*Since this study elms have been U e d  by Dutch elm disease. 
Hawthorn = Crataegus manogyna 
Hazel = Corylus avellana 
Lime = Tiliu cordata + T. platypliyllos 
Oak = Vuecus  rnhux 
Sycamore = Acer pseudoplatunus 

Based an Pigott (1969), Merton (1970). 

hickories, were beginning to reach the canopy but were still sparse. So 
the forest was developing towards a structure and composition similar to 
what was there previously, but the succession would take well over a 
century to be completed. 

Harvard Forest in Massachusetts is another site of classic studies of 
succession on abandoned farmland (Spurr 1956). On fields not cultivated 
for 100 years early successional pines had largely &sappeared, hemlock 
and hardwoods dominated, but the species composition was still sub- 
stantially different from old forests described by early inhabitants. 

Natural establishment of forest has occurred in various parts of Europe 
at various times. Derbyshire in central England provides one example 
(Box 11.2). There patches of deciduous forest occur on limestone on the 
steep slopes of valley sides; most of the more level ground is now farm- 
land. Pigott (1969) and Merton (1970) deduced the history of the forests 
from study, in the 1960s, of the present vegetation and of old maps. There 
were some patches of lime woodland which were evidently very ancient; 
the rest of the forest resulted from natural colonization of grassland after 
grazing was stopped in the early 19th century or later. Although this sec- 
ondary forest had large, well-established trees, as well as shrubs and 

Forest in Derbyshire 
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Table 11.1 Tree establishment in fields near Paragominas, eastern Amazonia, 
8 years after pasture was abandoned, and in unfelled forest nearby 

Intensity of use of pasture’ Light Moderate Heavy Old forest 

Number of replicate sites 2 2 1 2 
Canopy height [ m) 11-14 7-8 3-4 25-35 
Trees > 2 m tall 
[number per 100 m2) 48,71 69,73 0.6 49,67 
Number of tree species 
(per 100 m2plot) 21,25 16,19 1 23,29 

Light: poor establishment of grass cover; pasture abandoned within 4 years after 
forest felled. Moderate: grass established well; grazed for 6-12 years; some burning. 
Heavy: similar to ‘moderate’, except bulldozer used to clear vegetation at start and to 
remove some topsoil. From Uhl et al. [ 1988). 

herbaceous species, there were still substantial differences in the species 
complement (Box 11.2). Even after 160 years lime, the most characteris- 
tic tree of the ancient forests, was not invading the secondary forests. 

The message from these examples of natural forest recolonization in tem- 
perate regions is that substantial establishment of trees can occur within a 
few decades, but after 100-160 years the structure and species composition 
is still markedly different from that of ancient forests in the same area. 

Table 1 1.1 summarizes information on the early regeneration of trop- 
ical forest in Amazonia, where forest had been felled, grassland sown and 
used for pasture, then later abandoned. Where a bulldozer had been used 
to clear the vegetation, regeneration was still very poor 8 years after aban- 
donment of the pasture forest. However, where the use of the pasture had 
been light or moderate in intensity, by 8 years after its abandonment the 
number of trees per 100 m2 was similar to that in unfelled forest, though 
they were not nearly as tall. The number of tree species was also 
approaching that in the old forest, though the species composition was 
not the same: pioneer species were the most abundant. Whether the for- 
est will ever return to near its original state is not known. 

Regrowth forest in 
Amazonia 

Grassland 

In many parts of the world abandoned farmland is quickly colonized by 
herbaceous species, and if woody species are excluded, e.g. by grazing, a 
herbaceous cover can be maintained. However, the species composition 
may take a long time to stabilize and conform to ‘old grassland’. This is 
illustrated by work by Wells et al. (1976) on the Porton Ranges in Wilt- 
shire, southern England. This 28 km2 chalkland area is uninhabited and 
reserved for military use; much of it was cultivated in the past but is now 
grassland. When Wells et al. made their survey, the time since cultiva- 
tion was abandoned, determined from old maps, ranged from less than 
50 years to more than 130. Wells et al. were able to list species that were 



328 CHAPTER 11 

characteristic of grasslands less than 50 years old and others characteris- 
tic of grasslands more than 130 years old. The ‘50-year grassland group’ 
includes species commonly found in roadside verges and others that 
occur in dune grassland. In other words, they occur in somewhat dis- 
turbed habitats, although they are not arable weeds. The ‘130-year group’ 
are species characteristic of old, long-undisturbed chalk grassland. So the 
recreation of fairly natural chalk grassland vegetation by unassisted suc- 
cession can evidently take more than a century. 

Seed saurces 

After felling of forest for timber, and after shifting cultivation, often live 
roots and stumps of trees remain and re-establishment can start by 
sprouting (see Chapter 7). However, land that has been under arable for 
some time contains no live tree remains, and therefore recolonization by 
forest species must be from seed. This is also true for grassland species. 
So is seed supply a limiting factor in the regeneration process? 

Hutchings and Booth (1996) studied vegetation development on a field 
60-70 m wide, in southern England, that had been cultivated for more 
than 200 years and then left. Surrounding it was old chalk grassland. Ten 
years after cultivation ceased some chalk grassland species had become 
established on the field within 20 m of the grassland, but beyond that the 
vegetation that established had scarcely any species in common with 
chalk grassland. This was evidently because viable seeds of these chalk 
grassland species were lacking in the long-cultivated soil, and they had 
not spread more than 20 m from the remaining chalk grassland. This 
research suggests that a field further from a seed source (say several hun- 
dred metres) would suffer severe restriction in plant colonization. 

Table 1 1.1 showed very poor tree colonization of a tropical site which 
had been subject to heavy disturbance and use as pasture. Later research 
nearby (Nepstad et al. 1996) showed that shortage of suitable seeds was a 
problem. There were many viable seeds in the soil of the abandoned pas- 
ture, but they were almost all of herbaceous species. Seeds of three woody 
species were found but they were pioneer trees and shrubs: no species of 
old forest were represented in the seed bank. However, some tree seeds 
were brought in by birds, which ate them in the forest and then deposited 
them (still viable) in their faeces in the field, provided there were shrubs 
or small trees to perch on. Wind dispersal played little part in transport- 
ing seeds into the field. 

As described earlier, in central North Carolina the first trees to colon- 
ize abandoned fields are pines. Oosting and Humphreys (1940) found that 
in the Duke Forest area during the herb stage of succession, i.e. a few 
years after cessation of farming, there were no viable seeds of any tree 
species in the soil. So all the tree seeds for the subsequent succession 
must have come from surrounding forest stands. McQuilkin (1940) meas- 
ured the abundance of pine seedlings colonizing old fields in Virginia, 

Limited dispersalof 
seeds 
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Fig. 11.2 Distribution of Scots pine in Lakenheath Warren, Suffolk, England, [a) in 
1971 and (b) in1984. Black: canopy cover of pines more than 10%. Grey: pine present 
but cover less than 10'70, or pine plus deciduous scrub. White: grassland or heath. 
A, position of house. B, area where pines were cleared in 1983. From Mans et al. 
[ 1986). Reprinted with permission from Elsevier Science. 

North Carolina and South Carolina, along transects from the edge of the 
nearest pine stand that could provide seed. The results show that beyond 
about 100-200 m from the seed source, colonization by pine seedlings 
would be very slow. 

Colonization by trees has occurred during recent decades in the Breck- 
land area of eastern England. This area of freely drained sandy and cal- 
careous soils is known, from pollen records, to have borne mixed 
deciduous forest until clearance for farming began about 4500 years ago 
(Bennett 1983,1986). From mediaeval times parts of Breckland were used 
for grazing by sheep and rabbits (Crompton & Sheail 1975). The rabbits 
were killed off in 1954 by myxomatosis, and the sheep had by then been 
withdrawn, so the grasslands and heaths were left without any grazing. 
Since then many of these areas have been colonized by trees, which in 
some parts now form dense forests (Marrs &. Hicks 1986; Marrs et al. 
1986). The species composition varies, however. For example, on Knet- 
tishall Heath birch is abundant, with some oak and Scots pine, whereas 
about 20 km away, at Lakenheath Warren, the developing forest is 
almost entirely Scots pine. There can be little doubt that the difference is 
due to the seed sources that were available. Figure 11.2 shows the distri- 
bution of pines on Lakenheath Warren 17 and 30 years after the rabbits 
disappeared. The sources of pine seed were a large plantation abutting the 

Trees cofonizing 
h g f i s b  h m ~ f a n d  
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north edge of the Warren, plus a few trees around the house (marked A). 
After 30 years without grazing pines had established up to 1 km from 
these sources, but some parts were still uncolonized by trees. 

The message from these examples is that seed supply can be a serious 
limitation to colonization by native plant species. Chapter 2 also gives 
information on the limited distance that some trees seeds can travel (see 
Table 2.13). Even where there is suitable vegetation as seed source imme- 
diately adjacent, the size of the area left for revegetation is important: 
part of it may be too far from the seed source. And many areas that 
become available for restoration are separated by many kilometres of 
farmland or grazing land from suitable vegetation that could act as a seed 
source. 

Will other species arrive! 

So far we have been concerned mainly with colonization by the dominant 
plant species-the trees in forest, herbaceous vascular plants in grassland. 
If these become established, can we rely on the normal complement of 
animals and minor plant species to arrive and establish? To answer this 
question fully would require a complete census of all the species in the 
restored forest or grassland and in the natural community it is supposed to 
emulate. To do this for all species, including all invertebrates and all 
microorganisms, would at present be technically impossible: at any site 
many of the species would prove to be previously unknown. 

There have been some studies of colonization by particular groups of 
invertebrates. Majer and Nichols (1998) recorded ant species present in 
four neighbouring sites in Western Australia, one in eucalypt forest, the 
others being restored following open-cast bauxite mining. On the mine 
sites, after the replacement of topsoil, either (1) 23 native forest plant 
species were sown or planted, (2) one species of eucalypt tree was planted, 
or (3) nothing further was done. Ants were sampled at intervals over the 
following 14 years. By the end of that time trees had established well 
where they had been planted, although even in the 23-species site the 
vegetation was not as species-rich as in the forest site. The unplanted site 
still had few trees, though it had much low vegetation. At the three for- 
mer mine sites the number of ant species increased throughout the 14 
years. Figure 1 1.3 shows that their species composition gradually became 
more similar to that of the forest site, but after 14 years was still sub- 
stantially different from it, especially in the unplanted site. In that last 
year of recording the forest site had 52 species of ant, of which 13 had 
never been found at any of the mine restoration sites at any time during 
the 14 years. 

Holl(l996) recorded what species of day-flying butterflies and moths 
occurred on former open-cast coal mines in Virginia that had been 
restored at various times up to 30 years previously. Sites 25-30 years old 
were approaching nearby forest sites in their species of butterfly and 

Recolonization by 
a n t s  
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Fig. 11.3 Comparison of ant species present at three restored mine sites in Western 
Australia with those at a nearby forest site. Similarity to forest expressed by 
Sorensen's index: 0 indicates no species in common, 1 indicates identical species list. 
0 23 plant species sown or planted, one tree species planted, 0 nothingplanted. 
Sorensen's Index, I = 2 4 0  + b), where a and b are number of species present at sites 
A and B, c is the number of species in common. From Majer & Nichols (1998). 

moth, though still lacking a substantial proportion of the rarer forest 
species. 

These two studies covered longer periods than most published 
research on recolonization by invertebrates, but we would like to know 
what will happen over a much longer period, giving time for the vegeta- 
tion to become more like the little-disturbed forest. We know that some 
species take a very long time to colonize naturally. Figure 10.9 provides 
evidence that the characteristic British woodland floor plant dog's mer- 
cury can in 100-150 years spread a few hundred metres across farmland 
to a new wood, but is unlikely to spread as much as 1 km. However, once 
established in a wood it can spread to become the predominant ground 
floor herb, as it has done in some woodlands 50-70 years old (Pigott 1969; 
Merton 1970). Figure 10.8 gives information about a butterfly that inhab- 
its short grassland; it rarely migrates more than 1 km between separate 
patches of grassland. Thomas (1991) gives other examples of butterfly 
species, of heathland and forest, that fail to migrate between habitat 
patches if the distance is more than a few hundred metres. Chapter 10 
gives examples of the distances that act as a deterrent to certain mammal 
species, and how habitat corridors can promote their movement. 

Peterken and Game (1984) studied the ground flora of 362 woods set in 
farmland in Lincolnshire, eastern England, and were able to categorize 
each as 'ancient'-i.e. there had been forest on the site continuously 
since before AD 1600-r 'recent', i.e. on land that has been clear of forest 
for some period since 1600. Some of the woodland floor species were 
found equally often in ancient and recent woods. However, there were 
62 species that were found much more frequently in ancient than in 

Woodland floor 
speciesthutfleslow 
to colonize 
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Table 11.2 Frequency of understorey species, grouped by dispersal mode, in old and 
regrowth forests in southeastern Pennsylvania and northern Delaware. Regrowth 
stands were separated from old forest by 10-480 m of non-forested land. Frequency 
means percentage of sites in which the species occurred 

Statistical significance 
Dispersal mode Old forest Regrowth forest of difference (P = ) 

~ ~~ 

Wind 25.4 24.6 
Adhere to animal 26.5 25.4 
Ingested by animal 39.4 30.4 

Ants  34.7 7.3 
None 18.8 5.4 

Spores (ferns) 18.2 6.5 

not sig 
not sig 
not sig 
0.05 1 
0.012 
0.016 

From Matlack (1994). 

recent woods. They have failed to recolonize most of the recent woods, 
even though some of them are more than 300 years old. The list includes 
species that most British people, whether trained ecologists or not, 
would recognize as typical woodland flowers, for example bluebell and 
wood anemone, as well as dog’s mercury (Fig. 10.9). Whitney and Foster 
(1988 J made a similar comparison in New England of old deciduous for- 
est and patches of regrowth forest, mostly 50-90 years old, on former 
farmland. Again, there were some understorey species that were rarely or 
never found in the regrowth forests. Long lists have also been produced of 
British species of lichen and beetle that are characteristic of old forest and 
rarely found in forest that is less than several centuries old (Rose 1976; 
Harding & Rose 1986). 

These species evidently are very slow to colonize new habitat patches. 
This may be because they are poor migrators. Matlack (1994) studied the 
undergrowth vegetation in patches of regrowth forest on former farmland 
in Delaware and southeastern Pennsylvania, USA, and compared it with 
old forest, which was mixed hardwoods. The regrowth forests had fewer 
species in the understorey. This was because of a lower frequency of 
species whose seeds are dispersed by ants or have no apparent dispersal 
mechanism, and of species that have spores (Table 11.2). In contrast, 
species with seeds that are dlspersed by attaching to animals’ fur, by 
being ingested or by wind were about equally frequent in old and 
regrowth forests. This strongly suggests that dispersal was a limiting fac- 
tor in some undergrowth species reaching these regrowth forests, whose 
age ranged from 3 years to about 100 years. 

Another possible reason for the slow establishment of species in 
regrowth forests is that forest might take a long time to become a suitable 
habitat for them. Perhaps gaps do not yet occur in the frequency and size 
that same understorey plants require: the development of a new forest 
from even-aged to fully mixed-age can take as long as one or several cen- 
turies (see Chapter 7). Chapter 7 also gives examples of animals that 
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require old trees. Many animals have special requirements. Some inver- 
tebrates require nectar from particular plants; some inhabit ants’ nests; 
some solitary bees of dead wood nest in the burrows of wood-feeding 
beetles (Warren & Key 1991). What we are considering here is the re- 
establishment of a whole ecosystem. There is a vast number of interac- 
tions between species, which have to be reconstituted in the right order. 

The main message from this section is that if we rely on natural colon- 
ization and succession, it will take at least a century-probably several- 
for near-natural grassland or forest to develop on former farmland, and 
there is no guarantee that the community will ever reach a state that we 
could truly consider natural. 

Actively promoting restoration 

Instead of leaving the restoration process to natural colonization and suc- 
cession, we can take active steps to promote it. The term ‘restoration’ 
may need further definition here. We are aiming to promote the estab- 
lishment of a semi-natural community or ecosystem on the site, and we 
need to have a clear idea of what we are aiming for. Box 11.3 sets out the 
main alternatives. It avoids using the word ‘natural’, because that term 
itself needs to be defined. The early development of the science of ecol- 
ogy in the United States was much influenced by the assumption that the 
landscapes and communities seen by the first European explorers were 
natural, providing the basis for the key concepts of succession and cli- 
max. It is now clear that what the first Europeans saw in North America 
was already much influenced by people. Many species of large mammal 
had been made extinct about 1 1 000 years earlier by hunters (Stuart 1991). 
Fire had been used, in forest and prairie, to alter the vegetation and so 
make hunting easier (Spurr 1956). Farming had been carried out in the 
east and the southwest; much of the apparently primeval forestland of 
the east was in fact regrowth after shifting cultivation (Williams 1989). In 
Australia there was no farming before Europeans arrived, but people had 

What should w e  aim 
to create1 

Box 11.3. Possible aims for restoration of an area. 

1 Create what would have been here today if people had never interfered. 
2 Return it to how it was at somc specified time in the past. For example: 

In Europe: before the first farming about 7-5000 years ago; or as it was 
managed in the Middle Ages, about 1000 years ago. 

In N. and S. America, Australia, New Zealand before the Arst European 
settlers arrived. 
3 Create a suitable habitat for a particular species, or a group of specics, 
e.g. butterflies. 
4 Promote recreational enjoyment by people. 
5 Improve the appearance of areas of industrial waste. 
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presumably been responsible for much of the widespread burning of vege- 
tation and for the extinction of many large mammals. Almost every- 
where in the world has been influenced by people in the past. So it is not 
helpful to make the aim ‘to return the area to its natural state’: we need 
to be more precise, and in Box 11.3 alternatives (1) and (2) attempt to do 
that. We can get some information about what the area was like in the 
past from written records or, further back, from remains of pollen and 
bones (see Box 2.5). Neither of these will give us much information about 
invertebrates or microorganisms. Alternative (1) is bound to involve 
some guessing about what the area would have been like today without 
people: since people started to be a major influence the climate has 
changed, and there might have been natural invasions and extinctions of 
species. Alternatives (3) and (4) do not aim precisely for a natural state: 
indeed, (4) implies that we can improve on nature. This was the aim of 
the 18th-century landscape gardeners and park creators of Europe: open 
landscapes with spaced trees, grassy areas, vistas, lakes, perhaps the occa- 
sional statue or temple, were considered more attractive than the dense 
forest that would naturally cover the land. In the European Alps the char- 
acteristic but artificial mosaic of forest and hay-meadows that we see 
today is considered by many people more attractive than continuous 
forests, and provides a major recreational area for walking and admiring 
the scenery, as well as for skiing. This chapter will not discuss further the 
relative merits of the alternatives in Box 11.3. I will use the term ‘near- 
natural’ to encompass them and to describe what we are aiming for. 

The restoration of prairie on farmland in the US mid-West illustrates 
some of the problems and successes of active restoration. The first 
attempt to recreate North American prairie on farmland was the Curtis 
Prairie, a 24-ha site at the University of Wisconsin at Madison, where 
restoration started in 1935; the 16-ha Greene Prairie was started nearby a 
few years later. Other prairie restorations, some much larger, have been 
started since then in various parts of the mid-West. 

When an accelerator ring for the study of subatomic particles (’Fermi- 
lab’) was built in Illinois in 1969-71 it enclosed an area of 314 ha which 
had originally been prairie but had been cultivated for more than a cen- 
tury. Seeds of prairie species were sown on much of this area to try to 
restore the original prairie. Figure 1 1.4 shows the abundance of species, 
classified into six ecological groups, all recorded in 1985 but in areas 
where prairie restoration had started at different times. Initially the col- 
onizing vegetation was mostly weeds and other species that are uncom- 
mon in prairie. However, after 1 1 years many of these non-prairie species 
had become sparse, and prairie graminoids and ’aggressive’ prairie forbs 
had become as abundant as in an old prairie remnant nearby. But the forbs 
classed as ‘less aggressive’ had established poorly. 

Not all attempts at prairie restoration have been so successful. Jordan 
et al. (1987) and Howell and Jordan (1991) summarized the problems that 
have been encountered. 

Restoration of US 
prairie 

Problems in prairie 
restoration 
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1 Some prairie species that were originally native to the area have proved 
consistently difficult to re-establish. 
2 Some arable weed species and some non-native species (e.g. introduc- 
tions from Europe) can be very persistent. 
3 Woody species often invade. 
4 The soil may have changed during the years of cultivation-for ex- 
ample the available nutrient status may have increased but the crumb 
structure been degraded (see Chapter 4)-and it may be necessary to 
reverse these changes. 

So one message is that restoration can involve not only introducing 
desired species but trying to get rid of unwanted ones, or to prevent them 
invading. A problem tree in Britain is sycamore. If we are trying to recre- 
ate forest as it was before the first farmers or in the Middle Ages, 
sycamore should not be there, as it was only introduced to Britain a few 
hundred years ago. It is now very widespread in British deciduous forests 
and regenerates well from seed. For example, in Derbyshire (Box 11.2) it 
has invaded ancient forest as well as contributing to secondary forest. An 
example of introduced plant species that have become abundant in North 
America are European annuals that are now widespread in the west (see 
Chapter 6). To remove these from a prairie restoration, or sycamore from 
a British forest, would be technically possible, but if the area is large it 
would be extremely time-consuming. And the species could reinvade 
from outside the reserve. Introduced animals can also have a major effect 
on the survival of plants and on the composition of the vegetation, for 
example the effects of grazing by deer in New Zealand, and by rabbits in 
Britain (see Chapter 10). It will not be possible practically to eliminate 
either of these from the country, though it is sometimes possible to fence 
them out of a reserve or to eliminate them from an island. Introduced 
species whose spread cannot be controlled include the causal fungi of 
chestnut blight in North America and Dutch elm disease in Britain. 

Unwanted species 
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Today they prevent chestnut and elm from being major components of 
forest in those countries, as they once were. 

Introducing species 

If we are really going to recreate an ecosystem exactly as it was in the 
past, it needs to have all its original species, but there are some species we 
can never reintroduce because they are now extinct. There were formerly 
about 12 species of moa in New Zealand, flightless birds 1-3 m tall 
(Wardle 1991). These became extinct after the Maori people arrived about 
1000 years ago, mainly because of hunting. Moas were herbivores, living 
mostly in forests. They were probably abundant enough to have a major 
effect on tree regeneration and on the composition of the understorey, 
and hence on the structure of forests and on the animals that could live 
there. This is one reason why New Zealand forests can never return to 
being exactly how they were before people arrived. 

Sowing seeds into areas where the species was presumably formerly 
native, and where the site appears suitable now, does not always lead to 
successful establishment of the species. Such failures have occurred at 
Curtis Prairie, in British grassland restoration and in eastern US wood- 
land (Jordan et  al. 1987; Smith et al. 1997; Primack & Mia0 1992). Alter- 
native methods of introduction, using whole plants or whole turves 
rather than seed, have been tried: they sometimes help but have not 
always solved the problem. Sometimes a ‘nurse’ species can help. For 
example, when attempting to establish heathland on sandy waste in 
southern England, it was found that the heathers established better if a 
grass, Agrostis capillaris, was also sown (Jordan et al. 1987, Fig. 5.4). 

If a large area is to be restored, requirements of time, effort and seed sup- 
ply may well set a limit on how much dlrect introduction of plants can be 
achieved. Simplified methods of collecting and spreading seed may be 
used. For example, hay with the seed heads can be spread, or it can be fed 
to horses which are allowed to roam and deposit seeds in their faeces. 

Introductions of invertebrates have usually been only of conspicuous, 
attractive species, most often butterflies and moths. In Britain there have 
been successful introductions of several butterfly species, to grassland, 
heathland and woodland sites (Thomas 1991). A dramatic success was 
the silver-studded blue: 90 adults were released in 1942 at a site in Wales, 
and 41 years later there were estimated to be 60 000-90 000, although 
they had extended their area by only 2 km. 

Introductions of other invertebrates have sometimes been suggested. 
For example, transferring dead logs from old to young forest would intro- 
duce many species of invertebrate and fungus, but as far as I know the 
effectiveness of such methods has not been tested. Some topsoil that has 
been spread on mine sites is evidently inadequate in mycorrhizal inocu- 
lum for the development of forest or shrub vegetation: inoculation with 
arbuscular mycorrhiza has increased the growth of native species at some 
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sites, but not at others (Jasper et al. 1989a, b; Miller, in Jordan et al. 1987). 
As far as I know, inoculation with other soil microbial species has not 
been used in restoration. 

There have been many attempts to reintroduce mammals and birds. 
Wolf et al. (1996) used a questionnaire to obtain information about the 
success of introductions of individual species, either taken from other 
wild populations or bred in captivity, into sites in North America, Aus- 
tralia and New Zealand. The percentage of introductions resulting in 
successful establishment was 63% for birds and 73% for mammals. 
Comparison of the successful and unsuccessful attempts gave some indi- 
cation of factors favouring establishment. The most consistent was that 
establishment was more likely in a site near the centre of the species' nat- 
ural range than near its periphery. Percentage success was in the order 
omnivores > carnivores > herbivores. Success was more likely if the area 
of suitable habitat was larger, and if more individuals were introduced. 
Chapter 10 explained the special risks to small populations. Some early 
introductions involved few individuals. For example, during the second 
half of the 19th century red deer were released in the South Island of New 
Zealand on at least 10 occasions, but probably fewer than 10 individuals 
on each occasion and sometimes only one male and one female. Some of 
the populations died out, although several multiplied and formed the 
basis of the present very abundant and widespread deer population 
(Clarke 1971). 

Introducing captive-bred animals has been markedly less successful in 
some species than transferring individuals from another site. Attempts 
have been made to reintroduce the swift fox to prairie sites in Canada 
(Bowles & Whelan 1994). Only 11 YO of the introductions involving cap- 
tive-reared animals led to establishment, as against 47% using wild- 
caught animals. Predation by coyotes was the greatest cause of death, and 
captive-bred animals may be poorer at escaping them. 

The area of suitable habitat available may be the critical determinant 
of whether the introduction of a large mammal is successful. Chapter 10 
explained methods of determining the area needed to support a min- 
imum viable population; alternatively, a mosaic of habitat patches 
between which animals can migrate may support a metapopulation. 
Howells and Edwards-Jones (1997) attempted to predict whether there is 
adequate habitat in Scotland to support wild boar if they were reintro- 
duced. Wild boar occur today in several countries in Europe, including 
France, Germany, Poland and Russia, but they died out in Britain in the 
16th century. Acorns and beech mast provide a major component of their 
diet, so they need oak or beech forest. Howells and Edwards-Jones con- 
cluded that there is at present no suitable habitat in Scotland large 
enough to support a minimum viable population (MVP) of boar, which 
they estimated to be 300. However, this MVP estimate involved major 
uncertainties, including the effects of inbreeding depression and year-to- 
year environmental variation. 

In troducing birds 
andmammals 
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Wolves Wolves were formerly widespread in North America and Europe but 
have disappeared from most of their former range, presumably partly 
because of hunting and partly because of loss of habitat. As explained in 
Chapter 10, the loss of wolves and other large carnivores is likely to lead 
to an increased abundance of herbivores such as deer, which were their 
prey; this in turn will affect the regeneration of trees. So wolves were key- 
stone species. Wolves are expanding their range again in some parts of 
Europe and North America (Boitani 1992; Forbes &Boyd 1997), but there 
is also interest in reintroducing them to suitable habitat areas. In 
1995-96 wolves caught in Canada were released at two sites in the USA, 
31 in Yellowstone National Park and 35 in central Idaho (Forbes & Boyd 
1997). An indication of the minimum area needed is provided by the 
much-studied wolf population of Isle Royale in Lake Superior, which is 
probably near to an MVP: in the mid-1980s it suddenly dropped from 
about 50 to 12 (Vucetich et  al. 1997). The island is 544 km2. In Italy wolf 
pack territories were found to be 200400 km2 (Boitani 1992). These 
areas indicate that Yellowstone National Park, at 20 000 km2, should be 
easily large enough to support a viable population of wolves, but Shenan- 
doah National Park’s few hundred square kilometres seem marginal. 
Wolves are more willing than most large carnivores to migrate across 
farmland (Forbes & Boyd 1997), but while doing so they might attack 
lambs and other domestic animals. If the introduction of wolves is to be 
widely accepted by humans the wolves will need an adequate amount of 
suitable semi-natural habitat. 

Management of restored areas 

There may be other things we can do, besides introducing species, to pro- 
mote the development of the desired community. We need to decide 
what is our attitude to disturbance. Should we create artificial gaps in a 
developing forest? Gaps of different sizes allow the regeneration of a vari- 
ety of tree species (see Fig. 7.8). In a new forest, which is likely to be 
approximately even-aged, gaps will eventually form naturally, but it may 
well take more than a century for somethng like a natural mixed-age 
structure to develop (e.g. Fig. 7.3). So we may want to speed up the 
process. Disturbance was probably important in the former prairies. The 
presence of some weedy perennials in the old prairie remnant of Fig. 1 1.4 
probably depended on disturbance, either recent or past. Bison wallows 
were open patches that weedy species could colonize. If our prairie 
restoration is too small to support bison, should we make simulated wal- 
lows? Fire was normal in the prairies and must have influenced the vege- 
tation composition, including killing trees. The restored Fermilab prairie 
in Illinois is burnt regularly, but effective burning has proved difficult at 
the smaller Curtis and Greene Prairies in Wisconsin. 

Invasion by unwanted species from outside the restoration area is often 
a problem, especially if the area is small. Common problem invaders are 

Should we create 
disturbances! 
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trees in prairie and deer in forests. Their presence is due to the combin- 
ation of opportunity to invade and lack of the former control (by fire or 
carnivores). There may be no alternative but to kill them individually. 
Culling deer upsets some wildlife managers, but if the former large 
carnivores cannot be reintroduced culling may be the nearest simulation 
of what their effect would be. 

Sites with special problems 

Fertile farmland 

This section is mainly about problems with soil. If the site is covered 
with mine waste it may not be soil at all, in any normal sense. However, 
let us first consider a common problem with former arable land: if fertil- 
izers have been applied over many years the soil may be too fertile to 
allow the desired community to develop. More fertile sites tend to sup- 
port fewer plant species, e.g. in tall grassland (Fig. l0.13(b)): many species 
are unable to establish in the dense, tall vegetation that grows on fertile 
soil. Simply stopping the addition of fertilizer is unlikely to cure the 
problem. At some sites nutrient inputs will exceed outputs: this was true 
for nitrogen at a site in the Netherlands, if nothing was removed from the 
site by people (Table 11.3, left-hand column). For more information on 
nitrogen input in rain and as gases see Chapter 4, including Box 4.4 and 
Table 4.4. 

One possible way to increase nutrient loss from grassland is to cut and 
remove vegetation as hay. Berendse et al. (1992) tried this as part of an 
investigation into the best way to restore species-rich hay-meadows in 
the Netherlands. Cutting and removing hay twice a year resulted in 
nitrogen losses considerably exceeding inputs (Table 11.3). However, 
during the 4 years of the experiment little difference in plant species 
composition developed between the hay-removal and non-removal treat- 
ments. Such treatments may need to continue much longer to allow 

Reducing soil 
fertility 

Table 11.3 Nitrogen balance of hay-meadows on a wet site in Netherlands. 
Hay cut twice per year, and either left on the field or removed 

~ 

Inputs 
Atmospheric deposition (rain + gases) 
N, fixation 
Total 

outputs 
Denitrification 
Leaching 
In hay removed 
Total 

No hay removal 
16 
3 

19 

- 

kg ha-' yr-' 
60 
<1 

6 0 6 1  

Hay removed 
16 
3 

136 
155 

Data of Berendse at al. (1992). 
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species characteristic of low-nutrient soils to establish. If the cut hay is 
left to dry some of the nutrients (especially potassium) leach back into 
the soil during the first few weeks, so the cut vegetation needs to be 
removed promptly to achieve maximum nutrient loss (Schaffers et al. 
1998). Chapter 4 gives more information on long-term nutrient balances. 

It may be possible to make the soil more suitable by adding organic or 
mineral material. Dunsford et al. (1998) investigated ways of re- 
establishing heathland vegetation at a site in Suffolk, England, that had 
formerly been heathland but had been cultivated for about 50 years. 
Heather plants with many ripe seeds were spread over the soil, but after 
5 years the heather had established only about 10% cover. However, if 
peat was mixed into the top 50 cm of soil, forming a 5050 mixture, before 
the seeds were spread, after 5 years the heather cover was about 50%. 
Whether this technique could be applied over a large area, such as several 
square kilometres, is doubtful: to obtain enough peat would probably 
involve destroying other vegetation. 

Industrial waste 

At other sites revegetation may be difficult because the soil is too infer- 
tile. Mining and industrial processes can result in large dumps of mater- 
ial which is very unfavourable for plant growth. Coal, after mining, is 
separated from shale and mudstone, much of it in large fragments. China 
clay is separated from almost pure sand. Pulverized fly ash is a waste 
product from coal-burning power stations. These materials are unsuit- 
able for plant establishment because of their coarse particle size and lack 
of organic matter, and hence low water-holding capacity and low ability 
to supply or retain mineral nutrients. At some sites there are additional 
problems from toxic heavy metals. At such sites the initial aim may be 
the last one in Box 1 1.3, to improve the appearance when viewed from a 
distance. If we can establish a complete vegetation cover this will help a 
conspicuous eyesore to blend in with the surrounding countryside. 

In spite of the problems just listed, at some of these sites a substantial 
vegetation cwer can develop, given sufficient time. Hall (1957) made a sur- 
vey of more than 200 heaps of coal-mine waste in England that had been 
standing for various lengths of time up to 100 years. No attempt had been 
made to improve the soil or to revegetate any of them. A few of the oldest 
had developed a closed-canopy forest of oak, but on most heaps woody 
plants were sparse. On many heaps over 40 years old there was a dense 
grass-forb sward. At some sites the rock fragments in the upper few centi- 
metres had within 20-30years weathered to finer particles, though at other 
sites there was no sign of soil structure developing even after 100 years. 
Forest can also establish naturally on pure sand waste from china clay 
mining: a site in Cornwall, England, where such waste had been tipped 1 16 
years earlier, had well-developed oak-birch forest (Roberts et al. 198 1). 

So vegetation can establish naturally on industrial waste; but even on 

Recolonization of 
coal-mine waste 
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the more favourable sites it takes a long time. One way to promote 
revegetation is to spread topsoil on the waste. This is often done on mine 
waste nowadays. If opencast mining is continuing there should be a supply 
of topsoil, but that may not be true for other types of site, such as deep mine 
waste, fly ash or old building sites. Substitutes for topsoil have been tested. 
In the treatment of domestic refuse, if paper and plastic are removed and 
the remainder passed through a fine screen, the resulting pulverized refuse 
fines have a higher concentration of organic matter and of available N, P 
and K than many topsoils. In a field test at two sites, Chu and Bradshaw 
(1996) spread a 20-cm layer of pulverized refuse fines over colliery spoil and 
brick waste and then sowed perennial ryegrass. The grass grew well, better 
than on the uncovered waste even with fertilizer added, and better than on 
20 cm of topsoil. On an abandoned sandpit in Quebec, grass establishment 
was promoted by adding paper de-inking sludge, which is mainly wood 
fibres containing inks and other chemicals (Fierro et al. 1999). 

On some waste material, sowing plants with an application of inor- 
ganic fertilizer but without adding any organic material can promote 
early vegetation establishment. Marrs et al. (1980) surveyed 68 sites of 
china clay waste (sand) on which grass and clover seed had been sown up 
to 8 years earlier, followed by NPK fertilizer and lime. All sites a year or 
more old had a vegetation cover of at least 40%; on the older sites it var- 
ied from 40 to 100%. Up to 11 native species had invaded per site. An 
increase in the nitrogen content of the vegetation plus substrate showed 
that N accumulation was faster than the fertilizer input. Presumably 
there was some input from N fixation by the sown clovers or legume 
invaders. Because fresh waste is commonly coarse and has little organic 
matter, if fertilizer is applied early nutrient losses by leaching can be sub- 
stantial (Marrs & Bradshaw 1980). Legumes may be a more effective 
means of nitrogen input. Finding out which legume species are best 
suited to particular waste materials could help in their revegetation. 
There are large differences between legume species in their ability to 
establish on colliery waste and sand waste from china clay, and hence in 
the N input they provide (Jefferies et a]. 1981). One legume which has 
been successfully sown on waste tips is the tree lupin Lupinus arboreus. 
This has a lifespan of about 6 years, and during that time can provide sub- 
stantial N input (Palaniappan et al. 1979). 

Adding organic 
matter 

Addingfertilizer.. . 

. . . or legumes 

Toxicity 

Waste material from mining for a heavy metal such as copper or lead is 
likely to contain toxic concentrations of that heavy metal. Heavy metals 
also accumulate where sewage sludge is dumped. Plants growing on such 
media will take up the heavy metals, which may reach toxic concentra- 
tions in their tissues (see Chapter 9, especially Fig. 9.9). Some plants do 
colonize such sites, but usually only a few species, and the same species 
recur at different polluted sites. For example, in Britain the grass Agrostis 
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Fig. 11.5 Frequency of plants of different copper tolerances in three British grass 
species. All plants were grown from seed collected at unpolluted sites, except for the 
mine population of Agrostis capillaris. The seed was sown on mixtures of potting 
compost and Cu-polluted mine soil; the figures under C:M show the ratio of 
compost:mine soil. The surviving plants were assessed for Cu tolerance, by their 
root extension in Cu solution. From Gartside & McNeilly (1974). 

capillaris is often seen on old waste dumps from heavy metal mining. 
These observations raise the question of whether the species found at 
these sites are always tolerant of heavy metals, or whether they have 
races that are specially tolerant. 

The genetics of heavy metal tolerance has been extensively investi- 
gated (see review by Macnair 1993). It has been consistently found that 
plants growing on heavily polluted sites are genetically different from 
members of the same species growing close by on unpolluted soil: they are 
ecotypes with genetically based heavy metal tolerance characters. Figure 
11.5 shows the results of tests for copper tolerance on three grass species. 
Tolerance was assessed by the length of roots that grew in a solution con- 
taining copper (Cu) at 0.25 mg 1-’ as a percentage of the length in Cu-free 
solution. Two populations of Agrostis capillaris were compared, one from 
an old copper mine, the other from uncontaminated soil. When numerous 
plants were grown on uncontaminated soil and then tested (see top line of 
Fig. 1 1 S), the mine population showed a wide range of copper tolerance, 
some plants being extremely tolerant; in contrast, no members of the ‘nor- 
mal’ population showed more than slight tolerance. If the ability to grow 
on strongly polluted soil depends on such genetic adaptation, why do not 
more species occur on these sites? Are only a few species able to undergo 
the necessary genetic change? To investigate this, Gartside and McNeilly 
( 1974) looked for Cu-tolerant individuals within nine British herbaceous 
species (seven grasses and two forbs). They made up mixtures of potting 
compost and Cu-polluted mine soil in various proportions, and sowed 
10 000 seeds of each species on each mixture. The seeds all came from 
populations on unpolluted sites. Some of the seeds from each of the 
species germinated, but three of them had no survivors on the mixtures 

Plants that are 
tolerantofheavy 
metals 
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with a high proportion of mine soil. Of the remaining species, some (e.g. 
Loliurn perenne, Fig. 1 1.5 J had no individuals that showed high Cu toler- 
ance in the root extension test. In contrast, two grass species, Agrostis 
capillaris (unpolluted site ecotype) and Dactylis glornezata, had a few 
individuals, among the survivors on the most polluted soils, that had high 
Cu tolerance (see Fig. 11.5). It seems then, that in these populations from 
unpolluted sites, two out of the nine species had the ability to produce 
mutants that were Cu-tolerant, but the other seven did not. 

Several other projects have also searched for the existence of Cu-tolerant 
or zinc (&)-tolerant individuals among large populations in non- 
contaminated sites. This was done either by testing many indviduals for 
tolerance of the heavy metal; or by studying sites where Cu or Zn contamin- 
ation was local, recording which species occurred on uncontaminated soil 
nearby and how many of these could survive in the contaminated area (Al- 
Hiyaliet al. 1990; Bradshaw 1991). All theresearchwasperformedinBritah; 
I am not aware of similar work elsewhere. Taken together with the results of 
Gartside and McNeilly (1974), this indicates 1 1 species, all grasses, which in 
non-contaminated sites can have occasional indwiduals tolerant of Cu or 
Zn. Six of the species appeared in more than one of the studes. In contrast, 
there are 10 other grass species and 14 non-grass herbaceous species in 
whch individuals tolerant to Cu or Zn have never been found. It appears 
that they do not have the ability to evolve Cu or Zn tolerance, or can do so 
only extremely rarely. Bradshaw (1991) dscusses why this might be. 

This inability of many species to produce heavy metal-tolerant ecotypes 
places a severe restriction on the restoration of vegetation on the sites: 
unless the toxic waste can be detoxified or covered with uncontaminated 
material, the vegetation that can be established will be restricted to a few 
species, as far as we know all of them grasses. If we can identdy and isolate 
a gene for heavy metal tolerance it might be possible to transfer it to other 
species. This would only be possible if one or a few genes confer the toler- 
ance. Macnair (1993) listed examples where this has been found to be the 
case. However, in other cases inheritance of heavy metal tolerance appears 
to be polygenic: the wide range of tolerance among Agrostis capillaris indi- 
viduals in Fig. 11.5 (right-hand side) strongly suggests polygenic control 
there. An ecotype tolerant of one heavy metal is sometimes found to be tol- 
erant of another, but often tolerance of each heavy metal is inherited inde- 
pendently. There are several possible types of tolerance mechanism. 
Reduced uptake of the toxic ion by the tolerant ecotype has occasionally 
been found, e.g. arsenic (Meharg & Macnair 1990,1991). Other possibilities 
are chemicals in the plant that complex with the heavy metal and so take it 
out of solution within the cell (Steffens 1990), and enzymes within the 
plant that are less affected by the heavy metal (Mathys 1975). The mecha- 
nisms of heavy metal tolerance in plants are still little understood, which 
makes it difficult to devise ways of inserting tolerance into other species. 

If plants do grow on polluted sites animals will eat them and ingest the 
heavy metal from them, which they will in turn pass on to carnivores. 
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Chapter 9 gives information about this movement of heavy metals along 
food chains, and the tissue concentrations that develop (see Tables 9.6 
and 9.7). Heavy metals can have a substantial effect on the biomass and 
metabolic activity of microorganisms in soil; this includes reduced abun- 
dance of Rhizobium, leading to reduced nodulation and nitrogen fixation 
by legumes (Giller et al. 1998). These effects on microbes could interfere 
with attempts to restore fertile soil on waste sites. 

Conclusions 

+ Forest and grassland have in many parts of the world established on 
abandoned farmland without active intervention by people. 
However, after a century or even several centuries the structure and 
species composition may still be markedly different from that of old 
forest or grassland in the same area. 

+ Seeds of some species fail to arrive, even over a long time, at 
apparently suitable sites, sometimes when seed sources are only 
100 m or less away. Some invertebrates also fail to colonize. 

+ It may not be possible to return communities to the state before the 
first people arrived, for example because some species are now extinct. 

+ There are various possible aims for restoration. We need to be clear 
for each site what our aims are. 

+ Restoration can be greatly speeded up by planting required species. 
But some native plant species have proved very difficult to establish. 

+ Reintroducing animals also poses problems. For invertebrates these 
relate especially to the large number of species. A large mammal may 
require a large area of suitable habitat. 

+ Fresh mine waste is often unfavourable for plant growth because of coarse 
particle size and low organic matter content. Unassisted, vegetation 
tends to require decades to establish. It can be speeded up by addmg 
waste organic matter, addmg mineral nutrients, planting legumes. 

+ A substantial proportion of plant species appear to be unable to 
evolve heavy metal tolerance, and this places a restriction on what 
vegetation can be established on mine sites polluted by heavy metals. 

Further reading 

Restoration, general: 
Meffe &Carroll (1994) Chapter 14 
Jordan, Gilpin & Aber (1987) 
Bowles & Whelan (1994) 

Temperate forests: 
Peterken (1996), especially Chapter 15 

Heavy metal tolerance: 
Macnair ( 1993) 



Glossary 

This glossary has several functions. 
1 It gives the meaning of specialist terms and abbreviations used in the 
book. If a term is not defined here, the index may lead you to a longer 
explanation within the book. 
2 If a species has been called by its English name (only) in the text, the 
Latin (scientific) name is given here. However, the Latin name is not 
given for common domestic species, such as cow and wheat. 
3 If a species was called only by its Latin name in the text an English 
name is given here, or else some indication of which major group it 
belongs to. 

Acer = maple. Acer campestre = field maple; A. saccharum = sugar maple. 
Aerosol. A solid particle or liquid droplet so small that it  remains suspended in air 

almost indefinitely. 
Aggregate = soil crumb. Formed by numerous soil mineral particles (e.g. individual clay 

particles) bound together, though with pores between them able to hold water. A 
water-stable aggregate retains its structure even when sprayed with water or shaken 
in water. 

Agrostis = bentgrass. Agrostis capillaris was formerly called Agrostis tenuis; Agrostis 
vinealis was formerly called Agrostis canina. 

A1 = aluminium. 
Albedo = reflection coefficient. The proportion of the incoming short-wave radiation 

Alder = Alnus. 
Alewife = Alosa pseudoharengus. 
Alfalfa = lucerne = Medicago sativa. 
Amaranthus hybridus = amaranth, Prince’s feather. 
Amazonia. The region of South America drained by the Amazon River and its tribu- 

Andropogon scoparius = Schizachyrium scoparium = little bluestem. A bunchgrass. 
Anemone, wood =Anemone nemorosa. 
Anchovy = anchoveta = Engraulis. Peruvian anchoveta = Engraulis ringens; anchovy 

Antelope, pronghorn = Antilocapra americana. 
Aphid = Aphidoidea. 
Aquifer. Where water is held underground in porous rock. 
Artemin =brine shrimp. In the Anostraca (fairy shrimp) group of Crustacea. 
Ash = Fraxinus. 
Aspen. Several species of Populus. 
Autotroph. An organism that does not obtain its energy from organic matter but by 

Avocado = Persea americana. 
Baboon = Papio anubis. 

that an object reflects. 

taries; or the lowland part of that region. 

off southern Africa = E. capensis. 

photosynthesis (photoautotroph), or by oxidizing inorganic materials. 
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Badger = Meles meles. 
Barramundi = Lates calcarifer. 
Bear = Ursus. Grizzly bear = Ursus arctos. 
Beaver = Castor canadensis. 
Beech = Fagus. 
Benthic. Species that live within the bottom deposit of a lake or sea, or on the surface 

Bilberry = Vaccinium myrtillus. 
Biocontrol. Biological control of pests. 
Biodiversity. Diversity among living things. Sometimes broadened to mean ‘nature’ or 

Biomagnification. Increase in concentration of a substance in the tissues of living 

Biopesticide. Biological pesticide. See Box 8.1 
Bioremediation. Using living things to remove or break down a toxic substance. 
Birch = Betula. 
Bison = Bison bison. 
Blackbird = Turdus merula. 
Black locust = Robinia pseudoacacia [a tree) 
Bluebell = Hyacinthoides nonscripta. 
Bluebird, mountain = Sialia currucoides. 
Bluegill fish = Lepomis macrochirus. 
Bluejay = Cyanocitta cristata. 
BMWP. Biological Monitoring Working Party, who devised a scheme for assessing the 

Boar, wild = Sus scrofa. 
Boreal. Cold temperate region; cold winters, but summers warm enough for all soil 

to thaw. Boreal forest: native forest of boreal regions, in which conifers usually 
predominate. 

of the deposit. 

natural communities, but not in this book. 

things as it passes up a food chain. 

degree of aquatic pollution by which invertebrates are present. 

BouteZoua curtipendula = side-oats grama. A bunchgrass. 
BP. Years before present. 
Bq. Bequerel. Amount of radioactive material that produces 1 disintegration per second. 
Browser. Mammal that eats predominantly leaves and stem material of trees and 

Brussels sprouts = Brassica oleracea var. gemmifera. 
Buffalo, African = Syncer caffer. North American buffalo = bison. 
Bushbuck = Tragelaphus scriptus. 
Business-as-usual. Scenario for the future in which no attempt is made to restrain the 

use of fossil fuels and the production of greenhouse gases. 
C3, C4, CAM photosynthesis. Three alternative carbon pathways involved in  photo- 

synthetic CO, fixation. In the C4 and CAM pathways there is an additional initial 
CO, capture and concentration step. In CAM photosynthesis the CO, is taken in 
mostly at night, the stomata can remain closed by day, and hence transpirational 
water loss per unit C fixed is reduced. 

bushes. 

Ca = Calcium. 
Cabbage white butterfly = Pieris rapae. 
CAI. Current annual increment. New timber growth per year in a forest, usually 

CaZZuna d g u r i s  =heather [a low shrub). 
CAM. Crassulacean acid metabolism. See under C3. 
Camel = Camelus bactrianus + C. dromedarius. 
Capricorn silvereye (an Australian bird) = Zosterops lateralis chlorocephala. 
Carp. Common carp = Cyprinus carpio; grass carp = Ctenopharyngodon idellus. 
Carya = hickory. 
Cassava = Manihot esculenta. 
Casuurina. Tropical and subtropical trees, sometimes known as she-oak. 
Cd = Cadmium 

expressed as m3 ha-’ year-’. 
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Cedar = Cedrus. Red cedar (in eastern USA) = Iuniperus virginiana. 
CFC. Chlorofluorocarbon. 
Cheatgrass = Bromus tectorum. 
Checkerspot. Bay checkerspot butterfly = Euphydryas editha bayensis. 
Cheetah = Acinonyx jubatus. 
Cherry, black = Prunus serotina. 
Chestnut blight (fungus) = Cryphonectria parasitica, formerly called Endothia 

Chimpanzee = Pan troglodytes. 
Chipmunk = Tamias striatus. 
Chironomids. Non-biting midges. In the group Nematocera, in the Diptera. 
Cholinesterase. Enzyme which breaks down acetylcholine and is essential for the 

CI = Chlorine. 
Cladoceran. Water flea, a group in the Crustacea. 
Classical biological control. See Box 8.1. 
Clear-felling. Felling all trees in a large area in one episode. 
Clover = Trifolium. White clover = Trifolium repens. 
Cod. Atlantic cod = Gadus morhua; Greenland cod = G. ogac. 
Colorado beetle = Leptinotarsa decemlineata. 
Copepod. Copepoda are a major group of Crustacea, mainly marine. 
Coppice. System of tree harvesting in which several or many shoots grow from the cut 

stump; these are later harvested and the stump left for further cycles of growth and 
harvesting. The term also applies to the stems produced by this system. 

parasitica. 

functioning of nervous systems. 

Corn = maize = Zea mays. 
Corncockle = Agrostemma githago. 
Cougar = mountain lion = Felis concolor. 
Cowpea = Vigna sinensis = V. unguiculata. 
CPUE. Catch per unit effort. See Box 5.3. 
Cross-resistance. Individuals that evolve resistance to one pesticide also simultan- 

eously become resistant to another. 
Cryphonectria parasitica. Parasitic fungus that causes chestnut blight. 
Cs = Caesium. 
Cu = Copper. 
Dactylis glomerata = cock's-foot grass. 
Daphnia. In the Cladocera (water flea) group of the Crustacea. 
Deer. Red deer = Cervus elaphus; white-tailed deer = Odocoileus virginianus. 
Demersal. Living in water, near the bottom. 
Denitrification. Conversion by microorganisms of nitrate to the gases nitrous oxide 

and nitrogen. 
Desertification. Decrease of vegetation and degradation of soil in semiarid areas. A 

word not precisely defined and therefore not often used in this book. 
Deterministic model. A mathematical model that allows for no random variation. So a 

particular set of input values will always lead to exactly the same predicted outcome. 
Diapause. A period during the life of an insect, e.g. during the larval stage, when the 

metabolic rate is greatly reduced and the insect becomes better able to survive 
unfavourable conditions. Equivalent to dormancy, but applies only to insects. 

Dogwood = Cornus. 
Dog's mercury = Mercurialis perennis. 
Dolphin. Aquatic mammals, mostly in family Delphinidae. 
Dormouse = Muscardinus avellanarius. 
Douglas fir = Pseudotsuga menziesii. A conifer. 
Eagle. Bald eagle = Haliaeetus leucocephalus; golden eagle = Aquila chrysaeetos. 
EC,,. (EC = effective concentration). Concentration of chemical that causes 50% 

reduction in measured activity of a species, e.g. in growth rate or respiration rate. 
Ecotoxicology. Study of the effects and fate of potentially toxic chemicals in the 

environment. 
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Ecotypes. Genetically different populations within a species that are adapted to local 

Elephant. African elephant = Loxodonta africana; Indian elephant = Elephas maximus. 
Elk = moose = Alces alces. 
Epizootic. Sudden and temporary increase of a disease in an animal population. 
Eucalyptus = eucalypt. Trees of the southern hemisphere, especially in Australia. 

Eucalyptus regnans = mountain ash. 
Eutrophic. Applied to water of rivers, lakes and oceans: contains mineral nutrients in 

sufficient concentrations to support rapid algal growth. 
Evapotranspiration. Total loss of water vapour by transpiration from plant plus evapor- 

ation from any surface (e.g. soil water, rain on plant surfaces]. 
Falcon, peregrine = Fako peregrinus. 
FAO. Food and Agriculture Organization of the United Nations. 
Farmyard manure. Mixture of plant material (often straw] with faeces and urine from 

Fe = Iron. 
Festuca ovina = sheep’s fescue [a grass]. 
Fir = Abies. Balsam fir = Abies balsamea. 
Fixatioa of nitrogen. Incorporation of N from gaseous N, into an organic compound. 
Flea. Siphonaptera. Rabbit flea = Spilopsyllus cuniculi. 
Foraminifera. Protozoa which produce a complex shell. 
Forb. A herbaceous plant other than a grass. 
Forest. Vegetation in which trees form a continuous canopy. 
Fox = Vulpes. European fox = Vulpes vulpes; swift fox = V. velox. 
FYM. Farmyard manure. 
G = giga = x lo9. 
Gazelle, Grant’s gazelle = Gazella granti; Thomson’s gazelle = G. thomsonii. 
gbh. Girth at breast height, i.e. circumference of tree trunk at about 1.5 m above the 

Genetic drift. Change in the genetic composition of a population due to chance 

Giraffe = Giraffa camelopardalis. 
Gorse = Ulex. 
Graminoids. Grasses, sedges and rushes. 
Gull, herring = Larus argentatus. 
Guppy = Poecilia reticulata. 
Gypsy moth = Lymantria dispar. 
h. Hour. 
ha. Hectare = lo4 m2. 
Haddock = Melanogrammus aeglefinus. 
Hdesia curolina = silver-bell tree. 
Half-life. The time taken for a radioactive isotope to lose half its radioactivity. Can be 

applied to some populations of living things: time taken for half of population to die. 
Halocarbon. An organic chemical containing fluorine, chlorine, bromine or iodine. 
Halophyte. A plant species that occurs naturally on saline soil. 
Hardwood. In temperate regions: dicotyledonous tree species, and forests in  which 

these dominate (in contrast to conifers which are called softwoods]. In tropics: tree 
species that have dense, strong wood; they are usually slow-growing. 

environmental conditions. 

farm animals. 

ground. 

processes, not selection. 

Hare, Canadian or snowshoe = Lepus americanus. 
Hawthorn = Crataegus. 
Hazel = Corylus avellana. 
Heather. In this book means Calluna vulgaris; but Erica spp. are also heathers. Low 

Heavy metal. Metal with relative density greater than 5, e.g. cadmium, copper, lead, 

Hemlock = Tsuga. A North American tree. (A poisonous herb of Europe, called hem- 

shrubs. 

nickel, zinc. 

lock in Britain, is not mentioned in this book. ] 
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Herring, Atlantic = Clupea harengus. 
Heterotroph. An organism that obtains its energy from organic material. 
Hg = Mercury. 
Hickory = Carya. 
Hippopotamus = Hippopotamus amphibius. 
Holocene. Postglacial period = last 10 000 years. 
Humus. Dark-coloured organic material in soil. It is amorphous, i.e. so far decomposed 

Ibex, mountain = Capra ibexibex. 
Impala = Aepyceros melampus. 
Isohyet. Line on map joining points which have the same rainfall. 
ITCZ. Intertropical Convergence Zone. Seep. 60. 
J. Joule. 
Jay, blue = Cyanocitta cristata. 
K = Potassium 
k, K Kilo = x lo3. 
Kaoliang = Sorghum nervosum, a cereal 
Kinglet, golden-crowned = Regulus satrapa. 
Klamath-weed = St John’s wort = Hypericurn perforatum. 
Kudu, greater = Tragelaphus strepsiceros. 
Ladybird = vedalia beetle = Rodolia cardinalis. 
LAI. Leaf area index = Total area of leaves/Area of ground 
Larch = Larix. 
Lark, horned = Eremophila alpestris. 
Lark bunting = Calamospiza melanocorys. 
Latent heat of evaporation. Energy required to convert liquid water to vapour (at the 

LC,,. (LC = lethal concentration.) Concentration of a chemical in water surrounding a 

LD,,. (LD = lethal dose.) When this amount of a chemical is fed to each animal it kills 

LEA protein. Late embryogenesis abundant protein. These proteins increase in plant 

Leaf-hopper = Auchenorhyncha. In Hemiptera (bugs). 
Legume. Member of flowering plant family Fabaceae (formerly Leguminosae). Many of 

them form a symbiotic association with Rhizobium bacteria, which live in nodules 
on their roots and fix nitrogen from the air. 

that no detectable cell structures remain. 

same temperature). 

population that is sufficient to kill 50% of them. 

50% of the individuals. 

tissue after water stress, and may confer drought or salt tolerance. 

Lemming, Hudson Bay collared = Dichrostonyx hudsonius. 
Lepidoptera. Butterflies and moths. 
Lettuce = Lactuca sativa. 
Lion, African = Panthera leo. 
Liriodendron tulipifera = yellow poplar, tulip tree. 
Locust, black (North American tree) = Robinia pseudoacacia. 
Lolium perenne = perennial ryegrass. 
Long-wave radiation. Has wavelength more than 3 pm. See Box 2.1. 
Lucerne = alfalfa = Medicago sativa. 
Lynx, Canadian = Felis lynx = Lynx canadensis. 
m Milli = x lo3. 
M Mega = x lo6. 
Mahogany = Swietenia macrophylla. 
MAI. Mean annual increment = (volume of timber in a forest stand)/(age of stand). 
Maize = corn = Zea mays. 
Maple = Acer. Red maple = Acer rubrum; sugar maple = A. saccharum. 
Mark and recapture. See Box 5.3. 
Mayfly = Ephemeroptera. 
Melon = Cucumis melo. 
Merlin = Falco columbarius. 
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Mg = Magnesium. 
Milkfish = Chanos chanos. 
Millet. Cereals; several species including Setaria italica and Pennisetum glaucum. 
Minnow, fathead = Pimephales promelas. 
Moa. Dinorthifonnes. Flightless birds, all now extinct. 
Mongoose, Indian = Herpestes auropunctatus. 
Monkey. Blue monkey = Cercopithecus mitis; redtail monkey = C. ascanius; colobus 

Monophagous. Animal that eats only one species of plant or animal. 
Moose = elk = Alces alces. 
Mosquito = Culicidae. 
MPa. Megapascal, a unit of pressure. 1 MPa = 10 bars. 
Mullet = Mugil and Mullus spp. 
Musk ox = Ovibos moschatus. 
MVP. Minimum viable population. 
Mycoherbicide. Fungus used to kill weeds, by regular application, usually as spores. 
Mycorrhiza. Symbiotic association of plant root and fungus. Arbuscular (= vesicular- 

arbuscular) mycorrhiza: the fungi form characteristic vesicles and arbuscules 
inside the root, but have little effect on the root’s external appearance. This is the 
principal type of mycorrhiza in herbaceous plants and also occurs in some woody 
species. 

n. Nano = x 
N = Nitrogen. 
Na = Sodium. 
Nurdus sfricta = mat-grass. 
NDVI. Normalized difference vegetation index, a ’greenness index’ used for assessing 

Nekton. Actively swimming aquatic animals, including fish. 
Nettle = Urtica dioica. 
Ni = Nickel. 
Nutcracker = Nucifraga. Clark’s nutcracker = Nucifraga columbiana; Eurasian 

Oak = Quercus. Chestnut oak = Q. prinus; red oak = Q. rubra = Q. borealis. 
Octanol. Octyl alcohol. CH,(CH,),OH. 
OECD. Organization for Economic Cooperation and Development. 
Opuntia = prickly pear cactus. 
Orange = Citrus aurantium. 
Organochlorine. Any organic compound that includes chlorine. 
Organophosphorus. Any organic compound that includes phosphorus. 
Osmoticum. Any dissolved substance which creates an osmotic effect. 
Osprey = Pandion haliaetus. 
Owl. Northern spotted owl = Strix occidentalis caurina. 
p Pic0 = x 

P = probability. 
Panda, giant = Ailuropoda melanoleuca. 
Panther, Florida = Felis concolor coryi. 
Parasitoid. An animal that is a parasite at one stage of its lifecycle but free-living at 

another. Especially applied to insects whose larvae are parasitic on another insect 
species but whose adult stage is free-living. 

Pb = Lead. 
PCB. Polychlorinated biphenyl. See Fig. 9.10. 
Pea = Pisum sativum. 
Pelagic. Lives suspended in water. 
Penicilliwn. Fungi, saprophytes, in the Ascomycetes. Some produce the antibiotic 

Peregrine falcon = Falco peregrinus. 

monkey = Colobus guereza. 

vegetation from satellites (see Box 3.2). 

nutcracker = N.  caryocatactes. 

P = Phosphorus. 

penicillin. 
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Phenolic. Any compound containing a benzene ring with one or more OH groups 

Pheromone. A chemical emitted by an animal as a signal to another individual, e.g. to 

Photic. Upper layer of water in an ocean or lake, in which the light intensity is great 

Photochemical reaction. A chemical reaction which is promoted by light. 
Photorespiration. Oxidation of ribulose-1,5-bisphosphate, which happens in light and 

is catalysed by Rubisco, the same enzyme that catalyses the reaction of this sub- 
stance with CO,. Photorespiration therefore competes against photosynthesis for 
substrate and reduces photosynthetic carbon fixation. 

Photovoltaic cell. A physical device which when illuminated generates an electric 
current. 

Pbytopht&ora cinnmomi. Plant-parasitic fungus, in Phycomycetes. Causes root rot 
and dieback in many woody species. 

Phytoplankton. Planktonic algae and cyanobacteria; can include photosynthetic 
protozoa. 

Pine = Pinus. Lodgepole pine = P. contorta; Scots pine = P. sylvestris; white pine = P. 
strobus. 

Pioneer. A tree species whose seedlings can establish and grow only in a large area free 
of trees, not in undisturbed forest or small gaps. 

Plaice, European = Pleuronectes platessa. 
Plankton. Small organisms that live suspended in water. Some are unicellular, some 

multicellular, but all are small enough to be much affected by currents. See Box 5.1. 
Pleistocene. Period starting 2 million years ago and ending 10 000 years ago. Com- 

prised a series of glacials (cold periods] and interglacials (warmer periods]. 
Plover, mountain = Charadrius montanus. 
Polygenic. A character controlled by several or many genes. 
Polypeptide. Several or many amino acids linked together. 
Polysaccharide. Several or many monosaccharide (simple sugar] molecules linked 

Poplar = Populus. Yellow poplar = Liriodendron tulipifera. 
Postglacial period. Holocene = last 10 000 years. 
Productivity. The rate at which an organism captures energy or increases in dry matter. 

Primary productivity: productivity by photosynthetic organisms. Net primary prod- 
uctivity: increase in dry matter content or energy content of plants, after allowing for 
loss by their own respiration. Secondary productivity: productivity by heterotrophs. 

directly attached to it, e.g. Figure 9.101a) and (b). 

attract a potential mate. 

enough to allow photosynthesis. 

together. 

Quercus = oak. Quercus prinus = chestnut oak; Q. rubra = red oak. 
Rabbit, European = Oryctolagus cuniculus. 
Radiation. Long-wave, short-wave, photosynthetically active: see Box 2.1. 
Radiocarbon dating. See Box 2.5. 
Rape = Brassica napus. 
Recruitment. Applied to fish: the number of fish which, in a particular year have joined 

the catchable stock, i.e. have during the year grown large enough to be caught by the 
nets used. 

Red scale = Aonidiella aurantii. 
Reindeer = Rangifer tarandus. 
Rhinoceros, black = Diceros bicornis; white = Ceratotherium simum. 
Rhizobium. Bacteria which form symbiotic N-fixing association in nodules on roots of 

leguminous plants. 
Rhizosphere. The region of soil very close to an individual root. The abundance of 

microorganisms is higher than elsewhere in  the soil, because of organic materials 
from the root and dying root cells. 

Robin, American = Turdus migratorius; European = Erithacus rubecula. 
Robiniapseudoacacia = black locust. 
Rubisco. Ribulose-1,5-bisphosphate carboxylase/oxygenase, a key enzyme in CO, 

capture in photosynthesis. 
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Ruminant. A herbivorous mammal whose stomach includes a rumen, a chamber con- 

Rust fungus = Uredinales, in the Basidiomycetes. Obligate plant parasites. 
Ryegrass = Lolium. Perennial ryegrass = Lolium perenne. 
S = Sulphur. 
Sahel. Region in Africa south of the Sahara Desert, where the climate is semiarid. 
Salmon, Atlantic = Salmo salar. 
Sapsucker, red-naped = Sphyrapicus nuchalis. 
Sardine, Peruvian = southern African = Sardinops sagax. 
Savanna. Tropical vegetation in which perennial grasses are prominent. Trees or 

Secondary chemical. Compound produced within a plant which is not involved in 

Senecio vulgaris = groundsel. 
Serpentine. A basic rock with high magnesium content. 
Shag = Phalacrocorax aristotelis. 
Shannon Index = Shannon-Wiener Index. A measure of species diversity. See Box 10.6. 
Sheep = Ovis. Bighorn sheep = Ovis canadensis. 
Sheltenvood system. See Box 7.3. 
Shrew = Sorex. Common shrew = Sorex araneus; long-tailed shrew = S. dispar. 
Silt. Soil particles 2-20 pm or 2-50 pm across (definitions vary). 
Silver-bell tree = Halesia Carolina. 
Silver-spotted skipper butterfly = Hesperia comma. 
Silver-studded blue butterfly = Plebejus argus. 
Silviculture. Care and management of a forest; often refers to a plantation, after the 

Simpson Index of dominance. See Box 10.6. 
Smelt. Several genera, in family Osmeridae. 
Sole, common = Solea vulgaris. 
Sorghum = Sorghum bicolor = S.  vulgare. A cereal. 
Sparrowhawk = Accipiter nisus. 
Springbok = Antidorcas marsupialis. 
Spruce = Picea. Engelmann’s spruce = P. engelmannii; red spruce = P. rubens; sitka 

Squirrel, North American = Sciurus [grey], Tamiasciurus (red]; 13-lined ground 

Stoat = Mustela erminea. 
Stochastic model. Mathematical model which includes the possibility of chance 

Stock. Applied to fish: the number or biomass of fish [or of one species of fish] in the 

Stocking density. Applied to grazing mammals: the number of animals per unit ground 

Sugar-cane = Saccharum officinarum. 
Sunflower = Helianthus annuus. 
Swallow. Several genera, in family Hirundinidae. Cliff swallow = Hirundo pyrrhonota. 
Sycamore = Acer pseudoplatanus. 
t = tonne = metric ton = 106g. 
T Tera = x 
Takahe = Notornis mantellii. A flightless bird of New Zealand. 
Tannin. Secondary chemicals in plants which combine with proteins; hence they often 

Teleosts. The major group of fish, containing most of the bony fishes. 
Thrip. Thysanoptera. 
Thylakoid membrane. Within each chloroplast stacks of thylakoid membranes, con- 

Tit, great = Parus major; marsh = P. palustris. 

taining microorganisms that break down cellulose. For examples see Box 6.1. 

shrubs may be present, but they do not form a continuous canopy. 

primary metabolism, such as respiration or photosynthesis. 

trees have been planted. 

spruce = P. sitchensis. 

squirrel = Spermophilus tridecemlineatus. 

events or random variation. 

area that are large enough to be caught by the nets used. 

area (e.g. per hectare]. 

inactivate enzymes. Many tannins are polyphenolics. 

taining chlorophyll, are a key structure in light capture for photosynthesis. 
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Treecreeper = Certhia familiaris. 
Tsuga canadensis = eastern hemlock. 
Trout, lake (= char) = Salvelinus namaycush; rainbow trout = Oncorhynchus mykiss. 
Tuna. Several species, mostly in genus Thunnus. 
Turbot = Psetta maxima. 
UN. United Nations. 
UNEP. United Nations Environment Programme. 
Ungulate. A hooved herbivorous mammal. 
Vetch = Vicia. 
Virulence. How much a disease-causing organism affects the attacked species; often 

assessed by what percentage of infected individuals die and how quickly they die. 
Warbler, yellow-rumped = Dendroica coronata. 
Warthog = Phacochoerus africanus. 
Wasp. Gall wasp: Cynipidae. 
Water use efficiency. Amount of plant growth per amount of water used. There are 

Waterbuck = Kobus ellipsiprymnus. 
Waxwing, cedar = Bombycilla cedrorum. 
Weevil = Cuculionidae, in the Coleoptera. 
Whale, humpback = Megaptera novaeanglie. 
Wildebeest = Connochaetes taurinus. 
Wolf = Canis. Grey wolf of Europe and N. America = Canis lupus. 
Woodchuck = Marmota monax. 
Woodland. Vegetation in which trees are present but are far enough apart to form an 

Woodlouse = Isopoda. In the Crustacea. 
Woodpecker, black-backed = Picoides arcticus; three-toed = P. tridactylus. 
Wren, house = Troglodytes aedon. 
Zebra = Equus burchelli. 
Zn = Zinc. 
Zooplankton Small animals that are a component of plankton. See Boxes 5.1,5.2. 
a, p-, y-diversity. See Box 10.6. 
p Micro = x 10". 

several variants of this definition: seep. 64-5. 

open canopy. 
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Abiesalba 40 
Acacia spp 107,242 
Acer campestre 269 

pseudoplatanus 40,326,335 
saccharum 105,288,325 

Achatina fulica 241 
Acyrthosiphon pisum 236 
Agropyron 158 

cristatum 161 
smithii 151 

Agrostemma githago 2 2 3 4  
Agrostis capillaris 152,336,341-3 

vinealis 159, 165 
Albizia falcata 176 
Alder 107, 189 
Alewife 270 
Alfalfa [lucerne) 73 
Amaranthus hybridus 210 
Anchoveta 126-8,141 
Andropogon scoparius 160-1 
Ant 40,330-1 

army ants 291-2 

pronghorn 164-5 
Antelope 155 

Anthoxanthum odoratum 152 
Aonidiella aurantii 233 
Aphid 208,228,236,249 
Aphidius ervi 228,236 
Aphytis melinus 233 
Artemia salina 142 
Asarum canadense 43 
Ash 326 
Aspen 188 
Auchenorhyncha 169 
Avocado 34-5 

Baboon 193 
Bacillus thuringiensis 229-30,236 
Banksia marginata 212 
Barley 249-50, 271 
Barramundi 132, 143 
Bay checkerspot butterfly 295-6,305-6 
Bean 67,108 

3 93 

Bear, grizzly 301-2 
Beaver 287 
Bee 2 9 2 3  
Beech 40-5,105,176,188,196 
Betula 42,329 

Bilberry 1534,162 
Birch 42, 105,329 
Bison 155, 164-5 
Blackbird 290-1 
Black locust 107,195-8,324-5 
Blackwood 242 
Bluebird, mountain 200 
Bluegill fish 40-1 
Blue grama 160 
Bluejay 44 
Bluestem, little 160-1 
Boar 337 
Botrytis cinerea 209 
Bouteloua spp 160 
Brachionus plicatilis 142 
Brachypodium pinnatum 170 
Bradyrhizobium 107 
Bromus tectorum 161 
Brussels sprouts 227-8 
Buchloe dactyloides 160 
Buffalo 155, 163-4 
Buffalo grass 160 
Bunting, lark 170 
Bushbuck 164 

alleghaniensis 105 

Cabbage white butterfly 227 
Cactoblastis cactorum 226,236 
Calluna 1534,  15940, 162,318,336, 

340 
Camel 155,166 
Carp 141 
Carya 183, 195, 198,326 
Cassava 227 
Castanea 42 

dentata 212,288 
sativa 212 

Casuarina 107 
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Cattle Chapter 6, also 11-2,634, 112 
Cheatgrass 161 
Cheetah 295 
Cherry, black 288 
Chestnut 42 

European 212 
North American 212,288 

Chilopartellus 227 
Chimpanzee 193 
Chipmunk 306,308 
Chironomid 255,261-2 
Chondrilla juncea 230 
Choristoneura 2134,229 
Chrysolina 230-1,234-5,287 
Citrus 233 
Cloeon dipterum 255 
Clover 856,341 

white 74, 153-4 
Cod 118,128, 136-9 
Corn (maize) 67, 73,91, 101,227,230 
Corncockle 223-4 
Cornus florida 183 
Corylus 42,44,326 
Cotton 67,230 
Cottony-cushion scale insect 235 
Cougar 296,299-301 
Cryphonectria parasitica 21 2,235-6 

Dactylis glomerata 342-3 
Damselfly 255 
Daphnia 253,260-1,264-6 
Deer 1544,298,339 

red 40,337 
white-tailed 215, 287-8 

Deschampsiaflexuosa 152, 162 
Diamondback moth 236 
Dog's mercury 306-7,33 1 
Dogwood 183 
Donkey 166 
Dormouse 308-9 
Drosophila 40-1 
Douglas fir 176,213 

Earthworm 87-8,251-2 
Elephant 155,163-4,287,295,298,301 
Elm 42,44,326 
Erwinia amylovora 228 
Eucalyptus 212 

camaldulensis 176 
globulus 176 
grandis 176 
niarginata 190 
regnans 200-1 

Euglandina rosea 241 
Euglossa spp 293 
Eulaema spp 293 
Ezilepidotis 215 

Fagus 42-5, 188, 196 
grandifolia 43, 105 
sylvatica 40, 176 

Festucnovina 152, 159, 170 
Fir 40, 186,213 
Flea 240 
Fox, European 22 1 

swift 337 
Frankia 107 
Fraxinus excelsior 326 

Gaeumannomyces graminis 225,229 
Gambusia affinis 265 
Gazelle, Grant's 63-4 

Thomson's 634,295 
Giraffe 155, 163-4, 295 
Gmelina arborea 176 
Goat 151-2, 155,166 
Gorse 233 
Grama, blue and side-oats 160 
Gull, herring 270 
Guppy 264,266 

Haddock 140 
Hakea sericea 212 
Halesia Carolina 325 
Halibut 142 
Hare 306 
Harpalus rufipes 227 
Hawthorn 326 
Hazel 42,44,326 
Heather 153-4, 159-60,162,318,336,340 
Hemlock 42,44,188,325 
Herring 140 
Hesperia comma 170,304-5 
Hickory 183,195,198,326 
Hippopotamus 155,295 
Holcus lanatus 152 
Hopea nervosa 194 
Horse 146, 155 
Hypericum perforatum 230-1,235,287 

Ibex 310 
Icerya purchasi 235 
Impala 164 
Ischnura elegans 255 
lsopogon ceratophyllus 212 

Jarrah 190 
funcus 1 5 3 4  
Juniper 183 
Iuniperus virginiana 183 
Kinglet, golden-crowned 200 
Klamath weed 230-1,235,287 
Kudu 164 

Large blue butterfly 241 
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Lark, homed 170 
Leaf-hopper 169 
Lemming, Hudson Bay collared 37 
Lettuce 265 
Lime 326-7 
Lion 295,298 
Liriodendron tulipifera 195-8,324-5 
Lohmperenne  33,84148-9,153,223,3424 
Lomandra filiformis 212 
Lucerne [alfalfa) 73 
Lumbricus terrestris 251-2 
Lupinus arboreus 341 

Maculinea arion 241 
Mahogany 190-1 
Maize (corn) 67, 73,91, 101,227,230 
Mammoth 39 
Maple 188 

red 1954,288 
sugar 105,288,325 

Mastodon 39 
Mayfly 255,261-2 
Melon 75 
Mercurialis perennis 306-7,33 1 
Microtus spp 307-8 
Minnow, fathead 251,265 
Moa 336 
Mongoose, Indian 241 
Monkey, blue, colobus and redtail 193 
Moose 215 
Musk-ox 39 
Mussel 272 
Myrtaceae 293-4 
Myxoma virus, myxomatosis 230,232,237-40,287 
Myzus persicae 208 

Nardus stricta 158-9, 165-6 
Nettle 228 
Nutcracker 44,200 

Oak 42-5,183,188,195-8,3254,329,340 
chestnut 195-8 
red 195-8 

Oeciacus vicarius 216 
Oilseed rape 67,222-3 
Opuntia 226,236 
Orange 71 
Oryctolagus cuniculus 230,236 
Owl, northern spotted 201-2 

Panda, giant 296 
Panther, Florida 296 
Parashorea malaanonan €94 
Parelaphostrongylus tenuis 2 15 
Peregrine falcon 259-60 
Phanerochaete sordida 277-8 
Phaseolus vulgaris 108 

Phialophora 229 
Photobacterium phosphoreum 251,265 
Phytophthora cinnamomi 212-3,217 
Picea 42, 44, 188,213 

abies 40 
engelmannii 184 
sitchensis 176 

Pig 155 
Pine 42-5,188,325-6,328-9 

lodgepole 184 
Monterey 176 
Scots 176,329 
white 43 

contorta 184 
radiata 176 
strobus 43 
sylvestris 176,329 

Plaice 125, 140 
Plover, mountain 170 
Plutella xylostella 236 
Poplar 176 
Populus trichocarpa 176 
Porcellio scaber 269 
Potato 99 
Prickly pear 226,236 
Pseudomonas 229,279 
Pseudotsuga menziesii 176,213 

Pinus 42-5,188,325-6,328-9 

Quararibea asterolepis 215 
Quercus 42-5,183, 188,195-8,325-6,329,340 

Rabbit 230,232,236-40,268,287,306,329 
Rape, oilseed 67,2223 
Rat 265 
Red cedar 183 
Redscale 233 
Reindeer 39 
Rhinoceros 155 

Rhizobium 107-8,344 
Rice 67,101 
Robin, American 200 

European 290-1 
Robinia pseudoacacia 107, 195-8,324-5 
Rush 153-4 
Ryegrass, annual 150-1 

woolly 39 

perennial 33,88, 148-9, 153,223,342-3 

Salicornia europaea 76 
Salmon 141-2,202 
Sapsucker, red-naped 200 
Scenedesmus 260-1,264 
Senecio vulgaris 210 
Shag 270 
Sheep, bighorn 296-7 

domestic Chapter 6, also 99 
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Shorea johorensis 194 
Shrew, common 269-70 

long-tailed 37 
Silver-bell tree 325 
Silvereye, Capricorn 301 
Silver-studded blue butterfly 336 
Silvilagus brasiliensis 230, 236 
Sitobion avenae 228 
Skeleton weed 230 
Skipper, Lulworth 170 

Smelt 270 
Snail, giant African 241 
Sole 140 
Sorex araneus 269-70 
Sorghum 85-6 
Soybean 101,107,206 
Springbok 164 
Spruce 40,42,44, 188,213 

silver-spotted 170,304-5 

Engelmann’s 184 
red 258-9 
sitka 176 

Spruce budworm 2134,229 
Squirrel 306 

13-lined ground 37 
Starling 257 
Stylo (Stylosanthes) 64 
Suaeda maritima 75-6 
Swallow, cliff 216 
Sycamore 40,326,335 

Teak 176 
Tectona grandis 176 
Thinopyrum bessarabicum 70-1 

Thrips 232-3 
Thymelicus acteon 170 
Tilia spp 326-7 
Tit, great and marsh 290-1 
Treecreeper 290-1 
Trout 141-2,251-3,264 
Trypanosomiasis 206 
Tsuga 42,44,188,325 
Turbot 141 

Ulmus 42,44,326 

Vaccinium 153-4,162 
Vole 307-8 

Warbler, yellow-rumped 200 
Warthog 163-4 
Waterbuck 295 
Waxwing, cedar 200 
Whale 285 
Wheat 11’32-3,50,65-71,91-104,2234 
Wheatgrass, crested 161 
Wildebeest 164,295 
Wolf 112,338 
Woodchuck 306 
Woodlouse 268-9 
Woodpecker, three-toed and black-backed 200 
Wren, house 200 

Xanthorrhoea australis 212 

Yellow poplar 195-8,324-5 

Zebra 63-4, 155,295 
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