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TECHNIQUE FOR CALIBRATING NETWORK MODELS 

By Thomas M. Walski,1 A. M . ASCE 

ABSTRACT: In calibrating a water distribution system model, the model user 
usually adjusts pipe roughness (e.g., Hazen-Williams C factor) or water use so 
that pressures and flows predicted by the model agree with values observed 
in the field. This paper presents formulas to assist the user in deciding whether 
to adjust C or water use and by how much. The key to using the formulas is 
to observe pressures in the system for at least two significantly different use 
rates. Such data are often collected during fire flow tests. A model is considered 
calibrated to the extent that it can predict the behavior of the water distribution 
system over a wide range of operating conditions and water use. 

INTRODUCTION 

A very important step in the development of a water distribution net­
work model is the comparison of results predicted by the model with 
observations taken in the field. If the input for the model is correct, then 
predicted pressures and flows will match observed values. However, the 
data initially used to describe the network are usually not perfect, so 
some values must be changed in order for the predicted and observed 
results to agree. The question the model user must answer is, therefore: 
which values need to be changed and by how much? 

To correct for inaccuracies in input data it is necessary to first under­
stand the sources of these inaccuracies. These can be grouped into sev­
eral categories: (1) Incorrect estimate of water use; (2) incorrect pipe car­
rying capacity; (3) incorrect head at constant head points (i.e., pumps, 
tanks, pressure reducing valves); or (4) poor representation of system in 
model (e.g., too many pipes removed in skeletizing the system). 

In most cases it is possible to accurately determine the elevation of 
water in a tank or pressure at a pump during the time calibration data 
were collected, and unless major problems exist with the results caused 
by skeletizing the system, it is not standard practice to significantly change 
the network to be modeled by inserting additional pipes. Since it is al­
most impossible to accurately measure water use and pipe carrying ca­
pacity, these parameters are usually not modified to make model results 
agree with field observations. (Note that in this paper, the Hazen-Wil­
liams C factor is used to represent carrying capacity, although pipe 
roughness or Manning's n could also be used.) 

If the model predicts too much head loss in a certain group of pipes, 
the user can either decrease the estimate of water use in that area or 
increase the C factor. The user is in a situation similar to a person at­
tempting to adjust the color on a television set with two knobs. How­
ever, because of the effort and computer time involved in making a run, 
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the user would like to correct the data with one step rather than by trial 
and error. 

There are several schools of thought on how to calibrate models. The 
AWWA Research Committee on Water Distribution Systems (5) states 
that ". . . the majdr source of error in simulation of contemporary per­
formance will be in the assumed loadings distributions and their vari­
ations." On the other hand, Eggener and Polkowski (2) state: "the weak­
est piece of input information is not the assumed loadings condition, 
but the pipe friction factor." Cesario (1) reported that data on pump lifts, 
valve positions, and pressure reducing valve settings are modified first, 
while loadings and pipe coefficients are the last variables to be changed. 

How can a user tell which parameter to change? The answer is that 
if the user is only trying to make the model predict pressure under one 
operating condition, it does not matter. The user can always force the 
model to fit the observations for a single set of observations. If the wrong 
parameter is adjusted the model, however, will give poor results if com­
pared to observations at a different flow rate (e.g., average flow versus 
fire flow), since the model was calibrated using compensating errors. 
The key to selecting the correct parameter to change is having field ob­
servations corresponding to more than one flow rate, while knowing 
pump pressures, tank elevations, and valve settings corresponding to 
that time. 

In this article, the definition of calibration is presented and formulas 
for determining improved values of C and water use are developed and 
analyzed. The data required to use the formula are described and the 
formulas are applied to an example problem. Some practical aspects of 
calibration and implications of using the formulas are also analyzed. 

DEFINITION 

Shamir and Howard (4) state that calibration "consists of determining 
the physical and operational characteristics of an existing system and 
determinimg the data [that] when input to the computer model will yield 
realistic results." The AWWA Research Committee on Distribution (5) 
used the word "verified" in place of "calibrated" but described a process 
of calibration: "System simulation is considered verified during prelim­
inary analysis for design when calculated pressures are satisfactorily close 
to observed field gage readings for given field source send-out and stor­
age conditions. If simulation is not satisfactory, the possibility of local 
aberrations, such as open boundary valves, is investigated. In the ab­
sence of other expected causative factors, the assumed local arterial net­
work loads are adjusted until computed and observed field pressures 
are within reasonable agreement for various levels and extremes of de­
mand, pumping, and storage." (Note that there should be agreement 
over a wide range of operating conditions. Problems occur, in part, be­
cause field observations are usually not made over a wide enough range 
of operating conditions.) 

The following, more precise, definitions are proposed. Calibration of a 
water distribution model is a two step process consisting of: (1) Com­
parison of pressures and flows predicted with observed pressures and 
flows for known operating conditions (i.e., pump operation, tank levels, 
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pressure reducing valve settings); and (2) adjustment of the input data 
for the model to improve agreement between observed and predicted 
valves. A model is considered calibrated for a set of operating conditions 
and water uses if it can predict flows and pressures with reasonable 
agreement. Calibration at one set of operating conditions and water use 
does not necessarily imply calibration in general, although confidence 
in the accuracy of results from the model should increase with an in­
crease in the range of conditions for which the model is calibrated. 

REASONABLE AGREEMENT 

Quantifying what is meant by "reasonable agreement" is difficult since 
it depends on: (1) The quality of the pressure and elevation data used; 
and (2) the amount of effort the model user is willing to spend fine tun­
ing the model. While a well calibrated pressure gage is accurate to ±3 
ft (1 m) of pressure head, elevation data are of widely varying quality. 
In the worst case, it must be read from contour maps with 20 ft (6.1 m) 
intervals which, with even the best interpolations, is only accurate to 
±7 ft (2.1 m). In most cases, better data on hydrant elevation are avail­
able so that static head can usually be determined to an accuracy of ±5 
ft (±1.5 m) to ±10 ft (±3.1 m). [Velocity head is usually on the order of 
1 ft (0.31 m) and is ignored in virtually all models of water distribution 
systems.] The problem is also complicated by the fact that tank levels, 
pump operation, and water use may change dramatically during the time 
the data are collected. This effect can be minimized by collecting data 
over a short period of time, taking a snapshot of the system, during 
which there are no changes in pump operation and during which tank 
levels are recorded continuously (or at least observed frequently). Data 
collected over several years without regard to pump operation or tank 
levels are useful only for the crudest verification of a network model. 
Systems with many wells and pressure reducing valves and a great deal 
of change in hydraulic grade line elevation across the system are gen­
erally much more difficult to calibrate than small systems with only one 
or two pumps or tanks, and no automatic valves. 

Therefore, given a good data set/ a model user should be able to achieve 
an average difference between predicted and observed head of ±5 ft (1.5 
m) with a maximum difference of ±15 ft (5.0 m). With a poor data set, 
an average difference of ±10 ft (3.1 m) with a maximum difference of 
±30 ft (10 m) is a reasonable target. 

An alternative way of looking at calibration accuracy is in terms of 
head loss. If the system only has 10 ft (3 m) of head loss from the source 
to the node with the lowest head in the system, then it should be easy 
to achieve an accuracy of ±5 ft (1.5 m). If there are several hundred feet 
of head loss, an accuracy of ±20 ft (6 m) may be quite good. 

DEVELOPMENT OF EQUATIONS FOR CORRECTING C AND Q 

The following information may be obtained in conjunction with rou­
tine fire flow testing. 

1. The hydraulic grade line elevations at a given node (the hydrant) 
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corresponding to some lower flow rate, Q (hydrant closed), and higher 
flow rate, Q + Qf (hydrant open). These elevations may be defined as 
hi and h2, respectively. 

2. The flow at the hydrant, Qf, during the flow test. 
3. The hydravftic grade line elevation, H, at some nearly constant head 

location (e.g., pump, tank, pressure reducing valve). 

Pertinent information that will generally be unknown includes: (1) The 
water use, Q, corresponding to hi; and (2) the C factor. 

For this situation it is possible to develop expressions to calculate the 
correct C factor for pipes serving a given area and the correct water use, 
Q for a given group of nodes in a network model. This development is 
presented in the following. 

To develop a simple rule for calibration, represent a section of the 
system from a node with known head to the test hydrant as a single 
equivalent pipe. The head losses between the constant head point and 
the node at which the fire flow test was conducted can be expressed as 

Hi - h = K^-j (la) 

and H2 - h2 = K21 —-=-' 1 (lb) 

in which Qf = difference in flow between high and low flow condition, 
in gallons per minute; Hj = hydraulic grade line elevation at known 
head point for low flow, in feet; H2 = hydraulic grade line elevation at 
known head point for high flow, in feet; hi = hydraulic grade line ele­
vation at test node for low flow, in feet; h2 = hydraulic grade line at 
elevation test node for high flow, in feet; Kx = K for equivalent pipe for 
low flow; K2 = K for equivalent pipe for high flow; S = water use at 
nodes significantly affecting hydrant test, in gallons per minute, S = 
2£Li Qi; and m = number of nodes affecting test. 

There are four unknowns in the preceding equations,.Ki, K2, C, and 
S. Kt and K2 depend upon the diameters and lengths of the complicated 
piping network and are equal if there is no water use between the con­
stant head point and the test hydrant. (Note that if the known head 
point is a tank, a pressure reducing valve that operates in the same node 
for high and low flow, or a pump with a flat head-characteristic curve, 
then it is acceptable to let Hx = H2.) 

Kt and K2 can be estimated utilizing the user's initial estimates of C 
and Q (referred to as Ce and Qe). Given the user's values of Ce and Qe, 
the model can be used to predict the hydraulic grade line elevation as 
h3 for flow Qe, and fi4 for flow Qe + Qf. Expressions similar to Eq. 1 can 
be used to estimate Ki and K2 if the user's estimates, Qe and Ce, are not 
too greatly in error: 

/ c \ L 8 5 

Ki = (Hi - h 3 ) M ) (2a) 

K^{H2-h)[^Qf) ' i2b) 
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in which h3 = model estimate of hi for Ce and Se, in feet; /z4 = model 
estimate of h2 for Ce and Se, in feet; Ce = user's estimate of C; Qe = user's 
estimate of Q; and Se = Efij Qei. 

Inserting the values of Ki and K2 into Eq. 1 and solving for S and C 
yields 

s ° » < 1 ° A S - (3"» 

c = S £ : = BCe (3b) 
b(Se + Qf)-aSe 

in which a = • \oc) 

and &=fe—^f4 (3d) 
\H2 - hj 

A = -b ^ (3e) 
- (Se + Q;) - Se 
a 

B = ^ (3/) 

Eqs. 3 can be used to calculate improved values of C and Q for cali­
bration. The coefficients a and b are useful as indicators of the magnitude 
and the source of error in the initial estimates. (This is analyzed in more 
detail later in this paper.) 

To adjust estimated use rates at individual nodes use 

Q, = AQd, i=l,2,...m (4) 

Similarly, the C-factor for many pipes in an area must be adjusted, so 
Eq. 3b is more correctly written as 

q = BCej/ j = 1, 2, . . . n (5) 

in which n = number of pipes affected by tests. 
The parameters, A and B, are actually correction factors for the use 

and C factors, respectively. As such, an A of 1.15 means that water use 
should be increased by 15% over the initial estimate, while a B of 0.8 
means that the C factor in the affected pipes should be reduced by 20%. 

APPLICATION 

The technique described earlier works best when applied to pie shaped 
sectors emanating from the known head node. Where the water use 
changes dramatically (about an order of magnitude) along one of these 
sectors, it is necessary to subdivide into two or more tiers and solve each 
tier successively from the source as a known head node. The down­
stream end of the first tier would become the known head node for the 
second, and so on. 
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Ideally, the data required to use Eqs. 3 already exist in the files of the 
water utility. Qf, hi, and h2 are routinely evaluated as part of fire flow 
tests. Utilities with even the crudest instrumentation record water ele­
vation in tanks or pressure at pumps, so determining H should be rel­
atively easy. In rllre instances (1), telemetry data on the entire system 
are available in sufficient detail for calibration. 

Usually not all of the data required are available so some fire flow tests 
should be conducted (3). The following should be kept in mind when 
collecting the data: (1) Conduct the tests on the perimeter of the skeletal 
distribution system (i.e., not near source or on lines not included in the 
model); and (2) use as large a test flow at the fire hydrant as possible. 

The preceding rules are necessary to insure that Hi - hx and H2 - h2 
are large. If they are not, then small errors in determining hi and h2 can 
result in large errors in Q and C. It will also be shown in the section 
titled "Analysis" that if Qf is much smaller than S, it is difficult to de­
termine the source of error (i.e., Ce or Qe) in the initial estimate, and 
errors in measuring hi and h2 are accentuated. 

The method for calculating C and Q developed in this paper is based 
on the assumption that Qf is known. If the difference in water use be­
tween high and low flow conditions is not known, then Eqs. 3 cannot 
be used. The beauty of these equations lies in the fact that the data re­
quired for calibration can be collected in a single test. 

APPLICATION TO NETWORK EXAMPLE 

Consider the skeletal network shown in Fig. 1, with the exact values 
for diameter, length, C, and water use given in the figure and Tables 1-3. 

Suppose a model user decides to model the pipes using a C factor of 
115, based on the age and type of pipe, and the user incorrectly esti­
mates water use at nodes 20 and 30 as 100 (0.0063), and 400 (0.0252) 
gpm (m3/s). If the user knows the hydraulic grade line (HGL) elevation 
at the tank to be 200 ft (60.9) m), the model predicts the HGL elevation 
as shown in row 2 of Table 1. (The measured HGL elevations based on 

PIPE NAME I 
DIAMETER, IN. 

LENGTH, FT 
. C FACTOR J 

FIG. 1.—Example of Water Distribution System (gpm x 6.309 x 1<r5 = m3/s; In. 
x 25.40 = mm; and ft x 0.3048 = m) 
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TABLE 1.—Hydraulic Grade Line (HGL) Data for Network Example, in Feet 

Water use 
0) 

Actual readings 
Initial run 
Corrected run 

Node 40 

Low flow 
HGL 
(2) 

181 
189 
180 

High flow 
(2,500 gpm) 

HGL 
(3) 

150 
162 
147 

Node 70 

Low flow 
HGL 
(4) 

173 
184 
171 

High flow 
(1,200 gpm) 

HGL 
(5) 

64 
123 
63 

Note: ft x 0.3048 = m; gpm x 6.309 X 10~5 = m3/s. 

TABLE 2.—C-Factors for Network Example 

Pipe 

(D 
a 
b 
c 
d 
e 
f 
S 
h 
i 

Actual 
(2) 

100 
130 
120 
110 
120 
110 
110 
110 
90 

Initial 
(3) 
115 
115 
115 
115 
115 
115 
115 
115 
115 

Corrected 
(4) 

115 
115 
115 
115 
115 
115 
115 
83 
83 

TABLE 3.—Water Use for Network Example, in Gallons per Minute 

Node 
(D 
20 
30 
40 
50 
60 
70 

Total 

Actual 
(2) 

500 
2,000 

500 
1,500 
1,000 ' 

400 
5,900 

Initial 
(3) 

150 
400 
500 

1,500 
1,000 

400 
3,950 

Corrected 
(4) 

205 
548 
685 

2,055 
1,000 

400 
4,893 

Note: gpm x 6.309 x 10~5 = m3/s. 

the exact data are given in row 1). With the data in rows 1-2, it is pos­
sible to calculate a and b for nodes near node 40 and 70 as 

/200 - 18 l \ a 5 4 ' 
«(40) = = 1.34 (6a) 

\200 - 189/ 

/200 - 173\°-54 

«(70) = = 1.33 „ (6b) K ' \200-184/ % V 

,, N /200 - 150\°'54 
b 40) = = 1.16 (6c) 

V200 - 162/ v 
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0,54 
/ 200 - 64 \ 

M70) = = 1.36 , (6d) K ' \200 - 123/ K ' 

For this problem, nodes 20, 30, 40, and 50, and pipes a, b, c, d, e, and 
/are to be adjusted1 using the results from node 40. The C factor for pipe 
g is not adjusted since it does not significantly affect either hydrant test. 
For node 40, Eqs. 3 give 

2,500 
A = TT6 = L 3 7 

(2,550 + 2,500) - 2,550 [ (7a) 

S = 150 + 400 + 500 + 1,500 = 2,550 

2,500 
B = = 1.02 (7b) 

1.16(2,550 + 2,500) - 1.34(2,550) v ' 

The water use at nodes 20, 30, 40, and 50 are multiplied by A and are 
listed in Table 3, but since B is approximately one the C factors are not 
modified. 

Next, A and B are calculated for the nodes (60 and 70) and pipes (h 
and i) influencing pressures around test node 70: 

A = 0.95 (8a) 

B = 0.72 (8b) 

Since A is near one, it may not be necessary to change water use in that 
area (those numbers are already estimated correctly). However, the C 
factor for pipes h and i are multiplied by 0.72. 

When the corrected values for C and Q are input to the model, the 
predicted pressures (Table 1 row 3) are much closer to the observed 
pressures (row 1). In general, the values of Q and C have improved but 
individual values of Q (node 50) and C (pipe h) in some cases actually 
become less accurate. (The total use is more accurate even though use 
at some individual nodes may be less accurate.) 

ANALYSIS 

The parameters, a and b, as defined in Eqs. 3 are useful dimensionless 
indicators of the error in head loss at low and high flow conditions, 
respectively. Values less than one indicate that the model overestimated 
head loss as compared to observed head loss, while values greater than 
one indicate the model underestimated head loss. The model can be con­
sidered calibrated when a ~ 1 ~ b. 

Values of a and b should generally be on the order of one. For ex­
ample, if a = 2 or 0.5, the difference between observed and predicted 
head at the node would be 2.6 times the head loss which would indicate 
a very large error. The proper interpretations of a and b are summarized 
in Table 4. 

While a and b provide insight into the nature of the error, Eqs. 3 must 
be used to actually determine the corrected values for the C factor and 
water use, Q. To give the reader an appreciation for the effect of a and 
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TABLi 4,—Interpretation of a and b 

Value 

(D 
<1 

=1 
>1 

a 
(2) ' 

Too much head loss predicted 
at low flow 

Head loss correct at low flow 
Too little head loss predicted at 

low flow 

b 
(3) 

Too much head loss predicted 
at high flow 

Head loss correct at high flow 
Too little head loss predicted at 

high flow 

b on the difference between the initial and corrected values of C and Q, 
the percent difference in C (i.e., \C - Q|/Cc) and Q (i.e., \Q - Qe\/Qe) 
were calculated for a large array of values for a and b while letting Ce = 
120, Qf = Qe = S = 1,000 gpm (0.063 m3/s), for a one node system. 

Fig. 2 shows the affect of a and b on C. Within the area titled "Accept 
C," the change in C is less than 10% from Ce. The dashed line corre­
sponds to a combination of a and b for which C = Ce. In this case, it 
corresponds to the line b = (a + l)/2 which was determined from Eq. 
3A for C = Ce. The region titled "Infeasible" corresponds to combina­
tions of a and b for which the denominator in Eqs. 3 is negative. 

Fig. 3 shows the affect of a and b on Q. Within the area titled "Accept 
Q," Q is within 10% of Qe. The dashed line corresponds to Q = Qe and 
in this case is the line representing a = b. For b » a, the water use 
estimate should be reduced, and for b « a, the water use estimate should 
be increased. 

Figs. 2-3 were combined to yield Fig. 4 which summarizes the cor­
rections to be made to Ce and Qe to calibrate the model. Those who be­
lieve in achieving calibration by adjusting C are working under the as­
sumption that a = b. Those who only adjust Q are assuming implicitly 
that 

FIG. 2.—Effect of a and b on Hazen-WII- FIG. 3.—Effect of a and b on Water Use 
Hams C (gpm x 6.309 x 1Q-5 = m3/s) Estimate (gpm x 6.309 x 1CT5 = m'/s) 
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PREDICT 
TOO HIGH 

_ CB = 120 
_ Q( = 1000 

On = 1000 

" 
gpm 

DECREASE 

-
-

#is^ 
W/4y 

= S 

ca q ^ 

^/yy 
"/€f 

PREDICT 
TOO LOW 

1 ' ' ' ' x/xz 

/ /vy^/ 
/£<$•/ ^C jT 

s S^ 

/-
/ ~ 

INCREASE C & Q / 

/ INFEASIBLE 

FIQ. 4.—Summary of Corrections Re­
quired to Achieve Calibration (gpm x 
6.309 x 1<r5 = m3/s) 

= aQe + Qf 

Qe + Qf ' • • ' " " 

or, for the data in Fig. 4: 

(« + l) 

FIG. 5.—Effect of Qf/Qe on Lines Cor­
responding to C = Ce 
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There are a few special cases which provide insight into the adjust­
ments needed for calibration: 

1. If a = b (similar error at high and low flow), adjust C. 
2. If a = 1 and b # 1 (good calibration at low flow), adjust both Q and 

C by similar fraction. 
3. If a ¥= 1, b = 1, and Qf » Qe (good calibration at high flow, and 

low flow much less than high flow), adjust Q. 

Statement 1 can be proven by setting Q = Qe in Eq. 3a and solving 
for b. Statement 2 can be proven by letting a = 1 in Eqs. 3 and showing 
that (C - Q / Q = (Q - Qe)/Qe • Statement 3 can be proven by letting C 
= Ce and Qe/Qf = 0 in Eq. 3b and solving for b. 

The importance of insuring that Qf is significant in comparison to Qe 
(actually S when several nodes are affected) can be shown by plotting 
the line for C = Ce for several values of Qf/Qe, as shown in Fig. 5. As 
Qf/Qe approaches zero, the line for C = Ce approaches the Q = Qe line 
and it is not possible to determine if C or Q should be adjusted. In prac­
tical terms, as Qf/Qe becomes small, model results become increasingly 
sensitive to errors in measuring hi and h2 • Therefore, the accuracy of 
Eqs. 3 is greatest for large flows during fire flow tests. 

SOURCE OF ERRORS IN INITIAL SIMULATIONS 

Ideally, the data used in the initial runs of a model are so accurate 
that there is no need to correct the input using Eqs. 3. In some cases, 
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the corrections are small and are due to random error in estimating C 
or predicting water use at the time the calibration data were taken. When 
the corrections are large, the model user should not blindly change C 
or Q without trying to understand why the initial estimates, Ce and Qe, 
were poor. Taking time to understand the source of the errors can pro­
vide valuable insights into the behavior of the water distribution system. 
This is shown in the following examples. 

If the corrected C is much lower than the initial estimate (i.e., C < < 
Q), it is implied that the hydraulic carrying capacity of the mains is less 
than anticipated. While this may be due to an increase in pipe roughness 
with age, it may also be due to a closed or partially closed valve in a 
main. It is not uncommon during a modeling study to locate valves that 
have been mistakenly left closed. 

A corrected C that is much greater than the initial estimate (i.e., C >> 
Ce) implies that the hydraulic carrying capacity of the mains is more than 
anticipated. This is usually due to not including important pipes in de­
veloping the skeletal model. This can be corrected by increasing C or 
including additional pipes in the model. 

If the corrected water use is much less than the initial estimate (i.e., 
Q « Qe), the model user should attempt to identify water users not in 
operation when the data were collected. For example, the field obser­
vations may have been made on a school holiday or workers at a factory 
near the test node may have been on strike that day. 

If the corrected water use is much greater than the initial estimate (i.e., 
Q » Qe), the model user should look for unusual water uses. For ex­
ample, was the municipal swimming pool being filled that day or was 
lawn watering use especially high because of a drought? The error may 
also be due to an illegal connection or a large main break. 

RECOMMENDED PROCEDURE 

The recommended calibration procedure can be summarized as follows: 

1. Prepare model data to the greatest accuracy possible. 
2. Make initial run of model. / 

3. Measure H j , H2 , ht, h2, and Qf. 
4. If error is acceptable, calibration is complete; if not, go to next step. 
5. Calculate a and b. 
6. Calculate corrected C and Q. 
7. Rerun model. 
8. If error is acceptable, calibration is complete. 
9. Return to 5 (or if that is not successful, return to 3). 

SUMMARY 

The formulas presented in this paper can greatly simplify the process 
of calibrating water distribution system models. The key to using the 
formulas is collecting pressure data for the system uri9er both high and 
low water use conditions while recording pump and tank operation. This 
can be done by conducting fire flow tests. 

In addition to the formulas for calculating C and Q, some qualitative 
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guidance was developed for calibration. Given the results of the model 
for the initial estimates of C and Q: 

1. Adjust C if there is similar error at high and low flow. 
2. Adjust C ancl Q by similar amounts if the model is accurate at low 

flow but inaccurate at high flow. 
3. Adjust Q if the model is accurate at high flow bu t inaccurate at low 

flow. 
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APPENDIX II.—NOTATION 

The following symbols are used in this paper: 

A = correction factor for water use, Qf/[(b/a)(Se + Qf) - SJ; 
a = indicator of accuracy of calibration at low flow, ((Hx — hi)/(Hi 

- h)f™; 
B = correction factor for C factor , Qf/[b(Se + Qf) - aSe]; 
b = indicator of accuracy of calibration at high flow, ((H2 - h2)/(H2 

C = actual Hazen-Williams C factor; 
Ce = initial estimate of C; 
Cej = initial estimate of C for pipe ;'; 
Cj = correct value of C for pipe ;'; 

Hi = head at known head point at low flow, in feet; 
H2 = head at known head point at high flow, in feet; 
hi = observed hydraulic grade line elevation at low flow, in feet; 
h2 = observed hydraulic grade line elevation at high flow, in feet; 
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h3 = predicted hydraul ic grade line elevation at low flow, in feet; 
hi = predicted hydraul ic grade line elevation at h igh flow, in feet; 
K = head loss coefficient; 

Ki = value of K for low flow; 
K2 = value of K for high flow; 
m = number of nodes to be corrected; 
n = number of p ipes to be corrected; 
Q = actual water u se , in gallons pe r minute ; 
Qe = initial estimate of water use , in gallons per minute ; 
Qe, = initial estimate of water use for node i, in gallons pe r minute ; 
Qf = fire flow dur ing hyd ran t test, in gallons per minu te ; 
Q, = actual water u se at node i, in gallons per minute ; 
S = total wa te r use in nodes affecting test, in gallons pe r minu te = 

^ILiQi-, and 
Se = estimate of S, in gallons per minute . 

372 

"% 

Downloaded 28 Apr 2011 to 193.146.160.101. Redistribution subject to ASCE license or copyright. Visit http://www.ascelibrary.orgView publication statsView publication stats

https://www.researchgate.net/publication/243631101



