
Chapter Four   
Stochastic Analysis of Stream flow 

    Stochastic and empirical models  
• Time Series Analysis, and Hydrological Forecasting 

• Markov Processes 

• Markov Chains  

• Multivariate Regression Analysis and Hydrological Forecasting 

• Monte Carlo Simulation in Hydrological Modeling 

• Random numbers and variables generation 

 



Time-Series Analysis : Definitions  
• Many dynamic variables in hydrology are observed at more or less 

regular time intervals. 
– rainfall,  
– surface water stage or flow  
– groundwater levels.  
 

• Successive observations from a particular monitoring station 
observed at regular intervals are called a time series.  

 
• In the context of stochastic hydrology we should look at a time series 

as a realization of a random function.  
– real-valued discrete-time random function or  

– a real-valued continuous-time random function 

• Irrespective of this view of reality, hydrologists have been using 
techniques specially designed to analyze and model hydrological time 
series, Which collectively know as “time series analysis”. 



Time-Series Analysis: Reasons 
• The main reasons for analyzing hydrological time series 

are: 
1. Characterization:-  to analyze  seasonal behavior and trend 

values . 
 

2. Prediction and forecasting:- to estimate the value of the 
time series at non-observed points in time. This can be  
• a prediction at a time in future (forecasting), or  
• a prediction at a non-observed point in time in the past (fill 

in gaps in the observed series due to missing values). 
 

3. Identify and quantify input-response relations:-   
• Many hydrological variables are the result of a number of 

natural and man-induced influences. To quantify the effect 
of an individual influence and to evaluate water 
management measures, the observed series is split into 
components which can be attributed to the most 
important influences 



Time-Series Analysis: Classifications 
• By Number variables/stations involves  

– Single/univariate /time series  
– Multiple time series   

• By the relation with time  
– Autocorrelation/correlation/correlation with time /dependent  
– Uncorrelation /independent   

• By the time Space 
– Regular time series  
– irregular time series   

• By the trends and shifts involved  
– Stationary  
– Non-stationary  

• Others  

– Intermittent time series  

– Counting time series  



Time-Series Analysis: Terminologies and rules  
• Discrete stationary time series :-   

– most hydrological variables are continuous in time. However, if we consider the 
variable Z(t) at regular intervals in time Δt , we can define a discrete time series 

 
 
 

 
 

• Moments and Expectation  
– A single time series is considered to be a stochastic process that can be 

characterized by its (central) statistical moments. In particular the first 
and second order moments are relevant: the mean value, the variance 
and the autocorrelation function. For a statistical stationary process 
the mean value and the variance are 
 

– The autocovariance is a measure of the relationship of the process at 
two points in time. For two points in time k time steps apart (often k is 
called the time lag) , the autocovariance is defined by 



Time-Series Analysis: Terminologies and rules  
• Autocorrelation function (ACF):-  

– In time series analysis we often use  the function is called 
Autocorrelation function (ACF), that defined by  
 
 
 

– It can be proven that the value of the ACF is always between 1 and -1. 
A value of 1 or -1 means a perfect correlation, while a value 0 indicates 
the absence of correlation. From the definition it follows that the ACF 
is maximum for k=0.  

 
– The graphical representation of the ACF is called the autocorrellogram 

Because the ACF is symmetrical around k=0, only the right (positive) 
side is shown. 

 
– The dynamic behavior of a time series is characterized by its variance 

and ACF. This is visualized in figure for zero mean time series. 



Time-Series Analysis: Terminologies and rules  
• Autocorrelation function (ACF):-  



Time-Series Analysis: Terminologies and rules  
• Discrete white noise process :-  

– An important class of time series is the discrete white noise process at. 
This is a zero mean time series with a Gaussian probability 
distribution and no correlation in time.  
 
 
 
 

– Because of the absence of correlation in time, the discrete white noise 
process at time step t does not contain any information about the 
process at other time steps  

• Rules of calculus  
– Calculation rules with expectations are summarized as:  

 
 
 
 
 

– Where X and Z are discrete time series and c is a constant. 



Time series Modeling  
• All the concepts and principles discussed in the previous 

sections are for the purpose representing the hydrological 
time series by mathematical models 

 
• A number of stochastic  models are presented with their 

parameter estimation methods and model testing 
procedures  

 
• The models in this section belongs to 

– a purely random process, 

– an autoregressive (AR) process 

– a moving average (MA) process,  

– an autoregressive moving average (ARMA) process, and 

– an autoregressive integrated moving average (ARIMA)process. 



Time-Series Models: Principle 
• Principle of linear univariate time series models :-  

– The general concept of (linear) time series models is to capture as much 
information as possible in the model. This information is characterized 
by the mean value, the variance and the ACF. We consider the time 
series Zt as a linear function of a white noise process at    
 
 
 
 
 

– Because the ACF(k) of the white noise process equals zero for any k ≠ 0, 
all information of the autocorrelation in Zt is captured in the time series 
model.  
 



Time-Series Models: Autoregressive (AR) 
• AR(1) Model:-  

– Definition:   A zero mean AR(1) process (Zt ) is defined as  
– Parameter Determination : since  the white noise process is a zero 

mean, uncorrelated process, therefore the AR(1) process contain two 
unknowns:  

• the first order auto regressive parameter φ1 and 
•  the variance of the white noise process σ2 

• These unknowns have to be determined from the characteristics of 
the time series Zt, in particular the variance and the ACF  

 
 

– Properties of an AR(1) model is stationary the absolute value of the 
model parameter should be smaller than 1.   if this condition is 
not fulfilled, it follows that the variance of the process Zt does not exist. 
In this case, the process Zt is said to be non-stationary. 

– Example of an AR(1) process :- Let Zt be a zero mean AR(1) process, 
with   



Time-Series Models: Autoregressive (AR) 



Time-Series Models: Autoregressive (AR) 
• AR(p) Model:-  

– Definition:    
– Parameter Determination : Similar to the parameter determination of 

an AR(1) process, the parameters of the AR(p) model can be expressed 
in terms of the variance and auto correlation of the process 
 
 
 
 
 
 
 
 



Time-Series Models: Moving average (MA) 
• MA(1) Model:-  

– Definition:   A zero mean MA(1) process (Zt ) is defined as  
– Parameter Determination : since  the white noise process is a zero 

mean, uncorrelated process, therefore the AR(1) process contain two 
unknowns:  

• the moving average parameter ϴ1 and 
• - the variance of the white noise process σ2 

• These unknowns have to be determined from the characteristics of 
the time series Zt, in particular the variance and the ACF  

 
 

– Properties of an AR(1) model is always stationary and invertible. This 
can be seen by subtracting two successive values of the process Zt. 
 

– Example of an AR(1) process :- Let Zt be a zero mean MA(1) process, 
with   



Time-Series Models: Moving average (MA) 



Time-Series Models: Moving average (MA) 
• MA(p) Model:-  

– Definition:    
– Parameter Determination : Similar to the parameter determination of 

an MR(1) process, the parameters of the MR(p) model can be 
expressed in terms of the variance and auto correlation of the process 
 
 
 
 
 
 
 
 



Autoregressive Moving Average Model 



ARMA Model…. 



ARMA Model…. 



ARMA Model…. 



Autoregressive Integrated Moving Average Model 



GAR Models 



Multivariate AR and ARMA models 



Estimation of AR, MA, and ARMA Models 
• Testing Goodness of Fit 

– When an AR, MA, or ARMA model has been fitted to a given 

time series, it is advisable to check that the model does really 

give an adequate description of the data 

 

– There are two criteria often used that reflect the closeness of 

fit and the number of parameters estimated. 

• Akaike information criterion (AIC), and  

• Schwartz Bayesiancriterion (SBC) or  Bayesian information 

criterion (BIC).  



Estimation of AR, MA, and ARMA Models 



Disaggregation Models  



Disaggregation Models  



Disaggregation Models  



Disaggregation Models : Markov Chains  



Disaggregation Models : Markov Chains  



Disaggregation Models : Markov Chains  



Tools use for Time series Analysis  
• Excel  
• Matlab  
• R 
• SPSS 
• Mintab 
• etc  



Time Series Structure Tests 

• Examples  
– Effect of a large forest fire in a 

basin on runoff  
– Large land slides sediment 

transport on water quality  
– Changes of land use or 

reservoir construction on 
stream flows  

– Effects of global warming and 
climate changes   

 

Trends and Shifts  
Natural and human factors may produce gradual and instantaneous  
trends or shifts (jumps) 



Test for Trends 
Turning Point test  

– It is a method, which identify how many turning points are there in a 
sample data.  

–  the procedure is  
•Arrange the data in order of their occurrence  
•Apply either of the conditions  
 xi-1< xi >xi+1 or    xi-1>xi<xi+1  
•Let the total number of turning point be P 
•Expected number of turning points in the series is 
where N is the total number of data 
 

•Variance of P is   
 
• Expressing P in standard normal form 
 
•Test it at 5% level of significance, that is take the value of Z as  ± 1.96 
at 5% level of significance  
•If Zcal < Ztab there is no trend       
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Determination and testing of Trends 
Kendal’s Rank-correlation Test  
• Pick up the first value of the series xi and compare it with the rest of the 

series x2, x3, ….xn.  And find out how many times it is greater than others, 
assign all the great values with one suffix (P1ex = all expected values of X1)  

• Repeat it for all other values   
• Find P= P1ex +P2ex +……..Pnex 
• Maximum value of P can be  

 
•   

 
• Kendal’s Ʈ is computed as    E(Ʈ) should be zero  

 
 

• Variance of Ʈ =   
 

• Standard test for Statistics  of  
 
 

• Test the hypothesis at 5% level of significance of Z, i.e. Z= ±1.96 
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Test for Shifts (Jumps) 



Test for Shifts (Jumps) 



Test of Stationary  
One way of describing a stochastic process is to specify the joint 
distribution of the variables Xt. This is quite complicated and not 
usually attempted in practice. Instead, what is usually done is that we 
define the first and second moments of the variables Xt . 
 
These are 
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