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What	is	Parallel	Computing?	
• Parallel computing: use of multiple processors or 

computers working together on a common task. 
• Each processor works on its section of the problem 
• Processors can exchange information 
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Why	Do	Parallel	Computing?	
• Limits of single CPU computing 
• performance 
• available memory 

• Parallel computing allows one to: 
• solve problems that don’t fit on a single CPU 
• solve problems that can’t be solved in a reasonable time 

• We can solve… 
• larger problems 
• the same problem faster 
• more cases 

• All computers are parallel these days, even an iphone 4S has two cores… 
• e.g. a Qualcomm APQ 8064 (Snapdragon S4 Pro) has 4 cores @1.5GHz
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Speedup	&	Parallel	Efficiency	
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Limits	of	Parallel	Computing	
• Theoretical Upper Limits 
• Amdahl’s Law 
• Gustafson’s Law 

• Practical Limits 
• Load balancing 
• Non-computational sections 

• Other Considerations 
• time to re-write code 
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Amdahl’s	Law	
• All parallel programs contain: 
• parallel sections (we hope!) 
• serial sections (we despair!) 

• Serial sections limit the parallel effectiveness 
• Amdahl’s Law states this formally 
• Effect of multiple processors on speed up 

• where 
• fs = serial fraction of code 
• fp = parallel fraction of code 
• P = number of processors 
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Amdahl’s	Law
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Practical	Limits:	Amdahl’s	Law	vs.	Reality

• In reality, the situation is even worse than predicted by 
Amdahl’s Law due to: 
• Load balancing (waiting) 
• Scheduling (shared processors or memory) 
• Cost of Communications 
• I/O 
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Gustafson’s	Law
• Effect of multiple processors on run time of a problem with a 

fixed amount of parallel work per processor. 

𝑆" = 𝑃 − 𝛼. (𝑃 − 1)

• α is the fraction of non-parallelized code where the parallel work 
per processor is fixed (not the same as fp from Amdahl’s) 

• P is the number of processors 
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Comparison	of	Amdahl	and	Gustafson
Amdahl : fixed work

• fp = 0.5

𝑆" =
1

𝑓, +
𝑓"
𝑃

Gustafson : fixed work per 
processor

• α=0.5

𝑆" = 𝑃 − 𝛼. (𝑃 − 1)
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Scaling:	Strong	vs.	Weak
• We want to know how quickly we can complete analysis on a 

particular data set by increasing the PE(processing element) 
count 
• Amdahl’s Law 
• Known as “strong scaling” 

• We want to know if we can analyze more data in 
approximately the same amount of time by increasing the PE 
count 
• Gustafson’s Law 
• Known as “weak scaling” 12



Hardware	classification
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Hardware	in	parallel	computing

(Flexible Architecture for Shared Memory)
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Shared	and	distributed	
memory
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Hybrid	systems
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Multi-core	systems
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Accelerated	(GPGPU	and	MIC)	
Systems
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Rendering	a	frame:	Canonical	example	
of	a	GPU	task
• Single instruction: “Given a model and set of scene 

parameters…” 
• Multiple data: Evenly spaced pixel locations (xi,yi) 
• Output: “What are my red/green/blue/alpha values at 

(xi, yi)?” 
• The first uses of GPUs as accelerators were performed by 

posing physics problems as if they were rendering 
problems! 
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